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Abstract

The world’s energy demand is increasing, and there is a need for alternative energy sources to replace depleting fossil fuels. Geothermal energy could be an important part of these new sources of energy. For efficient and reliable geothermal energy production, characterization of geothermal reservoirs is needed. Characterization of reservoir properties is for a large part obtained using geophysical methods. In this thesis I develop a new seismic modeling method that can be used in geothermal reservoir characterization.

In passive seismics the amount of seismic data obtained at a geothermal reservoir can be quite large. For example, at The Geysers in California, over a period of about 30 years, hundreds of thousands of microseismic events have been recorded by about a hundred receivers. Efficient seismic modeling using, for example ray tracing, is therefore essential. In this thesis the main focus was on ray tracing. The goal was to develop a ray tracing algorithm, that is both fast and accurate. Ray tracing was implemented using three different numerical methods: Euler’s method, the midpoint method and fourth order Runge-Kutta. From a systematic comparison for realistic geothermal reservoir models and their overburdens, it was found that the midpoint method with a small time step is the preferred numerical method.

When performing ray tracing for e.g. source characterization it is essential to have reliable seismic velocity models. In this thesis an overview of velocity models at 15 enhanced geothermal systems was made. 1D velocity models exist at almost all the geothermal reservoirs. However, 3D velocity models, which tends to be much more accurate, only exist for half of these reservoirs. In this thesis the ray tracing algorithms were used for efficient waveform modeling, using both 1D and 3D velocity models, in order to check trade-offs in terms of travel times, amplitudes and waveforms. The velocity models used were a 1D velocity model of the The Geysers as given in the literature. The 3D model consisted of this 1D model on which were superimposed 3D perturbations. The modeling was done using two different seismic sources: a double couple source and a non-double couple source. The results showed that there were significant differences between the 1D and 3D modeling. The most significant deviations were differences in amplitudes and amplitude polarities for the calculated synthetic seismograms. Also, it was found that the results depend upon the seismic source, where there were large differences between the double couple and
non-double couple source. Thus, the use of 1D velocity models for geothermal reservoir characterization, can lead to wrong results about permeability of fractures. It is recommended that 3D seismic velocity models are used, and if necessary developed, when studying microseismicity and especially when inverting for source mechanisms.
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1 Introduction

The world’s energy demands are increasing, while CO$_2$ emissions and climate change are still as big a problem as ever. Today, the main sources of energy are coal and natural gas as shown in Figure 1. The figure also shows the world’s power generation between 1970 and 2010, and contains a prediction on how the energy consumption is expected to increase until 2030.

The depleting hydrocarbon resources, as well as the rapidly growing population and global warming increase the need for alternative energy sources to replace fossil fuels (Ehrlich 2013). Ehrlich (2013), as well as other reports by MIT (2006) and BP (2013) therefore suggest that much of the energy demand in the future should be covered by renewable sources of energy.

Renewable energy is energy provided by natural resources, which can be regenerated over a short period of time. Renewable energy can for example be from sources relying on the sun (e.g. solar, wind, hydropower, ocean and biomass) or from other natural processes such as tides (tidal energy) and the Earth’s heat (geothermal energy). Geothermal energy can continuously supply energy without being affected by external factors (Ehrlich 2013). In 2006 a group of scientists at MIT (Massachusetts Institute of technology) wrote a report called ”The future of geothermal energy”. This report provides detailed information on how technology development and investments in geothermal energy production might help cover the future energy demands and suggests that the geothermal energy resources are enormous. However, in order to efficiently produce geothermal energy in large quantities over a long period of time still a large amount of research is needed. In particular, more detailed characterization of geothermal reservoirs is needed. This is in a large part obtained using geophysical and especially seismic methods. The main focus of this thesis is to further develop seismic methods for geothermal reservoir characterization.
Figure 1: This figure shows how energy demands are expected to increase until 2030. From the figure it can be seen that fossil fuels clearly dominate the current energy consumption (red, green and black). Also, it can be seen that one expects an increase in renewable energy (orange). The figure is retrieved from the BP energy outlook 2030 report.
1.1 Geothermal Systems

1.1.1 Definition

A geothermal field is an area below the Earth’s surface with significant thermal energy reserves. The heat can, for example, come from magmatic intrusions or decay of radioactive elements (e.g. Thorium, Uranium and Potassium). Thermal energy of a geothermal field is distributed between fluids natural occurring in pores and fractures, and the host rock. The fluid most often is water in either fluid or steam phase (or both), depending on temperature, or magma (Tester et al. 2005).

Geothermal resources have been in use for a long period of time, even before recorded history (e.g. for hot baths and cooking). Geothermal energy production on the other hand, was first utilized at Lardarello (Italy) in 1902 (Tester et al. 2005). For geothermal energy production one wants to exploit the stored thermal energy in the Earth’s crust. This is done using fluid/steam that is naturally occurring or using an injected fluid, both of which are heated by the geothermal field. By drilling wells the heated water/steam can be extracted, and is used to drive turbines in a power plant. The turbines produce electricity (MIT 2006).

Geothermal energy resources are usually divided into four different categories: magmatic, geopressed systems, enhanced geothermal systems and hydrothermal (Tester et al. 2005).

In the case of magmatic systems one exploits energy directly from magma. This is challenging because instruments need to be able to withstand extremely high temperatures. Currently, there is only one magmatic geothermal energy field in the world. This system is in Iceland, and was first utilized in 2014 (Scott et al. 2015). Geopressured systems are systems where the confining pressure is larger than the hydrostatic pressure. This is often the case when water is trapped under an impermeable layer, with a thick layer of sediments on top. The heavy weight of the sediments increases the pressure. The advantage of these high pressures is that not much energy is needed for pumping during the production. An example of such a system is in Texas. The system was utilized between 1989-1990 (U.S department of energy 2010). The two other types of systems, the focus of this thesis, will be discussed in more detail in the next two subsections.
1.1.2 Hydrothermal Systems

Hydrothermal systems are ideal for geothermal energy extraction. These systems have high permeability, large amounts of stored heat and sufficient recharge of natural water. Figure 2 shows a typical hydrothermal system. The reservoir is a confined aquifer, where an impermeable layer keeps the heat trapped in the reservoir. Also, for the hydrothermal system sketched in the figure, heat is continuously supplied from a magmatic intrusion beneath the reservoir. This is often the case for hydrothermal systems. Because of the magmatic intrusions hydrothermal reservoirs are usually shallow, making it easy to access the stored thermal resources (Tester et al. 2005).

Hydrothermal reservoirs are most commonly found close to plate boundaries. Plate boundaries are often associated with faults and fractures, giving relatively high permeability. These faults also often provide a travel path between the surface and reservoir, helping the reservoir to recharge from natural sources, such as precipitation, as seen in Figure 2. Water can also be recharged through fissures and sediments.

Examples of hydrothermal systems are The Geysers in California, Larderello in Italy, Wairakei in New Zealand, Hellisheidi in Iceland and Matsuwaka in Japan (Tester et al. 2005).
Figure 2: A typical hydrothermal system. Retrieved from Tester et al. (2005).
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1.1.3 Enhanced Geothermal Systems

Well drilling related to oil, gas and geothermal energy extraction shows that the largest geothermal resources available often occur in areas with relatively low permeability, or absence of natural water recharge. Permeability and fluid flow are crucial for the extraction of geothermal energy, and the absence of one of these properties makes it difficult to access the stored thermal resources. However, in 1974 Los Alamos National Laboratory developed techniques, which made it possible to extract energy from such areas. These technologies were first tested at Fenton hill in New Mexico, and showed great potential (MIT 2006).

The concept is built on drilling a well (injection well) to reach rocks with a certain temperature. Once the well is drilled, permeability is created by hydraulically fracturing the rock (or stimulating the natural fracture system) as shown in Figure 3. This can for example be done, injecting large amounts of water through the injection well to increase pressure. Once pressure is above a certain level, fractures are created/stimulated. More wells (production wells), intersecting the fracture system, are often also drilled. Water circulation in the hot rock fracture system between the injection and production well heats the water. The heated water/steam is further extracted through the production well, and used to drive turbines in a power plant. This kind of system is called an enhanced geothermal system (EGS). Enhanced geothermal systems drastically increase the number of possible geothermal energy production sites (MIT 2006).

In 2013 worldwide there were 31 EGS projects, and the number is increasing (Breede et al. 2013). Figure 4 shows 25 of the projects as well as their depths and temperatures. Most of the projects are located in Europe. The projects in Europe have a much lower temperature, than projects in America, Australia and Asia (Breede et al. 2013). EGS systems are the main focus of this thesis and are therefore discussed in more detail in the next three subsections.
Figure 3: An enhanced geothermal (EGS). By hydraulically fracturing the rock, permeability is improved. Retrieved from Tester et al. (2005).
Figure 4: The figure shows both temperature and well depths of most EGS systems. The yellow line shows the average temperature. Retrieved from Breede et al. (2013).
1.2 Reservoir Potential and Lifetime

1.2.1 Geothermal Energy Potential

When considering potential geothermal energy reservoirs, it is essential that the geothermal field produce enough energy to be profitable. Hence, it is important to be able to calculate the energy potential of the reservoir.

Estimation of geothermal energy potential \( H_G \) from a geothermal field can be done using the following equation (Bundschuh & Arriga 2010):

\[
H_G = \rho_s c_p V_b \Delta T. \tag{1.1}
\]

Here \( c_p \) is heat capacity of the rock (the amount of energy that is needed to raise a volume of rock of \( 1cm^3 \) by 1 degree Celsius), \( \rho_s \) is the rock density, \( V_b \) is rock volume (including pores) and \( \Delta T \) is the temperature difference within the reservoir.

An example illustrating the large potential of geothermal energy is given in the MIT report using equation (1.1).

If both the width and length of the rock are 14km, and the rock thickness is 1km, assuming an initial temperature of 250\(^{\circ}\)C, which is lowered, due to production, to a temperature of 50\(^{\circ}\)C \((\Delta T = 200^{\circ}C)\), and if the average density is assumed to be 2550 \( \frac{kg}{m^3} \) and with a heat capacity of 1000 \( \frac{J}{kg^{\circ}C} \). Then the potential reservoir energy is (MIT 2006):

\[
H_G = (2550 \frac{kg}{m^3})(1000 \frac{J}{kg^{\circ}C})(14km \times 14km \times 1km)(200^{\circ}C) = 100 \times 10^{18} J \tag{1.2}
\]

This is more energy than is consumed every year in the United States. Even though potentially only a small amount (< 10\%) of the calculated energy is accessible, this number shows the enormous potential for geothermal energy (MIT 2006).

1.2.2 Recovery Time

Recovery time of a geothermal system is the time the geothermal field would use to recover back to its original state after energy production is ended, while the lifetime of a geothermal system describes how many years energy can be extracted from a reservoir before it becomes unprofitable (MIT 2006).

If too large amounts of heat are extracted from the reservoirs, the recovery time of geothermal systems are considerably longer than for other source of renewable energy.
energy (e.g. solar, wind or biomass), and in some cases might be as large as a 100 years (MIT 2006). However, if energy is extracted at low rates, the systems has time to recover, extending the lifetime of the reservoir significantly. If as much heat is extracted as regenerated by natural processes the system could in theory produce energy for millions of years (Ehrlich 2013). The lifetime also depends upon the characteristics of the reservoir. Some areas use longer time to recover than other areas. For example at the Larderello field in Italy some wells have been producing energy for over 70 years, while other wells only last a few years (Tester et al. 2005).

1.3 Challenges Related to Geothermal Energy

Even though geothermal energy provides great potential, there are many challenges related to EGS (and hydrothermal systems), and success is not guaranteed. Many of the challenges lie in the extremely hot environment and large depths at which one extracts geothermal energy.

1.3.1 Instrumentation and Drilling Issues

For geothermal areas instruments and technology need to be able to withstand high temperatures, deep depths (i.e. high pressures) and high salinity levels/corrosion. Currently, instruments from the oil and gas industry are often used. However, since hydrocarbons are produced under less challenging conditions (lower depths and temperatures) development of instruments adapted for geothermal settings is needed (MIT 2006).

For example for temperatures above 225°C, imaging tools used to gain information on fractures and the stress regime do not exist. This makes it difficult to image the reservoir without pre-cooling the borehole. Drilling wells related to geothermal energy are expensive, and accounts for approximately 60% of initial investments. The rest of the investments are usually used for building the power plant (Ehrlich 2013). The major expense of the drilling costs lies in the large depths at which a well needs to be drilled to reach rock with the correct temperature, especially for enhanced geothermal systems. As one goes deeper, the reservoir gets hotter, increasing the risk of the drill bit getting stuck and being significantly worn. If in the worst case the bit is worn, the time associated with changing the bit is long, since it first has to be hauled out from the deep bore hole. Another difficulty is removing debris from the borehole, which has to be transported to the Earth’s surface (Ehrlich 2013).

Table 1 shows an overview of well depths, production wells and injection wells for
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15 EGS systems. From the table it can be seen that the depth interval at which the reservoirs produce is 1067-5093m. Also, the number of wells at each EGS varies. At Genesys-Hannover a combined well which works as both production and injection well is used (Breede et al. 2013).

<table>
<thead>
<tr>
<th>EGS</th>
<th>Well depth</th>
<th>Production wells</th>
<th>Injection Wells</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rosemanowes</td>
<td>2600m¹</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Landau</td>
<td>3300m¹</td>
<td>1⁵</td>
<td>1⁵</td>
</tr>
<tr>
<td>Soultz</td>
<td>5093m¹</td>
<td>2⁶</td>
<td>1⁵</td>
</tr>
<tr>
<td>Basel</td>
<td>5000m²</td>
<td>2²</td>
<td>1²</td>
</tr>
<tr>
<td>Coso</td>
<td>2956m¹</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Berlin</td>
<td>2380m¹</td>
<td>8¹</td>
<td>10¹</td>
</tr>
<tr>
<td>Cooper-Basin</td>
<td>4421m¹</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Genesys-Hannover</td>
<td>3900m¹</td>
<td>1⁸ (Production+ injection well)</td>
<td>0</td>
</tr>
<tr>
<td>NorthWest Geysers</td>
<td>3396m¹</td>
<td>3³</td>
<td>2³</td>
</tr>
<tr>
<td>St.Gallen</td>
<td>4450m¹</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Insheim</td>
<td>3800m¹</td>
<td>1⁹</td>
<td>2⁴</td>
</tr>
<tr>
<td>Groß-Schönebeck</td>
<td>4400m¹</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Paralana</td>
<td>4003 m¹</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Larderello</td>
<td>4000m¹</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Desert Peak</td>
<td>1067m¹</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1: Table showing maximum well depth and number of wells used for injection and production related to EGS. The "-" sign indicates that no studies were found. In Genesys-Hannover a single well concept is tested, using the same well as both production and injection well (Breede et al. 2013).

1.3.2 Seismic Reflection and VSP Surveys

Seismic reflection studies can be performed at geothermal reservoirs. The reasons for doing these studies vary. For example, for geothermal energy extraction of seismic reflection data can be used to map the main structures of the geothermal field, giving an indication on where wells should be placed to make the reservoir commercially feasible. Acquisition of seismic reflection data at geothermal areas is more challenging than for the oil and gas industry. One problem is related to the large depths at which one extracts geothermal energy. Mapping deeper structures require larger offsets, which is often a challenge. If the offsets are not large enough then this results in low resolution images. Also, often geothermal areas are more complex than areas used for oil and gas extraction. This is mainly due to the large fracture system used for geothermal energy extraction, but can also be due to a heterogeneous overburden (Majer 2003).

Reflection seismic data for investigation of geothermal reservoirs is expensive, and often not performed (if these techniques first are performed success is not guaranteed). 4D reflection seismics could theoretically be used to investigate possible changes of reservoir properties with time (e.g. pressure, heat and porosity), but is also often considered to be too expensive. High temperatures and presence of steam might also affect the resolution in a negative manner, but are not as significant as problems related to depth and structural/reservoir complexity (Crosby & Calman 1996).

Since it is often difficult to perform high resolution seismic reflection surveys at geothermal fields, VSP (Vertical seismic profiles) are often used to gain important information close to boreholes. For a VSP investigation geophones are located inside the borehole and a seismic source at the surface close to the well is used. The main goal is to image fractures and possible permeable zones close to the well. The VSP can also be used to test the accuracy of the velocity model and may also give a better indication when interpreting results obtained from seismic reflection acquisition. Results for VSP are varying, for example at the Soultz geothermal field VSP gave disappointing results due to the difficult granite environment. Moreover, the image quality of VSP is relatively low compared to reflection seismics because of lack of illumination. VSP are also rarely performed due to the high costs (DECC 2013).

Table 2 shows seismic studies done on 15 EGS systems. From the table it can be seen that reflection studies and VSP were only done at approximately half of the EGS systems, and are in most cases only performed once. In the table "yes" shows successful studies (managed to map structures), while "no" indicates unsuccessful
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studies.

<table>
<thead>
<tr>
<th>EGS</th>
<th>Refl. seisms</th>
<th>VSP</th>
<th>1D vel. model</th>
<th>2D/3D vel. model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rosemanowes</td>
<td>yes(^{19})</td>
<td>yes(^{19})</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Landau</td>
<td>-</td>
<td>-</td>
<td>x(^{12})</td>
<td>-</td>
</tr>
<tr>
<td>Soultz</td>
<td>yes(^{16})</td>
<td>no(^{11})</td>
<td>X(^2)</td>
<td>x(3D)(^2) (tomography)</td>
</tr>
<tr>
<td>Basel</td>
<td>-</td>
<td>yes(^{20})</td>
<td>X(^3)</td>
<td>x(3D)(^3) (reflection)</td>
</tr>
<tr>
<td>Coso</td>
<td>yes(^{17})</td>
<td>-</td>
<td>X(^4)</td>
<td>x(3D)(^4) (tomography)</td>
</tr>
<tr>
<td>Berlin</td>
<td>-</td>
<td>-</td>
<td>x(^{15})</td>
<td>-</td>
</tr>
<tr>
<td>Cooper-Basin</td>
<td>yes(^{18})</td>
<td>yes(^{21})</td>
<td>X(^{14})</td>
<td>-</td>
</tr>
<tr>
<td>Genesys-Hannover</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>The Geysers</td>
<td>yes((Not EGS))(^{6})</td>
<td>no(^{22})</td>
<td>X(^1)</td>
<td>x(3D)(^5) (tomography)</td>
</tr>
<tr>
<td>St.Gallen</td>
<td>yes(^{23})</td>
<td>-</td>
<td>X(^7)</td>
<td>-</td>
</tr>
<tr>
<td>Insheim</td>
<td>-</td>
<td>yes(^{12})</td>
<td>X(^{12})</td>
<td>-</td>
</tr>
<tr>
<td>Groß-Schönebeck</td>
<td>yes(^{8})</td>
<td>-</td>
<td>X(^8)</td>
<td>x(2D)(^8) (tomography/reflection)</td>
</tr>
<tr>
<td>Paralana</td>
<td>-</td>
<td>-</td>
<td>X(^9)</td>
<td>x(3D)(^9) (tomography)</td>
</tr>
<tr>
<td>Larderello</td>
<td>unknown(^{11})</td>
<td>yes(^{24})</td>
<td>X(^{10})</td>
<td>x(3D)(^{10}) (tomography)</td>
</tr>
<tr>
<td>Desert Peak</td>
<td>yes(^{13})</td>
<td>yes(^{25})</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2: Table showing seismic studies done on EGS (Enhanced geothermal systems). I chose to only look at the EGS systems where the largest seismic events are known, see Figure 5. In the table ”x” indicates that there exists velocity models for the systems, while the ”-” sign indicates that no velocity models were found. Also, for the reflection seismic data and VSP: ”yes” indicates successful studies, while ”no” indicates unsuccessful studies.

1.3.3 Production Induced Changes

Rock-fluid interactions during production can lead to unwanted changes in reservoir properties. As a result of long term operations at a geothermal field, dissolution and precipitation of minerals often changes the connectivity between fractures as well as permeability of the individual fractures. These changes can lead to short-circuiting of fractures, hence reducing the residence time of water in the fractures, giving the water less time to heat. These changes are crucial, and can even change the commercial viability of the reservoir (MIT 2006).

Too high water injection rates can also lead to short-circuiting. Pressures higher than critical pressure for fracture growth can extend the reservoir beyond the desired reservoir region. Due to these changes, there is a large chance of water circulation in non-productive regions within the reservoir, reducing the amount of energy produced. Therefore, it is useful to manage the water injection rates to reduce the risks of short-circuiting. Currently, there is no method developed to repair short circuits (MIT 2006).

1.3.4 Hazards and Environmental Problems

Another concern is contamination of groundwater, which for example is used as drinking water. Still in most cases no harmful chemicals are used for EGS exploitation. Also for deep geothermal systems, fractures related to the reservoir rarely interact with groundwater systems, which reduce the probability of pollution (Breede et al 2013).

Yet another concern is related to dissolution of radioactive elements from rocks. This is more likely to occur in the case of hot environments. High concentrations of radioactive elements may therefore be present in the fluid, which can lead to health and environmental issues. These numbers are however small compared to radioactivity related to exploitation of oil and gas (Breede et al. 2013).

Subsidence is another known problem connected to geothermal reservoirs. If fluid injection rates are lower than the extraction rate, consolidation of rock might occur, which leads to lowering of the surface (subsidence) (MIT 2006). Subsidence occurred at the Wairakei geothermal field in New Zealand, where reinjection was not performed after extracting geothermal energy. At one area of the field, the subsidence rates were as high as 0.45m per year. In order to avoid subsidence, one should therefore inject water into the reservoir to maintain reservoir pressure (MIT 2006).
A disadvantage of water injection is that it can cause micro-seismicity. A project in Basel (Switzerland) was stopped due to concerns from the population when a magnitude 3.4 event occurred. The largest event recorded at an EGS system was for the Berlin project in El Salvador. The event had a magnitude of 4.4 on the Richter scale (Breede et al. 2013). An overview of the largest events recorded at enhanced geothermal systems is given in Figure 5. Table 3 shows an overview of micro-seismicity recordings at 15 EGS systems (both induced and natural seismicity). The table shows that induced seismicity monitoring exists at most EGS systems. Also, we see that there is no recorded induced micro-seismicity at Genesys-Hannover and Groß-Schönebeck.

Figure 5: An overview of the largest microseismic events recorded at the different EGS projects. The different colors represent rock type in the reservoir. In the figure one event has the magnitude -1. This is possible when using the Richter scale. Retrieved from Breede et al. (2013).
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<table>
<thead>
<tr>
<th>EGS</th>
<th>Induced Seismicity</th>
<th>Natural Seismicity</th>
<th>Largest event</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rosemanowes</td>
<td>-</td>
<td>x(^{15})</td>
<td>3.1(\times10)</td>
</tr>
<tr>
<td>Landau</td>
<td>x(^{9})</td>
<td>Production stopped(^{16})</td>
<td>2.7(\times10)</td>
</tr>
<tr>
<td>Soultz</td>
<td>x(^{4})</td>
<td>-</td>
<td>2.9(\times10)</td>
</tr>
<tr>
<td>Basel</td>
<td>x(^{1})</td>
<td>Production stopped(^{10})</td>
<td>3.4(\times10)</td>
</tr>
<tr>
<td>Coso</td>
<td>x(^{7})</td>
<td>-</td>
<td>2.8(\times10)</td>
</tr>
<tr>
<td>Berlin</td>
<td>x(^{3})</td>
<td>-</td>
<td>4.4(\times10)</td>
</tr>
<tr>
<td>Cooper-Basin</td>
<td>x(^{6})</td>
<td>-</td>
<td>3.7(\times10)</td>
</tr>
<tr>
<td>Genesys-Hannover</td>
<td>No observed induced seismicity(^{12})</td>
<td>x(^{12})</td>
<td>1.8(\times10)</td>
</tr>
<tr>
<td>NorthWest Geysers</td>
<td>x(^{3})</td>
<td>x(^{3})</td>
<td>2.87(\times10)</td>
</tr>
<tr>
<td>St.Gallen</td>
<td>-</td>
<td>-</td>
<td>3.6(\times10)</td>
</tr>
<tr>
<td>Insheim</td>
<td>x(^{4})</td>
<td>x(^{4})</td>
<td>2.4(\times10)</td>
</tr>
<tr>
<td>Groß-Schönebeck</td>
<td>No observed induced seismicity(^{10})</td>
<td>x(^{10})</td>
<td>-1(\times10)</td>
</tr>
<tr>
<td>Paralana</td>
<td>x(^{2})</td>
<td>-</td>
<td>2.6(\times10)</td>
</tr>
<tr>
<td>Larderello</td>
<td>x(^{14})</td>
<td>x(^{14})</td>
<td>3(\times10)</td>
</tr>
<tr>
<td>Desert Peak</td>
<td>-</td>
<td>x(^{13})</td>
<td>1.7(\times10)</td>
</tr>
</tbody>
</table>

Table 3: Table showing for which EGS systems natural and induced events are measured. The largest events are measured using the Richter scale. "x" indicates found studies, while – indicates no studies. For Groß-Schönebeck and Genesys-Hannover no induced seismic events have been recorded. The table also shows the largest recorded events.

**References:**
1. (Häring et al. 2007) 2. (Oye et al. 2012) 3. (Guilhem et al. 2014) 4. (Küperkoch 2014)
15. (Cornwall Council 2012) 16. (Gross et al. 2013) 17. (Heimlich et al. 2015)
1.4 Micro-Seismicity and Seisms

As mentioned in the last subsection, injection of fluids into the subsurface and exploitation at geothermal fields cause microseismic activity. Micro-seismicity of a geothermal field can be a hazard, but also of great interest. It can be used for geothermal reservoir characterization (e.g. Guilhem et al. 2014).

It is important to distinguish between naturally occurring seismicity and induced seismicity. At the north west of The Geysers geothermal field in California, the abandoned Prati-32 well was reopened in 2010. Water was injected into the well at different rates. The project showed a clear connection between water injection and the number of micro-seismic earthquakes (Johnson 2014). Results from this injection experiment are displayed in Figure 6. Prior to injection there is only a small amount of naturally occurring events up to about 5 a day, with an isolated peak of 12 events on one day. When the injection rates are increased the number of micro-seismic events increases significantly to about 10-20 a day.
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Figure 6: This figure shows the connection between micro-seismicity and water-injection. On the x-axis days are displayed. The minus sign indicate days prior to injection. Number of microseismic events are displayed on the y-axis at the left, while injection rates are displayed on the y-axis at the right. Modified figure from Johnson (2014).
1.4 Micro-Seismicity and Seismics

1.4.1 Seismic Tomography

Tomography mainly uses travel times of seismic waves from micro-seismic earthquakes to gain information on reservoir and overburden properties. If enough microseismic events are recorded and processed, it is possible to make 3D models of for example velocity models and attenuation (Hutchings et al. 2014). From table 2 it can be seen that for only about half of the EGS systems 3D velocity models are available. This indicates that tomography studies are not always performed at geothermal systems.

An example of seismic tomography is given by Hutchings et al. (2014). At The Geysers Hutchings et al. (2014) performed tomography using the microseismic earthquakes related to the Prati-32 injection test. The main goal was to investigate difference in reservoir properties before and during injection for P and S-wave velocity, Possion’s ratio, P- and S wave attenuation (Lamé second constant and bulks modulus). Figure 7 shows results from the P-wave tomography. It can be seen that there is a decrease in velocity close to the well after performing water injection for two months.

![Figure 7: P-wave tomography results performed for the Prati-32 injection test. Retrieved from Hutchings et al. (2014).](image)

1.4.2 Moment Tensor Inversion

The forces acting on fractures of microseismic earthquakes at geothermal fields can be found using moment tensor inversion. Moment tensors give the fault/fracture orientation and slip direction by calculating a corresponding focal mechanism. Moment
tensor inversion is also used to find seismic moment, which helps estimate moment magnitude (Stein & Wysession 2003). By calculating moment tensors in combination with earthquake locations for microseismic events at geothermal reservoirs, it is possible to predict possible permeable zones and orientation of fractures. Johnson (2014) investigated micro-seismic earthquakes related to fluid injection at the northern area of The Geysers geothermal fields in California. By investigating different moment tensors he made a source model for induced earthquakes. The source model aimed at predicting whether fractures are being opened or closed.

1.5 Contents of this Thesis

This thesis will go into further depth on moment tensor inversion and different aspects of waveform modeling as discussed in the previous sections. In order to estimate moment tensors one needs recorded seismograms (ground displacement) and Green’s tensors in elastic media. Green’s tensors represent the impulse response of the velocity model, and can be estimated using ray tracing.

The main focus of this thesis is ray tracing. At The Geysers geothermal field in California, 1D ray tracing is used when estimating moment tensors. However, the velocity model is known to be 3D. Therefore 3D modeling, rather than 1D modeling is needed. A crucial part of 3D (elastic isotropic) seismic waveform modeling is done using ray tracing. Therefore, I have developed 3D ray tracing algorithms, which can be used for heterogeneous 3D media. I also investigate trade of between 1D and 3D ray tracing, to see if there are any major differences in obtained results.

Most ray tracing algorithms are performed using a numerical method called fourth order Runge-Kutta. In this thesis I implement the fourth order Runge-Kutta method, but I also implement ray tracing using two other numerical methods: Euler and midpoint method. A systematic comparison between the 3 ray tracing methods is done. These methods will be compared in terms of accuracy and numerical costs.

Finally, I use the ray tracing to compute seismic waveforms for a synthetic model of a geothermal reservoir and in particular look at differences between 1D and 3D modeling and the effect of these models on different seismic sources. Chapter 2 gives a summary of the wave theory of seismic wave propagation. Chapter 3 gives a detailed overview of the 3 ray tracing algorithms. The ray tracing algorithms are then
compared in detail in Chapter 4. For the comparison 3 velocity models of geothermal reservoirs and its overburden were used: one 1D and 2 3D models. The ray tracing is then used in Chapter 5 to compute seismic waveforms for the velocity models and study differences in the modeling.
2 Theory: Seismic Wave Propagation

2.1 Overview

Seismic forward modeling is used to compute travel times, amplitudes and whole waveforms. These waveforms provide valuable information for structure and sources (e.g. moment tensor inversion). Therefore, in this chapter I discuss theory related to seismic wave propagation. This is important for understanding the concepts used in this thesis.

2.2 Acoustic Wave Propagation

Seismic waves are best modeled using elastic wave theory (see e.g. Aki & Richards (1980), Ben-Menahem & Singh (1981) and Chapman (2004)). However, several important aspects of elastic wave propagation and the much simpler acoustic wave propagation are very similar. Therefore, in this section I discuss acoustic wave propagation.

The acoustic wave equation describes how the pressure field $U$ behaves away from a source $S$ (see e.g. Morse & Feshbach (1953), DeSanto (1992)) and is given by:

$$\Delta U(x,t) - \frac{1}{c^2(x)} \frac{\partial^2 U(x,t)}{\partial t^2} = -S(x,t).$$

(2.1)

Here $x$ is the position vector. Its Cartesian coordinates will be denoted by $(x, y, z)$ or $(x_1, x_2, x_3)$ in this thesis. $t$ is time, $c(x)$ is velocity at $x$ and $\Delta$ is the Laplace operator. The source satisfies $S(x,t) = 0$ for $t < 0$. To solve the acoustic wave equation (2.1) some initial conditions are needed, such as the pressure field $U(x,0)$ and its first time derivative $\frac{dU(x,0)}{dt}$. In this thesis, as in seismology/seismics in general, one wants to solve equation (2.1), i.e. find $U(x, t)$ for given $x$ and all $t$ for a given velocity $c$ and source $S$. This is called seismological/seismic modeling.

It is convenient first to choose $S$ to be a point source in space and time:

$$S(x, t) = \delta(x - x_s)\delta(t).$$

(2.2)

Here $x_s$ is the source of the pressure field and $\delta$ is the Dirac-delta function. For our purposes the Dirac-delta function is zero everywhere, except at $t = 0$, when the function value is one. This is represented as a spike in Figure 8.
The solution of the acoustic wave equation (2.1) for a delta-function source, as in (2.2) is called the Green’s function $G$ and it satisfies:

$$\Delta G(x, t) - \frac{1}{c^2(x)} \frac{\partial^2 G(x, t)}{\partial t^2} = -\delta(x - x_s)\delta(t). \quad (2.3)$$

Once the Green’s function is known, it can be used to express the solution of a general source $S(x, t)$ using superposition:

$$U(x, t) = \int G(x, x_s, t)S(x, t)dxdtd. \quad (2.4)$$

It is often useful to express the wave equation in the frequency domain instead of the time domain. This is done by applying a Fourier transform to $U$:

$$f(\omega) = \int F(t)e^{i\omega t}dt \leftrightarrow F(t) = \frac{1}{2\pi} \int f(\omega)e^{-i\omega t}d\omega, \quad (2.5)$$

where $\omega = 2\pi f$ is angular frequency. Applying a Fourier transform to the wave equation (2.1) gives the Helmholtz equation:

$$\Delta u(x, \omega) + \frac{\omega^2}{c^2(x)}u(x, \omega) = -S(x, \omega). \quad (2.6)$$

### 2.2.1 Eikonal and Transport Equation

As noted in the previous section it is important to be able to solve the wave equation (2.1) for a general source $S$ and velocity $c$. For a homogeneous medium this can be
done analytically and this gives (e.g. Cerveny 2001):

\[ G(x, t) = \frac{1}{4\pi|x - x_s|} \delta \left( t - \frac{|x - x_s|}{c} \right), \]  

(2.7)

with \( T = \frac{|x - x_s|}{c} \) the travel time and \( \frac{1}{4\pi|x - x_s|} \) is the amplitude \( A \). For a general heterogeneous medium exact analytical methods do not exist and solving the wave equation is done using fully numerical solutions (such as finite difference, finite element or pseudo spectral elements) or using approximate methods such as asymptotic and scattering or a combination of the two in combination with numerical methods (e.g. Cerveny 2001).

In this thesis the focus will be on a very popular approximate method: ray theory. In ray theory one assumes that:

\[ g = Ae^{i\omega T}, \]  

(2.8)

where \( \omega \) is large. Note the similarity between equation (2.8) and the Green’s function for a homogenous medium (2.7): one still assumes that there is a travel time \( T \) and amplitude \( A \), which describe the wave propagation well. This turns out to be the case as long as \( c \) is smooth and \( \omega \) is large. More details on ray theory can be found in the books by Chapman (2004) and Cerveny (2001).

(2.7) is replaced as a starting point and one look for a modified travel time \( T \) and amplitude \( A \). Note that in the time domain one looks for \( G = A(x)\delta(t - T(x)) \).

One assumes that \( S(x, \omega) = 0 \):

\[ \Delta g(x, \omega) + \frac{\omega^2}{c^2(x)} g(x, \omega) = 0 \]  

(2.9)

For the derivation (2.8) is inserted into (2.9). First the gradient of \( G \) is computed:

\[ \nabla g(x, \omega) = (\nabla A(x) + i\omega A(x)\nabla T(x)) e^{i\omega T(x)}. \]  

(2.10)

Then the Laplacian of \( G \) is computed:

\[ \Delta g(x, \omega) = [\Delta A(x) + 2i\omega \nabla A(x) \cdot \nabla T(x) + i\omega A(x)\Delta T(x) - \omega^2 A(x)\nabla T(x)]e^{i\omega T(x)}. \]  

(2.11)

Inserting the obtained terms into the wave equation, and dividing by \( A(x) \) gives:

\[ \frac{\Delta A(x)}{A(x)} + \omega \left( \frac{2}{A(x)} \nabla A(x) \cdot \nabla T(x) + \Delta T(x) \right) - \frac{\omega^2}{c^2(x)} \left( \Delta T(x) - \frac{1}{c^2(x)} \right) = 0. \]  

(2.12)
For this to be zero for all \( x \) and \( \omega \), all \( \omega \) terms are put equal to zero. To highest order in \( \omega \) this gives:

\[
\Delta T(x) = \frac{1}{c^2(x)}. \tag{2.13}
\]

This is the eikonal equation. To next order in \( \omega \) one finds the transport equation:

\[
2\nabla A(x) \cdot \nabla T(x) + A(x)\Delta T(x) = 0. \tag{2.14}
\]

The eikonal equation is a first order non-linear partial differential equation. Its solutions are the wavefronts as they emanate from the source. The eikonal equation can be solved numerically (see e.g. Sethian 1999). Solving the eikonal equation this way has a number of disadvantages. For example it does not take into account multipathing. Therefore, rather than solving it directly it is solved indirectly. Instead of the wavefronts one looks for the lines perpendicular to the wavefront. These lines are called characteristics or rays and they are given by a set off ordinary differential equations, called the ray equations (e.g. Chapman 2004).

### 2.2.2 Ray Tracing

As noted the ray equations are a set of ordinary differential equations used to solve the non-linear eikonal equation. The ray equations predict the position \( x(t) \) of a ray at a certain time, for a known velocity model \( c \) and source position \( x_s \) (e.g. Cerveny 2001). The ray equations are:

\[
\frac{dx}{dt} = c^2 p, \tag{2.15}
\]

\[
\frac{dp}{dt} = -\frac{1}{c} \nabla c, \tag{2.16}
\]

where \( p \) is slowness, \( c \) is velocity, and \( x \) is position along the ray. The slowness is defined as \( p = \nabla T \) and therefore has length \( \frac{1}{c} \) (see equation 2.13). To solve the equations initial conditions for the source position \( (x_s) \) and take-off angles at the source must be specified. The slowness vector \( p(t) \) gives the direction of the ray, and is parallel to the ray path \( x(t) \). The initial conditions for slowness can be specified in terms of the velocity at the source:

\[
c_0 = c(x_s), \tag{2.17}
\]

and the take-off angles. In the 2D case the initial conditions for slowness can be given in polar coordinates (see Figure 9):

\[
p_0 = \left( \frac{\cos \theta}{c_0}, \frac{\sin \theta}{c_0} \right), \tag{2.18}
\]
with $\theta \in [0, 2\pi)$. While for the 3D case spherical coordinates are used instead of polar coordinates (see Figure 10):

$$p_0 = \left( \frac{\sin \theta \cos \phi}{c_0}, \frac{\sin \theta \sin \phi}{c_0}, \frac{\cos \theta}{c_0} \right), \quad (2.19)$$

with $\theta \in [0, \pi]$ and $\phi \in [0, 2\pi]$. $\theta$ is the angle between the vertical and the ray path, while $\phi$ is the azimuth. An important part of this thesis is devoted to numerical solution of the ray equations (2.15) and (2.16), subject to the appropriate initial conditions (see e.g. Chapters 3 and 4).

Figure 9: Polar coordinates are used to define the initial conditions for the ray in 2D.
Figure 10: Spherical coordinates are used to define the initial conditions for the ray in 3D.
2.2.3 Amplitudes

Amplitudes for the asymptotic Green’s function \( A(x)\delta(t - t(x)) \) can be obtained solving the transport equation (2.14):

\[
2\nabla A(x) \cdot \nabla T(x) + A(x)\Delta T(x) = 0.
\]

(2.20)

(This was derived in section 2.2.1). In principle this equation can be solved using Smirnov’s lemma (see e.g. Chapman 2004). It is found that in 3D \( A \) is proportional to \( J^{-1/2} \):

\[
J = \frac{\partial x(t, \theta, \phi)}{\partial (t, \theta, \phi)},
\]

(2.21)

where one now considers the ray paths \( x \) also as a function of the take-off angles \( \theta \) and \( \phi \). Note that in the case of a homogenous medium \( A(x) = \frac{1}{|x-x_s|} \). In other words: \( A \) is inversely proportional to the ray length. Therefore it is often reasonable to take \( A = 1/\text{raylength} \) as long as the velocity does not vary widely. This is what is done in this thesis.
2.3 Elastic Wave Propagation

2.3.1 The Elastic Wave Equation

The acoustic wave equation works well for describing P-wave propagation in gasses and fluids. For elastic media on the other hand, conditions are different. Still many aspects of acoustic wave propagation are also valuable when studying elastic wave propagation. For example the eikonal equation is the same for both acoustic and isotropic elastic media. Hence, performing ray tracing in an acoustic medium, is the same as performing ray tracing for an elastic medium. Other aspects, such as polarization of the waves and the (seismic) source are quite different.

Elasticity theory describes how a material deforms when stress is applied, and assumes that material goes back to its original state when the stress is released (Snieder 2001). For an infinitesimal surface with surface area $ds$ and a normal vector $\hat{n}$, the forces acting on $ds$ are:

$$\mathbf{T} = \mathbf{\tau} \cdot \hat{n}. \quad (2.22)$$

Here $\mathbf{T}$ is traction and $\mathbf{\tau}$ is stress. Additional forces, which might also be acting in the elastic media, are gravitational forces or a seismic source. All these forces can be described using Newton’s second law of motion ($\mathbf{F} = m\mathbf{a}$):

$$\int \rho \ddot{\mathbf{u}} \, dV = \oint \mathbf{T} \, dS + \int \mathbf{f} \, dV. \quad (2.23)$$

Here $\rho$ denotes density, $\ddot{\mathbf{u}}$ is acceleration and $\mathbf{f}$ is the source density.

To find the forces acting on an infinitesimal volume $dV$ Gauss’ theorem is applied to equation (2.23):

$$\oint \mathbf{T} \, dS = \int \nabla \cdot \mathbf{\tau} \, dV. \quad (2.24)$$

This gives:

$$\int \rho \ddot{\mathbf{u}} \, dV = \int \nabla \cdot \mathbf{\tau} \, dV + \int \mathbf{f} \, dV. \quad (2.25)$$

Equation (2.25) holds for an arbitrary volume, and the integrals can be eliminated:

$$\rho \ddot{\mathbf{u}} = \nabla \cdot \mathbf{\tau} + \mathbf{f} \quad (2.26)$$

In an elastic medium strain (deformation) is related to applied stress in a complicated way. By looking at only small elastic deformations in the medium, the problem is linearized, and can be described using Hooke’s law:

$$\mathbf{\tau}_{ij} = \mathbf{c}_{ijkl} \mathbf{\epsilon}_{kl}, \quad i, j, k, l = 1, 2, 3. \quad (2.27)$$
2.4 Elastic Wave Propagation

Here $c_{ijkl}$ are the components of the elasticity tensor (not to be confused with $c$, which denotes velocity in the rest of this thesis. The elasticity tensor $c$ is only used in this section) and $\epsilon_{kl}$ are the components of the strain tensor $\epsilon$ (deformation). In elastic media infinitesimal deformation is caused by wave propagation. The relationship between deformation $\epsilon$ and wave displacement $u$ is:

$$\epsilon_{ij} = \frac{1}{2}(\partial_i u_j + \partial_j u_i). \quad (2.28)$$

Here $\partial_i$ denotes the partial derivative with respect to the $x_i$ coordinate. From (2.28) it can be seen that the strain tensor is symmetric: $\epsilon_{ij} = \epsilon_{ji}$. This is also the case for the elasticity tensor and stress tensor (this follows from Hooke’s law (2.27)). The symmetry reduces the number of independent components, hence simplifying the tensors.

The strain relationship (2.28) can be implemented into Hooke’s law (2.27):

$$\tau_{ij} = c_{ijkl} \partial_k u_l. \quad (2.29)$$

Inserting equation (2.29) into equation (2.26) gives the elastic wave equation in the time domain:

$$\rho \ddot{u}_i = \partial_j(c_{ijkl} \partial_k u_l) + f_i. \quad (2.30)$$

The elastic wave equation can also be described in frequency domain:

$$\rho \omega^2 u_i + \partial_j(c_{ijkl} \partial_k u_l) = -f_i. \quad (2.31)$$

The elastic wave equation is a linear second order partial differential equation, which one wants to solve for the displacement vector $u$, given density $\rho$, elasticity tensor $c$ and $f$.

2.4 Elastic Wave Propagation

As noted in section (2.2.1) Green’s functions are used to express a general solution of the wave equation. Finding the solution for the elastic wave equation difficult, especially for heterogeneous media. Hence, the assumption is made that the medium is elastic isotropic. This is often also in the case of geothermal reservoirs, a reasonable assumption. For such a medium the stiffness tensor $c$ is given by:

$$c_{ijkl} = \lambda \delta_{ij} \delta_{kl} + \mu(\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}). \quad (2.32)$$
2.4 Elastic Wave Propagation

Here $\delta$ is the kronecker delta, and $\lambda$ and $\mu$ are Lamé’s parameters. If one inserts (2.32) into (2.30) the elastodynamic wave equation in vector notation becomes (Madariaga 2007):

$$\rho \frac{\partial^2}{\partial t^2} u(x, t) = (\lambda + \mu) \nabla(\nabla \cdot u(x, t)) + \mu \nabla^2 u(x, t) + f(x, t). \quad (2.33)$$

If one solves the equation for a point source, the Green’s tensor for a homogenous medium is found (see e.g. Pujol 2003). For the point source this gives:

$$f(x, t) = f(t) \delta(x - x_s). \quad (2.34)$$

The Green’s tensor for a homogenous medium (with constant $\lambda, \mu$ and $\rho$) can be computed. It contains near field, intermediate field and far field terms. The near and intermediate fields are only relevant close to the source, while far field terms are considered if one is far from the source. In order to distinguish between near field and far field, the far field is defined as: $\frac{|x - x_s|}{c_p} > 1$, where $c_p$ is the P-wave velocity $c_p = \sqrt{\frac{\lambda + 2\mu}{\rho}}$ (e.g. Madariaga 2007).

In this thesis only the far field terms are interesting, and it can be shown that in a heterogeneous isotropic elastic medium there are two types of waves: P-waves and S-waves. For high frequencies one can look for, just as in the case of acoustic wave propagation, travel time $T$ and amplitude $A$. The travel times satisfy the eikonal equation $|\nabla T_p|^2 = \frac{1}{c_p^2}$ and $|\nabla T_s|^2 = \frac{1}{c_s^2}$ with $c_p = \sqrt{\frac{\lambda + 2\mu}{\rho}}$ and $c_s = \sqrt{\frac{\mu}{\rho}}$. In this thesis I focus only on P-waves and use (Dahlen et al. 2000):

$$G_{rs} = p_r p_s (\rho_r \rho_s c_r c_s^3)^{-\frac{1}{2}} R_{rs}^{-1} e^{i \omega T_{rs}}. \quad (2.35)$$

Here $p_s$, $p_r$ are the slowness vectors at source and receiver respectively, $c_r$ and $c_s$ are the velocity at the source and receiver, $\rho_r$ and $\rho_s$ are the densities at the source and receiver, $T_{rs}$ is the travel time of the ray and $R_{rs}$ is the solution of the transport equation for the P-waves.

Again, note the similarity between the asymptotic acoustic Green’s function (2.8) and the elastic isotropic Green’s tensor for P-waves (2.35). Both are described by a travel time $T$ and amplitude $A$, which are found by solving the eikonal and transport equations. The main difference is that the elastic isotropic waves are vector waves, i.e. they are polarized. Therefore the Green’s ”function” in the elastic isotropic case becomes a tensor.
2.5 Moment Tensors

In this section I give a very brief summary of the concept of a moment tensor and how this is used in seismic modeling. More information on the moment tensors can be found in the books by Stein & Wysession (2003), Aki & Richards (1980) and Dahlen & Tromp (1998).

The moment tensor is a mathematical concept used to describe forces generated by a seismic source (often an earthquake), and is represented by nine couple forces (Dahm & Krüger 2014):

\[
M = M_0 \begin{bmatrix}
M_{11} & M_{12} & M_{13} \\
M_{21} & M_{22} & M_{23} \\
M_{31} & M_{32} & M_{33}
\end{bmatrix}.
\]

Here \( M_0 \) is seismic moment, which is a scalar determining the strength of the source. The moment tensor is a convenient tool used in seismology, since it describes both strength and orientation of seismic sources (Jost & Herrmann 1979). Also, the tensor is symmetric, reducing the number of independent components from nine to six.

Moment tensors are mainly used to describe earthquake sources, but can also be used to describe other sources such as explosions, landslides and mix mode ruptures related to fluid injections. There are three different types of sources: double couple, isotropic and compensated linear vector dipole.

2.5.1 Moment Tensor Density, Moment Tensor and Double Couple Sources

For a general seismic source the moment tensor density \( m_{pq} \) can be written as:

\[
m_{pq} = d_i n_j c_{ijpq}.
\] (2.36)

Here \( d \) denotes the slip vector, while \( n \) is the normal vector to the fault plane. For an isotropic medium equation (2.32) can be used, and one has that (Aki & Richards 1980):

\[
m_{ij} = \lambda(n_k d_k) \delta_{ij} + \mu(n_i d_j + n_j d_i).
\] (2.37)

The first term describes forces expressed on the diagonal (isotropic and compensated linear vector dipole), while the last term express double couple forces. \( m \) is related
to \( M \) by:
\[
M_{pq} = \int_{\text{fault}} m_{pq} \, d\Sigma,
\]
(2.38)
where \( \Sigma \) is the fault surface. If \( m_{pq} \) is constant along the fault surface then:
\[
M_{pq} = m_{pq} \int_{\text{fault}} d\Sigma,
\]
(2.39)
and so,
\[
M_{pq} = A(n_p d_q + n_q d_p).
\]
(2.40)
This gives the seismic moment for the double couple source:
\[
M_0 = \sqrt{0.5M_{pq}M_{pq}} = \mu A\bar{d},
\]
(2.41)
where \( \bar{d} \) is average slip along the fault. The green box in Figure 11 shows double couple forces.

### 2.5.2 Isotropic Sources

Isotropic sources are associated with the three diagonal elements of the moment tensor, and exert the same amount of energy in all directions. Examples of isotropic sources are explosions and implosions. Isotropic sources are associated with volume change. From the seismic moment \( M_0 \) it is therefore possible to predict volume change \( \Delta V \) within a source region, using the following equation (Dahm & Krüger 2014):
\[
tr = (M_{11} + M_{22} + M_{33})/3 = \Delta V(\mu + 2\lambda) = M_0.
\]
(2.42)
The red square in Figure 11 represents isotropic forces. The black focal mechanism shows an explosion (positive isotropic component), while the white represents an implosion (negative isotropic component).

For example, isotropic moment tensors are important in the case of geothermal reservoirs. Water injection at geothermal systems often leads to reservoir expansion. Since the volume of the reservoir changes, it is often possible to see large isotropic components for micro-seismic earthquakes occurring at geothermal reservoirs (Guilhem et al. 2014). Volume changes at the reservoir can be estimated using (2.42), if the Lamé constants are known (Guilhem et al. 2014).
2.5.3 Compensated Linear Vector Dipole

Compensated linear vector dipole sources (CLVD) are used to describe forces with no net moment or volume change (Jost & Herrmann 1989). As for the isotropic component the CLVD source is represented by the diagonal elements of the moment tensor, but for CLVD one dipole is -2 times the size of the two other dipoles (Dahm & Krüger 2014). The seismic moment $M_0$ is then given by:

$$M_0 = (M_{11} + M_{22} + M_{33})/3 = 0.$$  \hspace{1cm} (2.43)

The origin of such sources is not clearly understood. For small CLVD components one assumes that the source arises from errors in the estimated Green’s tensors and instrument response (Dahm & Krüger 2014). Large CLVD components are uncommon, and are often only present in complicated tectonic environments. For active volcanic areas these events seem to be more frequent. Also two double couple earthquakes with different source mechanisms occurring close to each other might give a CLVD component (Stein & Wysession 2003). For example:

\[
\begin{bmatrix}
M_0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -M_0
\end{bmatrix} + \begin{bmatrix}
0 & 0 & 0 \\
0 & -2M_0 & 0 \\
0 & 0 & 2M_0
\end{bmatrix} = \begin{bmatrix}
M_0 & 0 & 0 \\
0 & -2M_0 & 0 \\
0 & 0 & M_0
\end{bmatrix}.
\]

Here it can be seen that the sum of the two double couple earthquakes is a CLVD source. Examples of CLVD mechanisms are shown in the orange box in Figure 11.
2.5 Moment Tensors

2.5.4 Moment Tensor Relationships

In order to derive the wave field due to a moment tensor \( \mathbf{M} \), one can use the relation between the moment tensor and body forces.

If one considers the moment tensor components \( M_{ij} \), each of which represents two-point forces acting in opposite directions separated by an infinitesimal distance \( h_j \). The wavefield due to the moment tensor is now given as (Madariaga 2005):

\[
 u_k(x, t) = \sum_{i,j} (G_{ki}(x, t, x_s + h_j e_j, t_0)) * f_i(t) - G_{ki}(x, t, x_s, t_0) * f_i. \tag{2.44}
\]
Here $u_k$ represents ground displacement and $f_i$ is the point force in direction $i$. While $*$ represents convolution. If one lets $h \to 0$ and takes origin time $t_0=0$, one obtains:

$$u_k(x, t) = \sum_{i,j} \left( \frac{\partial}{\partial x_j} G_{ki}(x, t, 0) \ast M_{ij}(t) \right). \tag{2.45}$$

Further the sum of the components can be used to represent the ground displacement at the receiver:

$$u_k(x, t) = \sum_{i,j} G_{ki,j}(x, t, x_s, t_0) \ast M_{ij}. \tag{2.46}$$

This can now be used together with the asymptotic elastic isotropic Green’s tensor (2.35) to derive an asymptotic expression of the P-wave field in the case of a heterogeneous elastic isotropic medium. This is done by first taking the derivative of the P-wave Green’s tensor (2.35):

$$\nabla(G_{rs}) = \nabla p_s A_{rs} e^{i\omega t_{rs}} + p_r \nabla p_s A_{rs} e^{i\omega t_{rs}} + p_r p_s \nabla A_{rs} e^{i\omega t_{rs}} + i\omega \nabla T_{rs} p_s p_s A_{rs} e^{i\omega t_{rs}}, \tag{2.47}$$

where $\nabla T_{rs} = p_s$. If one inserts the derivative into equation (2.46) and use the high frequency approximation. This gives:

$$u = w(t - T_{rs}) A_{rs}(M : p_s p_s)p_r. \tag{2.48}$$

$w(t - T_{rs})$ represents a source wavelet, and one has that:

$$M : p_s p_s = \sum_{i,j} M_{ij} p_{si} p_{sj} \quad i, j = x, y, z. \tag{2.49}$$

This gives the relationship between moment tensors, Green’s tensors and ground displacement for P-waves. It is useful to look at the different terms of equation (2.48):

$$u = w(t - T_{rs}) A_{rs} \boxed{(M : p_s p_s)} p_r. \tag{2.50}$$

The outer box in this equation gives the amplitude due to the combined effects of the source (the inner box), the raypath expressed by $A_{rs}$ and polarization at the receiver, expressed by $p_r$. Equation (2.50) is used in Chapter 5 to model waveforms caused by various representative seismic sources at a heterogeneous geothermal reservoir.

A more detailed explanation of the relationship between the radiation pattern at the source and the moment tensor is given in the next subsection.
2.5.5 Radiation Pattern Associated with Body Waves of Moment Tensors

Radiation patterns are crucial to understand how seismic energy radiates from different seismic sources. When considering radiation of body waves in elastic isotropic medium, as in this thesis one needs to distinguish between P and S-waves. Therefore there exists three radiation patterns for each source: one for P-waves and two for S-waves (SH, SV).

First P-wave propagation is considered, these waves are polarized in the direction of the ray path, and is represented by the polarization vector $\hat{p}$ (Pujol 2003):

$$\hat{p} = \begin{bmatrix} \sin \theta \cos \phi \\ \sin \theta \sin \phi \\ \cos \theta \end{bmatrix}.$$ 

$\hat{p}$ is denoted in spherical coordinates. The polarization vectors of the S-waves on the other hand are in the transverse directions, and are described by $\Theta$ (SV) and $\Phi$ (SH). These vectors are also denoted in spherical coordinates, and for the SV wave this gives:

$$\Theta = \begin{bmatrix} \cos \theta \cos \phi \\ \cos \theta \sin \phi \\ -\sin \theta \end{bmatrix}.$$ 

$\Theta$ is the tangent line of the large sphere, at the point where $\hat{p}$ intersect the surface (see Figure 12), and is also perpendicular to $\hat{p}$.

$\Phi$ is used when describing the direction of SH waves, and is perpendicular to both $\hat{p}$ and $\Theta$. For $\Phi$ this gives: $\Phi = \hat{p} \times \Theta$. Where $\times$ denotes the cross product. $\Phi$ is then given as:

$$\Phi = \begin{bmatrix} -\sin \phi \\ \cos \phi \\ 0 \end{bmatrix}.$$ 

$\Phi$ is the tangent line of the small circle (Figure 12), and lies in the $xy$ plane (and therefore has no $z$-component).

$\hat{p}$, $\Theta$ and $\Phi$ can in combination with the moment density tensor $m$ be used to
describe energy radiated from a seismic source. For the P-wave radiation this gives:

\[ \mathcal{R}^P = \hat{p}_i m_{ij} \hat{p}_j = \hat{p}_1 v_1 + \hat{p}_2 v_2 + \hat{p}_3 v_3, \]  
\[ (2.51) \]

while for the SV radiation pattern this gives:

\[ \mathcal{R}^{SV} = \Theta_i m_{ij} \hat{p}_j = \Theta_1 v_1 + \Theta_2 v_2 + \Theta_3 v_3. \]  
\[ (2.52) \]

and for SH-radiation pattern at the source this gives:

\[ \mathcal{R}^{SH} = \Phi_i m_{ij} \hat{p}_j = \Phi_1 v_1 + \Phi_2 v_2 + \Phi_3 v_3. \]  
\[ (2.53) \]

\( v_i \) is given as:

\[ v_i = m_{i1} \hat{p}_1 + m_{i2} \hat{p}_2 + m_{i3} \hat{p}_3. \]  
\[ (2.54) \]

From these equations it can be seen that the radiation pattern depends upon the moment tensor. Hence, different moment tensors have different radiation patterns.

In Chapter 5 the radiation patterns from P-waves are studied in more detail.

---

**Figure 12:** Retrieved from Pujol (2003).
2.5.6 Moment Tensor Inversion

In principle the relationship (2.46) can be used when inverting the moment tensor in the time domain. A similar expression is also used when inverting in the frequency domain. The frequency domain is often used if the source time function is not known.

In order to perform inversion some observed data are required. This data can be fully seismograms or just P and S-wave phases. Inversion can be considered for either surface waves or body waves, and the results from the inversion depend upon the chosen data. In order to obtain good results one should also have a good signal to noise ratio. The solution also depends upon the accuracy of the calculated Green’s tensors, which will have some errors related to the velocity model. The Green’s tensor also depends on location of the source and the receiver. Hence errors in earthquake location will affect the inversion results in a negative manner (Dahm & Krüger 2014).

In this thesis the focus is on efficient modeling of the waveforms using ray tracing (Chapters 3 and 4) and on the various forms of the radiation patterns for P-waves (Chapter 5), inversion of the moment tensors is beyond the scope of this thesis.
3 Ray Tracing: Theory and Numerical Methods

3.1 Outline

Ray tracing, i.e. solving equations (2.15) and (2.16) is very important in geophysics. It has applications in environmental geophysics, seismic exploration and earthquake seismology. Many theoretical aspects of ray tracing are discussed in books by Chapman (2004) and Cerveny (2001). In many applications hundreds of thousands of calculations are required. An efficient numerical technique is therefore important. However, not much attention is given, either in books or scientific literature, to comparing various numerical techniques. In this chapter I therefore provide a systematic comparison of three popular numerical methods to solve ordinary differential equations. These methods are Euler’s method, the midpoint method and fourth order Runge-Kutta.

3.2 Ordinary Differential Equations

Ray tracing involves solving a system of ordinary differential equations with appropriate initial conditions. The equations can be written as (e.g. Kincaid & Cheney 2002):

\[
\begin{align*}
\frac{dx_1}{dt} &= f_1(t, x_1, x_2, ..., x_n) \\
\frac{dx_2}{dt} &= f_2(t, x_1, x_2, ..., x_n) \\
&\vdots \\
\frac{dx_n}{dt} &= f_n(t, x_1, x_2, ..., x_n),
\end{align*}
\]

(3.1)

with initial conditions \(x_i(t_0) = x_{i,0}\) for \(i = 1, ..., n\). \(t\) is the independent parameter, and in this thesis, stands for time. Often, and also in this thesis, \(t_0 = 0\). Here \(f_i\) are assumed to be known and the problem is to find \(x_i\). In vector form (3.1) can be written as:

\[
\frac{d\mathbf{x}}{dt} = \mathbf{f}(t, \mathbf{x}).
\]

(3.2)

Equations (3.1) in general can not be solved analytically and in that case need to be solved numerically. The equations (3.1), subject to the initial conditions, can be
numerically solved using different methods, such as in increasing order of complexity Euler’s method, midpoint method and fourth order Runge-Kutta. The accuracy of the solution depends upon the methods and step size. Simple methods require fewer calculations than more advanced methods, but can give less accurate results. Moreover higher order does not imply higher accuracy (Press et al. 1992). It is therefore important to compare the methods. In order to illustrate the 3 different numerical methods, I first discuss their implementation for the system (3.1) for the case $n = 1$. In this case one wants to solve:

$$\frac{dx}{dt} = f(t, x),$$  \hspace{1cm} (3.3)

with $f$ and given $x(0) = x_0$.

### 3.3 Euler’s Method

Euler’s method is a simple numerical method used to find solutions to ordinary differential equations. The method solves the differential equation by approximating the slope and tangent line at the beginning of each interval ($h = t_{i+1} - t_i$), where $h$ is constant, as shown in Figure 13. An expression for the derivative $x' = \frac{dx}{dt}$ is found using Taylor series expansion (Boyce & DiPrima 2010):

$$x(t + h) = x(t) + hx'(t) + \frac{1}{2}h^2x''(t) + O(h^3).$$  \hspace{1cm} (3.4)

In practice the $t$ values are discrete and denoted by $t_i$. If one denotes $x(t_i)$ by $x_i$ then:

$$x_{i+1} = x_i + hx_i' + \frac{1}{2}h^2x_i'' + O(h^3).$$  \hspace{1cm} (3.5)

Therefore:

$$\frac{dx_i}{dt} \approx \frac{x_{i+1} - x_i}{h}. $$  \hspace{1cm} (3.6)

Inserting in (3.3) gives:

$$\frac{x_{i+1} - x_i}{h} = f(t_i, x_i).$$  \hspace{1cm} (3.7)

This can be rewritten as:

$$x_{i+1} \approx x_i + hf(t_i, x_i) + O(h^2).$$  \hspace{1cm} (3.8)

This is the explicit Euler method. Here $x_1 = x(0)$ and $i = 1, ..., n$. Clearly, a smaller step size $h$, will give better results and decrease the error, but will also increase computation costs. Euler is a quick and simple method to implement. However, the error is of second order $O(h^2)$, which is relatively large compared to other numerical methods.
3.4 Midpoint Method

The midpoint method is another numerical method used to solve ordinary differential equations. Instead of approximating the slope at the beginning of every interval as in Euler, the midpoint method finds the slope of $f(t_i, x_i)$ at the “midpoint” $x(t_i + \frac{h}{2})$. A tangent line parallel to the tangent line at the midpoint is used to find solutions of the equation, as shown in Figure 14. The method theoretically gives more accurate solutions, than Euler’s method. A disadvantage is that the midpoint method requires more calculations. From equation (3.3) it is possible to derive the midpoint method. The explicit midpoint method is a modified version of Euler’s method (3.8) (Press et al. 1992):

$$x(t + h) \approx x(t) + hf \left( t + \frac{h}{2}, x \left( t + \frac{h}{2} \right) \right) \quad (3.9)$$

Clearly this is similar to Euler’s method. The difference is that the function value is calculated at the midpoint. The value at $x \left( t + \frac{h}{2} \right)$ is not known, but can be approximated using a Taylor expansion:

$$x \left( t + \frac{h}{2} \right) \approx x(t) + \frac{h}{2}x'(t) = x(t) + \frac{h}{2}f(t, x(t)) \quad (3.10)$$
By substituting (3.10) into (3.9) one gets the expression for the explicit midpoint method:

\[ x_{i+1} \approx x_i(t) + hf\left(t_i + \frac{h}{2}, x(t_i) + \frac{h}{2} f(t_i, x(t_i))\right) + O(h^3) \]  

(3.11)

A third order error \(O(h^3)\) as in the midpoint method, should, in theory, give better results than a second order error method \(O(h^2)\) as Euler’s method.

![Diagram of the midpoint method](image)

Figure 14: The midpoint method. A parallel line to the tangent at the midpoint \(t_i + \frac{h}{2}\), is used to approximate a solution to the ordinary differential equation.

### 3.5 Fourth Order Runge-Kutta

Fourth order Runge-Kutta is another numerical method, which is used to solve ordinary differential equations (3.1). This method is reckoned to be more exact than both Euler and the midpoint method, but requires a larger number of calculations (Press et al. 1992). \(h\) is a constant, as for Euler and the midpoint method. The derivation of the method is quite long, and will not be included here. The algorithm for the fourth order Runge-Kutta given by Kincaid & Cheney (2002) is:

\[ K_1 = hf(t_i, x_i), \]  

(3.12)

\[ K_2 = hf\left(t_i + \frac{h}{2}, x_i + \frac{h}{2} K_1\right), \]  

(3.13)
\[ K_3 = hf \left( t_i + \frac{h}{2}, x_i + \frac{1}{2}K_2 \right), \quad \text{(3.14)} \]
\[ K_4 = hf \left( t_i + h, x_i + K_3 \right). \quad \text{(3.15)} \]

Given \( K_1, K_2, K_3 \) and \( K_4 \) the fourth order Runge-Kutta is given by:

\[ x_{i+1} = x_i + \frac{1}{6}(K_1 + 2K_2 + 2K_3 + K_4) + O(h^5). \quad \text{(3.16)} \]

The error is a fifth order in \( h, O(h^5) \), and is therefore small. The method approximates the slope at the initial value \( (K_1) \) (Euler’s method), twice at the midpoint \( (K_2, K_3) \) and at the end value \( (K_4) \). This is shown in Figure 15. Even though fourth order Runge-Kutta has a higher order error, Press et al. (1992) note that high orders does not imply high accuracy.

![Figure 15: Fourth order Runge-Kutta: The method approximates the slope at the initial value \( (K_1) \), twice at the midpoints \( (K_2, K_3) \) and at the end value \( (K_4) \).](image)

### 3.6 Interpolation Methods

Given a set of discrete points (in 2D and 3D) and a function \( f \) defined at these points only, it is often necessary, to estimate \( f \) at another point within the grid. In order to do this interpolation is needed.

There are multiple interpolation schemes (e.g. Press et al. 1992), and the choice of method depends upon the problem, which is to be solved. In this thesis only
linear and spline interpolation will be discussed. These interpolation methods are used in seismology and also in this thesis. In particular I use linear interpolation of the end of ray paths for two-point ray tracing and cubic interpolation is used to determine the velocity and its gradients, which are given on a grid, on points that are not on the grid.

### 3.6.1 Linear Interpolation

For linear interpolation linear polynomials are used to estimate unknown points within a data set of known points. In order to perform linear interpolation at least two points are required.

For example in 1D interpolation two known points are known: \((x_1, y_1)\) and \((x_2, y_2)\). Here \(y\) is a function of \(x\) so that \(y(x_i) = y_i\), and one wants to estimate a point \(y(x)\), where \(x\) is known and \(x_1 < x < x_2\) (see Figure 16). This can be done using the ratio of the distances between the two points on the \(x\) and \(y\)-axis, which gives following expression (Press et al. 1992):

\[
\frac{y - y_1}{x - x_1} = \frac{y_2 - y_1}{x_2 - x_1}.
\]  

Solving for \(y\) the 1D linear approximation of \(y(x)\) is found:

\[
y = y_1 + \frac{y_2 - y_1}{x_2 - x_1}(x - x_1).
\]  

Linear interpolation is \(C^0\) continuous. So the function is continuous, but its derivative is not necessarily continuous, and this can be a disadvantage. This disadvantage can be overcome using spline interpolation.
Figure 16: Linear interpolation. The values of the function $y$ at $x_1$ and $x_2$ are $y_1$ and $y_2$. A straight line is assumed to find $y$ at $x$. 
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3.6 Interpolation Methods

3.6.2 Cubic Spline Interpolation

For spline interpolation the function value $y$ at a point $x$ is determined from the value of $y_i$ and the points $x_i$ using a polynomial. The advantage with spline interpolation is that it avoids Runge’s phenomena, which is unwanted oscillations caused by a higher order polynomial. The method has a small error even for lower degree polynomials.

For cubic spline interpolation, cubic polynomials are used. This is a very popular method, since it provides accurate results. Also, for spline interpolation one wants to find a function that is $C^2$ continuous. The method requires more computation time and calculations, than for linear interpolation, but should in principle give more accurate results (Press et al. 1992). An example of 1D cubic spline interpolation is shown in Figure 17.

![Cubic spline interpolation](image)

Figure 17: Cubic spline interpolation used to approximate a cosine curve. Red stars show the location where function values are known.
3.7 3D interpolation

For the 3D interpolation, one wants to estimate the function value \( f \) at an unknown point \((x, y, z)\) using the known values from the grids \(x_i, y_i\) and \(z_i\), and the corresponding values \(f_i = f(x_i, y_i, z_i)\). Then \((x, y, z)\) is a point within the boundaries of the grid (Kincaid & Cheney 2002).

For trilinear interpolation eight points are needed, and these are given by the vertices of a cube surrounding the point for interpolation (Press et al. 1992). However, the estimates are not very smooth. Therefore, in this thesis, spline interpolation are used in most cases.

Cubic spline interpolation in 3D can be done using three successive spline interpolations (Press et al. 1992). The interpolation is given by:

\[
 f(x, y, z) = \sum_{i=0}^{3} \sum_{j=0}^{3} \sum_{k=0}^{3} a_{ijk} x^i y^j z^k, \tag{3.19}
\]

Since the interpolation is done three times, the polynomials are no longer ”cubic”, but actually of ninth order. This interpolation method is costly in terms of computation time and storage. However, the method is used in this thesis since it gives good approximations.

3.8 Implementation

In ray tracing a specific set of ordinary differential equations (equation 2.15 and 2.16) is solved:

\[
 \frac{dx}{dt} = c^2 p, \tag{3.20}
\]
\[
 \frac{dp}{dt} = -\frac{1}{c} \nabla c. \tag{3.21}
\]

Here \(c\) is a function of \(x\). In order to relate this to equation (3.2) I write:

\[
 \frac{dy}{dt} = f, \tag{3.22}
\]

where:

\[
 y = (x, p), \tag{3.23}
\]

and \(f\) is:

\[
 f = (c^2 p, -\frac{1}{c} \nabla c). \tag{3.24}
\]
When solving the system, it is important that the same numerical method is applied to whole array. Initial conditions are given for both slowness (Equation (2.18) and (2.19)) and initial source position. For the initial conditions for slowness spherical coordinates are used for 3D, while polar coordinates are used for 2D ray tracing.

### 3.8.1 Euler’s Method

Euler’s formulae for the ray equations are:

\[
\frac{x_{i+1} - x_i}{\Delta t} = c^2(x_i)p_i
\]  
\[
\frac{p_{i+1} - p_i}{\Delta t} = -\frac{1}{c(x_i)} \frac{\partial c(x_i)}{\partial x}
\]

This can be rearranged to find the unknowns \( x_{i+1} \) and \( p_{i+1} \) in terms of knowns:

\[
x_{i+1} = c^2(x_i)p_i\Delta t + x_i
\]
\[
p_{i+1} = -\frac{1}{c(x_i)} \frac{\partial c(x_i)}{\partial x} \Delta t + p_i
\]

### 3.8.2 Midpoint Method

The midpoint implementation is similar to the Euler implementation. The only difference is that the velocity has to be calculated at the midpoint of the interval. This is done using the midpoint method described in section 3.4. To find \( x \) and \( p \) at the midpoint a Taylor expansion is used:

\[
x_{i+\frac{h}{2}} \approx x_i + \frac{\Delta t}{2} c^2(x_i)p_i
\]
\[
p_{i+\frac{h}{2}} \approx p_i + \frac{\Delta t}{2} \left( -\frac{1}{c(x_i)} \frac{\partial c(x_i)}{\partial x} \right)
\]

Where \( x_i \) and \( p_i \) are evaluated at the beginning of every interval. The velocity at the midpoint is then found using spline interpolation on the velocity grid, where one wants to approximate:

\[
c_1 = c \left( x_{i+\frac{h}{2}} \right)
\]
The new velocity $c_1$ is further implemented into the ray equations, using the same formulae as for Euler:

$$x_{i+1} = c_1^2 p_{i+rac{h}{2}} \Delta t + x_i \quad (3.32)$$

$$p_{i+1} = -\frac{1}{c_1} \frac{\partial c(x_{i+rac{h}{2}})}{\partial x} \Delta t + p_i \quad (3.33)$$

### 3.8.3 Fourth Order Runge-Kutta

The fourth order Runge-Kutta is quite extensive to implement. The concept of the implementation is similar to that for the midpoint method, where one has to evaluate the velocity at different parts of the interval. In order to find $K_1$ and $F_1$, the slope is first approximated at the beginning of the interval (Euler’s method):

$$K_{1,i} = c(x_i)^2 p_i \Delta t, \quad (3.34)$$

$$F_{1,i} = \left(-\frac{1}{c(x_i)} \frac{\partial c(x_i)}{\partial x}\right) \Delta t. \quad (3.35)$$

To find $K_2$, $K_3$, $F_2$ and $F_3$ the slope is approximated at the midpoint of the interval. Before being able to find $K_2$ and $F_2$, one needs to approximate the values at the midpoint. This is done using $K_{1,i}$ and $F_{1,i}$:

$$x_{i' + \frac{h}{2}} = x_i + \frac{1}{2} K_{1,i}, \quad (3.36)$$

$$p_{i' + \frac{h}{2}} = p_i + \frac{1}{2} F_{1,i}. \quad (3.37)$$

The velocity is found from spline interpolation, for simplicity this velocity is called $c_2$:

$$c_2 = c\left(x_{i' + \frac{h}{2}}\right). \quad (3.38)$$

$K_{2,i' + \frac{h}{2}}$ and $F_{2,i' + \frac{h}{2}}$ can then be found using:

$$K_{2,i' + \frac{h}{2}} = c_2^2 p_{i' + \frac{h}{2}} \Delta t, \quad (3.39)$$

$$F_{2,i' + \frac{h}{2}} = \left(-\frac{1}{c_2} \frac{\partial c(x_{i' + \frac{h}{2}})}{\partial x}\right) \Delta t. \quad (3.40)$$

$K_{3,i' + \frac{h}{2}}$ and $F_{3,i' + \frac{h}{2}}$ are found in the same way as $K_{2,i' + \frac{h}{2}}$ and $F_{2,i' + \frac{h}{2}}$, and are also approximated at the midpoint. The points used for the approximation are given by:

$$x_{i' + \frac{h}{2}} = x_i + \frac{1}{2} K_{2,i' + \frac{h}{2}}, \quad (3.41)$$
\[ \mathbf{p}_{i'' + \frac{h}{2}} = \mathbf{p}_i + \frac{1}{2} \mathbf{F}_{2,i'' + \frac{h}{2}}. \]  

(3.42)

Then velocity at the given point is found using spline interpolation:

\[ c_3 = c(\mathbf{x}_{i'' + \frac{h}{2}}). \]  

(3.43)

\( \mathbf{K}_{3,i'' + \frac{h}{2}} \) and \( \mathbf{F}_{3,i'' + \frac{h}{2}} \) are then given by:

\[ \mathbf{K}_{3,i'' + \frac{h}{2}} = c_3^2 \mathbf{p}_{i'' + \frac{h}{2}} \Delta t; \]  

(3.44)

\[ \mathbf{F}_{3,i'' + \frac{h}{2}} = \left( -\frac{1}{c_3} \frac{\partial c(\mathbf{x}_{i'' + \frac{h}{2}})}{\partial \mathbf{x}} \right) \Delta t. \]  

(3.45)

For \( \mathbf{K}_4 \) and \( \mathbf{F}_4 \) one wants to find the slope at the end of the interval. The end of the interval is given by:

\[ \mathbf{x}_{i+h} = \mathbf{x}_i + \mathbf{K}_{3,i'' + \frac{h}{2}}, \]  

(3.46)

\[ \mathbf{p}_{i+h} = \mathbf{p}_i + \mathbf{F}_{3,i'' + \frac{h}{2}}. \]  

(3.47)

Then velocity at the given point is found using spline interpolation:

\[ c_4 = c(\mathbf{x}_{i+h}). \]  

(3.48)

\( \mathbf{K}_{4,i+h} \) and \( \mathbf{F}_{4,i+h} \) are therefore given by:

\[ \mathbf{K}_{4,i+h} = c_4^2 \mathbf{p}_{i+h} \Delta t, \]  

(3.49)

\[ \mathbf{F}_{4,i+h} = \left( -\frac{1}{c_4} \frac{\partial c(\mathbf{x}_{i+h})}{\partial \mathbf{x}} \right) \Delta t. \]  

(3.50)

After finding \( \mathbf{K}_1, \mathbf{K}_2, \mathbf{K}_3 \mathbf{K}_4 \) and \( \mathbf{F}_1, \mathbf{F}_2, \mathbf{F}_3, \mathbf{F}_4, \mathbf{x}_{i+1} \) and \( \mathbf{p}_{i+1} \) can be approximated using:

\[ \mathbf{x}_{i+1} = \mathbf{x}_i + \frac{1}{6} (\mathbf{K}_1 + 2\mathbf{K}_2 + 2\mathbf{K}_3 + \mathbf{K}_4), \]  

(3.51)

\[ \mathbf{p}_{i+1} = \mathbf{p}_i + \frac{1}{6} (\mathbf{F}_1 + 2\mathbf{F}_2 + 2\mathbf{F}_3 + \mathbf{F}_4). \]  

(3.52)
4 Ray Tracing: Applications to Geothermal Reservoirs

4.1 Velocity Models

For this thesis I am interested in both 1D and 3D velocity models. I use these models to study ray tracing using the three numerical methods introduced in the previous chapter: Euler, midpoint and the fourth order Runge-Kutta. The focus of this thesis is micro-seismicity at geothermal reservoirs. Hence, I use velocity models that mimic geothermal reservoirs and their overburdens.

4.1.1 1D Velocity Model

For this thesis the 1D velocity model used is a P-wave velocity model of The Geysers geothermal field in California. This is given in the paper by Guilhem et al. (2014). The model is layered, with different velocities for each layer, and is constructed by averaging a 3D velocity model. This velocity model is shown in Figure 18, and is displayed in 3D. It should be emphasized that by a 1D velocity model is meant a velocity model defined on a 3D grid which depends only on depth: thus \( c(x, y, z) = c(0, 0, z) \) for all \( x \) and \( y \). For convenience the velocity at a point \( x = (x, y, z) \) is often written as \( c(z) \) in this case.
Figure 18: 1D velocity model, The Geysers, Guilhem et al. (2014).
4.1 Velocity Models

4.1.2 Random Gaussian 3D Perturbations

3D velocity models were constructed using random Gaussian perturbations. The models are constructed from the autocorrelation function \( q(r) \) (Baig & Dahlen 2004) defined as:

\[
q(r) = \epsilon^2 \sigma^2 e^{-\frac{r^2}{a^2}} \tag{4.1}
\]

Here \( \sigma \) is slowness of the background model and \( r = ||x - x'|| \), \( a \) is the correlation length, which is the characteristic length of the perturbation, and \( \epsilon \) is the RMS strength of the perturbations in percentage, and is given:

\[
\epsilon = \frac{\delta \sigma^2(x)}{\sigma^2}, \tag{4.2}
\]

where \( \delta \sigma \) is the slowness of the perturbation. After constructing the perturbations the background velocity model was added, which in this case is the layered 1D velocity model used at The Geysers (Figure 18).

Two of the constructed velocity models are shown in Figure 19 and 20. For both models I have that \( \epsilon \) is 5%. However, the correlation length varies. For the first model the correlation length is \( a = 500m \) (large scale perturbations), while for the second model the correlation length is \( a = 100m \) (small scale perturbations).
Figure 19: 1D velocity model from The Geysers, with large scale perturbations. Perturbation strength 5%, correlation length 500m.
Figure 20: 1D velocity model from The Geysers, with small scale perturbations. Perturbation strength 5%, correlation length 100m.
4.2 One-Point Ray Tracing

Before discussing the comparison between ray tracing methods in this and the next section I briefly discuss implementation concepts in ray tracing: one-point ray tracing and two-point ray tracing.

Ray tracing from a source to the surface using a specific pair of take-off angles $\theta$ and $\phi$ is called one-point ray tracing. An example of one-point ray tracing is shown in Figure 21, using the layered 1D velocity model of The Geysers.

Figure 21: one-point ray tracing for the 1D velocity model at The Geysers.

4.3 Two-Point Ray Tracing

Two-point ray tracing is often used in seismology and seismic exploration in order to acquire both modeling and inversion schemes. For two-point ray tracing one wants
to find the ray path between a starting location (the source) and an end point at the surface $z = 0$ (the receiver) within a given model (Cerveny 2001).

In two-point ray tracing the end location of this ray at the surface is not known beforehand, and some kind of iteration or interpolation method is needed. This is essential when computing seismograms using ray tracing.

In order to do two-point ray tracing, one starts with one-point ray tracing, using a large number of take-off angles and compute the corresponding ray paths. Each take-off angle is associated with a certain ray, which has a specific arrival position at the surface (the red stars in Figure 22). The locations of the red stars are then used in a triangulation, as shown in Figure 22. At the red stars the take-off angles are known, and these known values can be used to predict take-off angles at other positions at the surface (receivers), using linear interpolation within each triangle.

For example, in Figure 23 a receiver indicated by a black star is located within one of the Delaunay triangles. By using the three vertices of the enclosing triangle, it is possible to compute the take-off angles at the receiver using interpolation. Ray tracing can then be performed for these particular take-off angles.

If the new ray gets within a certain distance of the black star, then the ”two-point” ray has been found. If not then a new triangle can be chosen, using this failed two-point ray, and the process can be repeated. For the applications in this thesis it turned out not to be necessary. Obviously there is a trade-off between the computation speed (the number of take-off angles used) and the accuracy in the two-point ray tracing. This is not a topic of this thesis, however and therefore not explained further. In Figure 24 two-point ray tracing performed for a grid of receivers is shown.
Figure 22: Triangulation at the surface. The triangles are constructed using the arrivals of the one-point ray tracing.
Figure 23: Figure to illustrate two-point ray tracing. In this figure the black star represents a receiver. The take-off angles at the red stars are known, and are used to compute the take-off angle at the receiver by using interpolation. See the text for more information.
Figure 24: Two-point ray tracing example. The rays travel from the source to a grid of receivers. The blue stars represent the receivers.
4.4 Ray Tracing Results

4.4.1 One-Point Ray Tracing

One-point ray tracing was performed and the three numerical ray tracing methods, Euler, the midpoint method and fourth order Runge-Kutta, were compared.

The comparison was done for three different velocity models, discussed in section 4.1.1 and 4.1.2: the 1D velocity model by Guilhem et al. 2014 (Figure 18) and the two 3D velocity models (Figure 19 and Figure 20), using various time steps. The grid spacing used was 250m.

After some initial testing a time step of 0.04s seemed to be relatively accurate. I therefore decided to use this time step, as well as computing a smaller and two larger time steps. The time steps used for this test were therefore $dt=0.009s$, $dt=0.04s$, $dt=0.07s$ and $dt=0.1s$. For this comparison I assume that the fourth order Runge-Kutta with a small time step ($dt=0.09s$), provides "exact" results.

For the one-point ray tracing, the comparison between the three methods was by the distance between the various raypaths (depending on method, velocity model and time step) at the surface. The one-point ray tracing was done for different take-off angles, and the differences and the means for each run was used as a comparison.

The source was assumed to be at 1700m depth. This is a typical depth of earthquakes at The Geysers (Guilhem et al. 2014).

Gritto et al. (2013) constructed a 3D velocity model of The Geysers (not the same as the model used by Guilhem et al. 2014, which is older) using a tomography with a node spacing of 600m. The noise in the travel time measurements for this model is 0.01 seconds. This corresponds to a length of 50m, if an approximate P-wave speed of 5km/s is assumed. Therefore, I assume that distances between ray paths of less than 50m provides reliable results.

4.4.2 1D Velocity Model

I first present the one-point ray tracing results for the 1D velocity model. The results for this test are summarized in Figures 25, 26 and 27. In Figures 25 and 26 the distance between the end of the raypaths at the surface is plotted against azimuthal $\phi$ and incidence $\theta$ for Euler vs. fourth order Runge-Kutta and the midpoint method
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vs. fourth order Runge-Kutta for each of the four time steps. The angles are given in degrees. In the figures it can be seen that the error increases gradually for larger $\theta$. Also, for the 1D velocity model it can be seen that the curves are rotation symmetric (i.e. independent of $\phi$) as expected.

As expected: Euler is worse than the two other methods. This is summarized, shown in Figure 27, which shows the mean of the distances at the surface for each of the time steps. For Euler’s method these values range from approximately 5m for the smallest time step to an average of 55m for the larger time step. For the midpoint method the differences with fourth order Runge-Kutta are not as large, and are close to zero for the smallest time step, and have a maximum average value of approximately 4.5m for the largest time step.

As mentioned in the previous subsection I only allow an error of 50m. From Figure 25 it can be seen that the two last time steps of Euler exceeds this value, hence giving invalid results.

For the largest time step of the midpoint point method there is a peculiar oscillation effect, which is shown in Figure 26. This is likely caused by an "aliasing" effect. For a relatively large "dt", the ray tracing does not sample the velocity model well enough. The concept is shown in Figure 28. In the figure ray tracing for two different time steps are shown. The rays have the same initial position. This velocity model contains heterogeneities, shown as grey circles (used for illustration). For the largest time step $\Delta t_1$ the ray tracing jumps over the first heterogeneity, while the smaller time step $\Delta t_2$, includes the velocity heterogeneity, and gives more reliable results.
Figure 25: Difference in distance of the arrival positions at the surface between the exact fourth order Runge-Kutta and the different time steps of Euler’s method as computed using the 1D velocity model. The results are plotted against azimuth $\phi$ and incidence angles $\theta$. The angles are given in degrees.
Figure 26: Difference in distance of the arrival positions at the surface between the fourth order Runge-Kutta and the different time steps of the midpoint method as computed using the 1D velocity model.
Figure 27: Mean difference in distance at the surface between fourth order Runge-Kutta and the two numerical methods for a 1D velocity model. The left plot shows the mean for Euler’s method, while the mean for the midpoint method is shown on the right. Notice the difference in scale on the y-axis between the two numerical methods.
Figure 28: The figure illustrating the "aliasing" effect, which may occur if too large time steps are used for ray tracing.
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4.4.3 3D Large Scale Perturbation Velocity Model

The same tests as previously provided for the 1D velocity model, were also performed for a 3D velocity model with large scale perturbations (with a correlation length of 500m). The results are presented in Figures 29, 30 and 31. In Figures 29 and 30 it should be noted that the curves are no longer rotation symmetric, as for the 1D velocity model, and varies over the whole surface. This effect is a result of the 3D velocity variations of the weakly heterogeneous medium. For the 3D large scale velocity model (as for the 1D model) the error increases for larger $\theta$.

The differences between the three numerical methods are larger for the more complex 3D model, than the simpler 1D model. This is particularly clear in Figure 31, which shows the mean of the distance between the rays. The average deviation in difference in distance at the surface between the exact fourth order Runge-Kutta and Euler range from roughly 10m for the smaller time step to approximately 90m for the larger time step (much larger than for the 1D model), while for the midpoint method this range is from zero to ca. 4m. Hence, a small time step of the midpoint method gives almost as good result as the small time step of the fourth order Runge-Kutta.

The "aliasing" effect for the largest time step of the midpoint method also occur for the large scale velocity model, where the error jumps at certain locations (Figure 30).
Figure 29: Difference in distance of the arrival positions at the surface between the fourth order Runge-Kutta and the different time steps of Euler’s method as computed using the large scale 3D perturbation velocity model.
Figure 30: Difference in distance of the arrival positions at the surface between the fourth order Runge-Kutta and the different time steps of the midpoint method as computed using the large scale 3D perturbation velocity model.
Figure 31: Mean difference in distance at the surface between fourth order Runge-Kutta and the two numerical methods for a 3D velocity model with large scale perturbations. On the left plot, the mean for Euler’s method is shown, while the mean for the midpoint method is shown in the plot on the right. Notice the difference in scale on the y-axis between the two numerical methods.
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4.4.4 3D Small Scale Perturbation Velocity Model

The same tests were also performed for the 3D velocity model with small scale perturbations (with correlation length of 100m). This model is not as smooth as the two other velocity models, and the ray tracing and difference in distance at the surface strongly depends upon location. This is shown in Figures 32 and 33 where the surfaces are highly varying. For Euler all time steps follow the topography of the largest time step (yellow), this is, unfortunately not clearly shown in the figure. Also, for the largest time step of the midpoint method (Figure 33), I have the same ”aliasing” effect as for the two previous models, while the other time steps give only relatively small differences.

Figure 34 shows the means for the small scale perturbation model, which are very similar to those computed for the large scale model, where Euler’s method clearly gives unreliable results compared to the two other methods.

---

Figure 32: Difference in distance of the arrival positions at the surface between the fourth order Runge-Kutta and the different time steps of Euler’s method as computed using the large scale 3D perturbation velocity model.
Figure 33: Difference in distance of the arrival positions at the surface between the fourth order Runge-Kutta and different the time steps of the midpoint method as computed using the large scale 3D perturbation velocity model.
Figure 34: Mean difference in distance at the surface between fourth order Runge-Kutta and the two numerical methods for a 3D velocity model with small scale perturbations. On the left plot, the mean for Euler’s method is shown, while the mean for the midpoint method is shown in the plot on the right. Notice the difference in scale on the y-axis between the two numerical methods.
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4.4.5 Fourth Order Runge-Kutta: One-Point Ray Tracing

The differences in ray arrival at the surface were also calculated for the fourth order Runge-Kutta. This was only done for the 3D velocity models with small scale perturbations, since the results vary the most for this velocity model. The results are shown in Figure 35, and are generally smaller than for the midpoint method. Also, it can be seen that \( dt=0.04 \)s gives zero difference.

![Figure 35: Differences in distance for the arrival position at the surface between the exact fourth order Runge-Kutta and different time steps of the fourth order Runge-Kutta as computed using the small scale 3D perturbation velocity model.](image_url)

4.5 Two-Point Ray Tracing

For two-point ray tracing I want to investigate the difference between the three numerical methods (Euler, the midpoint method and fourth order Runge-Kutta) for rays arriving at fixed receivers. This is important, for example in travel time, amplitude and waveform modeling.

Hence, the arrival positions at the surface for the rays are the same for Euler, the
midpoint method and fourth order Runge-Kutta. As before, for this comparison I assume that a small time step $dt=0.009s$ of fourth order Runge-Kutta, provides "exact" results. The times steps and velocity models used in the two-point ray tracing tests are the same as for the one-point ray tracing.

I use a hypocenter at the position: $x_s = 10000m$, $y_s = 10000m$ and $z_s = -1700m$. The location is almost the same as that used for the seismic modeling in the next chapter.

For the 1D two-point ray tracing I chose to look at a line of receivers at the surface as the 1D ray tracing results are symmetric (see previous section). The line used starts at $x=6000m$ and ends at the epicenter of the source which is at $x=10000m$.

For the 3D tests a grid of receivers was used. The grid spacing is $500m$, and the size is $3km \times 3km$. The location of the grid is $7000-10000m$ in the x-direction and $8500-11500m$ in the y-direction.

The tests for the two-point ray tracing are different from those provided for the one-point ray tracing. First of all, it makes more sense to discuss difference in travel time for two-point ray tracing, since the rays arrive at the same position at the surface (receivers). Hence, travel time difference between the "exact" fourth order Runge-Kutta with a small time step and Euler/midpoint for the four different time steps were calculated.

Another test performed, was to check the trade-off between the slowness vector for the exact ray tracing and the two other methods at the receivers. For this test, the angle between the slowness vectors at the receivers were calculated using the dot product. These angles are given in degrees.

Also, it is interesting to investigate the amplitude difference between the exact method and the two other numerical methods. For this thesis the amplitude is assumed to be: $1/raylength$. This difference is given in percentage. This last test is performed by looking at differences in the take-off angles for the rays used when performing two-point ray tracing. This number is also given in percentage. For the 3D case I look at both take-off $\theta$ and $\phi$, while for the 1D test I only look at the incidence angle $\theta$.

The results from the one-point ray tracing is displayed differently than the results
from the two-point ray tracing. It is important to plot the results against the variables that are constant. For one-point ray tracing these constants are the take-off angles, while for two-point ray tracing the take-off angles are different, and the results are therefore plotted against the receiver locations.

In the next sections I only show figures from the midpoint method. The rest of the results are displayed in an appendix at the end of this thesis.

4.5.1 1D Velocity Model

The first two-point ray tracing tests were performed for a 1D velocity model. As a first test to see if there are any major differences between Euler, the midpoint method and the exact fourth order Runge-Kutta, I plot take-off angle vs. receiver locations. The results are displayed in Figures 36 and 37. For Euler and the midpoint method only the results from the largest time step (dt=0.1s) are plotted. Figure 36 shows that there is a clear difference between the fourth order Runge-Kutta and the largest time step of Euler. The differences are the largest for the receivers located furthest away from the source. In Figure 37 on the other hand the fourth order Runge-Kutta is plotted against the largest time step of the midpoint method, and the differences are small. Hence, the difference between Euler and fourth order Runge-Kutta are larger than for the midpoint method, as expected from my one-point ray tracing tests.

This suggests that the midpoint gives reliable results for almost all time steps. However, the travel time test gave worse results (except for the smallest time step). The results are displayed in Figure 38. The estimated noise for the tomography provided by Gritto et al. (2013) is 0.01s, hence I set this as the accepted difference in travel time. All time steps (except the smallest time step) show larger values. Therefore these time steps should not be used when performing two-point ray tracing. The results obtained for Euler’s method are surprisingly similar to those provided for the midpoint method, and are shown in Figure 68 (appendix).

Figure 39 shows the angle between the slowness vectors at the surface between the fourth order Runge-Kutta and the midpoint method. The results are given in degrees. In the figure it can be seen that these differences are very small for the 1D velocity model. The weird looking ”jumps” on the curves, are probably caused by errors in the linear interpolation, which is used to compute take-off angles to the given receivers (interpolation was done using Delaunay triangulation: as described in the previous sections). The corresponding results for Euler’s method are shown in
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Figure 69 (appendix). The values are larger than for the midpoint method, but still relatively small. From the figure it can be seen that the angles calculated for Euler’s method gradually increase for distances further away from the source. The actual upper bound of the error in the slowness vectors can only be assessed by computing waveforms.

Figure 40 shows the amplitude difference between the exact results and the different time steps of the midpoint method, the results are given in percentage. Where the smallest time step gives accurate results. For Euler’s method the corresponding results are displayed in Figure 70 (appendix). The errors are a little bit larger for Euler than for the midpoint method, but not much.

The last test shows the difference in take-off angle at the source for the rays arriving at the receivers, the results are displayed in Figure 41 for the midpoint method and Figure 71 (appendix) for Euler’s method. The errors for Euler’s method range from approximately 0.5 - 6%, while these errors are considerably smaller for the midpoint method and only range from 0-0.7%. For the largest time step of the midpoint method in Figure 41 the previously mentioned “aliasing” effect can be seen, where the ray tracing skips an important velocity value.
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Figure 36: Receiver location vs. takeoff angle for fourth order Runge-Kutta vs. largest time step of Euler as computed using the 1D velocity model.

Figure 37: Receiver location vs. takeoff angle for fourth order Runge-Kutta vs. largest time step of the midpoint method as computed using the 1D velocity model.
Figure 38: Travel time differences for the midpoint method vs. fourth order Runge-Kutta as computed using the 1D velocity model.

Figure 39: Angle between slowness vector at the surface for the midpoint method vs. fourth order Runge-Kutta as computed using the 1D velocity model.
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Figure 40: Amplitude differences for the midpoint method vs. fourth order Runge-Kutta as computed using the 1D velocity model.

Figure 41: Differences in takeoff angle for the midpoint method vs. fourth order Runge-Kutta as computed using the 1D velocity model.
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4.5.2 Large Scale Perturbations

The tests were also performed using a 3D velocity model with large scale perturbations. Instead of the line of receivers used for the 1D velocity model, I used a grid of receivers for the 3D velocity model tests.

Also, for the 3D test as for the 1D test, the midpoint method gave disappointing results in terms of travel time. The results are displayed in Figure 42, and show differences in travel time between the exact fourth order Runge-Kutta and different time steps of the midpoint method. Only the smallest time step of the midpoint method gives reliable results, while the other time steps give inaccurate results as defined in the previous subsection. The Euler method gives a similar outcome and is displayed in Figure 72 (appendix). However, the errors from Euler’s method are slightly larger than for the midpoint method.

The angle between the slowness vectors at the surface for the fourth order Runge-Kutta and different time steps of the midpoint method, are displayed in Figure 43. The angles are small. The results from the Euler test are shown in Figure 73 (appendix). The angles for Euler’s method are larger than the midpoint method and range from approximately 0.5° as the smallest value to 6° as the largest value.

Figure 44 shows the amplitude difference for the midpoint method, while Figure 74 (appendix) shows the corresponding test when using Euler’s method. For the results it can be seen that Euler’s method generally has a larger amplitude difference than the midpoint method. However, these differences are not large. The amplitude differences for the large scale 3D velocity model are similar to those given by the 1D velocity model.

The last comparison is the difference in take-off angle for the numerical methods. This is given in percentage. For the 3D velocity models both ϕ and θ need to be considered. In this section, I only give the difference in incidence take-off angle θ for the midpoint method, which are shown in Figure 45. The rest of the results can be found in the appendix and are shown in Figures 75, 76 and 77. The differences are small for both the midpoint method and Euler’s method. Also, for this test the differences are slightly larger for Euler than the Midpoint method.
Figure 42: Travel time differences for the midpoint vs. fourth order Runge-Kutta as computed using the large scale 3D perturbation velocity model.
Figure 43: Angle between slowness vectors for the midpoint vs. fourth order Runge-Kutta as computed using the large scale 3D perturbation velocity model.
Figure 44: Amplitude differences for the midpoint method vs. fourth order Runge-Kutta as computed using the large scale 3D perturbation velocity model.
Figure 45: Difference for $\theta$ in percentage the midpoint method vs. fourth order Runge-Kutta as computed using the large scale 3D perturbation velocity model.
4.5.3 Small Scale Perturbations

All tests as previously described for the 3D large scale perturbation velocity model, were also performed on the 3D velocity model with small scale perturbations.

As for the two other velocity models, the midpoint method provides unreliable results in terms of travel time, except for the smallest time step. The results are shown in Figure 46, where travel time difference between the fourth order Runge-Kutta and the midpoint method can be seen. The errors for Euler’s method are larger, and are displayed in Figure 78 (appendix). Also, in this figure the results are highly varying, which are caused by the variations in the small scale velocity model.

Figure 47 shows the angle between the slowness vectors at the surface between the fourth order Runge-Kutta and the midpoint method. The figure generally shows small angles between the slowness vectors, except for a peak for the largest time step, which might be caused by the “aliasing effect”. The results from the Euler test are highly variable and shown in Figure 79. From the test it can be seen that the angles close to the source are generally quite small. Further away from the source, the angles are much larger and vary considerably. This might be caused by the fact that possibly not all the rays arrive at the exact receiver location. This is unfortunately often the case for velocity model with a lot of changes, and is most likely caused by multipathing, which occurs for distances far from the source. It is useful to note that the differences here are larger than in the large scale velocity model.

The next test performed was for the amplitude, and the results are given in percentage. The results for the midpoint method are displayed in Figure 48. For the midpoint method I have similar numbers as for the two other velocity models, where the smallest time step gives almost zero difference, while the larger time steps give higher error. The results for the Euler method are similar to those provided for the midpoint method, and are shown in Figure 80. However, at the edges there are jumps, which are caused by multipathing.

For the last test, I look at the difference in take-off angle between the fourth order Runge-Kutta and the midpoint/Euler method. The results for the incident take-off angle $\theta$ for the midpoint method are displayed in Figure 49. The differences are very small and are insignificant. The rest of the figures from this test are displayed in Figures 81, 82 and 83 in the appendix. These figures also show that there are only small differences in take-off angles for both $\theta$ and $\phi$. These numbers are a little larger for Euler’s method than for the midpoint method.
Figure 46: Travel time difference for the midpoint method vs. fourth order Runge-Kutta as computed using the small scale 3D perturbation velocity model.
Figure 47: Angle between slowness vectors for the midpoint method vs. fourth order Runge-Kutta as computed using the small scale 3D perturbation velocity model.
Figure 48: Difference in amplitude (1/raylength) for the midpoint method vs. fourth order Runge-Kutta as computed using the small scale 3D perturbation velocity model.
Figure 49: Difference for $\theta$ for the midpoint vs. fourth order Runge-Kutta as computed using the small scale 3D perturbation velocity model.
4.5.4 Fourth order Runge-Kutta: Two-Point Ray Tracing

As for the one-point ray tracing test, I chose to only look at fourth order Runge-Kutta for the 3D small scale velocity model. Here I only focus on travel time. The results are shown in figure 50. Also, the fourth order Runge-Kutta method gave disappointing results in terms of travel time, where $dt=0.04$ s gives a travel time difference of 0.03 seconds, which is larger than the accepted limit of 0.001 s.

Figure 50: Travel time differences for the fourth order Runge-Kutta vs. fourth order Runge-Kutta as computed using the small scale 3D perturbation velocity model.
5 Elastic Waveform Modeling Using Ray Tracing

3D seismic synthetic tests for a geothermal reservoir, were performed in order to illustrate the use of the ray tracing methods provided in Chapters 3 and 4. The study area for this synthetic test is The Geysers geothermal reservoir in northern California. The Geysers is a hydrothermal system, but EGS technologies have been tested at the Prati-32 well in the northern part of The Geysers.

Essential information for this synthetic test is taken from the paper by Guilhem et al. (2014). In that paper, moment tensor inversions are performed for 15 M3 events. For calculation of the Green’s tensors, Guilhem et al. (2014) use a layered 1D velocity model, which is an average of a 3D model (Figure 18). After having developed and tested several ray tracing algorithms, these algorithms can now be used to investigate differences between 1D and 3D velocity models. In order to do all this, I first discuss the numerical computation of Green’s tensors, and the synthetic seismograms in sections 5.1 and 5.2. Then in section 5.3, the application of the waveform modeling algorithm to realistic 1D and 3D velocity models for double-couple and non-double couple models of The Geysers is presented.

5.1 Method

For this thesis when constructing synthetic seismogram the causal Ricker wavelet is used as the source wavelet:

\[
R(t) = \left(1 - t^2 f_0^2 \pi^2 \right) e^{-t^2 \pi^2 f_0^2}.
\]  

(5.1)

Here \( t \) is time and \( f_0 \) is the center frequency, which in this thesis is 1Hz. The Ricker wavelet is often used when constructing synthetic seismograms due to its similarity to seismic sources. Figure 51 shows the Ricker wavelet that was used.

For construction of synthetic seismograms I use equation (2.50) provided in section 2.5.4:

\[
u = w(t - T_{rs}) A_{rs} \left[ (M : \mathbf{p_p}) \mathbf{p_r} \right].
\]  

(5.2)

In this thesis I focus on the computation of P-waves. The P-wave synthetic seismograms are calculated in three steps. As a first step, I use the expression in the inner-box of the equation, which represents the radiation pattern at the source. The
radiation pattern depends upon the seismic moment tensor source $M$, which is found using equation (2.37). In order to use equation (2.37), I define a normal vector $n$ and a slip vector $d$. For the second step, I am interested in the radiation pattern and amplitude $A_{rs}$ which includes the effects of the wave propagation throughout the velocity model as computed by ray tracing at the receiver. The expression for this is shown in the outer-box of equation 2.50. I only compute the z-component. For the last step, synthetic seismograms are calculated. This is done including the last term, and includes the Ricker wavelet and travel time, which is computed using ray tracing.

5.2 Velocity Models and Sources Used in Synthetic Test

For this synthetic test on of the main goals is to check trade-off between 1D and 3D ray tracing. The 1D velocity model used is the layered velocity model shown in Figure 18, while the 3D model is constructed adding large scale Gaussian perturbations to the 1D model (correlation length: 500m, perturbation strength: 7%). The 3D velocity model is displayed in Figure 52.

A list of the 15 M3 earthquakes investigated by Guilhem et al. 2014 is shown in Figure 54. The earthquake used for this test is marked with a red box. This hypocenter
is at the position: $x_s = 11357\text{m}$, $y_s = 9812\text{m}$, $z_s = -1725\text{m}$.

For this test, a grid of receivers at the surface with a spacing of 500m is used. For the receiver locations I want to cover as much as possible of the area shown in Figure 53. The receivers are located between 9000-12500m in the x-direction and 7500-12500m in the y-direction. The total number of receivers are 88. The numerical method used for the two-point ray tracing, is the midpoint method with the small time step ($dt=0.009\text{s}$), which from the previously provided comparison between Euler, the midpoint method and fourth order Runge-Kutta is my preferred method.

For the synthetic test, the seismic sources are chosen to be a pure double couple source and a double couple source with a non-double couple component, since this is the trend for the earthquakes investigated by Guilhem et al. 2014. The double couple earthquake, is a strike slip earthquake with a normal vector: $\mathbf{n} = [1, 0, 0]$ and slip vector $\mathbf{d} = [0, 0, 1]$, where the angle between the vectors is 90°. Using the relation (2.37) I get the moment tensor:

$$
\mathbf{M} = \begin{bmatrix}
0 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{bmatrix}.
$$

While for the double couple earthquake with a non-double couple component I have $\mathbf{n} = \frac{2}{\sqrt{6}} (1, 0.5, 0.5)$ and $\mathbf{d} = \frac{2}{\sqrt{6}} (0.5, 0.5, 1)$. Here the angle between the normal and slip vector is 33.1°. This gives the moment tensor:

$$
\mathbf{M} = \begin{bmatrix}
0.67 & 0.5 & 0.83 \\
0.50 & 0.33 & 0.5 \\
0.83 & 0.5 & 0.67
\end{bmatrix}.
$$
Figure 52: 3D velocity model used for the synthetic test. When constructing the Gaussian perturbations a correlation length of 500m and a perturbation strength of 7% was used.
Figure 53: Location of The Geysers geothermal reservoir in northern California (Guilhem et al. 2014).
5.2 Velocity Models and Sources Used in Synthetic Test

Figure 54: The figure shows all the magnitude 3 events between November 2009 and December 2011 at The Geysers geothermal reservoir. The red box represents the earthquake, for which this synthetic test was performed. Modified from Guilhem et al. 2014.
5.3 Waveform Modeling at The Geysers

5.3.1 Double Couple Source

The first synthetic test was performed for a strike-slip earthquake. To check differences in results for the seismic sources and trade-off between the 1D and 3D velocity models the P-wave synthetic seismograms are constructed in three steps as discussed in section 5.1. First the P-wave radiation pattern at the source was calculated, which is shown in Figure 55. The radiation pattern is represented by four lobes, which is characteristic for the pure double couple source (see e.g Pujol 2003).

Figure 56 and 57 show the combined effects of radiation pattern and geometrical spreading (the outer-box in section 5.1) at the receivers for the 1D and 3D velocity models. It is difficult to see clear differences between the two figures. Therefore, in Figure 58 I have calculated the amplitude ratios between the 1D and 3D velocity models at the receivers. It can be seen that the differences are larger for some areas, which is most likely caused by the random position of the perturbations. Since there are amplitude differences between the 1D and 3D velocity models, there will also be differences in the calculated synthetic seismograms.

At a final step, synthetic seismograms were calculated for both the 1D and 3D ray tracing at the 88 stations. The synthetic seismograms for the z-component for one line of receivers (x=11500m and y=7500-12500m) are shown in Figure 59. The thin line represents the synthetic seismograms calculated for the 1D velocity model, while the thick line represents the synthetic seismograms for the 3D velocity model. The amplitudes are large close to the source, and gradually decrease as expected. Also, the amplitude differences between the 1D and 3D are easier to spot close to the source. A significant deviation for the calculated synthetic seismograms are shown at the positions y= 7500-8500m. Here there are polarity differences, where the 1D data is positive and 3D data is negative. To see these differences more clearly I display the synthetic seismogram for the x, y and z components at the location x=11500m and y=7500m in Figure 60. The polarity clearly deviates for all the components. These deviations are significant, and would affect the results from a potential moment tensor inversion in a negative manner.
Figure 55: Radiation pattern for a double couple source.

Figure 56: Amplitude at the surface for a double couple source for the 1D velocity model.
Figure 57: Amplitude at the surface for a double couple source for the 3D large scale velocity model.
Figure 58: Amplitude ratios for the 1D vs. 3D velocity models for the double couple source.
Figure 59: z-component of synthetic seismograms for a line of receivers for the double couple source (see text). The receiver line is shown for x=11500m and y=7500-1300m. The thin line represents the synthetic seismograms for the 1D velocity model, while the thick line represents the synthetic seismograms for the 3D velocity model.
Figure 60: Synthetic seismogram for receiver at x=11500m and y=7500m for a double couple source. The thin line represents the synthetic computed using the 1D velocity model, while the thick line shows the calculated synthetic seismograms for the 3D velocity model.
5.3.2 Double Couple Source with a Non-Double Couple Component

The same procedure as for the double couple source was performed for the source with a non-double couple component. The radiation pattern at the source is displayed in Figure 61. There are only two lobes for the non-double couple source, as supposed to the double couple source with four lobes (Figure 55).

As a next step, the amplitude at the receiver were calculated. These are shown in Figures 62 and 63. The differences are easier to spot than for the double couple source, for example for the largest amplitudes. The amplitude ratios are shown in Figure 64. Here it can be seen that there are clear difference between the amplitudes obtained by the 1D and 3D velocity models.

Also, notice that the amplitudes at the receivers are different for the double couple and non-double couple source. For the double couple source, the amplitude polarities are both negative and positive (Figures 56 and 57), while for the non-double couple source the amplitudes are mostly positive (Figures 62 and 63). Hence, the amplitude depends upon the seismic source as expected. This is also shown for the calculated synthetic seismograms, which are displayed in Figure 65. These seismograms are for the same receivers as the ones displayed in Figure 59. The results from the two different seismic sources are clearly different. For the receivers located between 11500-12500m, the amplitudes are larger for the double couple source, than for the non-double couple source. Also, it should be noted that the travel time differences between the 1D and 3D ray tracing gradually increase away from the source (see Figure 65).

In Figure 66 the seismograms for the same receiver as in Figure 60 are seen. However, for the seismogram displayed in Figure 66 both the 1D and 3D data have the same polarity. This indicated that the seismic source is significant for the final results.
Figure 61: Radiation pattern for a double couple source with a non-double couple component.

Figure 62: Amplitude for a non-double couple source for the 1D velocity model.
Figure 63: Amplitude for a non-double couple source for the 3D large scale velocity model.
Figure 64: Amplitude ratios for the 1D vs. 3D velocity models for the source with a non-double couple component.
Figure 65: $z$-component of synthetic seismograms for a line of receivers for the non-double couple source (see text). The receiver line is shown for $x=11500\text{m}$ and $y=7500-1300\text{m}$. The thin line represents the synthetic seismograms for the 1D velocity model, while the thick line represents the synthetic seismograms for the 3D velocity model.
Figure 66: Synthetic seismogram for receiver at x=11500m and y=7500m for the non-double couple source. The thin line represents the synthetic computed using the 1D velocity model, while the thick line shows the calculated synthetic seismograms for the 3D velocity model.
6 Discussion

6.1 Microseismicity at Geothermal Reservoirs

The study of microseismicity at geothermal reservoirs is important for characterization. For example, permeable zones and orientation of fractures can be found by combining moment tensor inversion and earthquake location for micro-seismic events occurring at geothermal reservoirs. In order to perform moment tensor inversion, however it is important to have reliable velocity models.

In this thesis, I first made an overview of existing velocity models and other seismic studies performed at enhanced geothermal systems, since no such overview currently exists. From this overview it can be seen that there exist 1D velocity models for almost all reservoirs. However, this is not the case for 3D velocity models, which are only found at approximately half of the reservoirs. In this thesis I studied differences in 1D and 3D velocity models obtained using seismic waveform modeling results. An important step for efficient seismic modeling consisted of ray tracing, which was therefore studied in detail in this thesis.

6.2 Ray tracing

A systematic comparison between the three numerical methods for ray tracing, Euler, midpoint and the fourth order Runge-Kutta has been performed. From an extensive literature search, it seems like this comparison had not been done before. However, Nolet (2008) notes that the fourth order Runge-Kutta is often the preferred method for ray tracing, but if there are large velocity variations a second order Runge-Kutta (midpoint method) with a fine sampling rate can be used. However, he provides no further comparison between the two methods.

The comparison done for velocity models taken from The Geysers geothermal reservoir in California, showed that Euler deviates from both the midpoint method and the fourth order Runge-Kutta, and is found to be considerably worse than the two other methods. These variations are larger for more complex 3D velocity models, than the simpler 1D velocity models. This can in particular be seen for the one-point ray tracing, where the arrival position at the surface for Euler’s method deviates from the other methods by hundreds of meters. For the two-point ray tracing, differences in travel time at the receivers for all three numerical methods were calculated. For this thesis, the maximum accepted travel time difference is set to 0.001s (Gritto
et al. 2013). This was obtained from travel time tomography at The Geysers. From this test, it was found that only the smallest time step \( dt=0.009s \) of the midpoint method and fourth order Runge Kutta gave reliable results in terms of travel time.

Another problem is related to the choice of too large time steps, is an "aliasing" effect, where ray tracing skips parts of the velocity model, hence giving false results. Small enough time steps should therefore be used in order to avoid this phenomenon. Generally, for all results the error increases for increasing take-off angles/receiver distances. For two-point ray tracing, especially for the small scale model there is multipathing for distances away far from the source.

From all the tests, I found that the fourth order Runge-Kutta and the midpoint method with a small time step (\( dt=0.009s \)) provide good results. The fourth order Runge-Kutta is time consuming and requires more calculations. Hence, the midpoint method with a smaller time step is the preferred method.

For these tests, two 3D velocity models with 3D Gaussian perturbations superimposed on the 1D velocity model from The Geysers were used. However, the results from these tests could have been improved by taking the average of 5-10 results, since these test results depend upon position of the perturbations, which is randomly constructed for every velocity model. The important point of the Gaussian perturbation velocity models is that they resemble models obtained using travel time tomography.

### 6.3 Waveform Modeling

Waveform modeling was performed to check differences between 1D and 3D waveforms and also to investigate differences in radiation pattern/amplitudes when using different seismic sources. For the tests presented in this thesis, two different seismic sources were used: A double couple source, and a (double couple) source with a large non-double couple component.

From the calculated amplitudes/radiation patterns at the receivers, it can be seen that there is a different radiation pattern for the double couple and the double couple source with a non-double couple component. Hence, the amplitudes at the receivers depend significantly upon the seismic source. These differences also affect the synthetic seismograms, with significant amplitude variations at the receiver locations.
For the synthetic seismograms there are clear differences in obtained results between the 1D and 3D ray tracing. The most crucial differences are polarity differences for some of the synthetic seismograms between 1D and 3D data. Hence, therefore I suggest that 3D velocity models should be used, rather than a 1D velocity model, when studying moment tensors.

Johnson (2014) investigated micro-seismic earthquakes related to fluid injection at the northern area of The Geysers. By investigating different moment tensors, he made a source model for induced earthquakes. The source model aimed at predicting whether fractures are being opened or closed. For this prediction, it is crucial that accurate moment tensors are estimated. If a 1D velocity models is used, the wrong conclusion can be made, and in the worst case scenario a zone that is impermeable can be interpreted as permeable or vice versa.

### 6.3.1 Alternative Numerical Methods

Another ray tracing method is the step size adaptive Runge-Kutta method. For this method the sampling rate (time step) varies along the ray path. This technique can be expensive, since a new time step has to be found for every calculation. The method is not used in this thesis, since I do not assume large variations in the scale of the 3D velocity models (as provided for example by travel time tomography).

An alternative to solving the wave equation, is provided by finite difference modeling (or other fully numerical methods), which is more accurate. However, this method is very time consuming compared to ray tracing. Gritto et al. (2013) note that since the LBNL (Lawrence Berkeley National Laboratory) permanent seismic network was installed at the The Geysers geothermal reservoir in 2003 over 125000 micro seismic events have been detected. Since a lot of data has to be processed, a fast modeling method is very helpful. Another advantage with ray tracing is that effects such as anisotropy and attenuation can be easily incorporated. However, a comparison of the modeling method presented in this thesis with a fully numerical method, would still be useful.
6.4 Further Improvements

6.4.1 Amplitude

For this thesis I assume the amplitude to be $1/raylength$. However, some of the velocity models used for this thesis are weakly heterogeneous and the results could be improved by solving the transport equation (equation 2.14).

6.4.2 Computation Time

The computation time varies significantly for the three different methods. Fourth order Runge-Kutta is very slow, while the two other methods are quicker in terms of computation time. This is mostly due to the large number of spline interpolations used for calculation of the fourth order Runge-Kutta. The fourth order Runge-Kutta uses twice as many spline interpolations as the midpoint method, and four times as many as Euler’s method. Since the spline interpolations is the most time consuming operation, this also means that the computations for fourth order Runge-Kutta are twice as expensive as the midpoint method for the same time step.

My implementation of the ray tracing was in MATLAB. By implementing the code using other programming languages, such as Fortran or C++, the computation time will be significantly reduced.

6.4.3 Multipathing and Scattering

For heterogeneous 3D media with strong perturbations multipathing occurs for the ray tracing algorithm. Therefore, for strong perturbations the results obtained from the two-point ray tracing is non-unique, since several rays arrive at the receiver (Cerveny 2001). This phenomenon is shown in Figure 67, where multipathing occurs for a velocity model with a perturbation strength of 20%.

Another concept, which was not included is scattering. The ray tracing algorithm only works for direct arrivals, and can for example not be used to reconstruct coda waves. The waveform modeling can be further improved by incorporating these effects.

6.4.4 Inversion and Application to Real Data

In this thesis the focus was waveform modeling using P-wave data. However, Guilhem et al. (2014) use both P- and S-wave data for their inversion. The modeling
algorithm presented here can be extended to include S-waves.

It would be important to apply the ray tracing and modeling presented here to real data. Applications of these algorithms include travel time tomography, event location and moment tensor inversion. It would also be interesting to compare these results with algorithms that use 1D velocity models. The synthetic results presented here suggests that the use of 3D velocity models is realistic and potentially could lead to significant improvements in geothermal reservoir characterization and management.
7 Conclusion

In this thesis I have studied geothermal reservoir characterization using seismic modeling. An overview of seismic studies performed at 15 enhanced geothermal systems was made. It was found that 1D velocity models exist at almost all the geothermal reservoirs. However, this is not the case for 3D velocity models, which exist for only 6 of the reservoirs. I have therefore in this thesis looked at differences in seismic modeling for 1D and 3D velocity models.

The amount of seismic data obtained at a geothermal reservoir can be quite large: tens to hundreds of thousands of events recorded by a hundred or more receivers. Efficient seismic modeling using for example ray tracing, is therefore essential. A ray tracing code was implemented and compared for three different numerical methods: Euler, the midpoint method and fourth order Runge-Kutta. From various, tests it was found that only the fourth order Runge-Kutta and the midpoint method with small time steps provide accurate results. Since the fourth order Runge-Kutta is costly in terms of computation time, I found that the midpoint method with a small time step is the preferred method.

The ray tracing and modeling algorithms could further be improved by incorporating effects such as multipathing and scattering. Also, the effects of anisotropy and attenuation, could be taken into account in the modeling method presented here. Also, Implementation of the ray tracing algorithm in an alternative programming language such as Fortran or C++ will significantly reduce computation time.

The ray tracing was used to do waveform modeling for both 1D and 3D velocity models to check trade-offs in terms of travel times, amplitudes and waveforms. The models used were a 1D velocity model for the geothermal reservoir The Geysers in California as given in the literature. The 3D models consisted of this 1D model on which were superimposed 3D perturbations with two different scale lengths. There were significant differences. The most significant deviations were differences in amplitudes and amplitude polarities. Hence, it is suggested that 3D velocity models should be used when doing moment tensor inversions at geothermal reservoirs. It would be interesting to apply the modeling method presented here to real data.
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9 Appendix

The remaining results from the comparison between the three numerical methods for the two-point ray tracing in chapter 4 are shown in this appendix. Most of the figures are for Euler’s method, which is the worst of the three ray tracing methods.

9.1 Two-Point Ray Tracing: 1D Velocity Model

The figures in this subsection show results for the two-point ray tracing when using a 1D velocity model. All the figures in this subsection are for Euler’s method. Euler’s method generally shows larger errors than the midpoint method (section 4.5.1).

Figure 68: Travel time differences for Euler’s method vs. fourth order Runge-Kutta as computed using the 1D velocity model.
Figure 69: Angle between slowness vectors for Euler’s method vs. fourth order Runge-Kutta as computed using the 1D velocity model.

Figure 70: Amplitude differences for Euler’s method vs. fourth order Runge-Kutta as computed using the 1D velocity model.
Figure 71: Differences in takeoff angle in for Euler’s method vs. fourth order Runge-Kutta as computed using the 1D velocity model.
9.2 Two-Point Ray Tracing: Large Scale 3D Velocity Model

The figures in this subsection show results for the two-point ray tracing when using the large scale 3D velocity model. Euler’s method generally shows larger errors than the midpoint method (section 4.5.2).

Figure 72: Travel time differences for Euler’s method vs. fourth order Runge-Kutta as computed using the large scale 3D perturbation velocity model.
Figure 73: Angle between slowness vectors for Euler’s method vs. fourth order Runge-Kutta as computed using the large scale 3D perturbation velocity model.
Figure 74: Amplitude differences for Euler’s method vs. fourth order Runge-Kutta as computed using the large scale 3D perturbation velocity model.
Figure 75: Differences in $\theta$ for Euler's method vs. fourth order Runge-Kutta as computed using the large scale 3D perturbation velocity model.
Figure 76: Differences in $\phi$ for Euler’s method vs. fourth order Runge-Kutta as computed using the large scale 3D perturbation velocity model.
Figure 77: Differences in $\phi$ for the midpoint method vs. fourth order Runge-Kutta as computed using the large scale 3D perturbation velocity model.
9.3 Two-Point Ray Tracing: Small Scale 3D velocity Model

The figures in this subsection show results for the two-point ray tracing when using the small scale 3D velocity model. Euler’s method generally shows larger errors than the midpoint method (section 4.5.3).

Figure 78: Travel time differences for Euler’s method vs. fourth order Runge-Kutta as computed using the small scale 3D perturbation velocity model.
Figure 79: Angle between slowness vectors for Euler’s method vs. fourth order Runge-Kutta as computed using the small scale 3D perturbation velocity model.
Figure 80: Differences in amplitude (1/raylength) for Euler’s method vs. fourth order Runge-Kutta as computed using the small scale 3D perturbation velocity model.
Figure 81: Differences in $\theta$ for Euler's method vs. fourth order Runge-Kutta as computed using the small scale 3D perturbation velocity model.
Figure 82: Differences in $\phi$ for Euler’s method vs. fourth order Runge-Kutta as computed using the small scale 3D perturbation velocity model.
Figure 83: Differences in $\phi$ for the midpoint method vs. fourth order Runge-Kutta as computed using the small scale 3D perturbation velocity model.