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Figure 1: The major workflow outlined in this dissertation: by using visual techniques on mobile devices in the field, geologists can create digital outcrop interpretations on geological units (top). The outcrop itself can be transformed into a volumetric object (mid), and together with the interpretations also as gridded volumes (bottom). These are subsequently used as multiple point statistics training images for stochastic hydrocarbon reservoir modelling.
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Abstract

Visual techniques in general and 3D visualisation in particular have seen considerable adoption within the last 30 years in the geosciences and geology. Techniques such as volume visualisation, for analysing subsurface processes, and photo-coloured LiDAR point-based rendering, to digitally explore rock exposures at the earth’s surface, were applied within geology as one of the first adopting branches of science. A large amount of digital, geological surface- and volume data is nowadays available to desktop-based workflows for geological applications such as hydrocarbon reservoir exploration, groundwater modelling, CO₂ sequestration and, in the future, geothermal energy planning. On the other hand, the analysis and data collection during fieldwork has yet to embrace this "digital revolution": sedimentary logs, geological maps and stratigraphic sketches are still captured in each geologist’s individual fieldbook, and physical rocks samples are still transported to the lab for subsequent analysis. Is this still necessary, or are there extended digital means of data collection and exploration in the field? Are modern digital interpretation techniques accurate and intuitive enough to relevantly support fieldwork in geology and other geoscience disciplines? This dissertation aims to address these questions and, by doing so, close the technological gap between geological fieldwork and office workflows in geology.

The emergence of mobile devices and their vast array of physical sensors, combined with touch-based user interfaces, high-resolution screens and digital cameras provide a possible digital platform that can be used by field geologists. Their ubiquitous availability increases the chances to adopt digital workflows in the field without additional, expensive equipment. The use of 3D data on mobile devices in the field is furthered by the availability of 3D digital outcrop models and the increasing ease of their acquisition. This dissertation assesses the prospects of adopting 3D visual techniques and mobile devices within field geology.

The research of this dissertation uses previously acquired and processed digital outcrop models in the form of textured surfaces from optical remote sensing and photogrammetry. The scientific papers in this thesis present visual techniques and algorithms to map outcrop photographs in the field directly onto the surface models. Automatic mapping allows the projection of photo interpretations of stratigraphy and sedimentary facies on the 3D textured surface while providing the domain expert with simple-to-use, intuitive tools for the photo interpretation itself. The developed visual approach, combining insight from all across the computer sciences dealing with visual information, merits into the mobile device Geological Registration and Interpretation Toolset (GRIT) app, which is assessed on an outcrop analogue study of the Saltwick Formation exposed at Whitby, North Yorkshire, UK. Although being applicable to a diversity of study scenarios within petroleum geology and the geosciences, the particular target application of the visual techniques is to easily provide field-based outcrop inter-
pretations for subsequent construction of training images for multiple point statistics reservoir modelling, as envisaged within the VOM2MPS project.

Despite the success and applicability of the visual approach, numerous drawbacks and probable future extensions are discussed in the thesis based on the conducted studies. Apart from elaborating on more obvious limitations originating from the use of mobile devices and their limited computing capabilities and sensor accuracies, a major contribution of this thesis is the careful analysis of conceptual drawbacks of established procedures in modelling, representing, constructing and disseminating the available surface geometry. A more mathematically-accurate geometric description of the underlying algebraic surfaces yields improvements and future applications unaddressed within the literature of geology and the computational geosciences to this date. Also, future extensions to the visual techniques proposed in this thesis allow for expanded analysis, 3D exploration and improved geological subsurface modelling in general.
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Chapter 1

Introduction

This introduction aims to give an overview on the research topic and its background covered in this thesis, which focuses on the integration of computational methods, algorithms and digital-visual techniques in field geology. It puts the research into context of the VOM2MPS project and its aims, and the connection to the SAFARI project. Established and prevalent principles within the published literature are introduced, which is important to the understanding of the starting point and the research objectives addressed by the thesis. The multidisciplinary nature of the research is explained and ambiguous terminology, emerging from the synthesis of the different disciplines, is resolved.

Additionally, introductory state-of-the-art literature overviews on digital facies- and interpretation mapping, mobile technologies in 3D visual applications and geological fieldwork give the reader an overview of existing techniques, software systems, workflows and technologies which this thesis aims to extend. Subsequently, research challenges are deduced from the project objectives and the state-of-the-art of the available technology. The data acquisition is explained and the geological setting of the datasets used in this thesis is briefly introduced in a dedicated section. As a final point of the introduction, the storyline of the presented research is given that serves as a guideline for the detailed reading of the main chapters and appendices.

1.1 Motivation

The research outlined in the thesis is part of the wider project "VOM2MPS: From virtual outcrop models to multiple point statistics training images for improved reservoir modelling". Numerical geocellular models are of high value for the prospect assessment of subsurface hydrocarbon reservoirs (such as oil and natural gas [189, 247]) as they describe the geological formation of the prospect. They are built for a specific target of the assessment, such as the distribution of porous media, the influence of sandbody connectivity as well as structural features (e.g. fractures and faults) on the hydrocarbon fluid flow, near-well flow analysis or the assessment of injector well placement for enhanced oil recovery (EOR). More recently, they are also used in research for analysing deep fractures for geothermal energy generation or for assessing large-scale formations over long timescales as CO₂ storages [134, 222, 248]. In the short term future, it is likely be used for assessing sealing properties of potential hazardous mineral repositories. Fig. 1.1 shows an example of a geological model for the Saltwick Formation,
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built based on an outcrop near the town of Whitby (see chapter 7 for more information). A typical geomodelling workflow is depicted in fig. 1.2, based on Ringrose and Bentley [247] and adapted towards a multiple point statistics modelling scenario covered in this research. In the hydrocarbon exploration scenario, the focus is more often on the actual geobody distribution than on fluid flow concerns, as little is known of the geology in exploratory areas.

Figure 1.1: Illustration of a regular-gridded geocellular reservoir model of the Saltwick Formation, based on the Whitby cliff outcrop in chapter 7. Yellow areas depict crevasse splay, orange areas depict channel body facies and the grey surrounding represents the overburden.

Figure 1.2: A simplified reservoir modelling workflow, modified from Ringrose and Bentley [247] to outcrop analogue studies using MPS.

Hydrocarbon reservoirs can be modelled by using characteristics and properties of rock exposure on the earth’s surface. With the advance of computer technology over the past decades, in particular in 3D graphics thanks to the entertainment industry, these rock exposures are increasingly studied by digital means. Continuous improvements in remote sensing equipment makes such exposures digitally available to a larger audience in an increasing quantity. This digital, visual analysis distinctly depends on
knowledge from applied mathematics and computer sciences, as visible from the fol-
lowing sections in this thesis. The thesis focusses on making these analysis techniques
for rock exposure (i.e. digital outcrops) available on modern, mobile devices to support
fieldwork and geological reservoir modelling.

1.2 Related Work

1.2.1 Geostatistical reservoir modelling

Reservoir modelling utilizes knowledge, methods and tools from geostatistics to fore-
cast the sedimentary layout, the lithological composition and the petrophysical proper-
ties of reservoirs.

A reservoir model is a 3D gridded, anisotropic, scalar value box (i.e. a scalar uni-
formal grid). Generally, constructing a reservoir model means to account for constraints
introduced by primary data (i.e. hard data) and secondary data (i.e. soft data) during
the scalar value (i.e. primary variable) prediction. Hard data are physical measurements
of the target property, for example via wells, cores and sedimentary logs. A traditional
example of soft data is trending functions defined by the modeller to describe geolo-
gical constraints of shape and primary variable distribution based on the underpinning
geological concept of a study area. They are also the means to express and incorporate
geological expectations into the statistical modelling process. The distribution of the
primary variable is constrained by the available, measured hard data, which can be real-
ised with varying degrees of complexity depending on the specific modelling method.
Applying hard data constraints to the model is termed hard conditioning or sometimes
just conditioning.

Apart from the data conditioning and the distinction of predicting physically-
continuous or discrete primary variables, there are further geostatistical principles to
consider. The scale of the geological investigation controls the relationships and the
fidelity of depositional elements and information to be included in the target model.
The scale is a result of the target application case, as recently discussed and illustrated
by Issautier et al. [134]. Heterogeneity is a modelling property related to the scale
of the study and describes the variation detail between the modelled objects and fa-
cies. Stationarity is a key property of statistical methods which expresses that the joint
probability (i.e. covariance) of data points depends on their relative position. It can
hence be thought of as spatial dependency of the primary variable. Modelling meth-
ods essentially need to be non-stationary, meaning that the underlying statistical model
(e.g. semivariogram, training image (TI) pattern) is valid as-is everywhere within the
model. A recent discussion on the non-stationarity for object-based reservoir models
is given by Allard et al. [6]. A final concept to consider, which is related to the data
conditioning, is a trade-off between continuity and data resolution. As an example,
seismic surveys provide a continuous description of the subsurface structure at the cost
of per-sample (i.e. per-cell) resolution. On the other hand, sediment cores and well
data provide (vertically) very high resolution information of the subsurface that is dis-
continuously sampled at sparse locations.

It is common practice for exploratory reservoirs to use stochastic simulations in the
modelling process. Stochastic simulation procedures aim at generating several equi-
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probable models that all fit the available hard data. The set of generated models corresponds to a representative sample of all possibilities, on which uncertainty analysis is performed [70, 110, 154, 189].

Several geostatistical methods are available for the task of indicator modelling. Pixel-based approaches predict the value of the primary variable from a continuous probability distribution function (PDF) on a per-cell basis individually. For models expressing physical quantities for fluid flow analysis, a prominent example of pixel-based modelling is sequential gaussian simulation (SGS) [71], while common methods for discrete indicator (e.g. facies) models include truncated gaussian simulation (TGS) [197]/plurigaussian simulation (PGS) and sequential indicator simulation (SIS) [71].

Object-based approaches distribute geometric shapes in 3D space which represent geological objects, such as channels, levees, crevasse splays [70] and point bars. The distribution itself, accommodating for geological adjacency rules, is controlled by their centroids (i.e. marks) and their relative positions, which are distributed in a Markov point process framework [282, 291]. Object-based modelling is well-known for applications in fluvial [118, 203] and fluvo-deltaic [70] depositional environments, such as for major reservoirs on the Norwegian Continental Shelf (NCS) [128]. Moreover, these approaches are conceptually accessible for geologists because it allows to easily and rapidly translate depositional concepts and knowledge into stochastic reservoir models.

Process-based approaches, in a strict interpretation of the concept, consider the forward modelling of geological processes. These approaches attempt to simulate the creation- or (de)formation of a geological environment and its constituting elements (e.g. stratigraphic layers, sedimentary geobodies and elements, structural objects of deformation) over time, as a results of geological processes (e.g. tectonics, deposition, erosion, aggradation and degradation). Available simulation approaches are physically based on Airy and Stokes wave theory [195, 196] or computational fluid dynamics (CFD) [124, 174] to model the sediment transport- and deposition processes for selected depositional environments (e.g. deltas, shorelines). FLUMY is an approach to simulate the structure of complex meandering channel environments in 3D [185]. Process-based models represent the physically most accurate description of particular depositional environments.

Multiple point statistics (MPS) is a recent geostatistics simulation method that allows for an easy incorporation of measured data and a more faithful interpolation of unknown data locations that follows geological, conceptual constraints [247]. The method represents an attempt to merge pixel-based and object-based approaches. Pixel-based approaches uses a bivariate (i.e. point-to-point, two-point) data conditioning of a statistical model (e.g. semivariogram). MPS takes, in contrast to pixel-based approaches, training images as the basis for modelling. A TI is a 2D- or 3D gridded model (i.e. a scalar pixel- or voxel image) [283], similar to the target geomodel, which depicts joint probability, data patterns and local relationships between cells [114, 284]. In practice, unconditioned object-based models are often used as TIs for MPS [285, 286]. Alternatively, process-based models [59, 134, 205], high–resolution seismics [284], modern analogues [14, 60, 184], existing reservoir models [132] and computed tomography (CT)-
scans of sediment cores [60] can be utilised as sources for MPS TIs. After providing a MPS algorithm with training images, the algorithm proceeds in a random walk [284] within the boundaries of the target model to populate cells with values based on the TI patterns. Therefore, at any given time, the target model contains cells that are to be evaluated and cells that have already been evaluated. When assessing a specific empty cell along the random walk, the neighbourhood of that cell represents the constraint pattern for the TI look-up. A collection of candidate patterns fitting the constraint are found in the TI, and the representative indicator amongst the candidates is chosen for filling the empty cell. The further the MPS simulation progresses with populating the target grid, the more constrained the TI look-up process is and the more deterministic each cell evaluation becomes. The process is illustrated in fig. 1.3 as a process flow, which is explained in detail in the original literature of the MPS method [114, 283, 284, 287]. The random walk-based grid population allows generating an arbitrary number of equiprobable resulting geomodels.

![Figure 1.3: Illustration of the facies indicator population process using the MPS method.](image)

A plethora of classifications and orders between the existing modelling techniques is available in the literature. Koltermann and Gorelick provide an original classification of the methods, mainly distinguishing between process-imitating and structure-imitating methods [154]. Ringrose and Bentley provide an alternative distinction between pixel-based, object-based and texture- (or: pattern) based methods [247]. Perrin et al. distinct between data-driven and concept-driven approaches for reservoir modelling [230]. The existing literature lacks consistency in the classification and the driving terminology. The reader is invited to select a terminology most appropriate to the specific application case. The terminology and classification in this thesis is most in-line with Ringrose and Bentley [247].
The major focus of the VOM2MPS project is to use outcrop analogues for MPS TI population, as previously proposed by several authors [125, 126, 232].

1.2.2 Digital outcrops

Outcrops are "visible exposures of bedrock or ancient superficial deposits on earth’s surface" [131]. They allow studying the structure and processes of geological formations, which are usually hidden beneath the earth’s surface, directly at the surface. Outcrop analogues are outcrops that share common properties or sediment deposition processes with the target subsurface geological formation [130]. As part of the SAFARI project, the constraint of outcrops for VOM2MPS is the sedimentary depositional architecture. It refers to the observation that geological formations from the same deposition environment share common architectural features. They are therefore related to one another, but the surface outcrop is easier to study and delivers geological information at a higher resolution than is obtainable from direct subsurface measurements, such as high-resolution seismics. Outcrops give more insight to the heterogeneity of a formation (as a result of the high-resolution observation), which has implications on some parts of the modelling workflow (e.g. upscaling, flow simulation, static reservoir tests).

A digital outcrop model (DOM) is a digital representation of the naturally occurring outcrop. It consists of a geometric representation of the outcrop’s shape and optionally a radiometric component of the colour from the visible light spectrum. The digital representation can be a coloured point set [15, 127, 244, 246, 312], a digital elevation model (DEM) with photos attached as textures [138, 199] or textured surface models as triangulated irregular networks (TINs) [40, 129]. Examples of the different representations are shown in fig. 1.4(a) to 1.4(c). The adequate form of representation is dependent on the specific application cases. Procedures for the acquisition of DOMs are outlined in section 1.2.3.

![Figure 1.4: The different types of digital outcrop model representations: points, DEMs and TINs (composed of multiple distinct sections, highlighted by the diverging colour codes).](image)

The DOM is, within outcrop studies, the basis on which geological interpretations are created digitally. The interpretations themselves can be used to derive geobody statistics for object-based modelling [84, 88, 165, 252], where the resulting geocellular model is then taken as MPS TI. Other approaches make more direct use of the DOM by importing the point set-delineated facies into a reservoir modelling software package.
such as Petrel, RMS or GoCAD to derive geocellular facies indicators for a TI. In this dissertation, the modelling workflow of Enge et al. [88] is taken as a starting point for proposed modelling extensions, meaning that the DOMs used in this work are textured surface models on which subsequent interpretations are performed. The geological interpretations, in terms of stratigraphy, structural layout, as well as sedimentary layout and composition via sedimentary facies, adheres to pre-defined classification schemes [203]. The adopted classification for the depositional architecture and depositional elements in this thesis follows the SAFARI standard [79, 130], although comparable outcrop databases with varying classifications have also previously been published [58, 304].

1.2.3 Acquisition of digital outcrop models

DOMs can be acquired in various ways. Xu et al. [316] and Bellian et al. [15, 16] introduced digital outcrop models for geological studies using terrestrial laser scanning (TLS) without photo attachment. The scanning itself was originally a time-consuming operation and supported limited scanning range setups, which has improved in recent years due to technical advances in manufacturing and miniaturization. The TLS acquisition is still very expensive and demands labour-intense postprocessing. The physical access of an outcrop study location to obtain an optimal surface model is also problematic in some cases. Further details on TLS acquisition challenges are provided by Buckey et al. [37] and Hodgetts et al. [125].

Early studies [199] used coarse-resolution, satellite-derived DEMs for outcrop studies via Google Earth or ArcGIS, which circumvents the physical access issue at the expense of the available model’s accuracy. More recent studies use aerial [165] and terrestrial [37, 125, 130, 239, 244] light detection and range (lidar), or a combination of both [246], for the DOM acquisition. In the combined acquisition cases, aerial methods fill in the data gaps of terrestrial lidar (i.e. TLS) that occur due to aforementioned scanning issues (e.g. outcrop access, scanning shadows, acquisition time). An expensive method of data collection remains Heli-lidar [36, 296], which allows capturing very large sections of outcrop terrain in a short amount of time from optimal scanning positions in a relatively high level of detail.

Current trends in the acquisition of DOMs are the photogrammetric reconstruction via structure from motion (SfM) from image collections [53] and the use of unmanned aerial vehicles (UAVs) [72] (i.e. drones) as cost-efficient, flexible and logistically simple alternative to Heli-lidar. Conducting UAV surveys has been complicated recently by the introduction of new legislative and administrative frameworks. The development is facilitated by precise and efficient multi-view point reconstruction algorithms [100, 101, 277], intuitive user interfaces [108, 314] and a general increase in computing power. The introduction of full-waveform lidar in previous years potentially presents a technical alternative to time-consuming manual laser postprocessing (e.g. vegetation removal). In the future, it is envisaged to capture DOMs using ubiquitously-available mobile devices, which is discussed in further detail in this dissertation.

The datasets used within this dissertation are DOMs structured as triangular polygonal soups as explained in section 1.3. They were acquired within the SAFARI pro-

\footnote{the SAFARI classification standard - https://safaridb.com/#/standard
ject according to previously-established workflows [35, 37, 40]. SAFARI is a database approach for the collection of hard and soft data for hydrocarbon reservoir modelling outcrop analogues, made available through a web portal (fig. 1.5). The research presented in this thesis makes use of previously interpreted DOMs [83, 87, 221, 250], where applicable.

Figure 1.5: Image of a SAFARI database entry and the diversity of provided data options available to project members.

The utilised instrument for the data acquisition of digital outcrops is a Riegl VZ-1000 TLS, mounted with a Nikon D800E digital single lens reflex (DSLR) camera for the photo texturing. The DSLR lens configuration varies between the datasets (50-80 mm Nikkor prime lenses). As for the mobile technology and development, two devices were consistently used during the research studies: a Google Nexus 5 smartphone with an 8 megapixels camera and a NVIDIA Shield tablet (5 megapixels camera).

Sima [273] illustrated a de-facto standard workflow for DOM acquisition, as presented in fig. 1.6: First, a point set is recorded via TLS from a studied outcrop. Then, the DSLR photos are accurately registered to the point set, potentially by accurate camera mounting based on com-measurement of reflectors that are placed within the scene. Next, the point set is stripped from noisy point outliers and disturbing vegetation covering the outcrop. The clean point set is then triangulated into a polygonal mesh using PolyWorks Modeler\(^3\). Holes in the polygonal model, occurring due to scanning shadows and the vegetation removal, are closed with a combination of automatic and interactive (i.e. human-guided) procedures. The resulting polygonal surfaces are subsequently textured using optimal, semi-automatic texturing approaches by Sima et al. [272, 274, 276]. In a final post-processing step, geologists determine the regions of interest so that the surface model is pruned accordingly.

For the mobile device studies, the following workflow has been established, illustrated in fig. 1.7: Photos are primarily acquired using the Nexus 5 smartphone (unless indicated otherwise within the study) due to its higher resolution camera compared to

---

available tablets. Photo acquisition can be done with the NVIDIA tablet, but the behaviour of the standard Android camera interface differs between the devices, leading to issues with lens focussing with the NVIDIA device. More details on the problem’s reasons can be found by the working principle of the ”Frankencamera”\(^4\) [1,175], which is the governing photo acquisition principle within Android. In addition to the visual consistency and high quality of photos, the smartphone also drains less battery than comparable tablets during constant photo acquisition. Subsequently, the photos and project files are shared with the tablet via cloud storage services (e.g. Google Drive), on which the 3D data reside.

\(^4\)The “Frankencamera” in computational photography - http://graphics.stanford.edu/projects/camera-2.0/
1.3 Multidisciplinary research & terminology

The research presented in this dissertation covers the disciplines of computer graphics, geomatics, computer vision, computational geosciences and various branches within the geosciences. It incorporates knowledge from the domains of discrete- and computational geometry, applied mathematics and virtual/augmented reality, and takes inspiration from machine learning and artificial intelligence (AI). Developing a research strategy to cover the mentioned disciplines, providing usable insight and tools as a research result, and still make particular scientific contributions to a specific discipline is not trivial. The diversity of this thesis’ contribution is illustrated in fig. 1.8, where the position and attribution of the minor fields can be debated.

![Diagram of diverse scientific disciplines](image)

Figure 1.8: Contribution of the diverse scientific disciplines to this dissertation.

Due to this multidisciplinary nature, several terminology conflicts arise from the different perspectives and founding concepts between the constituting disciplines and domains. Therefore, we subsequently address the terminological differences and resolve existing ambiguities for a consistent definition within this thesis. While some terminologies are easily explained by a simple definition, some more abstract concepts
are explained in-text. Acronyms such as computer graphics (CG), computer-generated imagery (CGI), computer vision (CV), virtual reality (VR) and augmented reality (AR) are consistent across the following chapters. Further terms target specific application domain concepts and essential details, which need to be clarified for the understanding of the thesis. They also attempt to resolve common misconceptions about terms addressed in this dissertation.

1.3.1 Terminology and concepts within geology

The creation of geological models is the target application for the methods and techniques developed here. In this context of geological, volumetric cellular modelling in subsequent chapters, the term of object refers to geological heterogeneous units within the model, which is represented by the same indicator attributes for the constituting cells.

Stratigraphy

The concept of stratigraphy is key to the geological observation of outcrops. It is an abstract concept referring to different specific expressions. In sedimentology, stratigraphy generally refers to the layered succession of rock (strata) observable in outcrops, the processes that led to the layering, and the major information used to distinguish the individual layers. Boggs describes the strata (i.e. rock beds) as "tabular or lenticular layers of sedimentary rock that have lithological, textural or structural unity that clearly distinguishes them from strata below and above" ([23], p. 65). Although already referring to the different types of stratigraphy, the major points are that (a) each strata is distinct in one or more aspects to its environment, (b) stratification is the process or scheme that organises the layer distinction (i.e. it formalises the coherent aspect of distinction), and (c) stratification is a vertically-oriented concept, with the exception that structural changes may tilt or fold the previously vertical organisation into different orientations.

Biostratigraphy distinguishes the layered rock succession by their biological content and the distribution of fossils in various geological formations [23]. Biological content refers in this context to roots and fossils enclosed in the rock succession. The evolution of organisms allows a time-based ordering and dating of a studied succession. Moreover, based on paleontological knowledge it is possible to attribute a given strata with a depositional environment (e.g. deep marine, shallow marine, terrestrial), which simplifies further sedimentological studies of the depositional architecture.

Lithostratigraphy describes the strata on the basis of their physical rock composition, such as mineral composition, their optical properties (e.g. colour) and grain attributes (e.g. size and order). Observing and documenting lithostratigraphy is for some cases very simple to conduct (e.g. on outcrops with diverging minerology and colourful reflection patterns), but gets increasingly difficult with thin sediment layers or carbonate rocks, which often provide little visual information for their distinction.

Chronostratigraphy distinguishes the rock layers based on their geological age. This can be done by interpreting the layers and reconstructing the structural history of a formation to the time of its deposition, or by measuring the rock via geochronometry [23].
Facies

Facies is an abstract concept that is flexibly used within geology. The available literature is fuzzy with respect to a consistent definition of the term. There are different definitions targeting different rock properties, e.g. sedimentary facies, fault facies, diagenetic facies. This thesis, in its majority, treats sedimentary facies. A. Coe provides a definition of sedimentary facies, applicable to our case, which also extends to the design and development of visualisation techniques for sedimentology. She defines sedimentary facies as rock bodies with similar composition, texture fossils and sedimentary structures that represent a particular process or depositional condition ([57], p.127). This also reflects the interpretation and classification aim of structures originating from similar depositional processes [204] used within SAFARI [79]. Alternative declarations are provided by Middleton et al. [206]. Fig. 1.9 illustrates the difference between objects and facies with respect to geomodelling.

Figure 1.9: Illustration of the difference between object- and facies mapping on the example of two channel cross-sections that exhibit the same lithological composition.

Facies mapping is not only used for sedimentological cases. Recent developments lead to the development of fault facies to describe finer heterogeneous features, such as lenticular fault cores and deformation bands, within fault zones [34,97,294]. This fault facies description finds its application in the improved description of fault zones within reservoirs, which are still predominantly modelled as impenetrable or homogeneously-transmissive planar rock displacements. This way of modelling contradicts field observations of fault zones, which are highly heterogeneous. Recent studies [91, 240, 241] have shown improvements in flow predictions when replacing a planar-modelling fault with a volumetric fault facies description of the fault zone.

Conclusion for geological visualisation

Rey provides a good distinction between stratigraphic- and facies concepts [245]. In technical terms, the characteristic properties of segmented sedimentary facies and stratigraphy can be expressed by an indicator function for each surface element of a DOM $f(x) \in \mathbb{N} \ \forall x \in V \cup T$, where $V$ denotes the set of vertices and $T$ denotes the set of triangles of a DOM. In this case, the described attribute can delineate rock regions, composition fluctuations, sediment depositional elements and the background fill material (which is referred to as overburden in subsurface reservoirs). In terms of visualisation, the indicators represent categories and the facies themselves are hence spatially-bound areas associated to a category. The spatially-bound area can be also represented by closed geometry surfaces at the outcrop and an attached indictor, hence
a 2D- or 3D object with a scalar attribute. The facies mapping is a result of geological observation and interpretation that is based on the following visual criteria:

- rock hue (colour) and saturation
- texture- and surface irregularities, such as cleavage and fossils
- ridges and scratches

“Texture” in this context relates to the fine-grained surface shape and roughness and not, as in the rest of this dissertation, to the mapped images on surface geometry. Sedimentary facies, although visually similar to depositional elements, are not the same as depositional elements (i.e. objects) as the former only describes areas of similar lithology while the latter describes the full element geometry that potentially encloses multiple facies. This distinction can be seen on the example outcrop photo interpretation by Johnston et al. in fig. 1.10 [136].

![Example of facies mapping](image)

Figure 1.10: Example of a visual depiction of facies mapping of sedimentary features (e.g. muddy-normal point bars); annotated; modified from Johnston et al. [136]

### 1.3.2 Terminology for geometry

- **Point Set Surfaces (PSS)** are essentially point-based (i.e. vertex-only) representations for approximating and displaying the shape of an object [5]. It means that the whole surface shape of an object \( S \) is represented by a set of (theoretically infinitely-small) points \( p \in V(S) \) \( \forall p \in \mathbb{R}^3 \), which makes the term synonymous with **point sets** and **point clouds**. This form of representation only works practically as each point, for its graphical representation, in its digital form has a minimum extent which allows it to be displayed [31]. The actual shape approximation and illusion of a surface is made possible by (a) a locally high sampling of the surface, so that the high amount of points after rasterisation by CG creates the illusion of a closed surface, or (b) by graphically rasterizing each point as an oriented disc (i.e. **splat** [172, 257]) where the varying disc sizes create the illusion of a close surface [31]. In the latter, the geometric representation, which is the definition used in this dissertation, is not a set of oriented discs but an attributed PSS (i.e. attribute function per point), \( f(p) \in \mathbb{R} \) \( \forall p \in V(S) \), in which the
attribute, based on actual surface properties (e.g. curvature, local feature size [8]) or acquisition properties (e.g. light reflectance for lidar or disparity for structured light), determines the extents of the disc (i.e. radius for circles; major axes lengths or radius-eccentricity information for ellipses). A drawback of PSS is the conceptual absence of the notion of connectivity and neighbourhood, although k-nearest neighbour approximations are often used in practice to express neighbourhood and connectivity.

- **Digital Surface Models (DSM)** are digital, discrete curved planar surfaces or a collective set of such surfaces. DSMs include the notion of curves, bends and deformations on the geometry. This is especially advantageous for **digital terrain models (DTMs)** (i.e. discrete surface representations for describing topography and terrains) that include steep elevation changes, overhang geometry or generally complex shape deformations to be represented. The terminologies, meaning and means of representation of DSMs and DTMs differ considerably from this geometry-focussed definition in geomatics application domains (e.g. geographic information systems (GIS), photogrammetry, remote sensing).

- **Triangulated Irregular Networks (TINs)** are a subcategory of DSMs, where the surface $S$ consists of a vertex set $v \in V(S) \forall v \in \mathbb{R}^3$ and a triangle set $t \in T \forall t = \{v_n, v_{n+1}, v_{n+2}\}$, $S = \{V, T\}$. The term *irregular* hereby refers to the vertex sample being explicitly non-uniformal and the triangle shape being possibly anisotropic. As it is organised as a network, the surface itself is a *mesh*, hence $M = S; M = \{V, T\}$. This notation is equivalent to triangular surface meshes within CG, and thus both terms are used interchangeably in this thesis. It is important to note that the underlying triangulation is consistent across the whole shape of the object described by the discrete surface.

- **Polygonal soups** is a set of unstructured triangles or mixed triangulated polygons [115] with unfavourable geometric properties, being inconsistently oriented, potentially non-manifold, containing holes and self intersections, and are "mathematically ill-defined“ [315]. A formal notation does not exists within the literature because the unfavourable mathematical properties. A polygonal soup, for the purpose of this thesis, is essentially a subcategory of DSMs but not equivalent to TINs. It consists of a vertex set $v \in V(S) \forall v \in \mathbb{R}^3$ and a surface description, which can be a mix of triangles, triangle strips- or fans, quads and arbitrary polygons. Therefore, the underlying triangulation (if existent) is not consistent or continuous across the object’s shape described by the discrete surface. Casual literature also refers to such surfaces as "polygonal zoos“.

- **Reconstruction**, which hereby always relates to reconstruction of geometric shape, refers to the process of constructing a discrete, analytic or algebraic surface geometry for a set of vertices $V$, commonly organised in a three-dimensional euclidean space [17]. We further distinguish between (triangular) surface reconstruction and (tetrahedral) volume reconstruction. The specific reconstruction of a discrete surface of triangles from $V$ is termed **triangulation**. A plethora of well-known 3D triangulation algorithms have been proposed in the literature, including but not limited to Delaunay triangulation [68], $\alpha$-shapes [52, 81], median
least-square (MLS) surfaces [5, 76], ball pivoting [18], Power Crust [9], poisson surfaces [143] and Cocone [73, 74].

1.3.3 Terminology within computer graphics & visualisation

- In the context of surface geometry (e.g. DOMs), the term "object" refers to the actual object described by a given surface model. For example, the object refers to the digital representation of the rock face, stored as sets of vertices and triangles on a device, when rendering a DOM.

- The interpretation of geological segments (i.e. strata and facies) has formerly been explained. The terms "interpretation" and "annotation" are used interchangeably in the thesis, as both terms are used within graphics and geosciences for describing the digital process of delineating semantic areas of objects.

- Computer Graphics (CG) is the process of converting data (be it user-generated content or measured data) into a digital, visual (i.e. graphical) representation that can be consistently displayed on graphical output devices (e.g. screens, projectors or integrated projection devices, such as head-up/head-mounted displays). The scientific branch of computer graphics covers topics such as graphical representation (e.g. imaging and geometry), animation and rendering (i.e. light transport reconstruction in virtual environments) and overlaps with branches of geometry and topology in mathematics (see content structuring in available base literature [308]).

- Computer-Generated Imagery (CGI) refers to artificial images created by means of computer graphics (i.e. rendering three-dimensional virtual environments). More strictly, it refers to a continuous animation (may it be predefined or interactive) of rendered images. It is hence a product of computer graphics by animating a rendered sequence of images based on (prevalently three-dimensional) geometric- and image content. Detailed information are available in the literature [4, 308].

- Rendering, in the context of this thesis, refers to the process of generating a (synthetic) image from the available data (i.e. surface geometry and textures) within a virtual scene by means of CG and displaying the result on screen or storing it as an image on the device. In practical terms, it maps to the process of traversing a given render pipeline [152] with the available graphical information towards the target pixel buffer.

- Visualisation is a larger discipline within the computer sciences, strongly connected to CG. There is a prevalent misconception observable within the (computational) geosciences that uses the terms of "rendering" and "visualisation" interchangeably. Munzner defines that "computer-based visualization systems provide visual representations of data intended to help people carry out tasks more efficiently" [213]. These tasks typically comprise actions such as exploration, analysis, presentation and illustration. From this taxonomy, it is evident that rendering a DOM for the purpose of viewing and navigating the data alone only covers
the task of data presentation and that, in order to actually "visualise" outcrop information, further operations need to be facilitated by a visual approach that solve specific tasks. Visualization is also generally used to quickly communicate information – not only in static images to present results or illustrate thought concepts, but also in terms of animation to sketch a process, an evolution or a story of thoughts.

- **Computer graphics and visualisation research traditionally deals with topics of modelling** [214], rendering [19, 112] and representing [151] **terrain**, as well as perceptually efficiently communicating its properties [80]. Available techniques and terminology are applied and extended where possible within this research for DOM applications.

- **Stereoscopic rendering** refers to the technique of rendering 3D scenes in a way so that the render target (e.g. display, image file) is split for visual information delivered to each eye individually. Together with a perceptual composition technique and stereoscopic display device, the observer of the 3D scene is presented with illusion of seeing "three-dimensionally". The split of visual information is currently possible by (a) rendering and displaying the 3D scene in full resolution for each eye individually in a split-screen setup, (b) intermixing the two individual, vertically half-resolution output images into one image (i.e. decomposition by interlacing) and directing the half-image information by polarisation to each eye separately (composition), (c) reserving for the intermixing half-resolution image per eye each a separate colour band (i.e. anaglyphic composition and decomposition), or (d) rendering the full-resolution image for each eye in an interleaving sequence with an elevated (e.g. doubled) display refresh rate (e.g. shutter technology). More information on the related technology is available in the literature [117].

- **Virtual Reality (VR)** refers to approaches of connecting the human sensor- and actor channels for a 3D virtual scene to digital devices that allow for an immersive experience of the virtual world. Within VR, replacing the view of 2D projections of the 3D scene on-screen with a stereoscopic rendering approach is only a part of the technology. Natural, three-dimensional user interaction with the virtual world is equally essential to VR [99]. The sensor replacement ideally covers more than just the visual sense (e.g. audio, touch and balance). In contrast to **augmented reality (AR)**, the goal is to immerse the user in a virtual scene that can be supplemented by real-world information (e.g. background imagery for horizon). The goal of AR, on the other hand, is to supplement the view and perception of the real-world with digital information of a correlated virtual scene. Also, the general focus in AR is to **augment** the senses of the user instead of replacing them with digitally analogous devices.

### 1.3.4 Terminology between computer vision and geomatics

**Computer Vision (CV)** is the process of gaining insight and deduce data from imagery content. It can be thought of as the reverse process of CG in terms of base information and target result. The research goal in computer vision is to gain an understanding of
human perception and the principles of the human-visual system, and deduce formal rules, expressed in mathematical terms, of visual perception principles to, in the end, replicate that in a computerized process. Due to the duality with computer graphics (shown in fig. 1.11), many terms and principles of both disciplines are shared and interchangeably applicable. Computer Vision draws upon major concepts and knowledge from machine learning and pattern recognition to gain an understanding of the human-visual processes. Major branches within computer vision are the 3D point reconstruction of objects and scenes from images, the computerized evaluation of objects (e.g. manufactured tools) and their behaviour (e.g. object interaction in image sequences), the estimation of position, orientation and/or motion of objects (meticulously covered within this thesis), the reconstruction of flawed, incomplete, split or sparsely described image information (covering topics from image interpolation to super-resolution and panoramic imaging) and the development of computerized instruments for doing so (including devices ranging from photo cameras to scanners for structured-light and electromagnetic waves outside the human-visual spectrum). A high terminology ambiguity exists between Photogrammetry & Remote Sensing (a, see [113, 156]) and Computer Vision (b, see [93]), while this dissertation, in general, advocates the use of Computer Vision terminology.

An essential topic in this thesis is the registration of image information to provided surface geometry. Therefore, a mapping function (i.e. surface parameterization) needs to be determined that links the 2D space of the image and the 3D space that embeds the surface. The computation of such parameterization is referred to as exterior orientation estimation (photogrammetry) or pose estimation (CV). The difference in the naming convention relates to the different origins of the disciplines: photogrammetry originally used the related maths to compute camera orientations of pictures taken by aerial photography to a given surface [113]. Thus, the focus is on the external ori-
entation of the camera. In CV, the related techniques where used to find a "pose" (position and rotational transformation) of an object’s surface so that its rendered image resembles a given photo to which it is compared. In the current literature, the names of the techniques are often used interchangeably as they are dual to one another. Another equivalent term from CV is the estimation of external camera parameters, which is semantically closer to photogrammetry. It refers to the connection between the imaging plane’s position and orientation within the camera coordinate system (internal parameters) and within an arbitrary external coordinate system (external parameters). Irrespective of the terminology, each estimation produces the same result: a local parameterization of the 2D image space and the 3D space embedding the geometry. The full process is further referred to as image-to-geometry registration.

Digital Elevation Models (DEM) describe (a) 2D representations (e.g. images) with scalar attribute values to express surface elevation (i.e. height maps on a 2D grid), or (b) 2D uniformal grids with 3D vertices, where the vertex dimension along the surface normal direction expresses altitude variations (i.e. elevations). DEMs do not allow for complex shapes where two laterally overlapping vertices differ in their elevation. In practice, DEMs are a simple representation for terrestrial or planetary surfaces. The condition of applying DEMs as a geometric representation for such objects strongly varies with the representation scale, as these objects potentially include complex shape variations at small scales that are simplified at larger scales. The DEM representation originated as computational simplification in the years of 1978-1981, due to the limited computing capabilities of former PC hardware. It has limited value as mathematical concept, particularly in comparison to the general notation of DSMs. DEMs have been notably adopted in geomatics- and geoscience application domains (such as GIS) as major representation for topographic information due to their conceptual- and computational simplicity.

1.3.5 Concluding remarks on multidisciplinary terminology

In conclusion of this section, it becomes apparent that the differences in terminology, viewpoints and mathematical foundations between the related scientific disciplines is a major impedance to the ongoing inter-/multidisciplinary research in digital outcrop geology. Overcoming the terminology barriers in discussions amongst researchers of different domains, as well as in the coherent public communication of the research results, is one of the major practical challenges experienced during the preceding research period. For more information on specific details, knowledge foundations and the related terminology, the interested reader is referred to the following literature:

- Computational Geometry: implementation-specifics and practical notation see [225]; for terminology clarification and principle knowledge, consult [66], [121], [25] and [17]
- Photogrammetry: see [113, 156, 183, 200]
- Computer Vision: subdivided in specifics in single-view [242] and multi-view [120] geometry (i.e. shape) reconstruction; for general terminology, consult [93]; for introduction to principles outside scene reconstruction, see [210, 228]; for implementation details, see [142]
1.4 State-of-the-art in mobile computing

Mobile devices are nowadays ubiquitously available to most people. Their comparably small form factor makes them ideal for field application. Furthermore, the computational capabilities and the available software packages have spawned a rapidly increasing appearance of new software ("apps") for various purposes on mobile devices. That said, a persisting, practical problem within mobile computing is the difference between the mobile platforms - namely Google Android, Windows 10 mobile and Apple’s iOS. Apps developed for one platform are not interchangeable between platforms and cross-platform development is (as in desktop environments for UNIX, Windows and MacOS) a time-consuming and costly engineering endeavour, rarely achieved within research environments.

Computational capabilities of mobile devices have rapidly increased over the past decade. From the simple capabilities of phone calls, text messaging and occasional internet use with compact mobile phones (from around the year 2005), current mobile devices (i.e. "smart devices") facilitate a range of applications previously exclusive to personal computers and laptops. This holds particularly true for the (visual) analysis and presentation of content in 3D. The steep improvements in hardware and software technology for these compact devices is mainly attributed to the entertainment industry for its wide popular applicability.

1.4.1 Techniques in 2D–3D graphics

A first hint of the impressive computational capabilities of modern mobile devices can be gained when considering current image drawing, sketching and processing applications. Apps like Autodesk Sketchbook\(^5\) and NVIDIA Dabbler\(^6\) provide a rich set of tools for sketching, drawing and stylised painting of raster- and vector graphics, condensing the knowledge gained from decades of stylised painting research known as image synthesis and analogies\(^{[123, 164, 178]}\) and image quilting\(^{[82, 309, 318]}\) (see fig. 1.12). These techniques recently merited in the BeCasso app for Apple’s iOS that combines photography with stylised, intuitive and quick editing capabilities\(^{[261]}\). Image editing apps make optimal use of the provided hardware platform, using multiple processors and GPU computing to deliver the graphical high fidelity and the related complex image calculations in realtime.

The use of 3D graphics on mobile devices is further shown by the various, available mobile 3D games. In some cases, full-scale games that were graphically state-of-the-art on commodity computers a decade ago (e.g. Star Wars\(^7\): desktop version 2003, mobile
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\(^5\)Autodesk Sketchbook - https://www.sketchbook.com


\(^7\)Star Wars
version 2015) are already available on pocket-scale mobile devices. This shows the true potential of the hardware platform, which can be further utilised for geological 3D data. More serious applications that make use of the 3D graphics capabilities recently emerged within the domain of cultural heritage. Rodríguez et al. presented a mobile render system called "HuMoRS" for very large triangular meshes [253], demonstrated on cultural heritage case studies. HuMoRS demands WiFi connectivity as an online render system. García et al. presented a system for Point-based rendering (PBR) running natively and without WiFi connection on mobile devices [102]. The most recent addition in this line of 3D render systems on mobile devices has been presented by Ponchio and Dellepiane from the MeshLab development team [236]. All the mentioned systems are technically built upon WebGL or another form of OpenGL Embedded Systems (ES) [211]. A continuing research challenges that relates to this dissertation is the development of suitable, intuitive, ”smart“ 3D-space user interaction on limited screen space hardware, as recently addressed by multiple research groups (see [192,234,317]). The most-recent overview on mobile graphics research is provided by Agus et al. [2].

With respect to CG, VR and AR, the community has seen the emergence of novel, entirely unexpected instruments. One of the technologies is Google Cardboard VR. Cardboard allows to physically wrap a Google smartphone into a cheap, carton-based envelope equipped with a multi-stage lens system. Along with the visual line-of-sight separation come smartphone-exclusive CGI applications that render 3D scenes in ways that facilitate stereoscopic viewing. Example usage is show in fig. 1.13(a). Even more applicable to real-world applications is AR, realisable via Google Glass technology in fig. 1.13(b), which allows to project a heads-up display (HUD) on the glasses to give auxiliary information about the objects in view. The continuation of the technology is currently stalled, but smaller companies pick up the idea by Google and continue the development – both in case of Cardboard VR and Glass AR.

---
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1.4.2 Applications for geological fieldwork

Currently available mobile device applications within geology and the geosciences focus on three key areas:

1. geo-mapping and GIS
2. measurement and sedimentary logging
3. information documentations (e.g. “the digital fieldbook“)

The first category covers the most matured applications on mobile devices, such as Google Maps\(^8\) and Open Street Map (OSM)\(^9\) for general geospatial mapping. Both systems can import global navigation satellite system (GNSS)-recorded positional data, track a user’s position on the map and allow offline (i.e. non-WiFi connected) orientation in the field. Moreover, the development of applications for geological mapping to learn about local geology and track geological formations is increasingly popular. These applications are commonly provided by national agencies for geological mapping and geodesy, such as iGeology\(^{10}\) by the British Geological Survey (BGS) for the UK and InfoGeol\(^{11}\) by the Bureau de Recherches Géologiques et Minières (BRGM) for France, as shown in fig. 1.14.

Within the second category, various tools for measuring and logging geospatial and geological information are available, often derived from existing compass applications. Weng et al. initially presented with GeoTools [310] an application for position recording as well as measuring strike/dip of bedding planes and trend/plunge of folds, combined with the possibility to attach photo- and audio material to the measurements. Ferster and Coops formalised the requirements to such applications for a geoscience audience [92]. Rocklogger\(^12\) is a more recent application that provides equal functionalities, as do numerous other apps freely available in the respective app
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\(^{8}\)Google Maps - maps.google.com  
\(^{9}\)Open Street Map (OSM) - www.openstreetmap.org  
\(^{10}\)BGS iGeology - http://www.bgs.ac.uk/igeology/  
\(^{11}\)BRGM InfoGeol - http://www.brgm.fr/production-scientifique/donnees-services-numeriques/infogeol-acces-mobile-donnees-geologiques
stores. Meek et al. recently presented a technically sophisticated app to collect 3D, georeferenced point measurements at large distances using mobile device photos and an underlying DEM. More applicable to the theme of this research investigation are apps for sedimentary logging, as initially shown by Wolniewicz via SedMob [313]. A more tangible stratigraphic logging application used within chapter 7 is Endeeper’s Strataledge13 (fig. 1.14), which provides a clean and yet complete interfaces for litho- and biostratigraphical logging.

![Figure 1.14](image)

Figure 1.14: While apps such as iGeology and InfoGeol (a & b) provide contextual geological information in the field, sedimentary logging apps such as Strataledge (right) allow digital acquisition of geological information, relaxing the need for post-fieldwork digitisation.

The third, and at this stage final category encompasses applications that combine geospatial base maps with the integration of geological meta information and multimedia content. In addition, apps that aim to provide a digital replacement for "pen-and-paper“ field methods equally contribute to this category of applications. Vivoni and Camilli presented and early application that aims to provide such "digital field-book“ capabilities for the environmental geosciences [303]. Two similar, popular applications aiming for a "digital fieldbook“ scenario are SIGMAmobile and MAPIT. SIGMAmobile [141] facilitates data logging, geological mapping, data querying and map visualisation via an ArcGIS interface. MAPIT [64] is an application that facilitates a similar range of tasks. Both are loosely related to the mobile approach within this thesis as they use outdoor laptops (i.e. "rugged tablet PCs“) as computational base, constrained by the well-known limits of equipment weight and power consumption as well as special, non-ubiquitous devices. Clegg et al. provide an comprehensive overview of such technologies [56]. A modern, more extensive digital fieldbook app was recently presented by Camp and Wheaton [45]. An established application that aims at fieldbook-replacement within geology is Midland Valley’s FieldMove14, which provides elaborate capabilities for field measurements, geo-referenced photo collections and note-keeping.

The listed geological apps demonstrate the usefulness of mobile devices and their potential within fieldwork. On the other hand, the capabilities that modern mobile
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12RockGecko’s Rocklogger - [http://rockgecko.com/about/](http://rockgecko.com/about/)
1.4 State-of-the-art in mobile computing

Devices facilitate are significantly underused when comparing the available geological tools and apps with the "cutting edge" of that mobile computing technology, as previously demonstrated for 2D–3D graphics (section 1.4.1). In addition to the previous three key categories of mobile apps within the geosciences, we envisage that two further categories emerge from current research efforts:

1. digitally immersive, interactive fieldwork
2. virtual fieldtrips

Multi-view geometry (from CV) and SfM (from photogrammetry) for reconstructing 3D point set surfaces are the possible on-spot, mobile 3D data acquisition techniques in the field. They can be adopted in various geoscience application scenarios ranging from monitoring glaciers, oceans and shorelines to the acquisition of digital outcrop models, as discussed in section 1.2.3. Moreover, the technology has recently been demonstrated to work under water, for the purpose of digital archaeology [297]. This photogrammetric reconstruction of coloured 3D point sets is demonstrated by Tanskanen et al. [290] on Android mobile devices using CV technology. A similar approach is proposed by Garro et al. [104]. Drawbacks of the technology are still persistent. Moreover, the software prototypes are not freely available, which is problematic for testing the techniques for geological field environments. Furthermore, based on collaborative discussions, computational stability problems of multi-view geometry methods emerge when reconstructing large-scale, wide-angle 3D point sets from outdoor landscape photographs.

Project Tango [109], introduced in 2016, made a public impact when showcasing large-scale indoor environment reconstruction in realtime on Android devices. Project Tango uses simultaneous localisation and mapping (SLAM) (see [90] for technical information) for the reconstruction. SLAM is known for having issues in outdoor reconstruction and tracking due to drastically changing illumination conditions in image sequences and the technique’s reliance on temporal image consistency. A robust approach for photogrammetric reconstruction of outdoor environments has been published by Fritsch and Syll [98], which is designed as an online system with required WiFi connectivity.

A general issue with available, non-commercial software for 3D reconstruction is their availability. Software as demonstrated by Fritsch and Syll or Tanskanen et al. perform very well under the stated technical conditions and deliver high-quality results, but the software is badly maintained after its initial development and is subsequently removed from the rapidly-developing mobile market. A short survey on SfM software within Google’s app store “Play Store” to date of this dissertation (March 2017) yielded no available, listed applications for 3D reconstruction. Further ways of software distribution for mobile devices are uncommon, which leads to the conclusion that the above-mentioned software is not operational anymore.

The techniques most related to the chosen research direction in the main chapters, and also contributing to this new category of “immersive fieldwork app”, are the annotation and interpretation of 3D-registered images on 3D surface models using mobile devices. Approaches that support this goal emerge from the domains of AR and VR. A pioneering application for mobile, immersive terrain visualisation was presented in 2003 by "Pocket Panorama“, targeting outdoor laptops as the basic
computation platform [116]. Moreover, the fundamental technique of feature-based image-to-geometry registration from CV has recently been used to map images and image-based interpretations on existing 3D surface models within the geosciences. An exhaustive body of literature exists on the topic of image-to-geometry registration [50, 62, 63, 105, 106, 146, 219, 235, 289], which is continuously referred to in this dissertation, and which shall be considered for questions on technical details. Kröhner [159] applies the technique for providing a waterline tracking interface in a public-participation (or Volunteered Geographic Information (VGI)) application for urban flooding early warning and response.

The use of mobile devices and 3D interpretation is an increasing trend within geology and the geosciences. Viseur et al. presented a prototypical approach for DOM interpretation directly in 3D [302] (fig. 1.15) using the commercial "Unity3D" software for loading and presenting the 3D surface models of outcrops. The authors stress the importance of smart interaction on small-screen mobile devices. In this respect, smart motion constraints have to be developed and tested in a fluent interplay with geoscientists in order provide an actually valuable mobile system for DOM interpretation. An additional challenge within geology is the use of this technology outdoors under comparatively less comfortable conditions than cultural heritage model exploration or 3D entertainment indoors.

Extensively using mobile device 3D technology for geological field applications has originally been envisaged by McCaffrey et al. [199]. The benefits of DOMs in the field are manifold. The technology allows for digitally consistent work between field- and
office-based geological work. DOM applications in the field facilitate easy and fast integration of field observations and interpretations into existing reservoir modelling software. The time-consuming effort of digitizing pen-and-paper documents henceforth become oblivious. Also, taking digital outcrops to the field allows to work at real scales with 3D information, in contrast to common maps, paper sketches and outcrop photo panel interpretations. A good DOM application ideally allows structural analysis, such as horizon surface interpolation or the creation of fracture stereonets, directly in the field and away from the office desk. Even more so, some observations can only be seen and documented in the field, in particular when considering carbonate outcrops. As a result, such immersive 3D applications potentially prevent overlooking crucial field information and subsequently repeat the fieldwork.

The second, new category of virtual fieldtrips has also been envisaged by McCaffrey et al. [198]. The related article introduces the idea on five example case studies that lend themselves for the purpose of virtual fieldtrips. Virtual fieldtrips themselves are the idea to present consistent DOM field studies to a large audience in a (potentially shared) virtual environment and communicate key insights of the study. It may also be possible for the audience to interact and modify the content (i.e. the interpretations and mapped facies) interactively in a subsequent step. From the author’s perspective of this thesis, the virtual fieldtrip scenario deserves a separate category. Virtual fieldtrips certainly include the techniques and approaches described for immersive digital fieldwork, but moreover questions of how to visually communicate the insights in an easily-understandable manner and how to organise the shared interactive experience go further than what is previously presented. In terms of visual communication, visualisation approaches presented in the GeoIllustrator project that targets geological storytelling [180,181] can provide inspiration and input when presenting outcrop studies in a guided manner to a fieldtrip audience. In terms of sharing the interactive, visual experience of the fieldtrip, collaborative interaction and visualisation approaches [145] can be extended to manage multi-user input, annotation and modification.

1.4.3 Implications and conclusions

One can deduce some principle requirements and challenges covered in this thesis based on the technological overview. The technical development needs to consider the restrictions of outdoor field environments. Henceforth, techniques that have theoretical limitations when being extended from indoor laboratory case studies to outdoor environments are not considered relevant for further analysis (e.g. SLAM). The following specification constraints apply to mobile, immersive interpretation field applications:

- **Interpretations in 3D**: A plethora of possibilities already exist for doing 2D interpretations on outcrop image content. Utilising DOMs in 3D is a prime requirement because of the additional benefit of scale, consistency, interactivity and ease of desktop integration to reservoir modelling.

- **Independency of WiFi reception**: Field work locations can be very remote. Some outcrop studies inside densely-populated countries (e.g. Gresse-en-Vercors study in France by Richet et al. [246], Big Rock Quarry in the U.S. by Olariu et al. [224]) can potentially utilise WiFi in the field. Field studies in remote environments (e.g. Svalbard archipelagos, Norway by Senger et al. [265], Book
Cliffs in Utah, U.S [85, 251], Tanqua Karoo basin in South Africa [127]) can lack WiFi reception. A sophisticated mobile device digital outcrop geology application should operate undisturbed even in these remote areas. Therefore, the employed techniques for rendering, 3D projection and 3D surface reconstruction need to run exclusively and natively on the mobile device without internet access.

- **Energy-efficient operability**: A large constraint of mobile devices is the limited battery capacity. This can be extended to a given limit by external batteries, but a mobile device application that targets field geology use needs to be designed in an energy-aware manner. This goal includes measures to only use techniques on-demand that require the use of energy-draining mobile components, such as physical sensors, network connectivity, multiple central processing unit (CPU) cores or graphics processing unit (GPU) procedures. An extended energy budget can also be used by the geologist to raise the screen luminance of the device for improved visibility.

- **Simple interaction**: Conducting fieldwork also always has a physical component, so that the target user base of the mobile device application is expected to not devote their full attention constantly to the device. In order to facilitate a smooth integration into field workflows, the target application needs to offer a simple and intuitive interaction scheme that engages the geologist to do his interpretations digitally. In the end, the goal is to provide the geologist with a superior digital alternative to paper-based interpretation and sketching.

- **Desktop interoperability**: one of the largest advantages of digital procedures is the removal of digitization after the fieldwork for subsequent modelling scenarios. This demands that the data of the mobile device are provided in an obviously interoperable fashion that indicates the user which data are to be imported in which desktop modelling system. If such indicators and matching data formats are not provided by the mobile device application, it is expected that the geologist will adopt a paper-based workflow, as one of the major digital advantages is not fulfilled.

Two prospective research directions are emerging from the technical review, which translate to different conceptual research challenges:

1. Interpreting geological structures directly in 3D on the outcrop surface model: The approach is inspired by the "Outcrop" application by Viseur et al. [302]. The major challenge is to find a tangible interaction scheme, preferably executable single-handedly. Such schemes potentially make optimal use of mobile motion sensors to ease the surface model navigation. Also, energy-efficient rendering patterns are necessarily investigated in this case, as the whole interaction and workflow is tied to 3D graphics.

2. Interpreting outcrop images captured by the mobile device, and subsequently projecting the interpretations on the 3D surface model (on demand): In this case, the application also facilitates non-3D use, which is advantageous in terms of energy efficiency. Furthermore, interacting and drawing on 2D images is trivial and their rendering onto images is natively facilitated in an energy-efficient way by mobile
platforms. In order to provide the envisaged, added value of DOMs in the field, the structures need to be projected into 3D. The projection can extend features-based registration techniques as given by Cavelius et al. [50], Gauglitz et al. [106], Sweeney et al. [289] and Nuernberger et al. [219]. For real-world scenarios, the registration of images under radiometric variance and changing illumination conditions is a fundamental challenge in the domains of photogrammetry and computer vision, which needs to be addressed. As before, mobile device location- and motion sensors can help to resolve the ambiguities arising from varying illumination.

1.5 Research statement

This dissertation focusses on the exploration of visual techniques, operating on DOMs, that facilitate the geological interpretation and analysis of outcrops in the field via mobile devices. The exploration of visual techniques refers in this context to the design, development, extension and application of mathematical and computational models and algorithms from the domains of vision, graphics and interactive systems. These explored visual approaches are to be used on mobile device platforms to support geological fieldwork. The proposed workflows, frameworks and visual techniques should allow a quick transition in the field from physical observations to digitised interpretations and concepts. The techniques further aim to narrow the gap between field-based geological observation and measurement collection, and the office-based geological workflow around observation digitisation, DOM interpretation and MPS TI generation. Considering the goals and the proposed, visual methodology, the dissertation represents a bridge between the existing mathematical-computational knowledge, its implementation in algorithms of visual disciplines within computer science, and their concrete application to tasks and challenges within petroleum geology. From this goal, we derive our main research question:

**How can visual techniques, made available on mobile devices, support and improve geological fieldwork?**

In order to answer this question within an algorithmic approach, one can expect to encounter a number of primary research challenges, which shall be addressed by the proposed visual approach. These challenges, initially stated as such early project description, are summarizes as follows:

- Optimise and present optically-acquired, digital 3D geometry with 2D textures (i.e. DOMs derived from lidar, photogrammetry or SfM) and stratigraphic interpretations on limited-performance, mobile devices.
- Capture and co-register generically-positioned, geo-referenced outcrop images with available DOM surface geometries, using on-board cameras, motion- and orientation sensors.
- Provide intuitive, humanly-abstracted user interfaces that support stratigraphic interpretation.
1.6 Datasets

This study covers four different study locations, of which three are digital outcrops. For algorithmic testing and method verification, an urban TLS dataset was obtained from Bryggen. The dataset is used in an initial conference paper (see appendix A). Bryggen is a late-medieval building complex of the former Hanseatic League, located on the harbour of Bergen (Norway). Its original purpose of a trading post has been nowadays replaced by restaurants, bars and shops for traditional, Norwegian goods. The dataset is taken for algorithmic testing and verification because of its geometric simplicity and its photogrammetric potential, containing a lot of salient features in images and on the surface due to the straight, wooden architecture. An overview image (fig. 1.16), taken from appendix A, shows the textured surface model and a respective photo of the study area.

Figure 1.16: The textured surface model of Bryggen (Bergen, Norway) and its related mobile device photo. The coloured outlines segment the different units of the building complex.

The outcrops covered in this dissertation are (1) Mam Tor (UK), (2) the southern Whitby Cliff section (UK), and (3) the outcrop park of Brimham Rocks (UK). Their geological setting is briefly introduced. All outcrops covered in this thesis are of siliciclastic composition.

Mam Tor is a turbidite outcrop in the Peak District, Derbyshire, United Kingdom. It is a cliff-shaped outcrop formation with mudstone-sandstone interbedding. The outcrop has been recently used to study multi-story channel sandstone configurations in turbidites [280]. Its geology was covered by early DOM studies for improved petroleum recovery (Pringle et al. [237]). Traditionally, Mam Tor is studied by environmental geologists to improve the understanding of landslide processes [305], which the outcrop is subject to and which presently shape and deform the outcrop. Fig. 1.17, adapted from chapter 4, shows its location, an exemplary rendering and a collection of field photos. The model contains two sections with an overall amount of 34.51 million vertices and 11.5 million polygonal sets.

The outcrop at the Whitby cliff section is part of the mid-Jurassic Ravenscar group [209], located south of the town of Whitby (North Yorkshire, UK). The Saltwick formation in the Ravenscar group is the study focus of chapter 7. It is a fluvio-deltaic out-
crop formation overlain by the Eller Beck, Cloughton, Scarborough and Scalby Formations [122,209]. Fig. 1.18 shows the outcrop and its location on a local geological map. The DOM of the Whitby cliff is separated into four sections with an overall amount of 2.01 million vertices and 3.74 million polygonal sets.

*Brimham Rocks* is a "Nation Trust"-managed area of outcrops in North Yorkshire, UK. The DOM, its geographic location and a selected set of example photos from mobile devices is shown in fig. 1.19. The outcrop, geologically member of the Millstone Grit series of the Kinderscout Group [279] of lower carboniferous sediments, is composed of sandstone due to fluvio-deltaic deposition [278]. Channel cross-bedding is visible on several of the pillar-shaped rock sections (i.e. *tors*), shown in fig. 1.20. The local geology is well studied and a wide body of literature and interpretation data of the outcrop and the depositional environment is available [133,307], with Soltan and Mountney [279] contributing the most recent studies based on DOM data in 3D. The geology is easily accessible and its good preservation proved advantageous for the presented technical experiments. Its digital representation is built from sixteen sections covering an overall amount of 15.16 million vertices and 5.05 million polygonal sets.
Figure 1.18: Map location and rendered image of the Whitby cliff section (North Yorkshire, UK).

Figure 1.19: Map location, aerial image overview, rendered image and photos of Brimham Rocks (North Yorkshire, UK).
Figure 1.20: Cross-channel bedding, easily traceable on some of the pillar-shaped outcrop sections (i.e. *tors*) at Brimham Rocks.
1.7 Dissertation structure

This dissertation has a paper-based format, summarizing the research conducted over the three year research period by including the resulting academic journal publication as main sections. Because of the interdisciplinary nature of the research, this section attempts to provide a storyline by which the papers are connected.

First of all, the main section starts by introducing a mathematically consistent formulation and notation of DOM surfaces (chapter 2) that diverges from currently established knowledge within the literature, which is very unspecific and informal on that subject. The novel formulation includes concepts for texture mapping and volume geometry reconstruction, which subsequent chapters make use of. Subsequently, and based on the novel notation, currently available approaches of digital outcrop interpretations are revised and classified into a scheme that provides an overview of distinct methodologies and their applications (chapter 3). The discussion at the end of the thesis draws from the hereby introduced concepts and distinctions. Then, novel techniques developed during the research period are presented.

The original research idea is to map outcrop photos to the textured surfaces of DOMs. The photos can be subsequently interpreted in form of line segments and polygonally bound areas that represent (sedimentary) facies. On basis of the image-to-geometry registration, the interpretation structures can then be projected on the surface model to obtain accurate 3D vertex coordinates for the 2D polygons. The connectivity is not influenced by the projection operation. This workflow is described by the paper of Kehl et al. in chapter 4.

A major obstacle encountered within the initial approach are the inherent challenges of changing illumination and other environmental effects on the image-to-geometry registration, which is referred to as radiometric variance within images. The variance and differences refer in this case to the comparison of the rendered image (i.e. synthetic image) of the DOM and the captured outcrop photos. While the illumination within the photos changes, the DOM and its photo-texture is acquired once within the given frame of environmental conditions during the acquisition. The model is thus subsequently unchanged and stored as static object within the SAFARI database. Existing and novel techniques are assessed by Kehl et al. in chapter 5 to account for the radiometric variance in real-world outdoor case studies.

While novel feature-based image registration techniques account favourably for radiometric variance, as seen in chapter 5, a simpler approach is to assess the influence of common image processing techniques. These techniques potentially allow the application domain users to interactively influence the registration result and thus achieved an improved accuracy when working with the 3D-mapped data. They can also partially be automated. This image processing influence is assessed in the conference paper by Kehl et al. in appendix B.

The image-to-geometry registration procedures have originally been assessed on commodity desktop workstations, utilising the mobile device sensor data. In appendix A, the assessed techniques are transferred onto mobile device hardware and assessed for their computational feasibility.

The results of the image processing assessment and the alternative feature-based registration allows for a certain degree of radiometric robustness, determined by user interaction. Because most prospect users in the application domain of field geology are
not equipped with the in-depth knowledge of the related, computer-scientific literature, the parameterization and influence of the procedure need to be translated in a domain expert-accessible manner. For this purpose, the geological mobile device application is extended by a registration framework for simplified user interaction and graphical feedback of the quality of the registration results, which is presented by Kehl et al. in chapter 6.

The algorithmic research then results in a real-world, geological case study of the Saltwick Formation, North Yorkshire coastline, UK. Hence, chapter 7 shows the application of the mobile device technology to a concrete scenario of MPS TI generation from DOM interpretations. The related study site is a potential outcrop analogue for hydrocarbon reservoirs of the Brent group in the North Sea.

Further algorithmic research on related visual techniques for digital outcrop geology is presented in appendix C to H. Their relation to digital outcrop geology and their impact on the thesis is outlined in an introductory preface of each paper and the dissertation discussion (chapter 8).
Chapter 2

Digital Outcrop Geometry: Formulation, Reconstruction and Applications via Discrete Geometry and Topology

Digital outcrop models (DOMs) are increasingly applied within the environmental geosciences and geology, with applications to mineral exploration and mining [255], hydrocarbon reservoir modelling [88] and $CO_2$ storage [33, 134]. They are used as digital and visual representations of surface geology found in nature. They digitally represent the geological exposure as a surface model.

The current formal definition of these surface models is adapted from early forms of discrete shape representations in computer graphics. This early notation allows for a quick adoption of simple rendering- and analysis principles in computer graphics, using existing and well-established graphics software interfaces such as OpenGL [152]. Apart from the rapid deprecation of practical computer graphics workflows, for example the replacement of fixed-functionality render pipelines by unified shaders in programmable pipelines [4], these simple formulations of surface geometry limit the validly-supported range of applications, in particular extensions of surface geometries to volume analysis. The increasing, rapid adoption of point set surface acquisition techniques, namely lidar and SfM, that deliver noisy surface samples of real objects in 3D leads to a variety of surface reconstruction methodologies that deliver mathematically ill-defined discrete surfaces. Precise surface reconstruction schemes with theoretical guarantees, such as Delaunay Triangulation [24] or $\alpha$-shapes [81], often fail as not being robust to noise. Although the less rigorous reconstruction constraints are advantageous for applications that involve texture mapping from multiple vantage points, it comes at the expense of surface accuracy compared to the originally acquired surface sample while still preventing further volume extensions.

This chapter attempts to order and formalise the digital surface representation and surface reconstruction processes for DOMs by introducing clear notations for the diversity of prevalent surface representations. First, prevalent surface- and volume geometry representations available within the geosciences are presented. Then, the new notation is introduced to formalise the geometry. This formalisation then allows the development of geometrically accurate and mathematically well-defined surfaces reconstruction procedures from noisy-sampled point set surfaces, as subsequently demonstrated. The advantages for the registration of sparsely acquired supplementary im-
agery to a well-defined surface geometry are analysed and it is discussed how to incorporate existing image texture mapping approaches within digital outcrop geology into the novel, exact mathematics-dominated surface reconstruction scheme. A final case study on the Brimham Rocks outcrop (Yorkshire, UK) demonstrates how the mathematically rigorous formulation allows to construct tetrahedral volumetric meshes from the topographic surface geometries of original, noisy-sampled point set surfaces (e.g. acquired via SfM and lidar). This approach has previously not been explored, as most volume meshing methods are based on computer-aided design (CAD) principles of volume decomposition.

2.1 Existing Representations of Topographic Surfaces and Volumes within the Geosciences

The starting point of our investigation is triangular surface representations, commonly used for DOMs in particular and topography in general within the geosciences. The geometric representation can be supplemented with radiometric information. In the case of triangular surface models, this radiometric information is provided by attaching photo textures to the model. Textures can be used for providing coloured information for the surface (i.e. photo textures), but also for supplementing the model with electromagnetic information outside the visual spectrum (e.g. hyperspectral images as texture [163, 275]), and for artificially increasing the geometric fidelity of the model (e.g. parallax- and displacement mapping, see [215] and [4] for further information). Outside of triangular surfaces, the surface shape of objects acquired by remote sensing can be alternatively described by other means.

Point set surfaces [5] are prominent means of object shape representation, in particular in cases where the shape is the result of a light-probing device (e.g. lidar, measuring the travel time or phase shift of light particles) or a photogrammetric procedure (e.g. SfM [277], being based on point correlations between images and the disparity computation of these points). This way of shape representation is used in systems and application scenarios of Virtual Reality Geology Studio (VRGS) [127, 244, 293, 312], GoCAD (for digital outcrops) [46, 188, 246, 301] and others [3, 103, 316]. These object surface representations are only "quasi-surface" geometries and models, as points without connectivity cannot describe surfaces. The illusion of a surface is only conveyed and possible due to the working principles of CGI and CG.

In early adoption of surface geometries for visual analysis, DEMs were popular in usage within the geosciences (e.g. digital outcrop geology [258, 299, 300]) via GIS software [138]. DEMs are an artificial concept originally proposed within CG [194], synonymous to height maps or height fields [94], for the purpose of simplified digital representation and the ease of implicit connectivity calculations. They are an artificial concept because they have no relevantly distinct definition compared to DTMs or digital surface models (DSMs): Let $S$ be a surface composed of a grid-based set of quads $Q$ connecting either (a) a vertex set $v \in V, v \in \mathbb{R}^2$ with a connected elevation-representative attribute function $f(v) = y, y \in \mathbb{R}$ (i.e. height map notation) or (b) a vertex set $v \in V, v \in \mathbb{R}^3$, where the surface normal-parallel coordinate is the elevation indicator (i.e. surface notation). In either case, $S = \{V, Q\}$ which holds equally true for other DSMs that
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replace the quad set \( Q \) by a triangle set \( T \). Specific to DEMs, for each lateral coordinate the elevation value is unique. For application domain experts, this appears not to be the case for DSMs, but the actual definition neglects an essential property: every surface can be curved and every consistently described curve can be trivially projected on a flat plane [17]. Within this consideration, the restriction of each lateral coordinate on a curved plane also holds true for displacement maps (equivalent to height maps (a)) on DSMs and, in general, curved surfaces. For the definition of a surface with coordinates in 3D (case (b)) and the DSMs themselves, the definition of elevation lacks purpose. In conclusion, for the following sections, DEMs are treated as artificial concepts of surface geometry and formulations and reconstruction procedures focus on the general description of DSMs.

DSM representations, also defined as DTMs or TINs, are more recently established as surface geometries for DOMs. They are applied in systems such as Lidar Interpretation Mapping Environment (LIME) [37] and VRGS, and are used in several geological studies [84, 208, 224, 252]. A triangular surface can be organised in terms of a piecewise-linear complex [121] or a polygonal soup [115], composed of 2D elements (i.e. triangles) within 3D space, and the differences between them impact geological applications.

Another popular method of reconstructing surface geometry is the use of methods originally conceived for sparse-data interpolation, such as kriging [157], Discrete Smooth Interpolation (DSI) [190, 191], Beziér curve and spline interpolation.

For the volumetric reconstruction of subsurface information, the geosciences traditionally favours actual modelling instead of reconstruction of the geological subsurface from outcrops. The most common approach is the modelling of cubic, gridded, uniform, laterally isotropic and vertically anisotropic meshes (i.e. geocellular models) using the information from outcrop observations [88, 139]. It largely relies on the geology and less on surface-constrained geometry (in a strictly-mathematical sense).

The currently most precise and mathematically-accurate formal volume representations are sealed geological models, introduced by Caumon et al. [48, 49] and recently adapted to specific applications [47, 229, 255]. Mathematically, the construction of a sealed geological model, although different in methodological detail, shares the common idea of discrete volume construction by space partitioning and splitting with Delaunay- and Voronoï-based volume reconstruction approaches. Let \( V \) be a volume of tetrahedra \( t \in \mathcal{T}, t = \{v_n, v_{n+1}, v_{n+2}, v_{n+3}\} \) connecting a set of vertices \( v \in V, v \in \mathbb{R}^3 \) fully occupying the 3D space it is embedded in. Then, the construction of volumetric objects is the result of a space partitioning by splitting tetrahedra along a user-defined intersection surface \( S \), so that \( t \in \mathcal{T}, t \cap S \rightarrow \{t_1, t_2\} \in \mathcal{T}, \) where one new element is part of the delineated volume model \( I \) enclosed by \( S (t_1 \in I) \) and the other is outside \((t_2 \not\in I)\). This method is also conceptual similar to one computer-aided design (CAD) approach for creating volumetric objects by removing excess material around it – an approach commonly used in mechanical manufacturing. For the purpose of this work, is has to be noted that this method only works iff strict mathematical criteria and constraints on the geometry of the encompassing surface (see [7, 24, 111, 201]) are met, which has to date not been shown with noisy-sampled digital outcrop data. Tetrahedral volume meshes are essential to physical and physics-based analysis within the geosciences. Examples are fluid flow analysis [78, 216], coupled thermal, hydraulic, mechanical and chemical (THMC) analysis [229, 255] and finite-element analysis (FEA) [49, 268].
for mechanical stresses, crack formation and material deformations, also outside the geosciences [28, 155].

### 2.2 Definitions of Dimensionality, Connectivity and Projectivity

For the deduction of the geometric notation and formulation, the geometric properties of dimensionality and algebraic genus of surfaces are of pivotal importance. Jones et al. formerly published a study on the data dimensionality within the geosciences [140], initiated by the term "2.5D data" for outcrop surface descriptions and its validity thereafter, which is taken as a starting point due to its deep discussion of the matter. By resolving the prevalent ambiguities on the existing concepts, a novel notation emerges. Subsequently, the introduction of the algebraic genus allows a clean distinction between the current discrete surface geometry descriptions in use, which completes the formulation.

Jones et al. discuss the following definition of dimensionality in the article’s introduction: "Within the traditional mathematical framework based on Euclidean geometry [...], a single point has a topological dimension of zero. Similarly, a line or curve connecting two points is one-dimensional, a plane or surface is two-dimensional and a volume is three-dimensional" (Jones et al., [140], p. 354). It is therefore evident that the dimensionality of an object is defined by the dimensionality of its constituting elements (i.e. topology) and not the space the object is commonly embedded in, as each lower-dimensional object can be embedded in higher-dimensional spaces (subsequently explained via projectivity). This is the basic reason why data dimensionality based on the embedding space is wrong: such a definition is essentially arbitrary ([140], p.355), inconsistent and ambiguous in the presence of a correct and unambiguous definition (i.e. topology). The topological definition is the convention subsequently applied and advocated.

The arbitrary definition of the embedding space (i.e. the underlying euclidean coordinate system) is arguably resolvable by coordinate system mapping for point coordinates. The principle is explained with two 3D coordinate systems (eq. 2.1- 2.4). Let \( \beta_1 \) be the original coordinate system and \( \beta_2 \) the target system, \( P \) being the original point in \( \beta_1 \) to transform, \([u \ v \ w]\) being the major axes, and \([x \ y \ z]\) being the common 3D coordinate values. Then, the transformation is as follows:

\[
\beta_1 = \begin{bmatrix}
x_{u1} & x_{v1} & x_{w1} \\
y_{u1} & y_{v1} & y_{w1} \\
z_{u1} & z_{v1} & z_{w1}
\end{bmatrix}
\] (2.1)

\[
\beta_2 = \begin{bmatrix}
x_{u2} & x_{v2} & x_{w2} \\
y_{u2} & y_{v2} & y_{w2} \\
z_{u2} & z_{v2} & z_{w2}
\end{bmatrix}
\] (2.2)

\[
P' \in \beta_2 = \beta_2 \beta_1^{-1} P
\] (2.3)

\[
P' \in \beta_2 = \beta_2 P
\] (2.4)

The mapping of coordinate systems is a process – from one system into another. Therefore, the assumption is that \( \beta_1 \) and \( \beta_2 \) (a, eq. 2.3) share the same basic euclidean
space that needs a clear, absolute (i.e. independent; non-relative to another system) definition, or (b, eq. 2.4) are directly transformable (e.g. $\beta_2$ is dependent on $\beta_1$). Digital outcrop surfaces are georeferenced (which is an absolute reference), but in practice some lidar systems violate the independency criterion in their project coordinate systems (PCS), which can make it impossible to use the data in further analysis coherently and make statements on their dimensionality outside the original acquisition system. This raises the final issue on the coordinate systems: if the data are non-transformable between systems as they lack a valid coordinate system definition, it is not possible to say with certainty what the data dimensionality is, as the coordinates are arbitrary.

Another solution offered by Jones et al. is to define the data dimensionality based on the dataset as a whole: "For example, a data set is described as "1D" when the data collectively represent a line, even if the set is a zero-dimensional point" ([140], p.355). This allows a better definition, as the word "represents" includes the idea that the data is more than the collection of points, leading to the prevalent notation of connectivity to represent topology, which resolves the ambiguity.

Let $S$ be an object only represented by its constituent data points $p$ with dimensionality $N$:

$$p \in P \quad (2.5)$$
$$p \in \mathbb{R}^N \quad (2.6)$$
$$S = \{P\} \quad (2.7)$$

Then, the connectivity $C$ can be expressed as empty set, or a zero-dimensional connectivity:

$$C \in \mathbb{R}^0 = \emptyset \quad (2.8)$$

This extends the original notation (eq. 2.7) of the point set as follows:

$$S = \{C, P\} = \{P, C\} = \{P, \emptyset\} \quad (2.9)$$

Within this notation, the points $p$ are (according to prevalent terminology in geometry [17, 225]) termed vertices, for which their dimensionality represents attributes (i.e. spatial for $N \leq 3$) referred to as coordinates. For geometry that fulfils eq. 2.9 (e.g. a cluster of points as a vertex set; point set surfaces), the positions represent the object itself and the dimensionality of the object refers to the dimensionality of the embedding coordinate system (i.e. $nD$ coordinates). These objects are not surfaces and, in order to avoid verbal ambiguities, they can be termed "$nD$ point sets/point geometry/samples".

If an object has connectivity, then the dimensionality of the topological structure defines the dimensionality of an object (i.e. lines = 1D, surfaces and polygons = 2D, volumes and polyhedra = 3D, polytopes = $nD$). The dimensionality can be most simply determined by taking the respective simplest representative primitive (i.e. line segment in 1D, triangle in 2D, tetrahedron in 3D).

Adapting the multidimensional formulation to the common first four dimensions currently encountered within the geosciences, the connectivity set $C$ is replaced by the specific simplex set (i.e. lines $L$, triangles $T$, tetrahedra $T$). For the fourth dimension (and above), the polytope $C$ needs to be specified explicitly. The resulting consistent triangular surface geometry notation is shown in eq 2.10.
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The last general property of geometry discussed here is projectivity. It clarifies the relationship between geometric space and geometric topology for the given cases, and explains why the selection of the embedding space as the dimensionality criterion is disadvantageous. Projectivity, in this respect, refers to the fact that \( mD \) geometry in \( nD \) space can be projected to an \( (n-1)D \) space, without resulting in topological changes, as long as \( n > m \). The information of the object is equal in both spaces. The reverse process of embedding an \( mD \) object in \( nD \) space for \( m < n \) is common within geology, for example by embedding geological line data (e.g. cores, wells, borehole data) in the context of 3D space, together with other \( lD \) geometries (i.e. \( m \leq l \leq n \)) such as digital outcrop surfaces [140, 244, 312]. The fact illustrates the arbitrary notation of "2.5D", where \( m = 2 \) and \( n = 3 \): \( n \) can be any number higher than \( m \) without adding information to the data itself, resulting in the fact that \( 2.5D = 2D \).

2.3 Surface Geometry Formulations for Polygonal Soups and Piecewise Linear Complices

Based on the above notation and formulation, this section considers the specific issue of surface geometry for DOMs. A discrete surface geometry is the discrete approximation of a continuous, analytical surface. Due to its discretely-sampled and linear approximation, a given surface simplex is defined as piecewise-linear simplex (PLS), and a complex surface composed of simplices is a piecewise-linear complex (PLC) [121]. This only holds true iff the surface approximation is continuously defined. A discontinuous discrete surface is referred to as polygonal soup [115, 315]. From a geometric- and topological perspective every DOM is a composition of connected 2D planar faces of an object in 3D space (i.e. 2D geometry). This holds true for surfaces derived by height maps, or surfaces modelled by CAD-like processes (as PLC), or constructed from (optical) field instruments as polygonal soup. This mathematical rigour contrasts currently established, less consistent definition in the (computational) geosciences- and geomatics literature. In order to indicate that the work considers objects in 3D space and to provide a relation to the prevalent literature on the topic of digital outcrop geometry, we refer to DOMs as "3D surface geometries" or "3D surface models". Volume models are, by the previous definition, "3D geometries", often termed solid geometry in application-domain literature.

Let a DOM be a triangular surface mesh according to eq. 2.10:

\[
S = \{T, V\}. \tag{2.10}
\]

\[
S = (T, V) \tag{2.11}
\]

\[
V \in \mathbb{R}^3 \tag{2.12}
\]

For some combinatorial and morphological algorithms, it is advantageous to include a set of edges \( E \) in the definition, so that

\[
S = (T, E, V) \tag{2.13}
\]

\[
\forall e \in E, e = \{i_0, i_1\} \in \mathbb{N}^2. \tag{2.14}
\]
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The geometric properties of the surface can vary depending on the method by which a DOM is obtained and processed to construct \( S \). The surface model can be a collection of \( n \) manifold, curved PLCs (i.e. curvilinear surfaces) of geometric (i.e. algebraic) genus 1 [121]\(^{18}\), so that

\[
S = \{S_0, \ldots, S_i\} \quad \forall i = [0, n] \quad (2.15)
\]

\[
S_i \in C^1. \quad (2.16)
\]

Each constituting PLC \( S_i \) is a subset of its related orientable, topologically-closed \( C^2 \) manifold surface that adheres to strict Delaunay constraints (see [7, 24, 111, 201], also referred to as a "watertight surface"). An example of the construction of PLC DOMs from a dense, irregular point set into a closed surface with geometric guarantees is shown in fig. 2.1(a) to 2.1(d).

![Figure 2.1: Illustration of surface reconstruction process into piecewise linear complex from a point set acquired via TLS. A rock section (b) is extracted from the full-scale outcrop scan (a). An equidistant point subset is extracted via Poisson disk subsampling (c). Then, a Poisson surface reconstruction of a second-order manifold is created and existing, minor geometric inconsistencies are repaired to form a PLC surface with geometric guarantees, ready for subsequent volume processing (d).](image)

\(^{18}\)Simplified, condensed explanation of the genus property of algebraic curves - [https://www.encyclopediaofmath.org/](https://www.encyclopediaofmath.org/), topics of "Genus of a curve" and "Rational surfaces".
More prevalent within geology are less rigorous surface descriptions that can be obtained by simpler means of geometric processing and triangulation of algebraic, point-sampled surfaces. This merits in the formation of *polygonal soups*, which is a set of unstructured triangles or mixed triangulated polygons [115]. Formally, these models represent a collection of $n$ potentially non-manifold surfaces without explicit genus, so that

$$S = \{S_0, \ldots, S_i\}.$$  \hspace{1cm} (2.17)

The less rigorous formulation allows for more freedom in the application for splitting and subdividing $S$, as it does not need to adhere to geometric or topological constraints during the splitting. As a result, the surface patches of the splitting do not need to relate to separate orientable, manifold surfaces. This has advantages for applications that involve surface parameterization and texturing from arbitrary image sets, as is subsequently explained. The disadvantages of these models are their unfavourable geometric properties, being inconsistently oriented, potentially non-manifold, containing holes and self intersections, and are *mathematically ill-defined* [315]. Fig. 2.1(a) shows a larger area of the geological structure in fig. 2.1(b), which is subsequently modelled as a polygonal soup according to one of the prevalent workflows for digital outcrops [35] shown in fig. 2.2(a). Fig. 2.2(b) highlights the separate entities of the polygonal soup in a colour-coded representation, which correspond to different texture area explained in the following section (fig. 2.2(c)). These models contain four unfavourable geometric properties of polygonal soup surfaces, namely:

- inconsistent planar orientation (fig. 2.3)
- presence of non-manifold sections (in this case visible as *flakes* [153], fig. 2.4)
- triangulation discontinuity (fig. 2.5)
- formation of holes

Figure 2.2: Illustration of a common DOM in form of a polygonal soup of triangle fans (a). The original point set is subsampled to triangular patches $S_i$ (b), which are manually cleaned and gross errors corrected in a manual process. Still, several holes remain in the geometric representation (a). Each patch is subsequently textures with DSLR photos for a visually high-quality dataset (c) used in subsequent geological applications.
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Figure 2.3: Orientation inconsistencies within a polygonal soup model, where the left-hand side of the model points away from the viewer in this image while the right-hand side points towards the viewer. The inconsistency is due to the arbitrary surface split, of which the separation boundary is clearly visible within the image.

Figure 2.4: Topologically non-manifold geometry section of a polygonal soup model (same model as in fig. 2.3) from invalid triangulation. The triangulation in this case forms a flake to the local umbrella of the main geometry (see [153] for explanation of the terms). The main surface section and the flake (see inset) are topologically connected.
Figure 2.5: Triangulation discontinuity of a polygonal soup surface, in contrast to continuous PLC representations. The discontinuity leads to two separate surfaces in one object. Extracted surface objects (e.g. via interpretation) at the discontinuity or defining a consistent manner of doing so is topologically undefined.
2.4 Image Registration and Local Parameterization of Textures

In order to simplify the local parameterization by reducing user input, it is suggested to transform a given surface geometry into an ortho-normal view for a respective photo camera external orientation and positions. Let $G_{3,4}$ be a cartesian, three-dimensional world coordinate system with positional information in matrix notation of which $G_{4,4}$ is the homogeneous affine transformation matrix. The studied surfaces (or surfaces patches) $S_i$ are to be defined in this world coordinate system. Let $F_{4,4}$ further be a local, perspective camera coordinate system in its homogeneous, affine transformation matrix form, which is to be the ortho-normal basis for a subsequent image projection. Both systems are defined by their origin $o$ and ortho-normal axis orientations, composed of horizontal ($u$), vertical ($v$) and normal ($n$) direction. A right-handed coordinate system, as common to most three-dimensional algebra notations in graphics, is taken as the basis for all 3D transformations. The task for the image registration is then to compute a transformation matrix $P^{-1}_{4,3}$ (and $P^{-1}_{4,4}$ as homogeneous transformation matrix) from $G_{3,4}$ to $F_{4,4}$, which is referred to as the pose and analogous to the external camera orientation $P_{3,4}$. The matrix layouts (eq. 2.18 to 2.23) is as follows, according to the notation above:

$$F_{4,4} = P^{-1}_{4,3} G_{3,4}$$  \hspace{1cm} (2.18)

$$F_{4,4} = \begin{bmatrix} x_{u,f} & x_{v,f} & x_{n,f} & x_{o,f} \\ y_{u,f} & y_{v,f} & y_{n,f} & y_{o,f} \\ z_{u,f} & z_{v,f} & z_{n,f} & z_{o,f} \\ 0 & 0 & 0 & 1 \end{bmatrix}$$  \hspace{1cm} (2.19)

$$G_{3,4} = \begin{bmatrix} x_{u,g} & x_{v,g} & x_{n,g} & x_{o,g} \\ y_{u,g} & y_{v,g} & y_{n,g} & y_{o,g} \\ z_{u,g} & z_{v,g} & z_{n,g} & z_{o,g} \end{bmatrix}$$  \hspace{1cm} (2.20)

$$P_{3,4} = [R_{3,3} \ T_{3,1}]$$  \hspace{1cm} (2.21)

$$C = -RT^T \ T$$  \hspace{1cm} (2.22)

$$P^{-1}_{4,3} = \begin{bmatrix} R_{1,1} & R_{2,1} & R_{3,1} \\ R_{1,2} & R_{2,2} & R_{3,2} \\ R_{1,3} & R_{2,3} & R_{3,3} \\ C_x & C_y & C_z \end{bmatrix}$$  \hspace{1cm} (2.23)

The pose $P^{-1}_{4,3}$ is used as the model-view transformation matrix for all surface patches $S_i$. Subsequently, the surface information are projected on the related camera image plane using the internal camera orientation (referred to as $A_{3,3}$) as projection matrix (eq. 2.24, equal to computer vision notation in the literature [142]).

$$A_{3,3} = \begin{bmatrix} f_x & 0 & c_x \\ 0 & f_y & c_y \\ 0 & 0 & 1 \end{bmatrix}$$  \hspace{1cm} (2.24)
In eq. 2.24, \( f_x \) and \( f_y \) are the vertical and horizontal focal length (where, in a perfect pinhole camera, \( f_x = \frac{\text{width}}{\text{height}} f_y \)), and \( c_x \) and \( c_y \) are the principal coordinates (i.e. centre coordinates) of the camera coordinate system. The overall transformation of surface vertex coordinates \( V(S_i) \in \mathbb{R}^3 \) to local camera coordinates \( V'(S_i) \in \mathbb{R}^2 \) is expressed in eq. 2.26, combining eq. 2.21 and 2.24 (in accordance with OpenCV, see http://docs.opencv.org/2.4/modules/calib3d/doc/camera_calibration_and_3d_reconstruction.html).

\[
s m' = A [R|T] M' \tag{2.25}
\]

\[
s \begin{bmatrix} u \\ v \\ 1 \end{bmatrix} = \begin{bmatrix} f_x & 0 & c_x \\ 0 & f_y & c_y \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} R_{1,1} & R_{1,2} & R_{1,3} & T_x \\ R_{2,1} & R_{2,2} & R_{2,3} & T_y \\ R_{3,1} & R_{3,2} & R_{3,3} & T_z \end{bmatrix} \begin{bmatrix} X \\ Y \\ Z \\ 1 \end{bmatrix} \tag{2.26}
\]

\[
V'(S_i) = \begin{bmatrix} u \\ v \end{bmatrix}; V(S_i) = \begin{bmatrix} X \\ Y \\ Z \end{bmatrix} \tag{2.27}
\]

In order to simplify the remainder of the local parameterization, the transformation via homogeneous coordinates for a camera is defined as follows (eq. 2.28):

\[
G^{4,4} = A_{4,4} P_{4,4}^{-1} \tag{2.28}
\]

For polygonal surface sets, there is a unique per-segment projection matrix for each segment, whereas each projection matrix is independent and does not span a continuous space across the surface \( S \). Henceforth, the projection matrices contribute to matrix set \( \mathcal{G} \) as follows:

\[
\mathcal{G} = \{ G_{0,4}^{4,4}, G_{1,4}^{4,4}, ..., G_{i,4}^{4,4} \} \quad \forall i = [0,N]. \tag{2.29}
\]

Determining a fitting texture mapping can also generally expressed as follows:

\[
V(S)' = G^{4,4} V(S) \tag{2.30}
\]

A globally consistent mapping function \( G^{4,4} \) does not exist for polygonal soups and noisy surfaces of natural objects, acquired by means of optical field instruments (e.g. laser, structured light), due to the lack of geometric control. Therefore, the acquired surface geometry is split into separate surface sets \( S = \{ S_0 ... S_i \} \quad \forall (T,V) \in S \), where each surface mesh entity belongs to a specific image that allows a direct mapping. While vertices in \( V \) can be shared between meshes, the membership of each triangle \( t_i \in T \) is mutually exclusive between mesh entities, so that

\[
t_i \in T(S_i), t_i \ni T(S_j) \quad \forall i, j = [0,n], S_i \neq S_j. \tag{2.31}
\]

As a result of this mesh splitting, each mesh entity has a separate, local parameterization for the 2D image mapping, so that

\[
V(S_i) \in \mathbb{R}^3, V(S_i)' \in \mathbb{R}^2 \tag{2.32}
\]
\[ V(S_i)' = G_{i}^{4,4}V(S_i). \] (2.33)

One set is added for completeness of the notation that contains all triangles without a valid local parameterization or a corresponding image texture, meaning that the mapping function equals the identity matrix:

\[ V(S_n)' = G_{n}^{4,4}V(S_n) = V(S_n), \quad G_{n}^{4,4} = I^{4,4} \] (2.34)

The mapping can also be rewritten in form of a matrix operation \( G_{i}^{4,4} \) relative to a specific vertex space of a mesh \( V(S_i) \) and camera space \( V(S_i)' \), resulting in

\[ G_{i}^{4,4}(V(S_i), V(S_i)'). \] (2.35)

This screen coordinate transformation is, for the given surface patches inside the camera space and its related image, equivalent to the local parameterization. A surface parametrization is required for texturing the surface with a set of images. The parameterization represents a coordinate system mapping from the surface vertices in 3D to the texture coordinates in 2D \([176]\). Subsequently, this original notation by Lévy is converted to the previously established notation for clarity.

Let \( S \) be a surface sample with coordinates \((x,y,z)\), then there exists a mapping function \( U \) into local 2D space.

\[ (x,y,z) \in S \rightarrow U(x,y,z) = \begin{pmatrix} U_u(x,y,z) \\ U_v(x,y,z) \end{pmatrix} \] (2.36)

There exists an inverse function \( X \) for mapping coordinates from local space to geometric space \( \mathbb{R}^2 \rightarrow \mathbb{R}^3 \), which is called parameterisation.

\[ (u,v) \in \Omega \rightarrow X(u,v) = U^{-1}(u,v) = \begin{bmatrix} x(u,v) \\ y(u,v) \\ z(u,v) \end{bmatrix} \] (2.37)

This process maps to the previously presented notation as follows: \( U(x,y,z) \) is a piecewise linear function that does, in the end, a projective mapping \( \mathbb{R}^3 \rightarrow \mathbb{R}^2 \). The basis of the mapping is the 3D input vertex set of surface \( S \), so that

\[ (x,y,z) \in V(S), V(S) \in \mathbb{R}^3. \] (2.38)

The target output are image coordinates of a linear 2D image space \( J \in \mathbb{R}^2 \). The mapping function is a linear, unconstrained projection without free, user-defined variables, and thus a projection matrix.

\[ U(x,y,z) = G^{4,4} \] (2.39)

The resulting projection matrix \( G_{i}^{4,4} \) for each surface patch \( S_i \) maps the respective vertex coordinates in \( \mathbb{R}^3 \) to image coordinates in \( \mathbb{R}^2 \).

\[ V(S) \in V(S_i) \forall p, p' = (u,v)^T = G_{i}^{4,4} p \quad | (u,v) \in [0,1] \] (2.40)

\[ V(S_i) \ni V(S_j) \forall j \neq i \] (2.41)
The parameterization is analogous for the colouring point set surfaces, with the difference being the absence of a triangle set $S$, the membership of the vertices in $S$ being mutually exclusive to each parameterization set, and that the methods to obtain a projection matrix $G$ differ between triangle meshes and point set surfaces.

Image-to-geometry registration methods aim at mapping arbitrary images $I \in \mathbb{R}^2$ to the provided surface model segments of a DOM $S_i \in S$ by computing the local parameterizations $G_i^{4,4}(I_i, V(S_i))$.

The adopted workflow for the mathematically-coherent surface reconstruction and a subsequent, globally-consistent texture mapping, which is proposed to be adopted in the future, is as follows:

1. $C^1$ or $C^2$ surface reconstruction by provably coherent triangulations (see [7, 24, 75, 267])
2. consistent surface parameterization (fundamentals [69,96,176], texture atlas parameterization [177], method for trivial per-triangle parameterization in MeshLab [233]; simple if triangulation is done properly)
3. texture mapping into a temporary space (e.g. parameterization of current polygonal sets), in order to provide a photo–geometry connection
4. parametric translation from temporary texture space to the consistent surface parameterization
5. final texture mapping into a texture atlas [233]

### 2.5 Tetrahedral Volume Reconstruction from Point-Sampled Surface Geometry - An Example from Brimham Rocks, North Yorkshire, UK

Brimham Rocks is particularly applicable to volumetric geology studies and also technical development aimed at volumetric DOM modelling. The individual rock sections are easily separable, which allows detailed volume modelling directly from the noisy lidar data on a technically feasible scale. Fig. 2.6 illustrates the volumetric modelling workflow applied for a prototypical case study: the specific section of interest is extracted from the overall lidar dataset. Vegetation, noise-related artefacts and other distorting scan elements are initially removed in an interactive procedure within dedicated, open source 3D point set software, such as MeshLab\textsuperscript{19} [55, 243] or CloudCompare\textsuperscript{20} [108]. Subsequently, a high-resolution $C^2$ PLC is constructed from the point set within MeshLab via Poisson Surface Reconstruction [144]. The result surface is cleaned from manifold edges and triangles, which potentially occur during the surface reconstruction from noisy artefacts. In addition, the surface model is checked and cleaned from triangle self-intersection. After final checks within MeshLab, jmesh\textsuperscript{21} [12] or Computational Geometry Algorithms Library (CGAL)\textsuperscript{22} [32, 115, 182] guarantee a closed, non-self-intersection surface, the tetrahedral volume reconstruction via Tetgen [270] is applied. This results in a fine-grading, tetrahedral FEA volume mesh applicable for subsequent physical simulation and analysis. In order to be applied for
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further geological case studies, the 3D model needs to be interpreted with respect to its constituting geological facies. Approaches that potentially allow this volumetric incorporation of geological knowledge based on DOMs was recently presented by Caumon et al. [47]. The resulting mapping leads to the formation of interfaces from geological features along which the mesh is segmented [46]. Alternatively, the 3D geometry can be assembled from a set of shared interface vertices $V_{Int}$ into multi-material meshes [26, 148, 202], potentially facilitating subsequent geophysical simulations.

Figure 2.6: Workflow of volume reconstruction of geological outcrop models: starting with an initial point set (a), the point set is cleaned and subsampled (b). The clean point set is the basis for the $C^2$ surface reconstruction (c). After establishing the geometric guarantees expected for $C^2$ surface, a tetrahedral volume meshing algorithm creates a FEA-ready 3D geometric model of tetrahedral elements (d). Further processes within petroleum geology demand at this stage an interpretation of the model to proceed.

2.6 Conclusion and Discussion

This work presented a new formulation and notation for the surface geometries and their relation to photo textures of digital outcrops in a mathematically consistent framework. The relation of definitions on the subject, the dimensionality, topological shape and projectivity with respect to their geometric description have been highlighted for geometries commonly used within the geosciences. More specific to the surface geometries of outcrops, the distinction between continuous, consistent piecewise linear complex representations and less rigorous polygonal soups has been highlighted, as these are the currently existing forms of representation in use. The relation of the surface description and its photo texture for both forms of representation has been analysed via local parameterisation.

One of the prominent drawbacks of polygonal soups is their inability to be used for volumetric approximations. As we have shown on the example of Brimham Rocks, a continuous representation of PLCs resolved the issue and allows a direct volume reconstruction via tetrahedralisation. Although presented on the scale of a full outcrop, the presented mathematical concepts are scale-independent by design and thus hold also true for the volume reconstruction of hand samples (i.e. digital rock samples [10]) and the volume extrusion of partial surfaces of the outcrop.

19MeshLab - http://www.meshlab.net/
20CloudCompare - www.danielgm.net/cc/
21The jmesh library - http://jmeshlib.sourceforge.net/
One limitation of the presented work is that the notations and concepts hereby presented are only complete for geometries up to the second dimension (i.e. points, lines and surfaces). The complete description of axioms for 3D geometry is more involved in terms of sampling criteria and further topological constraints. As a consequence of that, the actual volume reconstruction process is not explained in mathematical detail. Unconstrained, generally applicable reconstruction procedures of volumes from arbitrary point samples of their shape is still an active research domain in applied mathematics. The currently most consistent way described in this work is to validate and modify a given point sample for its surface reconstruction so that it fulfils volume reconstruction criteria (e.g. \( \varepsilon \)-sampling \([8, 24, 201, 269]\)). If the given sampling conditions are met, the statement is true that every closed \( C^2 \) surface can be unambiguously tetrahedralised without the addition of artificial surface samples (i.e. Steiner points), as proven by George et al. \([107]\). This process of tetrahedral volume mesh generation is currently dependent on the knowledge and complete comprehension of reconstruction algorithms for closed \( C^2 \) surfaces by the modeller.

With respect to the presented work, we also point out that the applied \( nD \) generalisation is only meant for the generalisation of the notation and formulation. The reconstruction of surface geometry in higher-dimensional spaces demands more than just the limited set of axioms and terms presented in this work’s notation. The reconstruction of \( nD \) geometry itself is a major research domain in theoretical mathematics, and this work claims not to be applicable to any \( nD \) reconstruction for \( n > 3 \).

Also, the work did not discuss the dimensionality of attribute data of related geometries, which is a separate subject unrelated to the representation of object geometry. This discussion is out of the scope of this work.

Considering the application side of the given notation, a re-occurring topic within digital outcrop geology is the three-dimensional extrusion of surface-mapped facies geobody boundaries through outcrops. Practically, this technique only works reasonably reliably if there are studied digital outcrops with enough dimensional variability (referred to as "degree of three-dimensionality'’ in popular terminology) so that geobodies intersect the terrain surface multiple times. Technically, the clean extrusion of the geobody surfaces along arbitrary orientations resulting in convex-concave 3D geometry is not possible with the polygonal soup DOMs. If the interpretation’s surface and its vertices are member of separate polygonal sets, their surface orientations is potentially inconsistent. Inconsistent surface descriptions prohibit the semi-automatic extrusion of reference cross-section surfaces towards their three-dimensional envelope or its volumetric geometry in ways previously demonstrated in CG \([266]\). In fact, the statement can be generalised as the majority of geometric algorithms, which are necessary to achieve some of the desired 3D analytical capabilities for DOMs, do not process polygonal soups due to the known inconsistencies. Some dedicated geometry software packages (e.g. CGAL) allow the conversion of polygonal soups to \( C^1 \) or \( C^2 \) geometry to solve the issue for specific cases.

With respect to the original paper of Jones et al. \([140]\), we propose an adapted categorisation of the dimensionality of given datasets in table 2.1. The structure of subsurface scenario is left out intentionally because its distinction with deep seismic surveys is irrelevant to this specific discussion. In addition to the original categories, digital rock models \([10]\), sealed geological models \([48]\), CT stacked image analysis \([184]\) and geobody extrusion from outcrops are added. Changes to the original classification are
highlighted in grey. Furthermore, the column of "positional data" is replaced by the space dimensionality of the encompassing space of the vertex information that is commonly used for the respective data. While the sampling technology has an influence on the vertex information dimensionality and it is vital for the geoscientist to know about each technology so much in order to make educated conclusions of what a technology can and cannot deliver, there are too many technologies that are applicable to each study purpose so to justify listing them all. Thus, the technology column of Jones et al. is omitted for brevity and clarity reasons and a technological note is appended to the vertex space dimensionality where distinction is necessary.

Table 2.1: Descriptions of Dimensionality, following the principles of discrete geometry and topology

<table>
<thead>
<tr>
<th>Purpose of the study</th>
<th>(Vertex) space dimensionality</th>
<th>(Geometric) data dimensionality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fracture spacing analysis</td>
<td>3D</td>
<td>1D</td>
</tr>
<tr>
<td>Mineral concentration in soil</td>
<td>2D</td>
<td>0D = 2D point set</td>
</tr>
<tr>
<td>Water contaminant concentration</td>
<td>3D</td>
<td>0D = 3D point set</td>
</tr>
<tr>
<td>Geological mapping</td>
<td>2D (pen-and-paper)</td>
<td>2D</td>
</tr>
<tr>
<td>Geological mapping</td>
<td>3D (GPS)</td>
<td>2D</td>
</tr>
<tr>
<td>Detailed geological surveying</td>
<td>2D (plane table)</td>
<td>2D</td>
</tr>
<tr>
<td>Detailed geological surveying</td>
<td>3D (GPS)</td>
<td>2D</td>
</tr>
<tr>
<td>Fold curvature analysis</td>
<td>3D</td>
<td>2D</td>
</tr>
<tr>
<td>Fault plane roughness</td>
<td>3D</td>
<td>2D</td>
</tr>
<tr>
<td>Contour map</td>
<td>3D</td>
<td>2D</td>
</tr>
<tr>
<td>DEM</td>
<td>2D</td>
<td>2D</td>
</tr>
<tr>
<td>DEM</td>
<td>3D</td>
<td>2D</td>
</tr>
<tr>
<td>DTM</td>
<td>3D</td>
<td>2D</td>
</tr>
<tr>
<td>DOM</td>
<td>3D</td>
<td>2D</td>
</tr>
<tr>
<td>Shallow subsurface (GPR)</td>
<td>3D</td>
<td>3D</td>
</tr>
<tr>
<td>Deep subsurface (seismic)</td>
<td>3D</td>
<td>3D</td>
</tr>
<tr>
<td>CT analysis</td>
<td>3D</td>
<td>3D</td>
</tr>
<tr>
<td>Sealed geological modelling</td>
<td>3D</td>
<td>3D</td>
</tr>
<tr>
<td>Digital rock models</td>
<td>3D</td>
<td>3D</td>
</tr>
<tr>
<td>Outcrop geobody extrusion</td>
<td>3D</td>
<td>2D–3D</td>
</tr>
</tbody>
</table>
Chapter 3
Interpreting Digital Outcrops

3.1 Geological Interpretations

The development of digital interpretation techniques for outcrop geology demands initially a clear distinction between observation and interpretation. In short, observation refers to the objective documentation of visual properties of the outcrop and is directly connected to the measurement and logging of geological quantities. The interpretation subsequently refers to the subjective synthesis of the collected information, putting them into a specific context of an underlying geological concept and concluding on potential geological links of structures and processes that formed the observed outcrop.

More specifically, the aim of geological observations is the documentation of the rock structure and its content across different scales. The major scales for geological reservoir modelling are illustrated by Issautier et al. [134], which is subsequently also taken as the basis for the different scales in geological observation. The major documentation tools for the observations are geological sketches (general), sedimentary logs (sedimentology), tilt meters (angular measurements) and stereonets (statistical plots of angular measurements). On larger scales (i.e. along the full outcrop face), the observations concern major structural- and stratigraphic features, such as strata boundaries (i.e. horizons), and structural fault- and fold events (e.g. fault geometry and sediment offset). On intermediate scale regarding spatially limited sections of an outcrop, boundaries of sedimentary objects become visible. Furthermore, within larger sedimentary objects (e.g. meandering channels) depositional details (e.g. accretion lines) become apparent. A major visual indicator for observations at this scale is the rock texture. On even smaller scale, sedimentary logging is used to document grain properties and biocontent for distinct sections of an outcrop. Section 1.3 already discussed the following list of visually observable attributes for the geological interpretation at this scale:

- rock hue (colour) and saturation
- texture- and surface irregularities, such as cleavage and fossils
- ridges and scratches

Micro-scale observations, documented in the lab using microscopes, are out of the scope of this study.

The interpretation stages gathers the observed information in order to reconstruct the originally deposited structures and the geological processes that built and deformed
them during their burial history. Therefore, the reconstruction of depositional processes is of key concern. Furthermore, the interpretation also attempts to extend and extrude the observed two-dimensional information through the rock in three dimensions. As discussed by Issautier et al. [134], the target scale is also of importance for the interpretation. At outcrop-scale, a structural reconstruction of the outcrop in terms of faulting events can be conducted. The reconstruction and correlation of major litho- and chronostratigraphic zones is performed on outcrop scale. In addition, the volumetric reconstruction of geobodies is done at this scale as it involves the correlation of possibly sparsely distributed cross-sections of the geobody objects on the outcrop surface. This step involves including soft knowledge on the local geomorphology. Igneous intrusions such as dykes and sills (if existing within the formation) can be interpreted at this scale [265]. At smaller sections, the available stratigraphic logs are to be correlated to one another (see Lallier et al. [167] for details). Facies mapping can be performed as a result of the sedimentological analysis and the sedimentary log correlation. The interpretation of erosional surfaces is performed for each individual sedimentary object. Point bar aggradation, paleocurrent directions and other sedimentary details are resolved at smaller scales.

A prime application for digital surface models of outcrops is the interpretation of the previously described sedimentary features. Amongst the various concepts concerning the interpretation, we are interested in the delineation of stratigraphic boundaries and sedimentary objects (i.e. geobodies), and the mapping of sediment facies that describe depositional elements visible in an outcrop. The mapping of structural features (e.g. fractures, faults) only receives auxiliary considerations in this work.

### 3.2 Digital Interpretation Mapping - A Classification of Existing Representations

As previously discussed, it is possible to distinguish several geobody objects and especially their enveloping boundary from available detailed, centimetre- to decimetre-scale information. The individual, delineated surface objects of a DOM allow the extrusion or extrapolation into consistent 3D geobodies for volumetric analysis, if multiple surface intersections of one and the same geobody are visible on the outcrop. These objects, on the other hand, can be clustered into a predefined facies classification scheme. The semantic grouping of similar regions of the outcrop facilitates statements on the depositional history. The facies description also allows for a probabilistic distribution of continuous, physical attributes based on the semantically delineated regions, which is performed in later stages of the reservoir modelling process (e.g. porosity and permeability distribution). Lastly, the indicator-attributed objects can be intersected with rectangular cells of a gridded geomodel to derive geocellular facies attributes. In this way, the categorisation represents a bridge between the high-resolution, accurate outcrop interpretations and the coarse resolution of common geocellular models, for example MPS TIs. Facies-attributed DOMs can hence be used directly within reservoir modelling for the property population of 3D geocellular grids. Alternatively, the individual objects, on which the facies mapping is based on, can be used to derive statistical geobody shape attributes (e.g. width, height, orientation) to guide the TI construction
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indirectly via object-based modelling. The (computational) connection between objects and facies is the indicator value attributed to each object to express its related facies. For objects composed of multiple facies (at smaller scales), multiple facies attributes may be possible.

Several approaches are currently available to perform digital facies mapping and object delineation. Traditionally, digital facies mapping is performed on point set surface DOMs by marking all points within an area and directly attach the indicator attribute to each vertex in the point set. In triangulated surface representations of DOMs, the mapping can be integrated as vertex attributes or alternatively derive new surfaces for each object from the underlying DOM. Line digitisations that delineate the geobody object envelopes based on geological interpretations are also common. For completeness, it is also possible to express the facies indicator function in a separate texture overlay. This form of facies representations only recently found its implementation in existing interpretation software and has to date not been applied in a specific case study. Reasons for the slow adoption of this digital facies mapping technique are issues related to derive a geometric facies description from the texture and the lack of texture support in commonplace reservoir modelling software packages (e.g. Irap RMS (Roxar)\textsuperscript{15}, Petrel E&P (Schlumberger)\textsuperscript{16}). As an overview, the digital facies mapping techniques are listed as follows:

- Point-based facies mapping
- Facies mapping on surface geometries
- Line digitisations
- Facies attribute texture mapping

Point-based facies mapping is performed directly on the point set surface that is acquired from the range of optical scanning instruments (e.g. lidar, photogrammetry; see section 1.1) as a first step in the geological interpretation workflow. It is followed by structural modelling of faults and the attribution of sedimentary objects with palaeocurrent directions, which are not within the focus of this research. The attribution process marks all points within a polyhedral boundary description with a selected facies indicator. Therefore, there is a hard link between the DOM itself and the facies description. The interpretation accuracy is limited to the acquired point density of the DOM, which complicates a facies delineation and makes the extraction of fine details impossible. Examples of a point-based facies mapping are shown in fig. 3.1(a) \cite{244} on a case study of the Nukhul half-graben formation (Suez Rift, Egypt), and fig. 3.1(b) \cite{246} of a case study of the carbonate Gresse-en-Vercors formation (France).

Line digitisations rely on the picking \cite{308} operation, in which a ray from virtual viewpoint of the user is cast towards the triangulated DOM surface. The first intersection between the ray and a triangle of the surface model is taken as vertex of a polyline that encloses the delineated sedimentary object. The resulting corner vertices

\textsuperscript{15}Roxar Integrated Irap RMS Solution Platform - http://www2.emersonprocess.com/en-US/brands/roxar/reservoirmanagement/Pages/ReservoirManagementSoftware.aspx
\textsuperscript{16}Schlumberger Petrel E&P Software Platform - https://www.software.slb.com/products/petrel
\textsuperscript{17}Paradigm GoCAD - http://www.pdgm.com/products/gocad/
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(a) Nukhul half-graben, from Rarity et al. 2014 [244]

(b) Gresse-en-Vercors, from Richet et al. 2011 [246]

Figure 3.1: Point-based facies mapping techniques

are separate from the underlying DOM, which results in a soft link between the facies description and the scanned surface. The resulting (often topologically open) line segments are subsequently used to derive object width and height attributes for a statistical evaluation in the subsequent object-based geomodelling. The work of Eide et al. [84] and Rittersbacher et al. [252] on outcrops of the Book Cliffs and the Wasatch Plateau (Utah, USA), shown in fig. 3.2(a) and 3.2(b), are typical examples for line digitisations.

Facies mapping on surface geometries also relies on the picking operation, but it can be realised twofold:

1. analogous to the line digitisation, but instead of modelling polylines, the interpretation guarantees the creation of closed polygonal surfaces. These can be subsequently triangulated using available geometric algorithms, such as ear clipping [225] or polygonal-constrained Delaunay triangulation [54, 269]. The result is, as with line digitisations, a soft link between the DOM and the sedimentary objects. It is alternatively also possible to delineate the of target facies areas.
2. compute picking intersection but not utilize the picked vertex directly. Instead, determine the closest triangle vertex within the underlying TIN. The interpretation then spans the area of the DOM enclosed by the interpretation and a facies indicator attribute is derived as triangle or vertex attribute for the constituting DOM elements. The facies mapping is in that case a hard link. For preserving the accuracy of the conducted interpretation vertices rigorously, the picked intersection points can be incorporated as geometric elements of the underlying surface (i.e. injecting the picked vertex into the DOM and splitting the related intersection triangle in three distinct elements).

While examples for hard-linked surface-based facies mapping are rarely found in the literature, Olariu presented an example for soft link surface interpretation in a study on the Big Rock Quarry (USA) [224], shown in fig. 3.3.

As formerly explained, facies attribute texture mapping has only recently found its prototypical implementation and integration in Lidar Interpretation Mapping Environment (LIME), shown in fig. 3.4 [39]. The difficulties of the texture mapping approach
are potentially because of the issues arising from transferring the texture-based facies indicators into existing reservoir modelling software. These facies maps are considered *hard links* between the interpretation and the DOM as the facies indicator can be directly determined from the DOM at each scanned vertex position, but they are not directly a geometric attribute as such. A technique that is technically similar to the facies attribute texture mapping is the mapping of synthetic seismic images of an outcrop, illustrated by Lecomte et al. [169].

Figure 3.3: Soft link surface-based facies mapping, performed by Olariu [224] on the Big Rock Quarry

Figure 3.4: Exemplary demonstration of facies attribute texture mapping in LIME at http://virtualoutcrop.com/lime [39]
3.3 Classification of published literature

In table 3.2, we deduce an overview of the published research on digital outcrop modelling and digital interpretations (i.e. object delineation and facies mapping) in several case studies that utilise different techniques, and the range of possible interpretation information that can be expressed by each method. As can be seen in the table, the applied digital interpretation method in a study strictly depends on the utilised software packages. Within the current literature, stratigraphic zonation and closed-boundary geobody facies mapping is tied to point-based facies mapping. Line digitisations more directly concentrate on the zone- and boundary transitions, and the modelling of boundary envelopes. The extracted stratigraphic line segments are to be directly imported in reservoir modelling software for surface interpolation, whereas the delineated sediment objects are measured and their shape properties documented for statistical shape replication in object-based modelling. Facies mapping on surface geometries, as presented to date, allows for geometrically precise and consistent geobody facies characterisation and their extrusion to deterministic volume objects [224].
Table 3.1: Overview of existing digital facies mapping approaches in office environments

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Stratigraphy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>boundaries:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lines</td>
<td>X</td>
<td>(GIS)/X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>straight planes</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>curved planes</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td><strong>Facies &amp; areas:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zones</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(X)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>point attributes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(facies)X</td>
<td>(facies)X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>suppl. information:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>glyphs</td>
<td>VRGS</td>
<td>VRGS</td>
<td>Hive, ArcGIS</td>
<td>?</td>
<td>LIME, RMS</td>
<td>ArcGIS, Petrel</td>
<td>VRGS, Petrel</td>
<td>CybMap, GoCAD</td>
<td>GoCAD</td>
<td>VRGS</td>
<td>LIME</td>
</tr>
<tr>
<td>system(s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3.2: Overview of existing digital facies mapping approaches in office environments

<table>
<thead>
<tr>
<th>Study</th>
<th>Dep. elem.</th>
<th>object boundaries:</th>
<th>facies &amp; areas:</th>
<th>textured elem.</th>
<th>geobody repr.:</th>
<th>system(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pringle et al. 2004 [238]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td>VRGS</td>
<td></td>
</tr>
<tr>
<td>Trinks et al. 2005 [293]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>VRGS</td>
<td></td>
</tr>
<tr>
<td>McCaffrey et al. 2006 [199]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Hive, ArcGIS</td>
<td></td>
</tr>
<tr>
<td>Labourdette et al. 2007 [165]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>Enge et al. 2007/10, Rittersbacher et al. 2014 [88, 89, 252]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LIME, RMS</td>
<td></td>
</tr>
<tr>
<td>Olariu 2011 [224]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cyb.Map., GoCAD</td>
<td></td>
</tr>
<tr>
<td>Richet et al. 2011 [246]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>GoCAD</td>
<td></td>
</tr>
<tr>
<td>Hodgetts et al. 2013 [125]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>VRGS</td>
<td></td>
</tr>
<tr>
<td>Eide et al. 2014/16 [84, 86]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LIME</td>
<td></td>
</tr>
</tbody>
</table>
3.4 Facies interpretation capabilities of existing software

The presented application cases relate back to the different forms of surface modelling and representation: The point set representation on which Virtual Reality Geological Studio (VRGS) operates allows for flexibility in the facies mapping, but suffers from the geometric drawbacks of point sets (such as the comparably large size of the model and the lack of connectivity between the vertices). This prohibits the extrusion of the facies and sedimentary objects into 3D volumes. LIME, which is based on textured polygonal soup-surfaces as DOMs, allows a very precise delineation of objects, supported by high-quality photo textures that ease the interpretation. Due to its limitation of polygonal line modelling though, the described envelopes can not be extruded into 3D geobodies and external tools are necessary to model surfaces (such as stratigraphic bedding). GoCAD works on the basis of PLC surfaces derived from geometrically-consistent point-sampled surface triangulation, but optionally also operates on the underlying point set representation of the DOM. This allows for flexibility in the facies mapping and, crucially, the extrusion of facies and objects into 3D [224].

3.5 Conclusions for the development of mobile interpretation software

With respect to the development and extension of the available techniques for digital facies mapping and interpretation on mobile devices in the field, there are several points to consider from this overview.

First, the digital interpretation of facies and stratigraphic units can be done directly on the underlying point set that results from the DOM acquisition process. This way of interpretation, on the other hand, is tightly connected to an interpretation procedure of point sets in 3D space. Whilst possible to realize, dedicated ways of interaction then need to be developed for mobile devices so to facilitate an easy and intuitive interpretation interface. Free-form 3D space navigation within physically-challenging outdoor environments on small-screen displays of mobile devices is specific to outcrop studies for field geology and demands fine-tuned interaction approaches.

Second, a facies mapping method that a larger geological community is accustomed with is line digitisation, which can be simply integrated in mobile devices applications. Such line digitisation can also be done on 2D images, where the delineating lines are subsequently projected on the underlying 3D surface of the DOM [50]. The challenge remaining in this approach is to find a precise and robust method for registering the images and their 2D interpretations to a 3D surface model. This challenge is covered in detail in this dissertation.

Third, surface-based interpretations in their soft-link form can also be incorporated in the illustrated mobile devices approach. Surface-based interpretations in their hard-link form require again a more involved 3D interaction and a constant interplay with the 3D surface DOM.

A final point of consideration for the development of visual techniques for field geology is to provide a fluent and simple data transfer of the interpreted structures from the mobile device to available desktop tools. The interpretations that are made in the field are potentially coarse and subject to refinement in an intermediate stage between fieldwork and reservoir modelling. It is therefore advantageous to provide a simple export- and import interface of interpretations to existing digital outcrop modelling packages, such as VRGS, LIME or GoCAD.
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ABSTRACT:
Adding supplementary texture and 2D image-based annotations to 3D surface models is a useful next step for domain specialists to make use of photorealistic products of laser scanning and photogrammetry. This requires a registration between the new camera imagery and the model geometry to be solved, which can be a time-consuming task without appropriate automation. The increasing availability of photorealistic models, coupled with the proliferation of mobile devices, gives users the possibility to complement their models in real time. Modern mobile devices deliver digital photographs of increasing quality, as well as on-board sensor data, which can be used as input for practical and automatic camera registration procedures. Their familiar user interface also improves manual registration procedures. This paper introduces a fully automatic pose estimation method using the on-board sensor data for initial exterior orientation, and feature matching between an acquired photograph and a synthesised rendering of the orientated 3D scene as input for fine alignment. The paper also introduces a user-friendly manual camera registration- and pose estimation interface for mobile devices, based on existing surface geometry and numerical optimisation methods. The article further assesses the automatic algorithm’s accuracy compared to traditional methods, and the impact of computational- and environmental parameters. Experiments using urban and geological case studies show a significant sensitivity of the automatic procedure to the quality of the initial mobile sensor values. Changing natural lighting conditions remain a challenge for automatic pose estimation techniques, although progress is presented here. Finally, the automatically-registered mobile images are used as the basis for adding user annotations to the input textured model.

1. INTRODUCTION

Textured surface models are used in a widening range of application domains, such as urban planning (Semmo and Döllner, 2015), cultural heritage (Potenziani et al., 2015), archaeology (Van Damme, 2015) and geological outcrop modelling (Howell et al., 2014, Rarity et al., 2014). After a model has been captured, often by means of terrestrial laser scanning (TLS) or photogrammetry, it may be desirable for domain experts to supplement the model with novel images to make initially-hidden features visible, or to add annotations. In the geosciences, researchers are often interested in annotating and interpreting available models for communicating insights, highlighting data anomalies and regions of interest, or for further processing in application-specific workflows. With recent advances in mobile devices (e.g. tablets, smartphones), the possibility for users to capture new images and create annotations using this new colour information is becoming increasingly important. Retexturing models, introducing supplementary textures, or annotating (i.e. interpreting, mapping) 3D structures in novel 2D images is based on retrieving accurate exterior orientations using Image-to-Geometry registration. Available tools to obtain the pose of a captured image commonly rely on complex, time-consuming, perceptually challenging and error-prone manual 2D–3D registration methods. This leads to a bottleneck in geoscientific workflows.

The goal of this study is to improve Image-to-Geometry registration for application workflows, by obtaining exterior orientations through reliable automatic- or less error-prone manual procedures. Automatic pose estimation is a traditional photogrammetric research topic, where recent approaches provide applicable poses if initialised with coarse approximations for position and orientation. This paper presents an extension to automatic Image-to-Geometry procedures using the in-built sensor data from mobile devices, as well as a novel approach for manual registration, taking the perceptual challenges into account, as a robust automatic backup. This manual approach makes use of standard mobile device user interfaces (smartphones and tablets), which are centered around touch-based, visual, and immediate feedback interaction using fingers or a stylus. The applicability of the proposed techniques is evaluated in detail on urban- and geological case studies, focusing on the achievable accuracy, sensitivity to user-defined parameters, and success in challenging imaging conditions. The impact of the proposed approaches to the tasks of model retexturing and 2D–3D annotation is discussed in the final section of the article.

2. RELATED WORK

A vast body of literature is available on Image-to-Geometry registration. This is commonly a multi-stage process, consisting of coarse estimation followed by fine alignment. A generic setup starts with an image or a collection of images, capturing a scene from varying, unknown angles and positions (possibly without overlap) relative to geometric data. The algorithmic goal is to recover each camera’s exterior orientation parameters (i.e. pose). Camera parameters such as focal length and CCD chip dimensions are directly obtained during the photo capturing (e.g. using EXIF tags), or pre-calculated for static lens configurations (e.g.
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Several registration approaches, emerging from recent advances in computer vision, are further discussed. We refer to the review of augmented reality (AR) pose estimation (Nöll et al., 2011) for further details. Our study objective differs from AR requirements, as marker-based pose estimation is often not viable in a geoscientific setting, due to general difficulties of placing targets in remote and inaccessible natural environments.

2.1 Manual, Correspondence-Based Methods

Manual approaches rely on user-defined image–geometry point correspondences. Spatial resection (Moffitt and Mikhail, 1980) and Direct Linear Transform (DLT) are classic, correspondence-based photogrammetric techniques for pose estimation. Tsai presented a camera calibration technique that incorporates extraction of position and orientation in its solution, giving a lower point bound for a robust pose estimation (Tsai, 1987). Non-linear global optimisations, such as Levenberg-Marquardt (LM), generate numerical approximations of the exterior orientation parameters. Recent analytical solutions (Lepetit et al., 2009) to the Point-n-Perspective (PnP) estimation (Quan and Lan, 1999) give robust, real-time estimates. Existing challenges for correspondence methods are the provision of accurate, well-distributed 3D markers for each camera view, and user-friendly methods for defining correspondences. Current registration software (Chen et al., 1997) and commercial tools demand correspondence definition in 3D, which is perceptually problematic to novice users (Brunner et al., 2003), and therefore time-consuming, error-prone and inefficient. Correspondence-based methods are incorporated in complex algorithms (Pintus et al., 2011, Sottile et al., 2010), or serve as a comparison baseline.

2.2 Statistical Correlation-Based Methods

Statistical correlation-based methods register unoriented images with a synthesised rendering of a surface geometry. This requires a coarse pre-registration to obtain approximate pose parameters for viewport definition and rendering. The photographs and synthetic images are then statistically evaluated (e.g. using information value and entropy) and their Mutual Information (MI) is iteratively maximised to obtain a pose (Viola and Wells, 1997, Maes et al., 1997). MI has computational advantages over comparable methods due to rapid image generation using computer graphics (CG) (Pluim et al., 2003), and is also used for the fine alignment in complex image registration frameworks (Corsi et al., 2013).

Hybrid methods combine the simplicity and accuracy of correspondence based approaches with the speed and robustness of statistical approaches. Mutual Correspondences is such a hybrid method (Sottile et al., 2010). The initially proposed algorithm minimizes the reprojection error between keypoints of the synthetic scene and a photograph, and maximizes their mutual information. A comparable algorithm minimizes the keypoints’ reprojection between the synthetic and real image with strict spatial correspondences, eliminating the need for MI maximisation (Bodensteiner et al., 2012). Both approaches depend on a priori coarse registration as initialisation, which is currently achieved via manual 2D–3D correspondence selection.

3. CONTRIBUTIONS

In this paper, we propose an extension to hybrid registration methods by using mobile sensor data as the coarse initialization for Image-to-Geometry fine alignment. The extension results in a computationally lightweight, ad-hoc, fully-automatic registration procedure that can be used during fieldwork. In addition, we propose a simplified, user-friendly manual registration approach on mobile devices by mapping the 2D–3D correspondence selection to a 2D–2D task, and by exploiting increasingly-familiar mobile device interfaces. The paper further includes an in-depth study of feature matching parameters and illumination influence on the automatic registration accuracy. A novel combination of keypoint detection algorithm and pose optimization parameters is introduced and tested, which improves image registrations with moderate illumination differences. The method’s applicability is demonstrated using case studies from urban- and geological field environments.

4. ASSISTED MANUAL REGISTRATION

Manual Image-to-Geometry methods are based on 2D–3D point correspondences, where the selection of occlusion-free and well-defined points in 3D can be problematic in natural scenes, particularly for novice users. In the presented workflow, 3D control points are defined as part of the surface model processing stage, prior to the model’s distribution to practitioners. Points are defined at multiple, expert-selectable scales (i.e. varying distances to the object under study), depicting visually prominent, easily-recognizable object segments with respect to the chosen view. These 3D control points are stored along with the surface geometry, essentially as part of the object’s metadata. Then, the textured geometry and control points are rendered from numerous viewpoints. While the viewpoints are currently selected manually, this process can benefit from automatic viewpoint selection algorithms (e.g. using MI (Feixas et al., 2009)) in the future. In this process, the control points are projected into the synthetic images as spherical glyphs, giving the basis for defining 2D–3D correspondences on the mobile device.

The rendered images and their point correspondences are loaded onto the mobile device for use by practitioners in their fieldwork. When capturing a new photograph from the in-built camera, the user selects one or more appropriate shared viewpoints. They are then prompted to define a 2D control point within the photograph using the mobile device interface shown in fig. 1. The interface then switches to the shared synthetic image, and the user selects the corresponding 3D control points as superimposed 2D marker on the rendered image. Because of selection inaccuracies on small screens, a distance-ranked marker list is created. Then, the closest non-occluded marker to the user-selected point is chosen as correspondence. The user repeats the correspondence selection until enough links have been defined for exterior orientation estimates (minimum of seven (Tsai, 1987)). Finally, the pose estimation proceeds according to a LM or Efficient PnP (EPnP) scheme using the defined correspondences.

Registering the image via point markers demands easily identifiable, relatively accurate and well-distributed control points. Inaccuracies in the point marking propagate to the final pose estimation. Though it is possible to use fingers on the touch screen for marking, a stylus-enabled device is advantageous for defining the correspondence.

5. AUTOMATIC REGISTRATION AND MATCHING

The proposed automatic approach extends former pose estimation research, based on a Random Sampling Consensus (RANSAC) scheme of LM pose estimation using Scale-Invariant Feature Transform (SIFT) points. In our method, features are matched between the captured camera photograph and a rendering of the existing textured model, which delivers the 3D reference points. We use
5.2 Image Synthesis

Using the given textured surface model and the initial pose, a synthetic image is generated on the Graphics Processing Unit (GPU) of the device using off-screen rendering. Camera interior orientation is used as input for the viewport definition. Furthermore, the utilization of the GPU allows adapting certain image parameters (e.g., contrast, brightness, gamma function) in real-time using post-processing shaders, which is potentially beneficial to the feature detection and mapping process reported later.

5.3 RANSAC-Based Pose Refinement

After obtaining the photo and the corresponding synthetic image, a feature detector (e.g., SIFT [Lowe, 2004], Speeded-Up Robust Features (SURF) [Bay et al., 2006], Maximally Stable Colour Regions (MSCR) [Forsén, 2007]) extracts 2D keypoints and descriptors. These descriptors are matched using symmetry- and homography constraints. Using raycasting, 3D points are obtained for matched keypoints in the photo. A PnP RANSAC scheme uses the 2D-3D correspondences to compute a pose. The pose with the biggest support is iteratively refined using LM. An example comparison between the captured photograph, the initial mobile sensor pose and the refined position and orientation is shown in fig. 4.

Figure 3: Schematic of coordinate systems defined in the Google Android operating system (a and b)\(^1\), and the system used later in this article (c).

Because of the low quality sensors commonly built into mobile devices, initial pose errors originate from both GPS and orientation measurements. A detailed overview of mobile device sensors and their calibration, error sources and error margins is available in the literature (Blum et al., 2013).

\(^1\)GPS Status & ToolBox for Android  http://play.google.com/store/apps/details?id=com.eclipson.gpsstatus2

Figure 4: Comparative image series between a captured photo (a) and its corresponding synthetic images using the initial pose (b) and the final pose (c) after optimisation.
6. EXPERIMENTS

The focus of the experiments is to assess the advantages and disadvantages of the automatic registration relative to manual Image-to-Geometry registration methods that are currently in use. Our interest is i) on the usability and sensitivity of mobile sensor pose input to the final registration, ii) the impact of tunable parameters during the image matching and pose estimation, and iii) the impact of changing lighting conditions on the final external orientation parameter accuracy.

The assessment uses two different datasets, both derived from time-of-flight TLS using the Riegl VZ-1000. The “Bryggen” dataset represents an urban use case, comprising the UNESCO World Heritage Site late-medieval wharf of the former Hanseatic League in Bergen, Norway. The objects of interest within the Bryggen dataset were captured in high detail and consist of well-defined, easily-recognisable shapes. A challenge of the dataset is that image information contain reoccurring patterns (e.g. shop insignia, wood-panel facades), which can lead to mismatches of local image feature descriptors. Fig. 5 shows a captured dataset as coloured point set and textured surface model.

The second dataset, “Mam Tor”, is a geological outcrop in the Peak District, Derbyshire, UK, with relevance for geological mapping. The area consists of a hillside with exposed sedimentary strata. The section of interest covers 280 metres (lateral) by 140 metres (vertical). Compared to the Bryggen dataset, less detail is available over comparable areas. In addition, the less well-defined object shape creates major challenges for the registration, as does vegetation within the scene and differing lighting conditions between textured model and mobile device image captures. Figure 6 shows the captured textured surface model and a selection of mobile device images to be registered.

The image texture is captured in both cases using a scanner-mounted, calibrated Nikon D800E camera. The laser-generated point set is processed according to established workflows (Buckley et al., 2008, Buckley et al., 2010), resulting in a textured triangulated irregular network (TIN). The image dataset for benchmarking the accuracy assessment is taken from the mounted Nikon camera with calibrated Nikkor 85mm prime lens (resolution: 7360x4920 pixels), while the mobile images are captured with a Google Nexus 5 smartphone (resolution 3262x2448 pixels).

Bryggen World Heritage Center - http://whc.unesco.org/en/list/59

Figure 5: Rendering of the Bryggen dataset as coloured point set (top) and textured surface model (bottom), stretching along 40 m laterally. The green markers (top) highlight 3D control points for manual registration procedures.

Figure 6: Overview rendering of the Mam Tor dataset as textured surface model (top, scale included) and a selection of supplementary photos to be incorporated (bottom).
In the presented experiments, manual control points are evenly distributed in the image plane, ignoring extremely close- and far range areas in the image’s depth plane (see fig. 5 top for Bryggen and fig. 7(a) for Mam Tor). Automatic control points are reasonably well-distributed, though mainly cover the exposed rock areas rather than vegetated slopes. Foreground objects receive the majority of control points due to their more distinct feature separation (as in fig. 7(b)). The orientation optimisation process does not demand strictly even distributions, although the control points need to represent variation within all three dimensions. Also, the point distribution should not be collinear.

Figure 7: Comparison of manual (a) and automatic (b) control point distributions.

6.1 Accuracy Assessment

Images and pose parameters from the calibrated, scanner-mounted, globally-referenced camera serve as baseline for comparing other registration algorithms. The Bryggen dataset is used for the assessment due to its simplicity and accessibility. The mounting registration is compared to poses obtained via spatial resection, the proposed manual method using the projected markers in fig. 5, and the automatic registration with optimised parameters. The comparison metrics include the image reprojection error $\Delta p_{px} [px]$ of pre-defined markers (see fig. 5), the rotational deviation of the orientation quaternion $\Delta \vec{q}$, and the translational deviation of the position $\Delta f[m]$. The deviation quaternion $\Delta \vec{q}$ is split into view direction vector $\Delta \vec{q}_v$ and view roll $\Delta \varphi(q)$, which is similar to the mobile device screen orientation. The clamped roll $\Delta \varphi(q), \{-\pi, \pi\}$ is measured in $rad$, the direction vector $\Delta \vec{q}_v$ is unitless. The experiment results are given in tab. 1. The measured reprojection error for the baseline, camera-mounted configuration is due to the 2D-3D correspondences being human-selected within the photograph and the original lidar pointset, which means their selection accuracy is subject to human perception limitations. The automatic registration uses the default SIFT parameters by Lowe (2004) for feature matching in this experiment.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value range</th>
<th>std. value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_f$</td>
<td>[0.85 : 0.01 : 0.99]</td>
<td>0.92</td>
</tr>
<tr>
<td>$d_H$</td>
<td>[0 : 0.3 : 15]</td>
<td>7.5</td>
</tr>
<tr>
<td>$r_d$</td>
<td>[0.55 : 0.01 : 0.84]</td>
<td>0.7</td>
</tr>
<tr>
<td>$E_p$</td>
<td>[0.5 : 0.5 : 0.8]</td>
<td>2.0</td>
</tr>
<tr>
<td>$r_p$</td>
<td>[0.5 : 0.02 : 0.8]</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Table 2: Overview of studied parameters, value ranges (given in the format of $[v_1 : \Delta v : v_N]$), and empirical standard values.

Byggen

The influence of each parameter on the final pose quality is studied by observing the average pixel reprojection error, the average number of detected points, and the average percentage of correct correspondences. Based on the experiments (assessing each independent parameter combination for five Nexus 5 images of Bryggen), the following behaviour can be observed:

- the confidence ratio $c_f$ is a stable parameter with moderate influence, while generally higher ratios result in better correspondences;
- the homography distance $d_H$ is an unstable parameter with minor influence (weak correlation);
- the feature ratio $r_d$ is a stable parameter with significant influence (strong correlation, see fig. 8(a)), where larger values yield better estimations;
- the allowed point reprojection error $E_p$ (within the studied boundary) is an unstable parameter with significant influence;

6.2 Parameterization Sensitivity

The objective of the parameterization study, carried out on the Bryggen dataset, is to assess the impact of parameter variations in the keypoint matching and pose estimation procedure. The applied algorithm for feature detection and description is SIFT. The impact of SIFT internal parameters for keypoint matching has been assessed by Sima and Buckley, whose results are also applicable to the overall pose estimation (Sima and Buckley, 2013).

First, SIFT features are extracted in the photo and the rendered image using the method’s default settings. In a second step, the two closest features are matched for each keypoint of one image within the respective other image. In step three, a ratio test is applied comparing the descriptor distances of both closest features. If the ratio between both distances is less than ratio parameter $r_d$, the matching is preserved. In step four, we assure a symmetric match between both image keypoints, reducing the closest two matches to one unique mapping. In the final step, the homography transformation is extracted from the matched keypoint pairs (introducing a confidence ratio parameter $c_f$), and only keypoints within a distance to the epipolar line $d(P, c) \leq d_H$ are kept (with $c$ being the epipolar line, $P$ being a keypoint of the image in question, and $d_H$ being the user parameter to study).

The RANSAC-based pose estimation procedure is controlled by the minimum point reprojection error $E_p$, which defines the optimisation target, the target ratio of inlier points after reprojection $r_p$, and the maximum number of iterations. The pose optimisation ends when the target ratio of 3D control points is within the given minimum reprojection error, or the maximum number of iterations is reached. In our experiments, the maximum number of iterations is fixed to 500. Table 2 shows the assessed value range for each parameter.

Table 1: Comparative accuracy of camera mounting, manual- and automatic registration with respect to $\Delta p_{px}$, rotational errors $\Delta \vec{q}$ and $\Delta \varphi(q)$, and $\Delta f$.

<table>
<thead>
<tr>
<th>method</th>
<th>$\Delta p_{px} [px]$</th>
<th>$\Delta \vec{q}$</th>
<th>$\Delta \varphi(q)$</th>
<th>$\Delta f [m]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>mounting</td>
<td>35,21</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>spat. resection</td>
<td>32,42</td>
<td>0,00091</td>
<td>0,000738</td>
<td>0,053</td>
</tr>
<tr>
<td>manual reg.</td>
<td>43,35</td>
<td>0,01419</td>
<td>0,00197</td>
<td>0,080</td>
</tr>
<tr>
<td>automatic reg.</td>
<td>28,75</td>
<td>0,00021</td>
<td>0,00028</td>
<td>0,034</td>
</tr>
</tbody>
</table>
the target point inlier ratio \( r_p \) is a stable parameter with minor influence (weak correlation, see fig. 8(b)), where the studied value range always resulted in a applicable pose estimates. The trend of retrieved number of points and inlier percentage depicted in fig. 8 is representative for comparable radiometric setups of registering natural scene images.

- a parameter optimization, as given in this study, can yield registration accuracy improvements on a per-dataset basis.

### 6.3 Lighting Sensitivity

Using the Mam Tor dataset, we can assess the impact of lighting conditions on the automatic registration, as two image sets, captured in different field campaigns (March and September 2015), are available. Lighting conditions have a major impact on the registration due to the feature descriptor extraction and matching. In the first assessment, we use the March dataset, which was captured simultaneously with the textured model in identical lighting conditions. The September dataset consists of 20 images captured in different field campaigns (March and September 2015), acquired via mobile devices, at equal lighting conditions. The automatic procedure is able to retrieve acceptable poses for all ten images, acquired via mobile devices, at equal lighting conditions on the automatic registration, as two image sets, captured in different field campaigns (March and September 2015), are available. Lighting conditions have a major impact on the registration due to the feature descriptor extraction and matching. In the first assessment, we use the March dataset, which was captured simultaneously with the textured model in identical lighting conditions. The September dataset consists of 20 images captured in different field campaigns (March and September 2015), acquired via mobile devices, at equal lighting conditions. The automatic procedure is able to retrieve acceptable poses for all ten images, acquired via mobile devices, at equal lighting conditions.

The automatic procedure is able to retrieve acceptable poses for mobile device images when lighting conditions were significantly different to the textured model input images. Moreover, due to rainfall in preceding days, the mudstone beds in the outcrop are significantly darker in colour. Keypoint matching and pose retrieval failed with the optimised parameter set of sec. 6.2, as shown in fig. 9(a). We apply a gamma adaptation as a post-processing shader to the synthetic image because of the stronger reflectance of the rock. This improves the keypoint matching, though pose extraction still fails (see fig. 9(b)). Only by applying the post-processing and changing the keypoint extraction to MSCR - a feature extraction algorithm considering colour information instead of just greyscale values - the automatic procedure is able to retrieve an acceptable pose for 4 out of 20 images, as shown in fig. 9(c).

### 7. DISCUSSION

As can be seen from the measurements in sec. 6.1 and 6.3, all methods are able to retrieve accurate external camera parameters with a reprojection error of less than 1% of the diagonal image resolution, a positional error between 8 cm (for calibrated, mounted, high-resolution camera images) and 9 m (for uncalibrated, noisy, handheld mobile device images), and accurate rotational parameters. Using the raw mobile device sensor data for image registration is insufficient, as this leads to positional errors in the retrieved pose of up to 45 m within the presented experiments. In urban environments, reoccurring texture patterns within the scene lead to some incorrect point correspondences being found. However, the automatic Image-to-Geometry registration is able to retrieve a pose closest to the fixed camera mounting, yielding the smallest reprojection error of all methods.

In the geological setting, mobile device images are easily registered using the novel manual registration approach. Particularly, with a growing number of images to register, the novel workflow promises significantly less processing time due to the simple 2D-2D matching. We observed that a trained operator takes close to 20 minutes for selecting the minimum number of correspondences per image (for PnP pose estimation), where the mobile device approach demands between 5 and 7 minutes per image. The automatic registration is able to consistently estimate acceptable pose parameters for mobile devices images when the lighting conditions of the textured surface model and the acquired additional images are similar. The major issues for the automatic registration are twofold: First, the acquired GPS position data are often inaccurate using the built-in sensor. Using the GPS data demanded visual checks and minor manual corrections before running the automatic registration. Apart from insufficient GPS reception and noise, a major error source (and thus source of correction) is the lack of a built-in geoid model for referencing altitude measurements relative to the orthometric textured model. In the future, this can be bypassed by including a geoid model or snapping the height value to a local elevation model. Secondly, changing lighting conditions are largely problematic to feature-based pose estimation, where the use of colour feature descriptors and appropriate post-processing shaders improve the process to a certain degree. Still, more significant improvements...
Figure 9: Results of pose estimation for changing lighting conditions for SIFT with default parameters (top), SIFT-optimised (middle) and MSCR-optimised (bottom) keypoint matching. Each example shows the mobile sensor-based rendering (left), the captured mobile image (middle), and their 2D correspondences, and a rendering from the calculated pose (right). With successful pose estimation, the viewport of the right-hand image should match the input photograph (middle).

are potentially to be gained by using the available geometry information for combined statistical pose estimation (Sottile et al., 2010).

The resulting exterior orientation parameters of the presented methods can be used in the projective mapping of areas of interest, such as sediment bedding and faults in geological applications (see fig. 10), as well as for adding new images to the existing textured models (fig. 11). This can be useful where initial texture quality is poor (lighting conditions, obliquity or low resolution) or 2D features have changed since the initial 3D model acquisition (new coat of paint for the urban environment). For the latter, the registration procedure is flexible enough to also register handheld, consumer-grade or SLR camera images to a given textured model (on desktop computers), thus replacing the need for a lengthy manual registration of additional photographs: a user can manually define a small number of coarse overview poses and link them to the freely-captured images. With these coarse initial pose estimates, the proposed automatic Image-to-Geometry procedure is able to automatically register the images, leading to a significant reduction in manual input for texturing workflows (Sima, 2013).
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Chapter 8

Discussion

The discussion concludes this dissertation by returning to the initial research question and challenges stated in section 1.5. Subsequently, some technical challenges are explained that persist beyond the presented research period. Although these challenges need to be addressed, approaches to deal with them are already known. Therefore, it is not a lack of knowledge but the issue of implementing the known approaches that prevents further research along related directions. These technical challenges are largely solvable by engineering efforts. After the technical challenges, a larger passage is discussing the applicability of the visual techniques, presented and developed within this work, to petroleum geology as well as other geoscience disciplines. A final section discusses future research directions based on the knowledge and prospective future developments that have their foundations within the introduced visual, statistical or geometric methods of this thesis.

8.1 Research Conclusion

The introduction to the thesis states in section 1.5 a list of expected challenges that are to be addressed within this research. One of the challenges was to optimise the available 3D surface geometry for its presentation and interpretation on mobile devices. As section 1.6 states, limits for the robust and fluent presentation of DOM data on mobile devices have been determined. Mobile device limitations are discussed in detail in section 8.2 of this chapter. Furthermore, the conference paper in appendix A covers the performance and memory size limitations for DOMs in detail, with focus on its use for the interpretation mapping.

The next challenge is the capturing and co-registration of arbitrarily-positioned outcrop photos with an available DOM on mobile devices using the on-board sensor data. The image-to-geometry registration, particularly within realistic outdoor illumination settings, is the main subject within the scientific articles in chapter 4, 5, 6, and appendix A and B. Because of the limited computational capabilities available, a feature-based registration approach has been adopted within this research. Illumination conditions represented the one most-significant challenge during the registration, for which novel feature detection algorithms and a framework of visual influences proved advantageous for successively improving the image-to-geometry registration in real-world cases.

One final challenge estimated at the project start is the provision of intuitive, humanly-abstracted user interfaces that support interpretation purposes. A considerable amount of time was invested into the human-computer interface design of the Geological Registration and Interpretation Toolset (GRIT) application (see appendix G), but apart from the supportive interface for photo registration in chapter 6, the scientific output of GUI design is minor in com-
Discussion

Comparison to the invested time. The application lacks visual appeal, which can be remedied by graphical designers and illustrators in the future. The visual appeal of the standard graphical user interface (GUI) itself does not address a scientific challenge or provides novel computer- or geoscientific insight. Therefore, the time spent on GUI development is of limit value as publication material. Extended, smart interaction paradigms (in 2D as well as 3D) on mobile devices are human-computer interaction (HCI) research topics that still provide challenges for future ideas. The challenge of surface-constrained 3D navigation on mobile devices is further discussed in section 8.5.1.

Taking the research output of chapter 1 to 7 and the appendices as a basis, the main research question can now be addressed:

How can visual techniques, made available on mobile devices, support and improve geological fieldwork?

First of all, the mobile device apps that are made available outside the development within this thesis already contribute several visual techniques for geological field work. Apps such as FieldMove for geological measurements, Adobe Sketchbook for geological sketching and map creation, geological mapping services such as iGeology, and Strataledge as sedimentary logging application – documented in detail in section 1.4.2 – address specific tasks within geological fieldwork appropriately and in a visual manner.

The dominant use of mobile devices, for a larger part of the geological community, is the measurement of values such as strike and dip or the paleocurrent flow direction using FieldMove. Even though these applications catch the interest of domain experts with their simplicity and user friendliness, the calibration of the mobile device sensors is all too often neglected. An initial check and measurement synchronisation between the digital app and the physical compass at the start of the fieldwork activities is advised to verify the correctness of the measurement instrument. Another issue with field measurements is the integration of these small measurement tools into the larger geological workflow. The measurement’s best export option are Google Maps or Google Earth-projectable tabular information. The acquisition of the field measurements is technically very simple and yet so fundamental to subsequent geomodelling steps that it should be possible to export the data into wide array of open formats consumable by various desktop applications.

Sedimentary logging applications have shown potential for their more rapid adoption by geologists due to their obvious digital advantages to paper-based logging (i.e. multi-page fieldbook drawings and the inflexibility for corrections and modifications). Recent developments in LIME allow the quick import of the logs as images and their mapping on the digital outcrop face, as shown by J.R. Mullins in the paper of chapter 7 on the Whitby case study. A brief comparison between Strataledge and SedMob resulted in Strataledge being the geologists tool-of-choice because of its advanced, highly organised layout that shared many similarities with the quasi-standard of fieldbook sedimentary logs. An issue that currently prevents the wider spread of sedimentary logging apps is their limited data export capability, as already mentioned for sensor logging. A smaller set of geologists adopted sketching and drawing applications in their normal field workflow, which is still preferably done on pen-and-paper by a majority.

The pivot challenges covered by this thesis is the (semi-)automatic mapping of 2D interpretation sketches onto DOM surfaces. The successful methods presented in the main part of the thesis allow for a quick transition from field observation to digitally-documented interpretation. Their integration by import- and export functions to LIME allows to enhance previous DOM workflows [84,88,252] for converting outcrop data into reservoir modelling supplements.
for object-based modelling. Object-based modelling is currently still the dominant method to generate MPS TIs from outcrop interpretations.

One of the largest obstacles for a wide-spread adoption of mobile devices by field geologists is the lack of mutual data format support and interoperability. Data that is being measured, logged, drawn and defined on mobile devices in the diverse collections of apps is shared via online storage services. It demands furthermore commitment, especially by expert software development companies for field-geology tools such as Midland Valley and Endeeper, to open data exchange formats and standards. Examples of open data formats for specific categories of collected information is given in the following list.

- Extensible Markup Language (XML) for workspace information and generic data that have no further correspondence

- Scalable Vector Graphics (SVG) for 2D vector data

- Geography Markup Language (GML) or Keyhole Markup Language (KML) for 3D vector data, such as: DOMs, line & polygonal interpretations

- Stanford polygonal file format (PLY) for surface data in 3D

- JPG or PNG for low-/mid-resolution 2D raster images

- TIFF for high-resolution 2D raster images

The outlined issue of exchange formats is addressed on various smaller scales within this research and the development of GRIT. The paper of appendix D describes in detail how to store large surface geometries within the GML format. It shows the rendering of the GML-stored information within several geospatial information systems, such as ArcGIS. The potential of the use of open data formats for surface models is evident from the cadastral case study. The paper also illustrates how to store split geometry within GML in multiple levels of detail, addressing some limitations further explained in section 8.3. A drawback of GML is its inadequate support of surface texturing from related imagery, but such extensions to the format can be officially proposed at the Open Geospatial Consortium (OGC).

The rendering capability for DOMs within GRIT, demonstrated in the articles of the main section, is also achievable on smartphones (as shown in appendix A and fig.8.1), but 3D data processing drains smartphone batteries much quicker than for tablets. Furthermore, the NVIDIA shield tablet (being developed by a GPU manufacturer) demonstrates the cutting-edge in 3D mobile graphics processing performance, which is necessary for displaying the large 3D surface models in geology.

In conclusion, the support for various file formats and the guarantee of interoperability between mobile device and desktop software is of key importance for geologists in the adoption of new technology. Extending mobile device applications (e.g. GRIT, Sketchbook, Dabbler, Strataledge and FieldMove) towards this interoperability goal is not a scientific inquiry but an opportunity for engineers in the future, in particularly with respect to the commercialisation of research prototypes.
Figure 8.1: Proof of concept, showing the rendering of digital outcrops on tablets and smartphones directly on the device.

8.2 Limitations of Mobile Device Technology

8.2.1 Graphics

The current graphical capabilities that can be realised on mobile devices is highly dependent on the hardware aspect of the technology (e.g. component layout of the device, chip technology, manufacturer). Existing DOMs within databases such as SAFARI can be used, in some cases, directly and without modification on very few devices, such as the NVIDIA Shield tablet used in this research. Most application domain experts potentially have a wide range of devices with varying technical capabilities.

A first issue commonly encountered when developing graphics applications for different devices is the support for image textures. Texturing relies on a large instruction set for GPUs, related to texture compression, multiple texture projection setting, and blending options between image texture and vertex attributes for colouring (i.e. scalar- and colour attributes, material properties). The instruction set on mobile devices is drastically limited for reasons of miniaturisation (i.e. shrinking the GPU integrated circuit to fit into the mobile device and to reduce heat radiation). Thus, discrete cosine transform (DCT)-compressed textures, commonly used on traditional desktop computers, are often not supported on smartphones and tablets. Other texture-related techniques such as environment mapping projection are also not part of the standard GPU instruction set on mobile devices.

Another problem is the limited internal memory size and main memory of mobile devices. The internal memory size is often given as technical detail for each device and currently ranging between 16GB and 128GB. The main memory is originally unrelated to the internal memory size. As an analogy for desktop computers, the main memory in both devices describes the same chip, which is a dynamic RAM (DRAM) connected to the main processor. The internal memory of mobile devices maps to the harddrive built into the computer. External memory of mobile devices maps to external harddisks. In practice, there is a connection between internal memory and main memory due to the swap memory or pagefile, which is an extended space of the main memory in the internal memory. The technical details are important as 3D graphics performance (i.e. render speed; refresh rate) relies on main memory,
where the geometric data reside. Therefore, devices with larger internal memory are beneficial to graphics. As an example, the GRIT application has been tested for the Google Nexus smartphone described in section 1.2.3 and a recent Samsung Galaxy device with both equal internal memory deliver comparable graphics performance, whereas the NVIDIA Shield tablet is an order of magnitude faster in graphics performance having only double the available internal memory. In terms of DOMs, the NVIDIA tablet can display up to three million triangles interactively, while the Google smartphone and the Samsung tablet reach their limit of interactive DOM display at around 150,000 triangles (5% of the NVIDIA performance). Therefore, determining an optimal size of a DOM for a large audience is logistically and technically problematic.

Moreover, the memory issue is probably not going to disappear by future advances in the manufacturing technology of mobile devices without compromises in battery consumption and application operation times. The amount of internal random access memory (RAM) is closely connected to the problem of power consumption. The rapid static memory (SRAM), which is integrated into the mobile device CPU, needs to be periodically charged to update the memory state (electronic principles of computer architectures and memory technology, see [22]). Therefore, CPU-integrated, fast SRAM actively consumes energy at any time the device is physically switched on, which in return results in a trade-off limit between internal RAMs capacity and minimum operation time within the battery capacities of a given device. As an overall conclusion, waiting for future-generation mobile devices is probably not completely removing memory capacity limitations and 3D graphics rendering speed, although the problem will be reduced. The data size of 3D surface models will arguably persist as a limiting factor.

8.2.2 Sensors

The presented approaches for photo-registered interpretation rely strongly on mobile device sensor data, such as the magnetometer and the GNSS receiver. The academic paper contributions presented in chapters 4, 5 and 6 as well as appendices A and B highlight the application challenges of the provided, inaccurate mobile sensor data. Smartphones and tablets allow to determine the position and orientation of device around the globe without WiFi reception, but the quality and accuracy of the received information varies considerably. Blum et al. [21] provide an in-depth overview of mobile device sensor precision and limitation in urban environments. Sensor accuracies are also further discussed by Clegg et al. [56] in an extended review of geological field application software. Recently, the accuracy of mobile device sensors have been assessed case studies on structural geology for feature orientation measurements [51,218], highlighting reliability and variability issues. One reason for the lack of accuracy is the use of consumer electronics in mobile devices and their condensed layout within mobile devices, the latter of which leads to electromagnetic interference between the device’s components. Another problem specific to geo-localisation during fieldwork is the generic frame within which the data are obtained and valid.

In the experiments conducted within this research, we rely on the internal, standard global positioning system (GPS) signal. GPS signals are known to be insufficiently accurate. The Android computing platform provides an accuracy approximation measure on signal reception. This accuracy value is reasonable for the lateral geo-position, though still deviates by up to two metres itself. The phenomenon has been observed during the research period by experimentally comparing reference points on the lidar-derived surface with GPS sensor data from the field, which are internally fixed to a maximum reception deviation of three metres. Within these experiments, the sensor data varied up to eight metres (absolute value). Vertic-
ally, the provided accuracy measure is wrong, as the internal GPS raw data from the satellite (i.e. the altitude) has a measured standard deviation of tens of metres up to a hundred metres, as shown in chapter 6. In all measured cases, the accuracy approximation of Android was assured to be three metres or less. A commercial solution to the accuracy problem is the usage of differential GPS (dGPS) in field geology [127], which provides centimetre accuracy [187]. This solution has not been considered within the thesis, as the costs of dGPS devices prohibit a wide-spread use during normal fieldwork. Additionally, the field equipment of dGPS (e.g. antenna and receiver pack) would remove the advantages of mobility and flexibility in the field gained by using mobile devices. Instead, DEMs have shown to be a vital source of supplemental information to correct for GNSS inaccuracies, as discussed in chapter 6.

An intuitive, simple solution to improve sensor accuracies is to internally track the raw data of GNSS and magnetometer over time to provide smooth, average-filtered positional values. Although intuitive, the solution comes with a significant drawback: physical sensors, such as GNSS and magnetometer, are the most battery-consuming hardware components of mobile devices. The case study of Brimham Rocks (as shown in section 1.6) quantifies the battery consumption problem. During the fieldwork at Brimham Rocks, the objective was to obtain a maximum number of supportive outcrop images for their subsequent interpretation and mapping. In order to stretch the battery runtime, a strict battery management was applied, the screen illumination has been reduced to a minimum, 3D surface data access modules have been switched off, and the mobile sensors were set to be activated only upon request (i.e. upon picture acquisition). The batteries of the NVIDIA Shield tablet and the Google Nexus 5 smartphone were emptied multiple times, each individual time between full- and empty charge lasting 0:50 to 1:20 hours. For common fieldwork activities, this is already a significant restriction. If less care is taken to minimize memory consumption and if possibly tracking the sensors continuously, the battery of each device could be emptied within approximately 25 to 35 minutes, which is not acceptable for field geology instruments.

Apart from electronic hardware improvements by mobile devices manufacturers, the use of coarse DEMs has shown to be a practical solution to reduce altitude errors in the positioning. Furthermore, improved signal processing and sensor fusion (e.g. real-time kinematic (RTK) libraries26) lead to more accurate sensor data – at the expense of higher battery power consumption.

8.2.3 Software

Despite the discussed hardware problems and limitations, mobile device hardware is very powerful considering the small form factor (i.e. physical size of the device) and also comparing it to previous, portable computing equipment (e.g. laptops, notebooks, field computers). From a hardware point-of-view, even complicated software and algorithms that demand massive calculations (e.g. SfM, 3D modelling and VR) are possible to be developed on mobile devices in a prototypical manner, as presented in section 1.4.1. Therefore, there is no reason with respect to the integrated circuit architecture of mobile devices that prohibits the implementation of physical simulations, facies-based reservoir modelling or 3D volume analysis in prototypical manners and on small scale examples in the future. Data size, as a result of scale, is a considerable limiting factor, as previously discussed in section 8.2.1.

Basic computer vision and 3D rendering libraries (e.g. OpenCV27 [142] and OpenSceneGraph28 [306]) have been implemented and extended by this thesis’ author for mobile devices during development cycles of the three-year research period. During this development, the lack of

---

26RTKLIB - www.rtklib.com
basic calculation software largely prohibited further scientific advances on mobile platform applications. Most established scientific- and engineering software packages on desktop computers (e.g. Petrel and RMS, MatLab, ANSYS\textsuperscript{29}) rely on a complex system of software libraries, algorithms and technical contributions that developed over the past decades. Discrete algebra and analysis libraries, such as the linear algebra package (LAPACK) and basic linear algebra subprograms (BLAS), facilitate the execution of complex mathematical operations used in scientific applications. These de-facto standard libraries are not available or accessible on mobile devices. In order to see more sophisticated applications appearing for mobile devices, trusted and applied to real-world challenges by both the scientific community and the commercial sector, these standard libraries need to be made available and accessible to developers in the future. It is particularly important for geoscience applications that rely statistical calculations (e.g. MPS) on a large scale.

8.3 Remaining Technical Challenges

Several operational and technical limitations became apparent from the work during the research period, the tests of geological mobile device software and the re-formulation of available 3D surface DOMs. These are subsequently discussed. As the encountered issues are of technical or operational concern, various papers in existing literature discuss partial solutions that can be adapted to the given problems. The implementation of the available, proposed methods and algorithms within the literature is not trivial, but solving the technical details is to be covered by future engineering development.

8.3.1 Geometrically-consistent Modelling and Parameterization of DOMs

All datasets encountered during the research period are stored as textured surfaces of polygonal soups, as explained in section 1.3 and chapter 2. The boundaries of each polygonal soup correspond to a boundary of surface-parallel photo imaging plane and rarely to actual geometric boundaries, e.g. boundaries delimiting non-manifold surface regions. This way of geometry representation is advantageous for two scenarios: (1) the texturing of surface areas from a vast collection of corresponding photographs with a minimal requirement on texture units in a simple manner, and (2) a simple yet rapid extraction of 3D positions from 3D surface data, using ray casting and ray intersection. While the implementation and data structures for the data are kept simple and allow easy processing of their texture-mapped images in particular, there are several problems and drawbacks with this representation (see chapter 2).

The presented polygonal soup representation allows for the existence of holes within the geometry. During the experiments conducted in chapter 6 and chapter 7, it was recognised that missing geometry in the surface intersection of image salient points leads to issues for the image registration. More specifically, it leads to an unbalanced salient point sample distribution that results in translational offsets after the pose estimation of the images (consult section 4.4 of chapter 7 for details). This resulted, in the Whitby case study, in a vertical offset of up to 2 metres of the re-mapped geological interpretations, which is not within common tolerance limits for geological applications. As a comparison for the demanded mapping precision required within digital outcrop geology, see Buckley et al. [38]. Additionally, chapter 2 dis-

\textsuperscript{27}Open Computer Vision - http://opencv.org/

\textsuperscript{28}Open Scene Graph - www.openscenegraph.org

\textsuperscript{29}ANSYS Simulation-driven product development - http://www.ansys.com/
cusses in-depth the disadvantages of polygonal soups for volume geobody extrusion based on interpretation. A final drawback to be mentioned is that the splitting of geometry also leads to a split of the parameterization (i.e. the texture space). Several extensions to existing techniques based on image analysis have been internally proposed to elevate the geological capabilities of GRIT. They cannot be realised because the evaluation of local neighbourhoods (i.e. regions) around vertices is inconsistent due to the split (see fig. 2.5). It is, for example, rather simple to compute local edges along the outcrop so to highlight geobody boundaries. Because of the split geometry, the boundaries between the polygon sets themselves also appear as edges within texture space. This leads to confusion for the geologist observing the DOM, because some pronounced features within the outcrop do not correlate with any geological feature, as illustrated in fig. 8.2.

![original, textured DOM](image)

(a) original, textured DOM

![feature edges](image)

(b) illustration of "feature" edges

Figure 8.2: Illustration of feature edge appearance problem (in 3D space). Based on the original DOM (a), feature edges are extracted on the basis on dihedral angles (which correspond to edges in local parameter space). As seen on the filtered illustration (b), some edges correspond to geological features based on the outcrop’s geometry (black lines), while others are just due to geometric consistency errors shown in chapter 2 (red lines). As it is non-trivial to distinguish between both cases, a simple and direct application of visual analysis techniques inevitably leads to a confusing behaviour of the software for the domain expert.
The geometric inconsistencies and the discontinuity within the parametrization have implications for the target geological application and advanced interpretations techniques. The short-comings and inconsistencies can be neglected in simple workflows and case studies, but they have an impact on complex cases and future extensions (e.g. surface extrusion, facies mapping, numerical simulation).

For some technical illustrations and proofs-of-concept in chapter 1, the related DOM was completely reprocesses by means of accurate mathematics with the proposed workflow in chapter 2. The proposed workflow extends the current capabilities and does not replace or remove them, meaning that applications such as hyperspectral texture mapping (as in [38, 163, 271]) will continue to be possible within the novel approach.

8.3.2 Dynamic DOM Rendering for Large Models on Mobile Devices

During the experiments with GRIT on DOM rendering and the image-to-geometry registration, performance issues with respect to the rendering speed and the 3D reprojection have been experienced. The lack of performance in these cases is due to the memory limitations (section 8.2.1). The performance of the registration procedure alone can be simply improved by providing separate files for textured- and untextured surfaces. Bare 3D coordinate information can also be obtained from the untextured surface, saving a large amount of memory and possibly leading to improved performance. Another way to avoid the performance limit is a web-based rendering approach, which was out of the scope of this research due to fieldwork restrictions (see section 1.4.1).

A solution that was formerly introduced for memory-limitation problems of 3D graphics data on desktop computers can be adapted to solve the issue on mobile devices in the same way. The term dynamic data loading, which offers a solution to the rendering problem, refers to a variety of techniques to dynamically retrieve and suspend data relative to the current vantage point of the user within the virtual scene. Borgeat et al. proposed a Level-of-Detail (LoD) rendering technique for terrain models that is directly applicable to the rendering of DOMs [29]. Several further studies of LoD data structures appeared within the past decade [65, 186] and the technique found its application across all sciences that require the presentation of 3D data [20, 135]. Bettio et al. introduced compressed rendering to significantly reduce the memory requirements of 3D geometry [19]. Advanced compression techniques are typical initial engineering solutions to approach rising data memory requirements. Out of core rendering [298] is an extension to the LoD idea by (a) only loading the segments that are within the view of the spectator into the virtual scene, and (b) load different parts of the scene as different detail levels, so closer objects appear more detailed than objects further away [249, 288]. This principle was investigated by the candidate during the research period, specifically addressing how the technique can be embedded and realised in publicly available 3D geospatial rendering software with open data formats, such as GML. The results are presented as a summary in appendix D and in detail in the related article. A final interactive, quasi-limitless rendering approach is "rendering-on-budget", which measures the available rendering performance while displaying the data and, in subsequent render operations, optimizes the presented data fidelity to the available performance of the specific device [147, 254]. An out-of-core rendering technique is already available to the adjunct research group to realise full-scale display of DOMs via web interfaces. During the research, an out-of-core rendering approach by Kehl et al. [147] has been prototypically tested on artificial 3D surfaces (e.g. cubes and spheres) and is approved to work on mobile devices (see fig. 8.3). The realisation of the technique, on the other hand, demands the re-processing of available DOM data from the SAFARI database,
which has been avoided due to time constraints.

Figure 8.3: Proof of concept for out-of-core rendering running natively on mobile devices: Example of a synthetically-created sphere with a large, high-density point sample.

The workflow for using DOMs on mobile devices potentially benefits in multiple ways from the introduction of dynamic data loading. First, it leads to a significant rendering speed increase when displaying digital outcrops. Apart from the 3D surface geometry, the technique is equally applicable to the photographic surface texture to allow fine-grained quality control over the presented data. The increased responsiveness of the data display leads to a fluent 3D navigation, which may in return also allow to do the data interpretation in 3D within a more sophisticated approach. In the end, the smart data organisation reduces memory consumption and thus potentially reduces the power consumption of DOM mobile apps. The implementation of available techniques for DOMs on mobile devices is within reach of short-term extensions to GRIT.

8.4 Applicability to Geosciences

After having discussed the research results as well as the emerging scientific- and technical limitations in a critical manner, this section aims at the implications, extensions and applications of the presented research in petroleum geology, geology in general, and other branches of the geosciences.

8.4.1 Field-based Outcrop Interpretations

The research insights of this thesis are integrated in the GRIT application that allows geological interpretations in the field. A limited number of generic interpretation tools are offered to the geologists, due to the limited time frame of the project and the wide scope of the conducted research. The software offers the possibility to create facies interpretations in form of lines, polygons and brushes, as shown in fig. 8.4, which are widely applicable and flexible in their use. As pointed out by Lidal et al. [179], the development of geological sketching tools demands a trade-off between flexible but generic techniques that impose minimal constraints to the geologist, and a small subset of dedicated, highly specific, constrained modelling
techniques that address details within the geological domain terminology. This statement is equally true for the development of interpretation tools. In future development efforts, the geologically-specific techniques can be deduced as a subset of the available, generic interpretations (i.e. lines, polygons, brushes) for extracting channels, point bars, or crevasse splay zones according to a given facies standard (e.g. SAFARI). The translation of the generic geometry descriptions into dedicated tools for each of the currently 441 depositional elements of the SAFARI standard is out of scope of this dissertation.

Figure 8.4: Overview of the interpretation tools provided by GRIT: brush (top-left), line segments (top-right) and polygons (bottom).

Another intuitive split of the generic interpretation tools into geologically more meaningful description can be done by targeting specific geological elements. The line segments and polygons can be classified into geobody boundaries within sedimentology, lithostratigraphic limits, or fracture clusters and fault lines within structural geology. Intuitively, line orientation constraints could be used to differentiate between the different line segment classes, but the arbitrary orientation of the underlying outcrop photo and the geological feature (e.g. caused by folding) prohibit such simple heuristics. An additional class can be used to describe higher-level annotations (e.g. strike-dip direction, paleocurrent direction, cross bedding) that afterwards are not mapped to actual facies geometry but are instead kept within the image as supplement information for the statistical modelling stage. The brushing tool can theoretically be extended for closed-geometry facies mapping by reprojecting the centre of each brush stroke on the surface geometry to obtain a 3D anchor. Subsequently, the vertices and triangles that are spherically enclosed by the brush are then tagged with the related facies indicator. A practical issue currently prohibiting this extension is the estimation of the related spherical radius from the pixel-scale size of the brush. Furthermore, the brushing tools allows a more artistically-styled interpretation, as shown in apps such as Sketchbook and Dabbler (see section 1.4.1).

Apart from the future extension possibilities, a significant advantage of GRIT is its versatility: the developed application can be used even in remote field environments and for various types of outcrops and outcrop study cases. It facilitates an easy and rapid creation of outcrop
interpretations. The 3D component, if interpretation registration in 3D is successful, provides an on-spot overview of a running outcrop study. It means that the field geologist can quickly respond to data- and interpretation gaps in the field, which prevents the need for unnecessary fieldwork repetitions. As former studies on carbonate outcrops have shown, the completeness of a study is of high importance as some outcrops (e.g. degrading cliff sections, active quarries) may deteriorate over time, which makes fieldwork repetitions impossible. In other cases, for example roadcut-outcrops, the rock exposure may be covered over time, which also prevents further studies. An extended visual overview of the data coverage with outcrop images potentially further improves such overview assessments. Tunnel outcrop studies are not facilitated by GRIT due to its reliance on GPS reception.

8.4.2 VOM2MPS - Building MPS Training Images

Chapter 7 shows in detail how the mobile device interpretations can be included in a standard, outcrop interpretation-based MPS modelling workflow. A major drawback of the current methodology is the in-between step of data export to LIME that itself is then only used for data export to Petrel. The devised methodology would hence largely benefit from an engineering extension to directly support data export to reservoir modelling software, such as Petrel or GoCAD. The integration of LIME in the workflow has been chosen for the simplicity and extendibility of its workspace format. The workflow is illustrated in fig. 8.5.

Figure 8.5: The reservoir modelling workflow, from mobile device outcrop interpretations to MPS TIs, developed in shared collaboration with James R. Mullins (Uni. Aberdeen).

Another issue within the reservoir modelling software export step is the limited support for (textured) surfaces in Petrel and RMS. While it is possible to import surface vertices in these software packages, the surface construction needs to be repeated with the (possibly sub-optimal) internal interpolation methods. On the other hand, the mentioned modelling applications support point set surfaces comparatively easily. It may hence be advisable to create a dense vertex sample from each interpretation surface (e.g. geobody cross-section on the outcrop), attached with a facies indicator attribute, and export surfaces structures in this representation format. The dense surfaces sampling can be easily facilitated by Poisson disk sampling [61, 166]. It provides sufficiently dense information so that any interpolation algorithm correctly recreates the underlying interpretations of the geologist and proceed further within the modelling workflow.

The previously described interpretations initially reside on the mobile devices. After the actual fieldwork, they can be sent directly to desktop-based digital outcrop software on laptop computers in a base camp (if available) or later be imported into such software in the office. There, the interpretations can be refined and transferred to reservoir modelling software. It is possible to derive a coarse, small-scale approximation of the related, artificial reservoir on modern laptop computing equipment.
8.4 Applicability to Geosciences

Appendix C shows a simple application, technically possible to implement on mobile devices, that facilitates volumetric analysis with smart, statistically-derived facies filter operations. An example of this is shown in fig. 8.6. Volume visualisation tools such as that can be used in the field after the coarse, small-scale reservoir computation to compare and related the statistical output to the observations in the field.

Figure 8.6: Semi-transparent volume visualisation of a regular-gridded geocellular reservoir model of the Saltwick formation, based on the Whitby cliff outcrop. Brown areas depict crevasse splay, yellow areas depict channel body facies and the grey surrounding represents the overburden.

8.4.3 Interpreting Structural Features for Fault Facies Geomodelling

The dissertation and the VOM2MPS project specifically target the interpretation of sedimentary facies within outcrops. Despite this focus, the generically-designed interpretation tools also extend to applications within structural geology. As such, it is possible to use GRIT for structural fieldwork to interpret fault features by facies [295] on outcrops, as shown in fig. 8.7 on a case study in Utah (USA). The figure illustrates the method using facies indicators to delineate a lens fault core, its smear membrane and some adjacent fractured zones with the polygonal envelope tool of GRIT. The picture was provided by J. Tveranger. A fault facies conceptual geomodel, visualised in the volume visualisation software presented in appendix C, is presented for comparison next to it.

The vast majority of currently available DOMs pose a challenge for a further, thorough assessment of the fault facies modelling: as explained in chapter 3, digital outcrop data are commonly subject to geometric pruning at sections covered in scree and vegetation. Scree and vegetation often occur close to fault features within outcrops as fault zones are subject to extensive weathering and erosion [260]. A thorough assessment therefore demands completeness of DOMs without excessive geometric pruning close to fault-related features.

The acquired 3D surface interpretations can be imported into the fault facies modelling workflow via their boundary vertex sets. These can be imported in a reservoir modelling software to generate the related surface shapes using a local b-spline interpolation. The related fault core then needs to be extruded manually. A more volumetric description of the fault facies, as illustrated in general for sediments in the case study of Brimham Rocks (see chapter 2), is an objective of future research. Once the facies interpretations are integrated within the gridded geocellular volume, established workflows [91,240,241] can be used to study the fluid flow behaviour of analogue structural formations using the outcrop interpretation. Ideally, the resulting, volumetric fault models are fused with MPS-generated reservoir models of sedimentary facies for a more complete representation of related geology, as previously envisaged [295]. The fusion can be done by placing the volumetric fault core along previously-defined planar fault positions.
Figure 8.7: Outcrop-based fault facies interpretation example created on a tablet using the GRIT application.
8.4 Applicability to Geosciences

8.4.4 Applications to Other Domains in the Geosciences

Because the field-based interpretation tools are kept within a generic frame (as explained in section 8.4.1), the developed techniques, algorithms and tools are also applicable to other disciplines within geology and stretch even to other branches of the geosciences.

First of all, we assess the applicability of the chosen, visual approach to fieldwork for novel applications within geology. Two increasingly important topics within petroleum geology are CO\textsubscript{2} storage and geothermal energy, as already mentioned in the introduction (chapter 1). The insights and tools originally conceived for hydrocarbon reservoir modelling are commonly applied as-is to the outcrop-based assessment of CO\textsubscript{2} storage sites, as shown by Senger et al. [265] and subsequent studies [222]. These studies use a DOM of the Botneheia outcrop to get an understanding of the formations relevant to the sealing assessment of a prospect CO\textsubscript{2} storage at Longyearbyen, Svalbard, Norway [33]. A considerable amount of field data has been collected in the course of the study, such as sedimentary logs and field measurements of the formation’s strike and dip direction at various structural measurement- and observation stations. Such a study can benefit from digital field tools when already considering its spatial extent: the related fieldwork took place over several days to document geological details as well as making a connection between the different datasets of the study. This is simplified if the digital data can be directly taken into the field, focussing the actual fieldwork on filling the conceptual gaps of the study, refining the geological concept digitally during fieldwork and re-assess field plans based on the refined concept. Furthermore, the desktop-based assessment of the Botneheia outcrop can be problematic as some essential stratigraphic boundaries are covered by scree from loose sediments. By taking the DOM to the field, the geologists can carefully remove the scree at selected locations, take a picture of the revealed geological boundary and integrate the mobile device photo interpretation into the DOM. This comes at the cost of slight positional inaccuracies: as the scree layer is removed, so do the 3D positions of the interpretations not accurately correspond to the formation. This is considered minorly relevant when comparing the scale of the position error (approx. few metres) to the length of the outcrop (several kilometres). A problem for the extension of the visual approach with the current mobile equipment to these large-scale CO\textsubscript{2} studies is power consumption and battery capacity of mobile devices, as discussed in section 8.2.2. A large study area needs to be covered in the course of the geological investigation, so the mobile device should be used at carefully selected positions to save battery power. Mobile device external batteries should be taken to the field to extend the mobile device use. At the specific location of Svalbard, the lack of accessible electrical plugs for recharging the equipment is an additional problem that limits the extension of the proposed, visual approach for mobile devices to this specific case of Longyearbyen CO\textsubscript{2}, but it is generally an increasingly rare problem during fieldwork.

The mobile device, 3D-space, DOM-derived interpretations also potentially help to reduce the uncertainty within the geological modelling. Currently, outcrop interpretations are performed on statically-acquired outcrop models, where the 3D surface information stays fixed after an initial scan. In reality, dynamic processes such as erosion, weathering and landslides deform a once-scanned terrain surface, which, as a result, uncover previously hidden geological information. While these dynamic processes are currently more often seen as hazards to the scanning, the newly-uncovered information can be used beneficially by carrying out monitoring surveys over time for digital outcrops (previously analysed within photogrammetry [207] for coastal regions). The temporally re-acquired and co-registered 3D information can be simultaneously interpreted with the help of mobile device DOM applications, such as GRIT. The temporally-related interpretations of multiple outcrop surveys can subsequently be integrated in a consistent project coordinate reference system. This leads to multiple geobody cross-
section surfaces that can be interconnected within the consistent reference system to support the actual 3D geobody extrusion and reduce the uncertainty of the extrusion process. Although the process requires multiple 3D data acquisition surveys, modern photogrammetry, UAVs and the SfM reconstruction via mobile devices (as outlined in section 1.4.2) simplify the acquisition process in the near future. The mobile device photo acquisition for Brimham Rocks (section 1.6) has already been carried out simultaneously to the lidar survey, illustrating the conceptual applicability of such a monitoring workflow.

An prospect application case outside geology (i.e. petroleum geology) is glacial monitoring. Lannutti et al. [168] recently presented a case study on the Viedma glacier in the southern Patagonia ice field that measures the glacial motion in an optical monitoring setup and utilising image-based optical flow. With the help of the presented mobile device application, it is possible to link the optical flow motion estimation of the glacier with the image-to-geometry registration (see chapter 4 and 5) to obtain 3D metric measurements in a technically simplified manner. The resulting increase in quantitative data of glacial motion supports subsequent application studies and decision making on issues such as sea-level change or ocean salinity. The measurement of glacial motion by mobile device-captured, co-registered imagery, on the other hand, requires the availability of at least one initial 3D surface model at the start of the monitoring. Additionally, the article’s authors point out that changing lighting conditions complicate the optical flow estimation, respectively due to the inter-image registration [168]. This problem can, to a certain extent, be accounted for with the improved feature-based registration methods presented in chapter 5. There are other domains within the geosciences that essentially depend on fieldwork observations, and their embedding in a coherent 3D spatial frame, that potentially benefit from the ubiquitously-available, cheap, visual mobile device technology. Despite this wide range of potential applications, the presented technology has limitations in optically challenging environment. The photos on which field interpretations are based need to be registered with the related (textured) 3D surface model, which presents a problem if the objects of interest are highly refractive (e.g. glaciers) or commonly exceed the quantization range of mobile device camera exposures (e.g. lava observations in volcanology). Accounting for these optical disturbances exceeds the capabilities of comparably simple, feature-based image registration techniques, as presented in this thesis. Another issue with the optically-challenging application cases is the acquisition of reference 3D data themselves: outcrop formations have very beneficial reflection properties for optical measurement instruments, such as lidar, structured light and image-based reconstruction (i.e. SfM), which makes their precise digital acquisition easy. Light refraction patterns from glaciers or the SfM acquisition in volcanology pose 3D scanning challenges for the future, which in return opens up new possibilities for mobile device visual techniques to conduct fieldwork within the related geoscience domains.

A geoscience application that is well within the technical capabilities of the presented visual mobile device approach is hydrology, more specifically the analysis of free-surface flow and water protection and management. Currently, geoscientists and decision makers in the Netherlands use lidar data on a massive scale to plan water protection measures on a local and national level [173]. Coloured lidar point sets are used in virtual environments [147, 149] to inform decision makers, communicate water planning to the general public and visually assess artificial protection measure construction. In the spirit of this already graphical, 3D lidar development, mobile device applications such as GRIT can be integrated in the water protection workflow to assess and document the state of existing protection measures, such as barriers and levees, and highlight flaws, damage and potential future points of protection failure in the data. These annotations, technically treated in equal manners to line segments for geological features (see section 8.4.1), can be created on lidar subsection of datasets such
as AHN-2 or AHN-3\textsuperscript{30} and then be re-integrated in larger, visual decision making platforms as presented by Leskens et al. [173]. This provides detailed information collected in the field as a supplement to large-scale visualisation and simulation data of typically coarser resolution.

\textsuperscript{30}Actueel Hoogtebestand Nederland - http://www.ahn.nl/index.html
8.5 Research Outlook

Next to the technical extendibility and the various geoscientific applications that the presented research already allows to address, there are a large number of novel scientific research directions that unfold from the content and the visual approach given in this dissertation. Five interesting future research directions are further detailed and discussed, out of the large selection of future topics.

8.5.1 Guided Segmentation and Interpretation of Geobodies on DOMs

The interpretation within the presented approach exclusively relies on the interpretation of acquired photos and their projection from the two-dimensional image space to the three-dimensional outcrop space. Although the techniques are working as presented, drawbacks with respect to image registration remain as obstacles, and issues of occlusion and inter-image consistency have not been addressed during the research period. Section 1.4.1 already introduced an alternative, based on the interpretation of the outcrop directly in 3D space, comparable to the approach of Viseur et al. [302]. The major research challenges posed within the direct 3D interpretation approach is the convenient navigation for DOMs in 3D space on mobile devices and intuitive, accessible means of interpretations for the field geologists. These challenges are currently investigated.

This ongoing research is split into two parts. The first part deals with the interaction design in 3D on mobile devices. 3D navigation in mobile- and web-based virtual environments is a topic of recent investigations within the computer graphics community [192, 234, 317]. The current interaction scheme within GRIT, as illustrated in chapter 7, is designed around a simple, single-hand interaction that can be used intuitively outdoors. This design allows the geologist in the field to have interactive discussions and physically point out interpretation features while navigating within the 3D view. This feature is supported by using on-board mobile device motion sensors (i.e. gyro and accelerometer) for scene navigation without direct, haptic interaction. An issue with the currently available navigation schemes is the large amount of freedom in the navigation motion. Emerging from interviews with geologists, it becomes apparent that a surface-constrained motion is more applicable to digital outcrops. Additionally, there are two different interaction modes applicable to DOM navigation. Panoramic overviews in virtual scenes of outcrops lend themselves to a first-person view interaction (fig. 8.8), whereas close-up views to the outcrop are more applicable to orbital interaction (fig. 8.9). The difference between the two modes is illustrated by the changing motion element (i.e. the view centre or the view position) in table 8.1. New ideas for the translational movement of both cases of navigation are required. Further potential interaction schemes could be inspired by pivot vantage point–view centre pairs, where the view transition is smoothly realised in a Google StreetView-like manner.

<table>
<thead>
<tr>
<th>Interaction Element</th>
<th>first-person</th>
<th>orbital</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>rotation</td>
<td>translation</td>
</tr>
<tr>
<td>view centre</td>
<td>move</td>
<td>move (view-ortho.)</td>
</tr>
<tr>
<td>view position</td>
<td>fixed</td>
<td>move (view-ortho.)</td>
</tr>
</tbody>
</table>

Table 8.1: Comparison of surface-constrained navigation (motion) with first-person and orbital interaction with respect to view centre and view position changes.
8.5 Research Outlook

The surface-constrained motion, in the end, couples well with the second research trajectory of guiding user interpretations and simplifying the geobody interpretation in 3D. Currently, a combinatorial (i.e. morphological) approach is taken, based on computational geometry principles for PLCs, as explained in chapter 2. First of all, the interpretation of line-segment geological features (e.g. strata boundaries and fractures, see section 8.4.1) can be supported by snapping the line-describing touch-based interaction to close-by valley feature line segments in a weighted distance scheme. The basic technique was introduced by Kudelski et al. [13, 160, 161] and is shown on a DOM segment in fig. 8.10. Secondly, the extraction of actual geobodies can be simplified and enhanced by computing the geometric envelope of rugged surface structures occurring along a given touch-based interaction path, as illustrated by fig. 8.11. The technique can potentially be enhanced by including radiometric DOM properties to solve geometric ambiguities.

Although the research is still in an early phase, it becomes apparent how the evaluation of digital outcrops in a geometric manner potentially supports development of smart and intuitive navigation and interpretation interaction tools. The available, geometric information can also be used by non-photorealistic rendering (NPR) techniques to highlight DOM features in a subtle manner, for example by highlighting sharp edges and casting artificial light and shadow on a DOM that visually elevates objects of interest. The use of the proposed techniques in an enhanced visual approach for digital fieldwork, in return, can lead to a wider acceptance of the presented, novel technologies in the geoscientific community.

Figure 8.8: Illustration of a first-person rotational view motion, where the view centre moves while the view position stays fixed.

Figure 8.9: Illustration of an orbital rotational view motion, where the view position moves while the view centre stays fixed.
Figure 8.10: Illustration of the valley feature line extraction on DOM subsection at Cloughton Wyke, North Yorkshire, UK (a), and large-scale mountain range example (b). The colours indicate the curvature class based geometric mean- and gaussian surface derivatives explained in Kudelski et al. [161]. The feature lines describe the centre of valleys of a DOM surface, as seen in the stratigraphic bedding and faults of outcrops.
Figure 8.11: Illustration of the extraction of geobody envelopes on DOMs (c) from an initial line segment located on the outcrop surface (a).
8.5.2 Mobile Device Digital Outcrop Geology Across Scales

The presented techniques in this thesis only show the integration of projective interpretations and field photographs to outcrop-scale lidar models. Although this is a good starting point, section 1.4.2 already presented a variety of additional mobile device tools for geological purposes that are used for geological characterisation of outcrops. Section 8.1 already discusses the potential added value from integrating these information into the digital outcrop. In this section, it is further discussed how to link the visualisation of the data across scales.

The integration of sedimentary logs into the digital outcrop introduces a new scale to the analytical capabilities of the mobile device field application. Sedimentary logs allow detailed information to be included in the field study that is not visible in the DOM or disappeared as compression- and data reduction artefacts (see section 1.6 for an explanation on the data reduction techniques). Applications such as Strataledge currently allow the export of logs as raster image information, although future extensions promise to support LAS as export format. Irrespective of the data format, the mobile device outcrop application can provide anchor points for the stratigraphic interpretations in the form of straight line segments sketched on outcrop photos or directly on the DOM in 3D, as illustrated in fig. 8.12. The straight line segment then provides a reference for the projection of sedimentary log information (e.g. facies indicators) onto the DOM.

![Figure 8.12: Illustration defining anchor points (in 2D) and image plane centerlines (in 3D) for the projection of sedimentary logs on DOMs on mobile devices.](image)

Another image information source already discussed in section 1.4.1 are photo-based geological maps, created by geologists in the field using apps such as NVIDIA Dabbler or Adobe Sketchbook. Because the geological maps are based on previously-acquired images, a possible software extension can allow to attach supplement raster images to the outcrop photo that is currently registered with the DOM. In this manner, additional texture overlays (e.g. geological maps, edge maps for structural highlights) can be coherently mapped with the outcrop photo. This provides additional information to assess a cluster of geological interpretations within the 3D viewer for their coherence. Hyperspectral information (where available) can also be blended with the existing DOM in the field in the same manner as the geological map. In order for this to be possible, the mineral classification mapping product of a previously-conducted hyperspectral scanning assessment is necessarily prepared before fieldwork, so to deal with the immense size of hyperspectral information. Even more sore, the classification map needs to
be stored coherently next to the DSLR photo textures [38]. The spectral information provide rapidly-accessible mineralogy information to field geologists that are otherwise hard to extract and require geochemical analysis of the rocks in the lab [162]. Thus hyperspectral scans gives access to information at significantly smaller scales than otherwise covered with ordinary DOMs in the field.

In this decreasing scale, rock samples are typically collected in the field for subsequent laboratory analysis. Apart from the expensive and logistically-involved transportation process of large rock sample collections, some countries also prohibit the export of rocks by legislation for cultural heritage reasons. SfM, potentially executable on mobile devices as discussed in section 1.4.1 and 8.2.3, provides a cheap and tangible solution to acquire high-resolution, high-detail information of hand samples via mobile devices, as shown on a lab example in fig. 8.13(a). The digital hand sample can be co-registered within the DOM to its place of origin, for example by marking the location on a related outcrop photograph and intersecting the marker location with the surface model. The rock sample’s reconstruction as closed $C^2$ surface geometry (see chapter 2) is easier to realise than the accurate $C^1$ reconstruction of a whole DOM. Fig. 8.13(b) shows an example of such a valid $C^2$ reconstruction of the hand sample, which was achieved by Poisson surface reconstruction [144]. A volumetric model can then be constructed from the scanned surface (see fig. 8.13(c)), which can later be used for physical simulations (e.g. small-scale fluid flow [216] or THMC physical simulation [229]) to complete the ”geological picture” of a case study. Inspiration to such physical rock samples and their applications in the field can be taken from recent developments in digital rock physics [10,11]. Moreover, the resulting digital rock sample and its physical simulation properties can be re-imported to the field application within subsequent fieldwork to provide detailed, small-scale context information. The delineated, volumetric mineral structure could possibly be used as template for procedurally generating rock samples of other locations with similar lithology. The representativeness of the digitised hand samples is guided by the geological knowledge of the field expert, as it is also the case for less digitised field studies.

Overall, the multi-scale visualisation capabilities, ranging from wide-scale outcrop surface data and geological maps, over hyperspectral image textures and sedimentary logs, down to small-scale digital rock samples, potentially improve the geological analysis in the field with digital, mobile device technology. Each individual technological contribution is well within the state-of-the-art capabilities of available techniques in computer graphics, visualisation, photogrammetry and computational geometry. It is the synthesis of all the available techniques and their interplay that is the contribution to computational geosciences and that provides the added value in the field.
Figure 8.13: Illustration of the scanning and reconstruction of hand-sized rock samples from points (a) to closed surface (b) and physical volume (c) for their multi-scale integration to DOM field software.
8.5.3 Stylised, Illustrative Visualisation of Facies

Chapter 3 mentions that currently prevalent digital outcrop software tends to represent facies information by mapping the facies indicator values to the visual hue channel, often via jet- or divergent colour schemes. Although this kind of visualisation gives a brief, visually easy-to-understand representation of the facies categories, it inadequately presents the variety of available information associated with a facies mapping. In particular, this visual representation often only conveys the lithological category of a specific outcrop section. This is even more problematic as the lithostratigraphic categorisation is represented in the same visual channel as, for example, sedimentary geobodies and fault facies, leading to visual ambiguities of what the coloured segments actually represent. This ambiguity makes it problematic for outsiders, as well as external experts not intimately familiar with a specific study, to understand the categorisation scheme. On large outcrop studies that assess a multitude of geological features on the same case, the ambiguity may even become an issue for the geological modellers that are familiar with the study. Additionally available information that are crucial for understanding the geological context, such as fossil occurrences and root content from a geobiological perspective, or sediment deposition information, such as grain sizes, matrix order and cross-bedding orientations, are completely neglected in this visualisation approach. The contextual information further provide an understanding of the classification basis itself, which can otherwise only be recovered by manually scanning through the fieldbook information that are available to the facies mapping.

In spite of what current visualisations provide, the information are traditionally covered by field observations. Sedimentary logs traditionally include annotation columns for each sediment section that reflect information about cross-bedding, biological content and matrix order. Grain sizes are meticulously documented in sedimentary logs using a specific classification and depiction scheme. This becomes evident from an example sedimentary log shown in fig. 8.14(a), created via Strataledge and highlighting the respective columns. The inclusion of the visual supplementary information is even visible in actual geological fieldbook sketches. Fig. 8.14(b) shows such a fieldbook sketch by Jon Noad, presented as a representative guideline for geological interpretation [217].

This assessment shows that next to the plain facies indicator, a collection of additional information is available that can be included into a more informative visualisation, which is currently not been realised. It is suggested to, in accordance with graphical perception principles [213], include these information directly into the digital outcrop visualisation using further visual channels. The grain size can, just as its natural depiction by geologists, be included as grainy texture with modulating circle sizes or adapted dithering of spot noise. Cross bedding can be visualised using a randomly-spaced curved line segment texture, which orientation is adapted to the cross-bedding orientation of the channel fill. Glyph visualisation lends itself ideally for the depiction of geobiological content. Geobiology is also a good indicator for the geological time scale of the sediment deposition [23], as some fossil species only occurred in a specific geological age. The glyph depiction’s hue channel can hence also be modulated with the colour code of the geological time scale [223], as mentioned for stratigraphy hue mapping in section 1.3 and chapter 3.

The integration of texture-based visualisation techniques is currently problematic because of the ways DOMs are represented. A point-based surface representations does not lend itself well for texture mapping - particularly for stylistic textures. The problem becomes evident when imagining a point-dithered grain size texture being mapped on a point set surface representation: it becomes ambiguous if the visibility of a point is due to its existence or its favourable texture mapping modulation. TIN-based outcrop surfaces generally allow for this
Discussion

(a) Sedimentary log information

(b) Information from fieldbook sketches, by Jon Noad [217].

Figure 8.14: Visual context information in field geology, as apparent from sedimentary logs (a) and field sketches (b): biological content, grain size, matrix order, cross-bedding.

texture mapping approach, but their segmentation into different facies, geobodies and stratigraphic regions is currently just soft-linked to the DOM (see the differentiation of soft-linked and hard-linked facies mapping on surfaces in chapter 3). A hard-link facies mapping on TIN-geometric DOMs would allow for the implementation of the proposed, new geological surface visualisation strategies, as proposed in section 8.5.1.

Alternatively, to convey the supplement geological information, it is also possible to design a complex geological glyph, of which a prototype is shown in fig. 8.15. This design is derived in the spirit of complex glyphing for flow analysis [67] and shall adhere to known glyph-based design principles [30]. Alternative glyph designs could depict the surface texture in an abstract mode, or be deduced from local geostatistical properties and their depiction in glyphs via information visualisation. The application case for the complex glyph is rather targeted toward interactive probing operations than full-scale surface data visualisation.

The design of such extended visualisation features is ideally done in constant feedback-and-adaptation collaboration between visualisation experts and field sedimentologists. A prospect outcome of the visualisation research may resemble the emergence of stylistic, domain-specific mapping concepts analogous to Cartography-Oriented Design and Visualisa-
Figure 8.15: Prototypical design of a complex geological glyph for DOM investigation. A key visual component within sedimentary logs is the existence of biological content, which is thus designed as central element. Around the central element (possibly empty) a ring of spherical shapes, representing mineral content, is organised, for which surface sinuosity, elongation and their size is adapted. Modulating each ring element separately allows to express a degree of heterogeneity within a selected segment. The background colour and texture allows to convey further lithological information.

The added value, besides the higher visual information density and the extended analytical capabilities of digital outcrops, is the possibility to visually analyse and compare multiple (compatible or opposing) geological interpretations in a rapid manner. Each geologists can create, with the given tools, the digital representation of his fieldbook sketches in a coherent framework with the maximum amount of collected information visually available. In a comparative study, multiple interpretations and stylistic visualisations can be toggled in sequence or blended together to highlight commonalities and difference. In this visual manner, it may be easier to qualify and quantify the uncertainty that is inherent to the different geological points-of-view and perceptions [27] of the outcrop in question.
(a) Water visualisation; from Semmo et al. [263]

(b) Stylistic city visualisation; from Semmo et al. [262]

(c) Hachures-based terrain visualisation; from Samsonov [259]

Figure 8.16: Examples for stylistic 3D visualisation of geographic information via Cartography-Oriented Design. Inspiration about the use of visual channels to convey context information can be drawn from this cartographic paradigm.
8.5 Research Outlook

8.5.4 Stereoscopic 3D, VR and AR in Geological Visualisation

Stereoscopic rendering and VR technology currently gain increasing interest across scientific disciplines, which also holds true for geology and the stereoscopic presentation of DOMs and reservoir models. The interest in stereo-rendering and VR within petroleum geology is actually experiencing a revival, as former VR systems have been in use by petroleum companies such as Statoil and Chevron for exploring subsurface hydrocarbon reservoir models. A cave automatic virtual environment (CAVE) system has been formerly used in interactive steering applications for hydrocarbon production well placement within facies-based geomodels. This application lends itself well to VR technology because of the dense-grid 3D environment and the sparsely distributed drill wells as objects of interest.

The advent of cheaper 3D stereo-display equipment is currently driven by the consumer electronics and entertainment industry in an attempt to firmly establish the technology within society and make it accessible and affordable to the wider public. This has been problematic in the past, especially with the high manufacturing costs of VR equipment. Current VR solutions range from simple shutter glass-technology by NVIDIA (3D Vision), over standalone 3D displays with varying display quality and resolution, up to recent trends in immersive VR using the Oculus RIFT\(^{31}\), HTC VIVE\(^{32}\), PlayStation VR\(^{33}\) and custom-built, fully immersive VR treadmills in the short-term future, as displayed in fig. 8.17 (KAT VR treadmill\(^{34}\)). The large variety of available technical solutions in different price categories makes the 3D stereoscopic technology interesting again for a variety of applications. Google Cardboard, as mentioned in section 1.4.1, is of particular interest for 3D VR in outdoor environments on mobile devices, for example field geology, which this dissertation addresses. Fig. 8.18 shows the Google cardboard VR technology. It is a comparably simple solution of external lens systems to focus the view on each half-screen of the mobile device. The respective render view is a split-screen setup to display the virtual scene for each eye separately according to the configured view parallax. For more information on the technical details of VR devices, the interested reader is referred to Hainich and Bimber [117].

In order to realise the vision of 3D stereoscopic display and VR on a wider scale and to make it applicable within field geology, a number of technical and conceptual challenges need to be addressed. The technical issue are discussed first. An obvious issue already addressed in section 8.2.1 is the memory requirement of outcrop-scale DOMs. This becomes an increasing issue for VR rendering: without the use of out-of-core rendering concepts the rasterisation is already limited and the load of another view (rendering each eye separately) further decreases the rendering speed. In out-of-core rendering setups, as the whole scene graphs needs to traversed twice (i.e. once per eye) as the visible objects and their level of detail can very per eye. This results also in a memory-bound setup for the digital outcrop presentation, as different objects per view need to be managed in the memory. The problem can be reduced or mitigated for prototypical proofs-of-concept by surface- and photo texture simplification, as explained in section 1.6. Another technical problem is presented by the outdoor usage of the VR system on mobile devices, more specifically the interconnected real world–virtual world navigation. Users of the VR system need to be localised and tracked within their physical surrounding as the VR systems deprives them from their real-world vision and perception (by design). The accurate localisation of the users with integrated mobile device sensors poses a challenge with respect to current technical limitations of the positioning sensors, as explained in section 8.2.2.

\(^{31}\)Oculus RIFT - https://www.oculus.com/rift/
\(^{32}\)HTC VIVE - https://www.vive.com/
\(^{33}\)PlayStation VR - https://www.playstation.com/en-gb/explore/playstation-vr/
\(^{34}\)KAT - WALK INTO VR - http://www.katvr.com/English.html
Figure 8.17: Custom-built design of a VR treadmill by KAT VR. Important to notice is the lack of a waist-bound ring that was common to previous VR treadmills, which considerably limit the motion freedom of the VR user. The user experiences the 3D world via VR goggles, which are connected to the flexible, top-mount backpack, which is in the end connected to a computing platform. The motion of the user is measured through the parabolically-shaped surface through frictionless shoes, specifically designed for the VR instrument.

Figure 8.18: Image of the Google Cardboard VR conversion of a mobile device in a VR-goggle like box, with focus on the lens focus system (left). The CGI process is adapted by configuring a split-screen setup according to a pre-defined parallax and rendering the virtual scene accordingly per eye.
This problem necessarily needs to be addressed by smart sensor systems, reliably providing at least decimetre-scale accuracy in all three spatial dimensions, before any field trials can be conducted. Alternative, in a financially less-constrained setup, dGPS can provide the required localisation sensor accuracy.

The conceptual challenges for VR systems are considered to be of even higher importance than the actual technical limitations. After observing the progress and usage of previous VR systems, the computational geoscience- and the visualisation community shall potentially investigate the reasons of why previous, elaborate VR systems are nowadays rarely used in routine workflows within the petroleum industry. In contrast to the entertainment industry, where the major obstacle for establishing VR is the cost for the target audience, the petroleum industry was able to afford and mitigate the costs of professional VR equipment to be used within industrial workflows. Despite the availability of the technology, VR has still not emerged as a practical tool for routine tasks, even in desktop-based geomodelling environments. One reason for the slow adoption of the technology can potentially be found by the elevated expectation of automation for VR systems: in conclusion of informal discussions, it appears that geology experts expect the system to work "as-is", meaning that the connection of the hardware device to the related rendering system readily provides a smooth stereoscopic visual experience. The professional user base possibly neglects at times that an artificial vision system from stereo-rendering needs to be adapted to each individual’s complex, physical visual system. As an example, the optical parallax of the eyes is not a fixed value but differs amongst the human population. Visual deficiencies, commonly corrected by glasses and contact lenses, are physical proof of the variances of the human visual system amongst the population. In order to account for these variances, VR needs to be calibrated to each individual user to provide a smooth visual experiences that is comfortably endurable over stretched work periods. Analogous to initial (i.e. first-time) use of physical visual system corrections (e.g. glasses), an extended, undisturbed training period for VR- and stereo-rendering systems needs to be planned so that the target user can accommodate to the changed visual perception and, as a final result, accepts the new visual perception as "natural". The outlined perceptual challenges are potentially difficult to address within a fieldwork environment. Further information on stereoscopic perception and VR design are given by Parisi [227] and Fuchs [99].

Another point of more fundamental nature that needs to be addressed is the purpose of stereoscopic- and VR visualisation for petroleum- and outcrop geology workflows. Plain geomodel- and DOM data presentation and virtual 3D navigation within the volumetric data has possibly limited added value compared to established workflows with traditional computing equipment. The interactive steering of well placement and drilling coordination within a subsurface volume is a very suitable application case for VR, but currently remains a niche case within petroleum geology. Future development within geology that incorporates modern visual techniques and equipment potentially benefits from a task-driven requirement analysis and development cycle for visualisation systems (as laid out in the nested model for visualisation design by Munzner et al. [212]). The adoption of this design methodology allows to incorporate VR technologies at the stages and tasks it is best suited to address. Novel application scenarios within geology that can make use of VR are manifold: large-scale CO₂ storage reservoirs are typically designed based on a variety of heterogeneous and sparse data across dimensionality scales (e.g. 1D-4D data). The task to statistically correlate features of interest on density-heterogeneous data (e.g. DOM interpretations, high-resolution seismics, well log) on such large scales is possibly well addressed by VR visualisation, as there is arguably no combined projective space that allows a clutter- and occlusion-free data assessment.

Outside the known application boundaries of VR for petroleum- and geomodelling and its
future prospect application in the field, the technology may open geological studies in other domains and towards other audiences. VR technology can be used to bring geological studies to audiences with disabilities, which commonly prevents them to conduct actual fieldwork. The immersive nature of the technology potentially allows to partially share the physical field experience on outcrops with an audience that is usually prohibited from fieldwork. Moreover, expanded VR technology has a place in teaching and collaborative, remote-connection meetings. An initial study by Kehl [145] has shown the use and some novel approaches for collaborative interaction in virtual environments on case studies within hydrology (i.e. flood management and mitigation). The initial ideas can be expanded to provide a larger user group with a consistent 3D world that can not only be explored collectively but also modified by each participant individually, targeted to digital outcrop geology and the analysis of DOMs. The case study naturally extends towards and shares concepts with virtual fieldtrips, as discussed in section 1.4.1. A final geological application case that utilises DOM data are extra-terrestrial- and planetary geological studies. Here, the benefits of VR systems are manifold: planetary studies principally suffer from physical inaccessibility. Therefore, as in the case of outcrop VR studies aimed for people with disabilities, the technology allows to create the illusion and partial experience of an actual fieldtrip under conditions where physical access is impossible. In addition to addressing the physical access issue, planetary studies commonly require participants with various expertise to create adequate geological interpretations. A shared virtual environment and extended VR interaction possibilities address this special case of virtual fieldtrip scenarios, as recently discussed by Traxler et al. [292].

Augmented reality has possibly an even larger, wider impact on geoscientific fieldwork in the future. As explained in section 1.3, AR aims at supplementing the natural perception (i.e. physical observation) of the world with visual, digital data. This is currently achieved by visual overlays. AR allows to circumvent technical issues of VR systems as it is often localised imagery that needs to be correlated to 3D background information. A high-accuracy 3D localisation can be circumvented as it is only the observed image (e.g. via Google glasses) that needs to be correlated, and the user still has its natural means of orientation and vision for navigating in his environment. Because of this fact, it is also possible to apply AR technology in geological environments where localisation is proven difficult, such as in tunnels or caves (example by Ortner et al. [226]). Application domains for extended AR use hence include infrastructure construction, underground- and cave mineral studies (for mining operations of rare minerals as well as environmental protection from hazardous minerals such as asbestos), urban construction and planning and outcrop field studies. AR technology can also be interpreted in a wider sense, meaning that it is not only the visual perception (e.g. through glasses with digital overlay) that is augmented. The use of so-called "wearables", which includes digital smart-watches and electronically-supplemented clothing, present another dimension of AR. Even these technologies have potential applications to the geosciences outside acting as bare physical sensors: Digital watches can act as ubiquitous compass- and navigation devices that help to rapidly locate, visit and survey and array over pre-planned locations for outcrop studies or hydrological protection structure assessment. In the same way, smart clothing that is digitally- and remotely connected to a base station can forward remotely-sensed physical data, such as micro-scale ground motion or humanly imperceptible environmental heat changes, during volcanic studies to the expert on the ground. The physical perception of the remotely-sensed, measured property is then enhanced by stretching the fabric or changing the isolation properties.

In conclusion and with respect to the geosciences, stereoscopic rendering, VR and AR technology present opportunities for improved data exploration. The technology is increas-
ingly accessible and affordable, and allows to address multiple issues with respect to digital outcrop studies. Technical and conceptual challenges in the usage of VR, in particular in fieldwork environments, need to be adequately addressed. Even more so, lessons from past case study experiences of VR within petroleum geology should possibly be considered in order to refine workflows and design tasks that draw maximal value from the new technology. The connection between 3D view and appropriate interaction components to provide simple user interfaces is also very important. Insights, principles and development methodologies from the domains of visualisation and perception can support the investigation of appropriate tasks and visual approaches within geological frontier applications, such as $CO_2$ storage, geothermal energy and planetary geology.

### 8.5.5 Applications of Artificial Neural Networks in Digital Outcrop Geology

Another technology that recently attracted significant academic, industrial and public attention is the use of artificial neural networks (ANNs) within artificial intelligence (AI), also better known under the term *Deep Learning*. ANNs are applied within a large range of scientific branches, from astronomy [77, 95]$^{35}$ over medicine [231, 319] to geospatial localisation [311]$^{36}$, to make fully-automotive predictions and complex decisions based on a large amount of training data. ANNs have shown to be particularly good at fuzzy classification problems, which relates to certain tasks within geology and reservoir modelling such as facies mapping classification and stochastic reservoir modelling. They have even been applied for geological applications such history matching [42], facies indicator mapping on seismics [44] and, with early designs of ANNs, facies mapping on outcrop data [43].

The development of neural networks (NNs) experienced a drastic boost in recent years after a milestone publication by Krizhevsky et al. in 2012 [158], which means that ANN results before and after that study are rarely comparable and, to the least, technically only loosely related. A large number of current applications use an extended version of the visual- and human perception-related *convolutional neural network* (CNN).

Subsequently, a short introduction to the working principle of ANNs and the relation rationale to human learning are presented. The summary is based on the original key literature by LeCun et al. [170] and Krizhevsky et al. [158], and the published extended abstract presented in this dissertation as appendix E, which assesses the possibility of human feedback and adaptation on neural networks on a media archive case study. The insights and conclusions drawn in appendix E are equally applicable to geological, image-based case studies, which is explained afterwards.

Neural networks is a technique emerging from the domain of pattern recognition that shares similarities with the neural principles of human recognition and learning. An *artificial* neural network – highlighting the computational component in broader discussions – is a collection of computational entities that each represent a single, simple mathematical equation, such as the weighted transfer ($y_j = \sum x_i \omega_{i,j}$) or the sigmoid activation function ($\sigma(t) = \frac{1}{1+e^{-\beta t}}$). Each entity is called a *perceptron* and is the computational equivalent of a human, neural synapse. Perceptrons, as well as their physical counterparts, are highly interconnected with a multitude of input and output connections. Fig. 8.19 illustrated the similarity.


All perceptrons that operate on the same input data, and commonly computing the same class of function, are summarised into a layer. A full ANN is a sequence of layers with mixed evaluation function. ANNs for classification and value prediction contain one final layer with an activation function. The layout of layers and their interconnections is referred to as the NN architecture. The architecture, the amount of input data and the actual learning algorithm, which adapts the perceptrons’ weights in an iterative process, define the resulting prediction capacity of ANNs [170]. The training set input data are typically structured in such a way that each data entry is composed of a pair with observation data and reference data, where the reference data describe the expected pattern that is to be predicted from the observation by the NN. The learning algorithm, for example stochastic gradient descent (SGD) [171], iteratively adapts the weights of each perceptron so that the difference between the network’s prediction (output) and the data reference (input) becomes minimal.

ANNs "learn from the data“, which means that the algorithm learns the functional expression of how to best approximate the input data reference. Depending on the application scenario and the prediction target, a potentially massive amount of input references is necessary to train a NN. It is necessary so that the NN can abstract the prediction goal and give reasonable predictions on fuzzy, real-world tasks. It needs an abstract functional descriptions. This process has an analogy to human perception in form of abstract thinking: children can learn the abstraction of objects using a large amount of different, actual examples. Using a large amount of examples, the human brain is able to abstract specific, fuzzy features of real objects and classify them. Because of the high demand for training data, modern NNs and AI are often coupled with advances in "Big Data“.

After the completion of the network learning, which is a time-consuming process that commonly required state-of-the-art high-performance computing facilities, the trained weights of the perceptrons are fixed. After a verification stage, the NN can be provided with new input
At the state-of-the-art in computational geosciences, NN approaches by Caers et al. have only been realised on well-constrained problems using traditional, fully-interconnected layer architectures. The recent developments in CNNs and Deep Learning demand a re-assessment of the technique for less-constrained geological problems. In a reservoir modelling target application, one can extend the existing idea by Caers [41] to use NNs directly for reservoir facies distribution prediction with the insights from Krizhevsky et al. [158] on CNNs. The currently most complex approach in sparsely-conditioned, exploration scenario-reservoir cases is MPS modelling, which is the target modelling approach of the VOM2MPS project. Although MPS is a powerful geostatistical tool, it contains certain limits and problems: highly unconstrained case study for which the TI is based on a few or, commonly, even only one object-based modelling scenario, the algorithm will replicate the input TI as an average of large numbers of realisations. In response to this drawback, the modeller can change the conditioning, the parameterization or the TI itself. In the end, a collection of geocellular models is determined that approximate the target geology well, but the knowledge obtained in the modelling process is lost for subsequent studies. MPS itself does not "learn" the appropriate patterns – it just replicates them. Here, particularly 3D CNNs show their advantage: the results accepted by geologists and reservoir engineers is attached to the learned perceptron weights (i.e. the patterns), which can be re-used and refined in subsequent reservoir cases of similar sedimentary depositional environments. More ideas towards this neural network extension is going to be provided in the future.

Another application case for NN-based AI is the generation of geological interpretations and TIs themselves. Nyberg recently presented sedimentological studies on modern analogues to be used as TIs for reservoir modelling [221]. A vast amount of modern analogues of diverse sedimentary depositional systems are available in nature that can be taken as TIs. In a NN point-of-view, satellite imagery is an applicable source of observation data for which reference facies mapping can be obtained by via GIS approaches [220] or by geometric shape modelling and fitting [256]. Although the amount of available analogues themselves is not enough to prevent overfitting [158], each analogue covers large areas which can be subdivided into a large collection of smaller entities. Geometrically affine transformations and radiometric satellite image modulation (similar to the L-U modulation [158]) of the images can ultimately result in an applicable training dataset size for NN training. The trained patterns then conceptually allow a prediction of facies distributions of analogous modern sediment systems as well as ancient systems in the rock record.

Similar to the computational facies modelling for modern analogues, the NN approach can be extended to DOMs assessed in this dissertation. The idea was already initially presented with traditional NNs [43]. An obvious problem of the approach is the generation of training data from outcrops, as the number of outcrops of a specific depositional system is limited. On the other hand, similar to modern analogues, DOMs cover large areas which can be subdivided in smaller entities. In this manner, it is possible to extract a large number of training data with observation and reference values from a single, fully facies-mapped DOM. Visual techniques and tools for the facies mapping and interpretation of DOMs can be taken directly from this thesis’ research results. In order to generate training data in image formats, desktop DOM software such as LIME, VRGS and GoCAD could allow in the future to define animation paths at pre-defined surface distances along the digital outcrop surface. The animation paths can be traversed in a deterministically or stochastically sampled spacing distance. At each control point of an animation path, synthetic images of the 3D textured surface models are
obtained (as in approaches presented in chapter 4 to 7) with their corresponding interpretation layer, which in sum represents the training dataset on which the NN can be trained. The outcome of such a machine learning approach and the related NN is a system that automatically provides probability-weighted facies mapping interpretations. With respect to this application scenario, it is also possible to envisage submitting fieldtrip photos to such a trained NN for online evaluation. This scenario is more directly connected to mobile case studies in this thesis. The NN subsequently evaluates the submitted field photo with the patterns previously trained in the proposed framework. The evaluated photo is subsequently sent back to the mobile device to give a first-order approximation of the geological interpretation, which can be refined in the field.

It is to be noted that the involvement of geologists in this computational approach for facies mapping and interpretation, both for digital outcrops and modern analogues, is crucial: sedimentologists and geologists (in general) need to provide accurate and applicable facies mapping interpretations for the remotely-sensed data to derive the NN training datasets. Furthermore, as explained in appendix E, domain experts need to be involved in the selection of features on which the actual training image sets are selected to avoid an over-representation of particular features in the learned patterns. In order to assess and refine the NN patterns, geologists need to judge the results of the NN verification stage for specific cases and adapt the training dataset sample in response to their evaluation. The potential advantages of the approach are obvious: automatic, smart AI systems that learn geology by example – roughly analogous to the manner humans learn about geology, its processes and concepts – from accurate training data that are provided by geological experts allows for faithful digital interpretation of geological data on massive scales.
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