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Preface

This thesis consists of work done during PhD studies at the University of Bergen from January 2006. The focus of the work has been studying the effects of surface tension variations by using the lattice Boltzmann method.

While I have been employed by the Department of Mathematics at the University of Bergen during the scholarship, much of the work has been conducted in cooperation with the Center of Integrated Petroleum Research (CIPR) at the same faculty. Variations of surface tension have been of interest to CIPR because of the use of surfactants for oil recovery. The purpose of the work has been to study how surface tension is handled by the lattice Boltzmann model, and how reductions to surface tension can be sensibly implemented.

Outline

The main focus of the project which is the foundation of the thesis is to study the effects spatial variations in capillary effects have on fluid flow. This requires knowledge of the underlying fluid flow equations, and some sort of numerical method to handle numerical simulations.

The first part of this thesis deals with the underlying theory of the methods. Classical fluid theory has a brief introduction, followed by the lattice Boltzmann theory and methods for two phase flow and some basic simulations to demonstrate how the two-phase flow methods work. Papers which have been submitted or presented make up the second part of the thesis.

Chapter 1 in the thesis covers classical fluid flow. A particular emphasis is placed on the capillary effects of surface tension, and wetting. The chapter also covers theory on surfactants and their applications.

Chapter 2 covers the foundations of the lattice Boltzmann method which I used throughout the project. The methods are a fairly new way of simulating fluid flow, even though it is based on the century old Boltzmann equation. The underlying algorithms are simple, but the simulated flow can be quite complex.

Chapter 3 covers how the lattice Boltzmann method deals with more complex flow. This includes multiphase flow and flow with solute components. Variations in surface tension are also covered.

Chapter 4 illustrates some of the properties found in the multiphase lattice Boltzmann methods used in this thesis.

Chapter 5 is a summary of the work conducted. A short description of the papers included in the second part of this thesis is provided. The chapter also considers further extensions and possible improvements to the work in this thesis.
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Chapter 1

Fluid theory

1.1 Classical equations for single-phase fluid flow

Fluid modelling is the study of fluid movement. In particular, the main concern is finding the fluid’s velocity \( \mathbf{u} \), density \( \rho \) and pressure \( p \) at different locations \( \mathbf{x} \).

Classical fluid mechanics involves two fundamental equations; these are given in many textbooks, such as Landau and Lifshitz [1]. The first equation is a direct consequence of the law of mass conservation and given by

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0. \tag{1.1}
\]

The consequence of the continuity equation is that any net mass flux into an arbitrary volume results in a corresponding increase in density in that volume. If we are dealing with incompressible fluids, \( \rho \) is constant, and (1.1) is simplified to

\[
\nabla \cdot \mathbf{u} = 0. \tag{1.2}
\]

The second equation deals with the effects forces have on fluid motion. This includes external forces \( \mathbf{F} \) such as gravity, and internal forces such as interparticle friction (viscosity). Assuming that the viscous properties are independent of the fluid temperature and pressure, the equation is given by

\[
\rho \left( \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} \right) = -\nabla p + \mathbf{F} + \mu \nabla^2 \mathbf{u} + \left( \zeta + \frac{\mu}{3} \right) \nabla (\nabla \cdot \mathbf{u}), \tag{1.3}
\]

and called the Navier-Stokes equation. The parameters \( \mu \) and \( \zeta \) are the dynamic and second viscosities of the fluid. For an incompressible fluid, the last term in equation (1.3) vanishes, and we can write

\[
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} = -\frac{1}{\rho} (\nabla p + \mathbf{F}) + \nu \nabla^2 \mathbf{u}, \tag{1.4}
\]
where \( \nu = \frac{\mu}{\rho} \) is called the kinematic viscosity.

The further simplified Navier-Stokes equation where viscous forces are neglected is called the Euler equation and given by

\[
\frac{\partial u}{\partial t} + (u \cdot \nabla)u = -\frac{1}{\rho} (\nabla p + F).
\] (1.5)

### 1.2 Surface tension

When two fluids are present, an important distinction must be made between miscible and immiscible fluids. If the fluids are miscible, the molecules of each component can mix together, and form a solution. In contrast, immiscible fluids such as the idiomatic oil and water pairing, cannot mix together and the molecules of each fluid form separate phases.

The pressure across the interface of two phases may be discontinuous due to the presence of an effect called surface tension. The cause of surface tension is that molecules at the interface are subjected to different intermolecular forces than the molecules away from the interface.

In standard modelling, it is common to divide the fluid into “pure” regions where a single component dominates and accounts for all the thermodynamical properties, and interfacial regions where the presence of multiple components causes the thermodynamical properties to change.

#### 1.2.1 Molecular origins

Attractive but short-range intermolecular forces (for example, Van der Waals forces, dipole bonds, and hydrogen bonds) exist between the molecules in a liquid. Most particles in a liquid are surrounded by other molecules of the same type, and the attractive forces from different molecules will roughly balance each other. The intermolecular forces give rise to a cohesion energy \( U \).

However, these forces are imbalanced for molecules on the surface of the liquid, and as a result the cohesion energy for these particles is on the order of \( U/2 \). If the surface molecule has an area of \( a^2 \), the surface tension will be of order \( \frac{U}{2} a^2 \) [2].

#### 1.2.2 Fluid theory of surface tension

For the traditional fluid theory of surface tension, we turn to the variational calculations by Landau and Lifshitz [1].

Assume we have an interface with the fluids “red” (superscript \( R \)) and “blue” (superscript \( B \)) on either side. The pressure on the red and sides are \( p^R \) and \( p^B \)
respectively, and the difference in pressure is denoted $\Delta p = p^R - p^B$. We now assume that an area of the interface $dA$ is displaced by a short distance $\delta \xi$ towards the blue phase. Assuming no surface tension forces, the work needed to displace this element is

$$dW = (p^R - p^B)\delta \xi dA.$$  \hfill (1.6)

Unless $p^B = p^R$, this is non-zero, and the interface would move spontaneously towards the phase with lower pressure. In order to maintain a pressure difference, we account for the work needed to stretch the surface element $dA$ by $\delta$, this is given by $\frac{\sigma}{2}\delta A$, where $\sigma$ is a surface tension coefficient.

The work needed to perturb the entire interface $A$ by $d\xi$ is then

$$\Delta W = \int (p^R - p^B)\delta \xi dA - \frac{\sigma}{2} \delta A,$$  \hfill (1.7)

which needs to be zero in order to have a stable interface.

To determine the change in surface area $\delta A$, we need to find the curvature of the interface. For the three-dimensional case, let the two curvature radii be $r_1$ and $r_2$, and let the unperturbed surface element $dA = dl_1 dl_2$. The surface area after the perturbation is then

$$dA + \delta A = dl_1 \left(1 + \frac{\delta \xi}{r_1}\right) dl_2 \left(1 + \frac{\delta \xi}{r_2}\right) \approx dl_1 dl_2 \left(1 + \frac{\delta \xi}{r_1} + \frac{\delta \xi}{r_2}\right).$$  \hfill (1.8)

The total change in area $\delta A$ is therefore

$$\delta A = \int \delta \xi \left(\frac{1}{r_1} + \frac{1}{r_2}\right) dA,$$  \hfill (1.9)

which can be inserted into (1.7) to give

$$\Delta W = \int \delta \xi \left((p^R - p^B) - \frac{\sigma}{2} \left(\frac{1}{r_1} + \frac{1}{r_2}\right)\right) dA.$$  \hfill (1.10)

Setting (1.10) to zero yields Laplace’s equation

$$p^R - p^B = \frac{\sigma}{2} \left(\frac{1}{r_1} + \frac{1}{r_2}\right).$$  \hfill (1.11)

From (1.11) we can see that only curved interfaces yield any pressure difference. Furthermore, if the pressure in each phase is constant, the requirement

$$\frac{1}{r_1} + \frac{1}{r_2} = \text{constant}$$  \hfill (1.12)
means that the interface must be spherical if the pressure inside the droplet is constant.

In the case of a spherical droplet, $r_1 = r_2 \equiv r$ and we can write

$$p^R - p^B = \frac{\sigma}{r}.$$

(1.13)

1.3 Processes in fluids with droplets

In many cases, one of the phases forms droplets inside the other. The situation where there is a large number of very small droplets, and where the large amount of interfaces plays a significant role in determining the fluid properties is called an emulsion. The component comprising the droplets makes up the disperse phase, while the surrounding component makes up the continuous phase. Generally, the volume fraction is larger for the continuous phase than the disperse phase. If the volume fraction of the disperse phase is increased so that it exceeds the volume fraction of the continuous phase, a process called phase inversion may occur. As the droplets of the large disperse phase coalesce, they may trap pockets of the continuous phase between them. These trapped pockets from the previously continuous phase form droplets, and become the disperse phase.

Since several small droplets have a much larger surface than a single large droplet, emulsions tend to be unstable. There is a strong tendency for the small droplets to merge together and form larger droplets. There are several processes where this takes place.

Flocculation is the aggregation of the disperse droplets caused by attractive van der Waals forces between them. Coalescence is the process when droplets fuse together due to the film between them disappearing. Disproportionation or Ostwald Ripening occurs when the fluids are not entirely immiscible, the smallest droplets may diffuse into the continuous phase and be deposited on larger droplets. In the presence of gravity or other external forces, the particles in the disperse phase may separate from the continuous phase by rising or sinking; these processes are called creaming and sedimentation [3].

Since the free energy (energy capable of performing work) at the interfaces declines with fewer and larger droplets, so the process is usually spontaneous. In real fluids this is aided by the van der Waals attraction between droplets. Emulsions can often be stabilized through the introduction of emulsifiers, creating energy barriers which prevent the aforementioned processes. Emulsifiers introduce repellant forces which counteract the attractive van der Waals effects.
1.4 Wetting

In addition to the interfacial forces which exist in two-phase flows, the presence of walls adds another element which affects the flow. Just as surface tension exists between the “red” and “blue” fluid components, there is a tension between each of the fluid components and the wall, and these are likely to be unequal. The phase which experiences a stronger adherence to the wall is described as the wetting phase, while the other is the non-wetting phase.

When a droplet adheres to a wall, the angle $\theta$ between the tangent line of the droplet at the contact point and the wall is defined as the contact angle (figure 1.1). If the fluid of a droplet is wetting, its stronger adherence to the wall means that the droplet will spread out over the wall, increasing its contact area, and decreasing the contact angle. In contrast, a droplet of non-wetting fluid will contract to give a smaller contact area, resulting in a larger contact angle. The fluid in the droplet is called the wetting phase if the contact angle is less than $\frac{\pi}{2}$ and the non-wetting phase if the angle is greater than $\frac{\pi}{2}$. Note that wetting is a relative term, for example a fluid that is wetting with respect to water may be non-wetting with respect to ethanol. Wetting properties are also dependent on the chemical composition of the rock, though in most cases it is assumed that rocks are water-wetting with respect to oil [4].

Mathematically, the contact angle is a function of the components’ surface tension coefficients in relation to the wall, $\sigma_{RW}$ and $\sigma_{BW}$, and the mutual surface tension coefficient between the components, $\sigma_{RB}$. Young’s equation for the contact angle of a “red” droplet is given by [4]

$$\cos \theta = \frac{\sigma_{BW} - \sigma_{RW}}{\sigma_{RB}}. \quad (1.14)$$

Young’s equation requires $|\cos \theta| < 1$, if this is not the case, the wall is totally wetting with respect to one of the phases. If the right hand side of (1.14) is less
than -1, the wall is completely blue wetting and a red droplet will not contact the
wall if there is any blue fluid present. If the fraction is greater than 1, a red droplet
in contact with the wall will spread out indefinitely [4]. Note that equation (1.14)
does not tell the values of the various $\sigma$, merely a relationship between them.

Wetting effects are crucial for a number of fluid phenomena, such as sponta-
neous imbibition of a wetting fluid into a narrow capillary, and the entrapment of
oil in narrow capillaries when a wetting fluid such as water is used to drive the
flow [5].

1.5 Adsorption

Adsorption is the process in which surfactants are accumulated at interfaces. The
substances that tend to accumulate have a molecular structure where opposite ends
of the molecule prefer a particular phase. In the special case that water is one of
the phases, these ends are called the hydrophilic and hydrophobic ends. Because
of this structure, such molecules will tend to settle at the interface where both
components are available.

Adsorption reduces the surface tension, in many cases quite significantly. For
a water-air interface, adsorption may reduce the surface tension from 72 mN/m
to 30 mN/m, while the surface tension of an oil-water interface may be reduced
from 50 mN/m to 5–10 mN/m [6, 7].

Generally, adding more surfactant will continue to reduce the surface tension.
However, there is a limit called the critical micelle concentration (CMC) when
micelles, small clusters of surfactant molecules, will spontaneously form. In wa-
ter, this means the hydrophilic heads form the surface of the micelle while the tails
make up the micelle’s interior. These micellar surfactant molecules do not adsorb
to the interface and so do not reduce the surface tension further [6].

To understand the relationship between surface tension and surfactant concen-
tration at sub-CMC concentrations, we need to study the theory regarding the free
energy of the interface. The Gibbs-Duhem equation for the free energy $dG$ is
given by

$$dG = -SdT + A d\sigma + \sum n_i d\eta_i,$$

(1.15)

where $T$ is the temperature, $S$ is the entropy, $n_i$ is the number of moles, $\eta_i$ is the
chemical potential, and $\sigma$ is the surface tension coefficient. The entropy term $SdT$
is deducted from the total energy to find the free energy, $A d\sigma$ is the interfacial
energy term, while the last term is energy due to the chemical potential at the
interface [3].

If the interface is at equilibrium, the free energy is zero. Further, the entropy
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term may be ignored if the temperature is constant. This reduces the Gibbs-Duhem equation to

\[ d\sigma = -\sum \frac{n_i}{A} d\eta_i = -\sum \Gamma_i d\eta_i. \] \hspace{1cm} (1.16)

If it is assumed that \( \Gamma_i = \frac{n_i}{A} = 0 \) for solvent components and non-zero for surfactant components only, equation (1.16) becomes

\[ d\sigma = -\Gamma_2 d\eta_2. \] \hspace{1cm} (1.17)

For an ideal solution, the chemical potential \( \eta_2 \) is given by

\[ \eta_2 = \eta_2^0 + RT \ln(C_{a_{surf}}), \] \hspace{1cm} (1.18)

where \( R \) is the ideal gas constant, \( a_{surf} \) is the surfactant’s activity coefficient and \( C \) is the surfactant concentration. Hence,

\[ d\eta_2 = RT d(\ln(C_{a_{surf}})). \] \hspace{1cm} (1.19)

which inserted into equation (1.17) gives the Gibbs adsorption equation [3]

\[ \frac{d\sigma}{d(\ln(C_{a_{surf}}))} = -\Gamma_2 RT. \] \hspace{1cm} (1.20)

which shows the relationship between the surface tension and the surfactant concentration. If we assume that \( \Gamma_2 \) is proportional to the concentration, say \( \Gamma_2 = \kappa C \), the solution of equation (1.20) becomes

\[ \sigma = \sigma_0 - \kappa RT C. \] \hspace{1cm} (1.21)

which shows a reduction of the surface tension parameter proportional to the surfactant concentration.

Physical experiments, such as those conducted by Shinoda et al. [8], show that the surface tension decreases roughly linearly with the logarithm of concentration, then abruptly flattens out when the CMC threshold is crossed.

1.6 Surface tension induced movement

A spatial variation in surface tension can induce movement in a two-phase system. This motion was studied by Levich and Krylov [9]. An example studied by Levich and Kuznetzov provides an analytic solution [10]. As previously, there are two phases, “red” and “blue”, which have viscosities \( \mu^R \) and \( \mu^B \). A single circular droplet of red fluid has radius \( r \) and a diffusion layer of thickness \( \delta_d \). The surrounding fluid is blue. There are no external forces.
If the two phases are not in equilibrium, the equations for the directions normal \((n)\) and tangential \((t)\) to the interface are given by the equations

\[
\rho^R - \rho^B + \sigma \left( \frac{1}{r} \right) = 2 \mu^R \frac{\partial u^R_n}{\partial n} - 2 \mu^B \frac{\partial u^B_n}{\partial n}, \tag{1.22}
\]

\[
\mu^R \left( \frac{\partial u^R_n}{\partial t} + \frac{\partial u^R_t}{\partial n} \right) - \mu^B \left( \frac{\partial u^B_n}{\partial t} + \frac{\partial u^B_t}{\partial n} \right) = \frac{\partial \sigma}{\partial t}. \tag{1.23}
\]

where \(u^s_n\) and \(u^s_t\) represent the velocity of phase \(s\) in the normal and tangential directions respectively [9].

Variation in surface tension mean that the right hand side of equation (1.23) is nonzero, which can only be balanced by having non-zero velocities. This kind of surface tension induced motion is called the Marangoni effect.

Assume now that the concentration \(C\) of a stationary surfactant in the domain increases linearly with \(x\), with gradient \(\frac{dC}{dx}\). The surfactant causes the surface tension to decrease, hence \(\frac{\partial \sigma}{\partial C}\) is negative. For a surfactant with the same properties as equation (1.21), \(\frac{\partial \sigma}{\partial C} = \kappa\), but the theory does not assume that this relationship is linear.

Since the surface tension at opposite ends of the droplet is imbalanced, the surfactant concentration gradient will cause the droplet to move in the direction of the concentration gradient, with the velocity

\[
u = -\frac{(r + \delta_r) \frac{\partial \sigma}{\partial C} \frac{dC}{dz}}{2\mu^B + 3\mu^R - \frac{2C_0\delta_d}{Dr} \frac{\partial \sigma}{\partial C}}. \tag{1.24}
\]

where \(D\) is a diffusion parameter and \(C_0\) is the equilibrium surface concentration of the surfactant.

### 1.7 Applications of surfactants

In this section, we will discuss some situations where spatial variation in surface tension is of interest. The focus in the thesis has been the effect such variation has on the flow in porous media. The impact this has on oil recovery makes this an area of high economic importance.

The lattice Boltzmann equation and multiphase flow models is covered in chapters 2 and 3, but areas where LBM has been applied are indicated in this chapter.
1.7 Applications of surfactants

1.7.1 Use in oil recovery

Oil recovery from deep reservoirs is usually executed by water injection at one end in order to maintain reservoir pressure. The oil in the reservoir is pushed towards the production wells where it can be recovered. At some point, the injected water will also arrive at the production well. If the process was 100% effective, this water-break would signal the complete depletion of the reservoir, but this is not the case. Even after the water break, the reservoir contains a mixture of water and oil. Much of the residual oil may still be recoverable. In fact, almost 2 trillion barrels of conventional, and 5 trillion barrels of heavy oil, may remain in the reservoir after the conventional oil recovery mechanism is complete on a worldwide basis [11].

Oil may be left behind for a variety of reasons, and numerous methods for enhanced oil recovery have been implemented. Some pockets of oil may be trapped in dead ends, or oil droplets may be trapped in a pore space and unable to get into a capillary. One of the first applications of multiphase lattice Boltzmann methods was to simulate the flow of oil and water mixtures in reservoirs, and determine the conditions for which there would be no oil flow [12].

In reservoir theory, two numbers play an important role in determining how much of the oil can be recovered. These are the capillary number

\[ N_C = \frac{v \mu}{\sigma}, \]  

where \( v \) is the Darcy velocity, and the water/oil mobility ratio

\[ M = \frac{\lambda_w}{\lambda_o}, \]  

where \( \lambda_w \) and \( \lambda_o \) are the mobilities (permeability/viscosity ratios) of water and oil respectively. For better oil recovery, the capillary number should be large while the mobility ratio should be small. The capillarity number can be improved by using surfactants that lower the surface tension \( \sigma \) while water-soluble polymers can be used to obtain a more favorable mobility ratio [11].

The interest in this thesis has been with oil trapped in pore spaces by surface tension and wetting effects. Pushing a large droplet into a narrow capillary requires a deformation, which creates a pressure gradient which will immobilize the droplet. Reducing these forces is one manner in which more oil can flow through the reservoir and be recovered. Surfactants, and microbial activity are some of the means used to enhance oil recovery.

Considerable theoretical, experimental, and numerical work has been conducted to study the effects of surfactants, depending on the mechanism.

The use of gels in oil fields in order to achieve a disproportionate permeability reduction was studied by Langaas using a free energy scheme (section 3.3.1)[13].
Wetting effects and some simulations with gels were conducted by Langaas and Grubert[14] and further simulations were conducted by Langaas and Nilsson[15]. In some cases, the injection of surfactants can create microemulsions. The flow of oil/water emulsions in narrow capillaries was studied experimentally by Cobos et al. [16]

The effect of microbial activity is similar to that of surfactants, where a biofilm causes changes in interfacial and wetting properties. Lattice Boltzmann simulations of microbial activity were conducted by Hiorth et al. [17]

### 1.7.2 Biological applications

In 1976 and 1977 [18, 19], Greenspan conducted laboratory experiments and produced some mathematical models to determine the effect variational surface tension could have on cell cleavage.

Sapir and Nir [20] found that variations in surface tension did produce an elongation of a droplet, but no significant furrowing (cleavage), this result was also found by Li and Lubkin [21] using another numerical model. Typically, a circular droplet will be deformed in the order of 10% when the surface tension is reduced in two ends of the droplet.
Simulations of fluid in this work have been conducted using the lattice Boltzmann method (LBM), first introduced as an extension to the lattice gas method [22].

Fluid flow in porous media may be of interest at different scales. The smallest, microscopic scale deals with simulations of the molecular level, the mesoscopic scale deals with flows in a single pore, the macroscopic scale deals with flow over multiple pores, while the megascopic scale deals with field-scale flow [23]. The lattice Boltzmann method is most suitable for simulations on the mesoscopic or macroscopic scale. Even though the lattice Boltzmann model is based on molecular gas theory, the macroscopic quantities of density and velocity are tracked. The method relies on knowledge of the pore structure, but field scale terms such as porosity and permeability are not used directly. However, permeability of small blocks of porous material may be calculated through lattice Boltzmann simulations [24].

This chapter covers the theory of the lattice Boltzmann method, including the underlying theory and historical development, its connection with the Navier-Stokes equation, and implementation.

2.1 Lattice gas predecessor

While the lattice Boltzmann equation is now generally viewed as a discretization of the Boltzmann equation on a regular grid, the model was at first derived from the lattice gas schemes [23].

The lattice gas scheme is a cellular automaton that uses a regular grid and discrete step. If multiple particles are present at a grid cell, they must have different velocities (a requirement called the exclusion principle). The number of possible velocities is greatly restricted, commonly the only velocities allowed are those that make a particle move to a neighboring grid cell at the next discrete time step.
At each time step, particles move to another site in accordance with their velocity. If two or more particles arrive at the same site at any given time step, they may collide so that their course is altered.

The collision rules must conserve the total number of particles and momentum. In addition, all collisions are invertible. If particles with velocities \( c_1 \) and \( c_2 \) collide, resulting in post collision velocities \( c'_1 \) and \( c'_2 \), then there exists an equally probable collision resulting in post-collision velocities \( c_1 \) and \( c_2 \). In the simplest cases, pre-collision velocities \( c'_1 \) and \( c'_2 \) give the desired inverse collision. Sometimes there is more than one possible collision conserving mass and momentum. When this is the case, one of the collisions is chosen at random. Such models are non-deterministic, but in practice an arbitrary, non-random method is used to determine which collision occurs in ambiguous situations [25].

The lattice gas equation can be written as

\[
n_i(x + c \cdot t + 1) - n_i(x, t) = \Omega_i(n),
\]

where the left hand side describes streaming and the right hand side is the collision rule. The Boolean variable \( n_i \) is 1 if there is a particle on direction \( i \), and 0 otherwise.

The first such scheme was proposed by Hardy, Pomeau, and de Pazzis, [26, 27, 28], hence the name “HPP” model. This scheme involves a square lattice, where each cell had the capacity for four particles. The possible particle velocities are \((1,0)\), \((0,1)\), \((-1,0)\) and \((0,-1)\). If particles collide head on, they turn and move out at right angles to their incident velocity. The HPP model is easy to implement, and Hardy et al. were able to recover some fluid properties in the model, but the model lacks isotropy and rotational invariance. The square lattice does not account for enough directions simultaneously to substitute for a circle [23].

Although the square lattice is insufficient for isotropic flow, more satisfactory simulations by lattice gas methods are possible by using a hexagonal lattice (triangular if the particles occupy the nodes rather than cells), so that each site connects to six neighbors. The method with the hexagonal lattice is called the Frisch, Hasslacher, and Pomeau (FHP) model after its proposers in 1986 [29] (note that Frisch et al. called the model “hexagonal lattice gas” or “HLG”). Other versions on a hexagonal grid include rest particles, which means each site can host up to seven particles.

Even with the improved hexagonal lattices, some drawbacks with the lattice gas approach remain. The state at each site and velocity is Boolean instead of continuous. Whether or not a particle is at a particular site is random, and the results are therefore burdened with noise. Averaging over several sites alleviates, but does not eliminate, the problem.

Lattice gas models generally lack Galilean invariance (independence of inertial frame of reference). The most serious consequence is that a vortices in the fluid
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Figure 2.1: Snapshots of the location and velocity of particles at two consecutive time steps in a sample lattice gas simulations. The top two figures show an example of the evolution in an HPP model, the bottom two figures show the evolution in an FPP-I model. The circles indicate one of the collisions taking place between these particular time steps.

advect with a different velocity than the other fluid. Some models have been developed to attend to that issue [30].

Extending the method to three dimensions is difficult, because of the lack of a suitably isotropic lattice. This problem can be worked around, as shown by d’Humieres et al. [31] by adding a fourth dimension and utilising a hypercubic lattice. One of the dimensions is a “ghost” dimension. This technique makes the method computationally very complex. In the hypercube model, each node connects to 24 neighbors, so there are a possible $2^{24}$ states possible at each site and so handling the collision operator by means of a look-up table is no longer feasible [23].

The FHP was extensively analyzed by Wolfram [32], and it was shown that the Navier-Stokes equations could be derived from the method. In the derivation, an
average of \( n_i \), denoted \( f_i \) is defined:

\[
f_i = \langle n_i \rangle
\]  

(2.2)

where \( \langle \cdot \rangle \) denotes a space-time average. \( f_i \) is called the distribution function, and is covered in Section 2.2. Averaging equation (2.1) to involve \( f_i \) is actually the earliest derivation of the lattice Boltzmann equation, although it was not initially viewed as a method in its own right.

The Navier-Stokes equations can be derived through the Chapman-Enskog expansion, similar to what will be shown in Section 2.7. The specifics which pertain to the lattice gas method are covered by Wolf-Gladrow [25] Section 3.2.6.

The first lattice Boltzmann model was developed in 1988 by McNamara and Zanetti [22]. The idea was to replace the Boolean values of lattice gas models with floating point numbers, representing average distributions as in (2.2). This avoids the noise problem. As in the lattice gas models, the collision rules conserve density and momentum, however the collisions are not invertible.

He and Luo later showed that the lattice gas foundations were not needed, and that the lattice Boltzmann method could be derived directly from discretizing the Boltzmann equation [33, 34].

## 2.2 The distribution function

Particle movement in a gas or fluid with \( N \) particles with mass \( m \) is subject to Newton’s laws of motion. In principle the movement of each molecule as it is subjected to collisions and other forces can be tracked. However, one mole of gas contains \( \text{6.02} \times 10^{23} \) molecules, and the sheer number of particles makes it impossible to record each molecule individually except for extremally thin gas.

Fortunately, the tracking process can be simplified. In a gas, particles move at many different velocities, but not all velocities are equally probable. We can introduce a probability distribution \( p(x,c,t) \) telling the probability of a particle at site \( x \) at time \( t \) moving at velocity \( c \). If there are \( n \) particles, the distribution function \( f(x,c,t) = np(x,c,t) \) is used to track how many particles at a site \( x \) at time \( t \) are moving with a velocity \( c \).

Macroscopic quantities can be found from integrating moments of the distribution function. The density of a gas \( \rho \) can be found by

\[
\rho(x,t) = \int m f(x,c,t) dc.
\]  

(2.3)

The movement of particles means there is kinetic energy in the gas. If the sum of all the particle velocities is nonzero, the entire gas as a body moves at the
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macroscopic velocity \( u \), distinguished from the individual particle velocity \( c \). In most cases \( ||u|| \ll ||c|| \). The momentum is given by

\[
\rho(x,t)u(x,t) = \int mcf(x,c,t)dc.
\] (2.4)

The remaining particle movement, \( c - u \) is disordered, and makes up the thermal energy given by

\[
\frac{3}{2}nkT = \int \frac{1}{2}m(c-u)^2 \cdot f(x,c,t)dc,
\] (2.5)

where \( T \) is the temperature and \( k \) is Boltzmann’s constant, \( k = 1.3807 \times 10^{-23} \text{ J/K} \).

2.3 The Boltzmann equation

The Boltzmann equation was derived by Ludwig Boltzmann in 1872, and is one of the most important results in theoretical physics [23]. In its most basic form, the equation is given as

\[
\frac{\partial f}{\partial t} + c \cdot \frac{\partial f}{\partial x} + a \cdot \frac{\partial f}{\partial c} = \Omega(f),
\] (2.6)

where the left hand side represents the total derivative of the distribution function subjected to the external force that gives acceleration \( a \). This accounts for the streaming of particles. The right hand side \( \Omega(f) \) is a collision operator and accounts for collisions between particles.

The streaming part of the equation can be derived by considering what happens if an external force \( F \) acts on each of the particles in the fluid. We follow the derivation presented by Buick [35]. By Newton’s second law, we have the acceleration \( a = \frac{F}{m} \). After a short time interval \( dt \), the new distribution function will be \( f(x+cdt,c+adt,t+dt) \). In the absence of collisions, these are the same particles as before the time step \( dt \), so \( f(x+cdt,c+adt,t+dt)d\mathbf{x}dc \) and \( f(x,c,t)d\mathbf{x}dc \) should be equal. The fact that they are not equal in reality, is due to interparticle collisions, which we write as \( \Omega(f)d\mathbf{x}dcdt \), and we obtain

\[
f(x+cdt,c+adt,t+dt)d\mathbf{x}dc - f(x,c,t)d\mathbf{x}dc = \frac{\partial f}{\partial t}d\mathbf{x}dcdt.
\] (2.7)

Dividing (2.7) by \( d\mathbf{x}dcdt \) and letting \( dt \to 0 \) will finally yield the classical Boltzmann equation (2.6).

The collision operator depends on the two-body distribution function \( f_{12} \), which represents the probability of finding a particle of velocity \( c_1 \) around site \( x_1 \), while simultaneously finding a particle of velocity \( c_2 \) around site \( x_2 \).
In order to avoid having to deal with three-particle collisions, Boltzmann assumed that the particles were point-like, structureless, and that collisions were interactions over much shorter ranges than the mean distance between particles. A consequence of this is the assumption that particles prior to collision are uncorrelated, and that the events governed by the distribution functions $f_1$ and $f_2$ are independent. This gives Boltzmann’s closure assumption: \[ f_{12} = f_1 f_2. \] (2.8)

The Boltzmann equation with a full collision operator is therefore \[ \frac{\partial f}{\partial t} + c \cdot \frac{\partial f}{\partial x} + a \cdot \frac{\partial f}{\partial c} = \int (f'_1 f'_2 - f_1 f_2)|g|b(g, \theta)dbd\theta dc_2, \] (2.9)

where $g$ is the relative velocity between the particles, and $\theta$ is the collision angle. The impact parameter of an individual particle is denoted $b$. Primes indicate post-collision distributions.

### 2.3.1 Equilibrium distribution and the BGK collision operator

Collisions are reversible, so if two particles with velocities $c_1$ and $c_2$ collide so that the post collision velocities are $c'_1$ and $c'_2$, then two particles colliding with velocities $c'_1$ and $c'_2$ will result in post-collision velocities of $c_1$ and $c_2$. Since underlying processes are reversible, the macroscopic processes in the gas could in principle seem to be reversible as well. However, the vast number of correct collisions needed to reverse a macroscopic gas process make such an event extremely unlikely. In fact, Boltzmann’s $H$-theorem which deals with the quantity

$$H = \int f \ln f \, dc,$$  \hspace{1cm} (2.10)

shows that $H$ will never increase. On the other hand, $H$ is bounded below, so at some point $H$ will be at its minimum \[ [36]. Hence, a central concept is that of an equilibrium distribution $f^M$, where the collision operator does not have any effect.

$$\Omega(f^M, f^M) = 0.$$ \hspace{1cm} (2.11)

This means that $f_{12} = f'_{12}$, or using the closure assumption (2.8) and taking logarithms on both sides gives

$$\ln f'_1 + \ln f'_2 = \ln f_1 + \ln f_2.$$ \hspace{1cm} (2.12)

This collision invariance for $\ln f$ shows that it is a function of the other collision invariant quantities (particle number, momentum, and kinetic energy), and can be
written as a polynomial [23]

\[ \ln f^M = A + B_a c_a + \frac{1}{2} C c^2, \]  

(2.13)

where the parameters \(A, B\) and \(C\) can be determined by using the distribution function definitions of density, momentum and kinetic energy together with Gaussian quadrature. The resulting expression for \(f^M\) is

\[ f^M = n \left( \frac{m}{2\pi kT} \right)^{D/2} e^{-mc^2/2kT}, \]  

(2.14)

where \(D\) is the number of dimensions. The distribution \(f^M\) is called the Maxwell distribution. Note that the Maxwellian represents a gas which is macroscopically at rest.

For a gas with a macroscopic velocity \(u\), a local equilibrium distribution \(f^{eq}\) can be defined:

\[ f^{eq} = n \left( \frac{m}{2\pi kT} \right)^{D/2} e^{-m((c-u)^2)/2kT}. \]  

(2.15)

The existence of the local equilibrium distribution has been exploited to make the simplified collision operator \(\Omega_{BGK}\) where “BGK” are the initials of its proposers Bhatnagar, Gross, and Krook who introduced it in 1954. The operator is given by [37]

\[ \Omega_{BGK} = -\frac{1}{\tau} (f - f^{eq}). \]  

(2.16)

where \(\tau\) is a relaxation time parameter. The BGK operator works on the assumption that the distribution is dominated by equilibrium terms, and that the non-equilibrium is a small correction.

### 2.4 Basic theory of the lattice Boltzmann equation

The remainder of this chapter will deal with the theory of the lattice Boltzmann method for a single phase and component. Extensions to more complex fluids are covered in Chapter 3.

The lattice Boltzmann method was originally proposed by McNamara and Zanetti [22] based on the lattice gas method described in Section 2.1, although modern interpretations view the method as a discretization of the Boltzmann equation in Section 2.3. As in the lattice gas method, the lattice Boltzmann runs on a discrete lattice, and evolves in a streaming and collision framework with time step \(\delta t\).

Among the major drawbacks of the lattice gas method were statistical noise and lack of Galilean invariance. Statistical noise comes due to the position of particles
being discrete and in a sense “random”, while the exclusion principle causes the breakdown of Galilean invariance. The lattice Boltzmann method resolves both these problems. The Boolean variable \( n_i \) is replaced by the distribution function \( f_i \). Although \( f_i \) is discretized in space and time, \( f_i \) itself is a continuous function, so statistical noise is eliminated. Although space, time, and velocity remain discretized, the exclusion principle from the lattice gas method is abolished, and there are no limitations on how many particles may possess a given velocity at any given site and time, so \( f_i \) is not limited to be less than 1. The lattice Boltzmann methods therefore do not suffer from Galilean invariance.

### 2.4.1 Lattices

Qian et. al. [38] introduced the lattice classification system which has become standard. Each grid is classified on a \( D M Q N \) scheme, where \( M \) is the dimension of the grid, and \( N \) is the number of neighbors (including itself if applicable) which particles can move to.

The velocity vectors that connect neighbouring sites to each other are designated \( e_i \). The index \( i \) represents a direction and \( i = 0 \) represents the zero-vector.

In a two-dimensional system, the lattices are either square or triangular/hexagonal. Rest particles are almost universally used with the square lattice, and these models are referred to as D2Q9. The triangular lattices are D2Q6 or D2Q7 depending on whether rest particles are present.

Since the hexagonal D2Q6 and D2Q7 lattices have fewer velocities than the square D2Q9 lattice, the hexagonal methods are slightly faster. However, the square lattice is more flexible when it comes to defining boundary conditions, and it is this lattice which has been used in this work.

The three dimensional lattices are always cubical, and usually employ rest particles. A site has 26 possible neighbours, representing the cell’s six faces, twelve edges, and eight corners. Generally, all the common three-dimensional lattice Boltzmann models allow the particles to move to one of the six nearest neighbours. The D3Q15 model also lets particles move to one of the eight neighbors sharing a corner, but disallow movement to the neighbors sharing an edge. The D3Q19 model lets particles move to the twelve neighbours sharing an edge, but not to the neighbors sharing a corner. The D3Q27 model allows movement to all the neighbors.

The six two- and three-dimensional lattices mentioned are shown graphically in Figure 2.2.
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If we assume a single component fluid and no external forces, the lattice Boltzmann equation can be written as

$$f_i(x + e_i \delta_t, t + \delta_t) - f_i(x, t) = \Omega_i(f).$$

(2.17)

This equation has a very similar structure to the lattice gas equation (2.1), but since the variables $f$ are floating point numbers rather than Boolean figures, the collision operator can no longer be executed through a look-up table. The construction of the collision operator comes through applying the theory of the Boltzmann equation with a collision operator similar to the one in equation 2.9. However, the collision step can be considerably simplified by applying the BGK collision operator (2.16). This is referred to as the LBGK (Lattice Bhatnagar-Gross-Krook) method. With this scheme, the collision operator $\Omega_i(f)$ is given by [23]

$$\Omega_i(f) = -\frac{\delta_t}{\tau} (f_i - f_i^{eq}),$$

(2.18)

where for low Mach numbers, $f_i^{eq}$ is written as a polynomial of $u$. 

---

For square lattices, the explicit polynomial with particle mass $m = 1$ is given by [34]

$$f^{eq} = w_i \rho \left( 1 + \frac{3(e_i \cdot u)}{c_s^2} + \frac{9(e_i \cdot u)^2}{2c_s^4} - \frac{3u^2}{2c_s^2} \right)$$

(2.19)

where $c_s = \sqrt{3RT}$ [34]. For the triangular six and seven speed lattices, the equilibria are given by

$$f^{eq} = \begin{cases} 
  w_i \rho \left( 1 + \frac{2(e_i \cdot u)}{c^2} + \frac{4(e_i \cdot u)^2}{c^2} - \frac{u^2}{c^2} \right) & i = 1, \ldots, 6 \\
  w_i \rho \left( 1 + \frac{4(e_i \cdot u)}{c^2} + \frac{8(e_i \cdot u)^2}{c^2} - \frac{2u^2}{c^2} \right) & i = 0, \ldots, 6 
\end{cases}$$

(2.20)

The weights $w_i$ that come up are related to Gaussian quadrature of velocity integrals, and they depend on the underlying lattice. The weights for the most popular two- and three-dimensional lattices are shown in table 2.1.

<table>
<thead>
<tr>
<th>Lattice/Vector length</th>
<th>0 (rest)</th>
<th>$c$</th>
<th>$c\sqrt{2}$</th>
<th>$c\sqrt{3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>D2Q6</td>
<td>–</td>
<td>1/6</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>D2Q7</td>
<td>1/2</td>
<td>1/12</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>D2Q9</td>
<td>4/9</td>
<td>1/9</td>
<td>1/36</td>
<td>–</td>
</tr>
<tr>
<td>D3Q15</td>
<td>2/9</td>
<td>1/9</td>
<td>–</td>
<td>1/72</td>
</tr>
<tr>
<td>D3Q19</td>
<td>1/3</td>
<td>1/18</td>
<td>1/36</td>
<td>–</td>
</tr>
<tr>
<td>D3Q27</td>
<td>8/27</td>
<td>2/27</td>
<td>1/54</td>
<td>1/216</td>
</tr>
</tbody>
</table>

Table 2.1: Vectors and weights for different lattices. $c$ is the length of the velocity vectors to the nearest neighbors. A dash (‘–’) means that the lattice does not have any velocity vectors of that length.

The LBGK scheme is the simplest, and most effective lattice Boltzmann scheme. The drawback is that mass, momentum and heat transfer are all governed by the same parameter [23].

The moments for density and momentum are calculated as sums over the discrete distribution function.

$$\rho = \sum_i f_i$$

(2.21)

$$\rho u = \sum_i f_i e_i$$

(2.22)

and are shown in Section 2.7 to fulfill the Navier-Stokes equation for weakly non-uniform fluid systems.

The discretization of the Boltzmann equation conducted by He and Luo [33, 34] involves a time discretization, an approximation of the Maxwellian equilibrium
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distribution, and a discretization of phase space. The time discretization involves an integral of the continuous Boltzmann equation written in total derivative form

$$\frac{df}{dt} + \frac{1}{\tau'} (f - f^M) = 0, \quad (2.23)$$

over a time step $\delta_t$, including terms of up to $O(\delta t^2)$, giving

$$f(x + c\delta_t, c, t + \delta_t) = \frac{1}{\tau'} e^{-\delta t/\tau'} \int_0^{\delta_t} e^{s/\tau'} f^M(x + cs, c, t + s) ds + e^{-\delta t/\tau'} f(x, c, t), \quad (2.24)$$

$$+ \frac{s}{\delta_t} f^M(x + c\delta_t, c, t + \delta_t) + O(\delta_t^2) \] ds + e^{-\delta t/\tau'} f(x, c, t), \quad (2.25)$$

where the $O(\delta_t^2)$ terms are ignored. The result is the time discrete Boltzmann equation

$$f(x + c\delta_t, c, t + \delta_t) = f(x, c, t) - \frac{1}{\tau'} [f(x, c, t) - f^M(x, c, t)], \quad (2.26)$$

where $\tau = \frac{\tau'}{\delta_t}$.

The equilibrium distribution function $f^M$ can for low Mach numbers be approximated by $f^{eq}$, given by

$$f^{eq} = \frac{\rho}{(2\pi RT)^{D/2}} \exp(-c^2/2RT) \left[ 1 + \frac{c \cdot u}{RT} + \frac{(c \cdot u)^2}{2(RT)^2} - \frac{u^2}{2RT} \right], \quad (2.27)$$

where terms of $O(u^3)$ and higher are neglected.

The phase space discretization is done so that the moments (2.21) and (2.22) are accurate for $f^{eq}$. This means equating continuous moment integrals of (2.14) with a discrete summation, in particular,

$$\frac{1}{\rho} \int f^M \prod_a c_{ia} dc = \sum_i w_i \prod_a e_{ia}, \quad (2.28)$$

must hold for as high an order of $c_{ia}$ and $e_{ia}$ as possible. This is possible up to the fourth order.

The derivation of $w_i$ for the D2Q9 lattice can be found in Wolf-Gladrow, Section 5.2.1 [25]. The symmetry of the lattice mandates that the weights on vectors with
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length $c$ are equal, as are the weights on vectors with length $\sqrt{2}c$, that means $w_1 = w_2 = w_3 = w_4 = w_a$ and $w_5 = w_6 = w_7 = w_8 = w_b$. The odd moments in (2.28) are all zero, while the nonzero even moments give:

$$\sum w_i = w_0 + 4w_a + 4w_b = 1 \quad (2.29)$$
$$\sum e_{i1}^2 w_i = \sum e_{i2}^2 w_i = 2c^2 w_a + 4c^2 w_b = \frac{kT}{m} \quad (2.30)$$
$$\sum e_{i1}^4 w_i = \sum e_{i2}^4 w_i = 2c^4 w_a + 4c^4 w_b = 3 \left( \frac{kT}{m} \right)^2 \quad (2.31)$$
$$\sum e_{i1}^2 e_{i2}^2 w_i = 4c^4 w_b = \left( \frac{kT}{m} \right)^2 \quad (2.32)$$

Comparing equations (2.30)–(2.31) shows that $\frac{kT}{m} = \frac{c^2}{3}$. Plugging this into the last equation shows that $w_b = \frac{1}{36}$. Equation (2.30) (or equation (2.31)) then yields $w_a = \frac{1}{9}$, and finally equation (2.29) gives $w_0 = \frac{4}{9}$.

Multiplying the $w_i$ weights with $\pi$ correspond to the products of the nodes and weights used in Gaussian quadrature when evaluating the integrals in (2.28).

2.4.3 Multiple relaxation time methods

The BGK collision operator is the most common way of simulating the relaxation, and the one used throughout this thesis. A more general method is the multiple-relaxation time method (MRT), also called “generalized lattice Boltzmann”. The cited advantages of the MRT method are improved numerical stability and increased flexibility which allows variations in the Prandtl number (viscous diffusivity rate/thermal diffusivity rate), and the kinematic to bulk viscosity ratio [39]. The cost is increased computationally complexity and longer calculation times.

As with the BGK operator, the MRT operator features a relaxation to equilibrium, but instead of the scalar multiplier $\frac{1}{\tau}$ used in equation (2.18), the MRT multiplies $f - f^{eq}$ with a $N \times N$ matrix $S$ (we recall from Section 2.4.1 that $N$ is the number of discrete velocities in the lattice). Each of the $N$ rows in $S$ represents a different moment. For example, the nine moments accounted for in an MRT simulation on a D2Q9 lattice can be density, energy, energy squared, $x-$ and $y-$momentum, $x-$ and $y-$heat fluxes, and the stresses $p_{xx}$ and $p_{xy}$ [40]. The special case where $S$ is given by $\frac{1}{\tau} I$, where $I$ is the $N \times N$ identity matrix, corresponds to the BGK method [39].
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Boundary conditions set conditions for movement in the region in which the fluid flows, and are therefore highly important in all fluid simulations.

Walls are by definition impenetrable, and unless we want to place a source or sink, fluid particles should not enter or come out of wall nodes. Hence, the macroscopic velocity component normal to the wall should be zero. In addition, viscous fluids at low velocity will usually have no flow parallel to the wall as well (no slip).

Another type of boundary condition is required at the fluid edge of domains where particles can enter and exit the domain. We discuss two ways of handling these, periodic boundary conditions and open boundaries with a fixed pressure or velocity.

Even for fairly complex boundaries, the implementation of boundary conditions is quite simple in lattice Boltzmann methods. This asset gives the lattice Boltzmann method an edge in, for example, porous media simulations where boundaries can be very complicated.

2.5.1 Bounce-back boundary condition

The bounce-back condition is the standard no-slip condition used for boundaries between fluids and walls. The premise for the bounce-back condition is that all particles hitting a wall node reverse their direction to move back on the vector in which they entered.

In practice, this is implemented as part of the propagation process. Fluid particles may not enter a wall node, if the particles are on course to enter a wall node their course is reversed. For example, assume a particle at \((x, y)\) moving on the \(e_5\)-vector (northeast). The propagation for this particle is given in pseudo-code as

```latex
if wall(x+1, y+1) == 1
    fpre(x, y, 7) = fpost(x, y, 5);
else
    fpre(x+1, y+1, 5) = fpost(x, y, 5);
end
```

Here, “fpre” and “fpost” indicate pre-relaxation and post-relaxation distributions respectively. The if condition is met if the node in the northeast is a wall node, and the particle is therefore reflected to vector \(e_7\) (southwest). Otherwise, the else-statement is normal propagation of the particle.

To envision that the bounce-back condition yields a no-slip boundary, one can imagine that there is a an imaginary particle in the wall emerging from the wall,
moving opposite to the particle entering, the resulting distribution in the fluid is the same. The sum of momentum for the incoming and the imaginary outgoing particle is zero [41].

The accuracy of the bounce-back condition is dependent on how well the wall fits the real geometry. If there is an exact match between the physical and boundaries, with the wall passing through the middle of the fluid and wall node, the bounce-back condition is second-order accurate, the same as the LBGK equation itself. This includes simple flows such as Poiseuille flow (pressure driven flow between two parallel plates) [42]. However, if the physical boundary is not aligned with the lattice, and needs to be approximated by staircasing, the boundary itself is only first-order accurate. This is indeed the greatest drawback to the bounceback scheme in simulations, and various interpolation schemes to improve the accuracy to second order have been proposed, for example Noble et al. [43]. With second order accuracy, a lower grid resolution may be permitted. The actual accuracy of such methods was investigated by Maier and Bernard [44], who found that these interpolation schemes were second order accurate for well-defined flows with small gradients. Maier and Bernard also considered the conditions in which the improved accuracy justifies the increased complexity of the boundary implementation.

Note that implementing the boundary conditions is a very simple task in the lattice Boltzmann method. The algorithm used to enforce the boundary requires only the obstacle positions, and is just as fast for tortuous and complicated boundaries as it is for simple boundaries. Because of the ease in which complicated boundaries can be implemented, the lattice Boltzmann method is an important method for fluid flow through porous media [45].

2.5.2 Periodic boundary conditions

In some cases, problems with the edge of the domain can be handled by implementing periodic boundary conditions. In effect, such conditions remove edges altogether by ensuring that all nodes have neighbouring nodes on all sides. A node on the top “edge” is connected to the nodes on the bottom edge.

These conditions are especially effective for cases where surface effects are not significant [23].

In some cases, periodic conditions are insufficient however. With periodic boundary conditions, any particle leaving the domain, will immediately reenter at the opposite side. This means that in a classic two-phase scenario with a water mass pushing an oil mass through a channel, oil exiting at the outlet will appear at the inlet which is not desirable. In addition, it is not possible to implement a pressure boundary condition at the inlet and outlet without creating a discontinuity.
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2.5.3 Open boundary conditions

If we want to allow particles to enter and exit the domain, we need a way to handle open boundaries. Nodes at the edge are called inlets and outlets, depending on whether there is a net flux in or out of the domain at these nodes. Note however, that except for the extreme high-Mach flows, there are always many particles moving against the flow, so there will be particles leaving a domain at the inlet and particles entering the domain at the outlet.

We have generally used the method described by Zou and He [46] to simulate open boundaries. The method here can handle both velocity boundary conditions, with fixed velocities \( \mathbf{u}_{in} \) and \( \mathbf{u}_{out} \) at these nodes, and pressure boundary conditions, with fixed pressures \( p_{in} \) and \( p_{out} \) at the inlet and outlet nodes. Pressure is given as a function of density, so pressure boundary conditions are equivalent to density boundary conditions.

The problem in open boundaries lies in identifying the distribution components that point from the inlet and outlet into the domain. Regular propagation determines the figures for the remaining distribution components, including the particles leaving the domain. For example, for a D2Q9 lattice, on a boundary at the left of the domain, the unknown distribution components are \( f_1, f_5, \) and \( f_8 \).

If we first address the velocity boundary condition, we have four unknowns, the three distribution components \( f_1, f_5, f_8 \) which we want to determine, and the density \( \rho \). From the definitions of density and velocity, three equations are immediately apparent,

\[
\begin{align*}
    f_1 + f_5 + f_8 &= \rho - f_0 - f_2 - f_3 - f_4 - f_6 - f_7, \quad (2.33) \\
    f_1 + f_5 + f_8 &= \rho u_x + f_3 + f_6 + f_7, \quad (2.34) \\
    f_5 - f_8 &= \rho u_y - f_2 + f_4 - f_6 + f_7. \quad (2.35)
\end{align*}
\]

In order to obtain a fourth equation and close the system, Zou and He assumed that the nonequilibrium part of the distribution was reflected at the boundary.

\[
f_1 = f_3 + f_{1eq} - f_{3eq}. \quad (2.36)
\]

With equations (2.33-2.36), the unknowns are given by:

\[
\begin{align*}
    \rho &= \frac{1}{1 - u_x} (f_0 + f_2 + 2f_3 + f_4 + 2f_6 + 2f_7), \quad (2.37) \\
    f_1 &= f_3 + \frac{2}{3} \rho u_x, \quad (2.38) \\
    f_5 &= f_7 + \frac{1}{2} (f_4 - f_2) + \frac{1}{6} \rho u_x + \frac{1}{2} \rho u_y, \quad (2.39) \\
    f_8 &= f_6 + \frac{1}{2} (f_2 - f_4) + \frac{1}{6} \rho u_x - \frac{1}{2} \rho u_y. \quad (2.40)
\end{align*}
\]
Similar results can be found for inlets and outlets at the top, bottom, and right side of the domain.

If we move on to pressure, or density boundary conditions, the first realisation is that fixing the pressure only is insufficient. It is also necessary to fix the velocity parallel to the inlet or outlet to obtain enough equations, which is a drawback with the Zou and He method. Usually, we assume that the flow is normal to the inlet and outlet, for the left boundary that means \( u_y = 0 \).

As with the velocity boundary conditions, we use the equations for density and velocity, and assume bounce-back of the nonequilibrium part to close the system. The resulting equations for the left boundary are

\[
\begin{align*}
  f_1 + f_5 + f_8 & = \frac{1}{1 - u_x} (f_0 + 2f_2 + 2f_3 + f_4 + 2f_6 + 2f_7), \\
  f_5 - f_8 & = u_y - f_2 + f_4 - f_6 + f_7, \\
  f_1 + f_5 + f_8 & = \rho u_x - f_3 - f_6 - f_7, \\
  f_1 & = f_3 + f_1^{eq} - f_3^{eq}.
\end{align*}
\]

and the result is

\[
\begin{align*}
  u_x & = 1 - \frac{1}{\rho} (f_0 + 2f_1 + f_2 + f_4 + 2f_5 + 2f_8), \\
  f_1 & = f_3 + \frac{2}{3} \rho u_x, \\
  f_5 & = f_7 + \frac{1}{2} (f_4 - f_2) + \frac{1}{6} \rho u_x, \\
  f_8 & = f_6 + \frac{1}{2} (f_2 - f_4) + \frac{1}{6} \rho u_x.
\end{align*}
\]

A general problem with pressure (density) and velocity boundary conditions in general are that they handle two-phase flow badly. At the interface of a two-phase system, the particle density is significantly lower than elsewhere, and this conflicts with the fixed densities \( \rho_{in} \) and \( \rho_{out} \) if we are using a pressure boundary conditions. In addition, in the lattice flow, we have strong macroscopic currents pointed away from the interface, and these conflict with the fixed velocities \( u_{in} \) and \( u_{out} \) if we are using velocity boundary conditions.
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2.6.1 Streaming and collision

In the actual simulation, equation (2.17) is evaluated in a two-step process referred to as streaming and relaxation.

The streaming step handles the propagation of particles, that is, the left hand side of equation (2.17). Boundary conditions, which we covered in Section 2.5 are also handled in the streaming step. This process only involves moving the distribution figures, and require no floating point operations, so this step is usually handled very quickly.

The relaxation step handles the interparticle collisions, that is, the collision term comprising the right hand side of equation (2.17). If the LBGK term in equation (2.18) is used, this process involves calculating the density and momentum by equations (2.21) and (2.22) so that the equilibrium distribution (2.19) can be calculated, before the collision operator is used to calculate the post-collision distributions. These calculations must be made for each site. The large number of floating point operations required makes the relaxation step the most time consuming step in lattice Boltzmann simulations. Fortunately, the collision process in each node happens independently of the process in all the other nodes, so a parallel computer with \( n \) processors will speed up the process by a factor \( n \) assuming that the full capability of all processors is used simultaneously.

In phase and component flow, there are different components requiring additional distribution functions to represent them. The streaming step is executed for each of those components individually. Interactions between the components are accounted for in the collision step.

External forces such as gravity may be handled in a number of different ways. Four of these are covered in Buick’s thesis [35]. In our model, external forces \( F \) are calculated by using an altered velocity \( u’ \) given by

\[
u’ = u + \frac{\tau}{\rho} F \tag{2.49}
\]

when the equilibrium distribution is calculated. External forces are therefore handled as part of the relaxation step. The reason for this selection is that a fairly large force can be simulated, and that it is consistent with force term implementation of the Shan-Chen model for two-phase flow which will be covered in the next chapter.

With an external force, the lattice Boltzmann equation (2.17) with the BGK collision operator (2.18) becomes [25]:

\[
f_i(x + e_i \delta_i, t + \delta_t) - f_i(x, t) = -\frac{\delta_t}{\tau}(f_i - f_i^{eq}) + \frac{\delta_t c_m^2}{12 c^2} [F_a(x, t) + F_a(x + e_i \delta_i, t + \delta_t)]. \tag{2.50}
\]
2.6.2 Fluid flow parameters

The Mach number is the ratio between the fluid speed and speed of sound, or

\[ Ma = \frac{u}{c_s}. \]  

(2.51)

Laminar flows in porous media usually have a very low Mach number. However, in lattice Boltzmann simulations, the artificially low \( c_s \) described in Section 2.6.3 can raise simulated Mach number by a large factor.

The Reynolds number of a fluid is given as

\[ Re = \frac{UL}{\nu}, \]  

(2.52)

where \( U \) and \( L \) are the characteristic velocity and length, and \( \nu \) is the kinematic viscosity.

The Knudsen number is defined as

\[ Kn = \frac{L_{mfp}}{L_M} = \frac{Ma}{Re}, \]  

(2.53)

where \( Ma \) is the Mach number, \( L_{mfp} \) is the mean free path between collisions and \( L_M \) is the macroscopic length scale of the flow.

In the LBGK scheme, \( \tau \) is directly related to viscosity through the relation given in equation (2.61). In principle, this relationship gives us the possibility to select any viscosity by choosing \( \tau \) between 0.5 (no viscosity) and \( \infty \) (infinite viscosity, in effect an extremely high velocity solid). However, in practice, the selection is more limited.

In practice, we are often interested in simulating flows with a high Reynolds number, which will indicate a \( \tau \approx 0.5 \). Unfortunately, simulations with this relaxation parameter are often unstable. This can be explained partially by the high Mach numbers associated with low viscosities. He et. al. [47] also identified the uniform mesh as a cause for trouble, and worked to remedy the problem by introducing a nonuniform grid.

Any \( \tau < 1 \) is an overrelaxation scheme, where the distribution function not only approaches, but surpasses the equilibrium distribution during the collision step. This corresponds to high Reynolds flows, and are useful when modelling turbulence. A risk with such models is that the realizability constraint

\[ f_i > 0, \]  

(2.54)

may be violated if the Mach number is large, or if the initial distribution is far from equilibrium, although this is usually not a concern for low-Mach flows.
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The situation with $\tau = 1$ has been called the safest choice by Sukop and Thorne [48]. This parameter indicates immediate relaxation to the equilibrium, and carries none of the dangers of over-relaxation schemes. Computationally, $\tau = 1$ is efficient because it simply involves calculating the equilibrium distribution and using that for the post-relaxation distribution. Finding the post-relaxation distribution for other values of $\tau$ involves an additional calculation for a distribution between the pre-collision and equilibrium distributions (for $\tau > 1$) or beyond the equilibrium distribution (for $\tau < 1$) [25]. However, $\tau = 1$ can also correspond to an undesirably low Reynolds number.

2.6.3 Adapting the speed of sound

In the lattice Boltzmann method, the speed of sound $c_s = 1/\sqrt{3}$ measured in lattice units. In a real fluid, the speed of sound is typically in the order of 1000 m/s, if the lattice spacing $\delta_x$ is small, converting this directly to lattice units requires us to choose a very small time step $\delta t$. Typically, such a conversion will also force us to select a relaxation parameter very close to 0.5 in order to maintain the correct viscosity, an overrelaxation scheme which can severely endanger the stability of our simulations.

It is usual to adapt to this problem by letting the Mach number of our simulated fluids far exceed the real one ([23], Section 8.3). In order to preserve the Reynolds number, we increase the viscosity $\nu$ by the same factor as we increase the Mach number. For small scale problems, this has the added benefit of bringing the relaxation parameter $\tau$ closer to 1, which results in a more stable simulation. This adaptive increase the Mach number is in effect a reduction of the speed of sound.

A consequence of this adaption is that the Knudsen number, defined in equation (2.53), is increased. Consequently, our aim to maintain fluid flow relies on an assumption that proper hydrodynamics can be achieved in only a few mean free paths. Numerical experiments have shown that as long as $Kn > 0.01$, this approach is viable [23]. If the Knudsen number is in the range $0.01 < Kn < 0.1$, we have a slip-flow regime, where there may be a nonzero velocity at the walls even though the Navier-Stokes equation is still usable. For $0.1 < Kn < 3$, a transition regime arises where the Navier-Stokes equation loses its applicability [49].

2.6.4 Pressure

In the lattice Boltzmann method described here, the pressure $p$ in single-phase regions is calculated using the ideal gas equation. The familiar form of this equation for gas in an enclosed box of volume $V$ is

$$pV = n_mRT. \quad (2.55)$$
where \( n_m \) is the number of moles, \( R = 8.314 \text{ J/mol K} \) is the ideal gas constant and \( T \) is the absolute temperature, or

\[
pV = NkT, \tag{2.56}
\]

where \( N \) is the number of molecules and \( k = 1.381 \times 10^{-23} \text{ J/K} \) is Boltzmann’s constant. Avogadro’s constant is given by the ratios \( \frac{N}{n} \) or \( \frac{R}{k} \).

In the dimensionless lattice Boltzmann model, the ideal gas equation is given by

\[
p = c_s^2 \rho, \tag{2.57}
\]

where \( \rho \) is the particle density, and \( c_s = \sqrt{RT} \) is the speed of sound. In the D2Q9 and D3Q27 models, \( c_s^2 = \frac{R}{M} \) [34].

For the isothermal models (\( T \) constant), any pressure variations must be attributed to variations in particle density. This does violate the incompressibility assumption of liquids, but the density variations are generally small, \( O(Ma^2) \).

The ideal gas equation is valid for rarefied gases, and using the equation to measure the pressure in incompressible liquids may seem counterintuitive. The justification for this is that the Knudsen number (2.53) in the simulations is several orders of magnitude larger than the Knudsen number in a real liquid, in particular the mean free path between molecules is greatly exaggerated in the lattice Boltzmann simulation. Consequently, the simulated fluid behaves more like a gas than the real and incompressible liquids.

Some of the two-phase flow methods, in particular the Shan-Chen method described in Section 3.2 and Enskog-based method in Section 3.3.2, involve large internal forces, and require additional nonideal pressure terms in interfacial regions.

### 2.6.5 Converting to and from physical units

Conversion between lattice units and physical units is essential if we are dealing with a physical problem. In principle, we would like the conversion to preserve the Reynold’s number, Knudsen number, as well as the correct length, time, and macroscopic velocity, though we will see that fulfilling all these criteria is not always possible or desirable. In order to obtain qualitatively correct simulations, the priority is to preserve the correct length and time scales as well as the Reynold’s number (equation 2.52) which should be calculated beforehand. Conversions are covered by Succi [23], appendix D.

#### Length

Discretizing a domain of size \( M \times N \), into an \( m \times n \) lattice is fairly straightforward. In the D2Q9 model, the cells need to be square, not rectangular so the ratio
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between the length and width of the physical and lattice domains must be equal, $M/N = m/n$. The size of the spatial lattice unit $\delta_x$ is given by

$$\delta_x = \frac{M}{m} = \frac{N}{n}. \quad (2.58)$$

where the unit for $\delta_x$ is the same as for $M$.

**Time**

The time step $\delta t$ is given by

$$\delta t = \frac{\delta_x}{c_s}, \quad (2.59)$$

where $c_s$ is the fictitious speed of sound. If we are modelling fluid flow on the small pore scale, this is generally much smaller than the real speed of sound as discussed in Section 2.6.3.

**Viscosity**

With the space and time steps defined, the kinematic lattice viscosity $\nu_L$ can be calculated:

$$\nu_L = \nu \frac{\delta t}{\delta_x^2}, \quad (2.60)$$

where $\nu$ is the physical kinematic viscosity, albeit scaled up as described in Section 2.6.3. Note that while $\nu$, $\delta_x$, and $\delta t$ have dimensions $m^2/s$, $m$, and $s$ respectively, $\nu_L$ is dimensionless.

The viscosity of the fluid $\nu_L$ is dependent on the relaxation time $\tau$ and with $c = 1$ given by

$$\nu_L = \frac{2\tau - 1}{6}. \quad (2.61)$$

this allows $\tau$ to be calculated. Equation (2.61) comes from the Chapman-Enskog expansion of the LBGK equation, covered in Section 2.7.

2.7 Chapman-Enskog expansion

The connection between the Boltzmann equation (2.6) and the classical equations (1.1)–(1.5) for fluid flow was found by Enskog. It was published in the classical work by Chapman and Cowling [36] and is known as the Chapman-Enskog expansion. The method involves a perturbation expansion of the distribution function using the Knudsen number, defined in equation (2.53), as the expansion parameter $\epsilon$. The idea is to obtain fluid equations on the local $\epsilon$ scale and the larger $\epsilon^2$ scale.
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The presentation of this expansion varies somewhat in the literature, and depends on which equation (e.g. Boltzmann, lattice Boltzmann, LBGK, etc.) is being expanded. The presentation here is based on the one given by Wolf-Gladrow [25], Section 5.2.3, for the D2Q9 LBGK model.

The distribution function \( f \) is expanded through

\[
f_i(x,t) = f_i^{(0)} + \epsilon f_i^{(1)} + \epsilon^2 f_i^{(2)} + O(\epsilon^3),
\]

(2.62)

where the \( f_i^{(0)} \) term is the local equilibrium distribution function \( f_i^{eq} \) and accounts for the density and momentum. The nonequilibrium terms \( f_i^{(1)} \) and \( f_i^{(2)} \) do not contribute to these moments, that is:

\[
\sum_i f_i^{(n)} = \begin{cases} 
\rho, & n = 0 \\
0, & n > 0
\end{cases}
\]

(2.63)

\[
\sum_i f_i^{(n)} e_i = \begin{cases} 
\rho u, & n = 0 \\
0, & n > 0
\end{cases}
\]

(2.64)

The expansion operates on two time scales (a fast sound wave time scale and a slow diffusion time scale), while space is expanded on a single scale. Hence, the differential operators with respect to time and space are given by:

\[
\frac{\partial}{\partial t} = \epsilon \frac{\partial}{\partial t^{(1)}} + \epsilon^2 \frac{\partial}{\partial t^{(2)}},
\]

(2.65)

\[
\frac{\partial}{\partial x_a} = \epsilon \frac{\partial}{\partial x_a^{(1)}}
\]

(2.66)

and the first and second order derivatives of the distribution function are therefore

\[
\frac{\partial f_i}{\partial t} = \epsilon \frac{\partial f_i^{(0)}}{\partial t^{(1)}} + \epsilon^2 \left( \frac{\partial f_i^{(0)}}{\partial t^{(2)}} + \frac{\partial f_i^{(1)}}{\partial t^{(1)}} \right) + O(\epsilon^3).
\]

(2.68)

\[
\frac{\partial f_i}{\partial x_a} = \epsilon \frac{\partial f_i^{(0)}}{\partial x_a^{(1)}} + \epsilon^2 \frac{\partial f_i^{(1)}}{\partial x_a^{(1)}} + O(\epsilon^3).
\]

(2.69)

\[
\frac{\partial^2 f_i}{\partial t^2} = \epsilon^2 \frac{\partial^2 f_i^{(0)}}{[\partial t^{(1)}]^2} + O(\epsilon^3).
\]

(2.70)

\[
\frac{\partial^2 f_i}{\partial t \partial x_a} = \epsilon^2 \frac{\partial^2 f_i^{(0)}}{\partial t^{(1)} \partial x_a^{(1)}} + O(\epsilon^3).
\]

(2.71)

\[
\frac{\partial^2 f_i}{\partial x_a^2} = \epsilon^2 \frac{\partial^2 f_i^{(0)}}{[\partial x_a^{(1)}]^2} + O(\epsilon^3).
\]

(2.72)
With external forces \( F \), we recall from equation (2.50) that the Lattice BGK equation is given by

\[
f_i(\mathbf{x} + \mathbf{e}_i t + \delta t) - f_i(\mathbf{x}, t) = -\frac{\delta t}{\tau} (f_i - f_i^{eq}) + \frac{\delta t e_{ai}}{12c^2} [F_a(\mathbf{x}, t) + F_a(\mathbf{x} + \mathbf{e}_i t + \delta t)].
\]

The terms \( f_i(\mathbf{x} + \mathbf{e}_i t + \delta t) \) and \( F_a(\mathbf{x} + \mathbf{e}_i t + \delta t) \) are expanded in a Taylor series, with the result:

\[
0 = \delta t \frac{\partial f_i}{\partial t} + \delta t e_{ia} \frac{\partial f_i}{\partial x_a} + \frac{\delta t^2}{2} \left( \frac{\partial^2 f_i}{\partial t^2} + 2 e_{ia} \frac{\partial f_i}{\partial x_a \partial t} + e_{ia} e_{ib} \frac{\partial^2 f_i}{\partial x_a \partial x_b} \right)
+ O(\delta^3 f) + \frac{\delta t}{\tau} (f_i(\mathbf{x}, t) - f_i^{eq}(\mathbf{x}, t))
- \frac{\delta t e_{ia}}{6c^2} F_a - \frac{\delta t^2}{c^2} \frac{e_{ia}}{12} \left( \frac{\partial F_a}{\partial t} + e_{ib} \frac{\partial F_a}{\partial x_b} \right) + O(\delta^3).
\]

The expansion of \( f \) and its derivatives (equations 2.62 and 2.68–2.72) is now inserted along with the expanded derivatives of \( F \) into equation (2.73) to obtain terms on the \( \epsilon \) and \( \epsilon^2 \) scales.

\[
0 = \delta t \left[ \epsilon \frac{\partial f_i^{(0)}}{\partial t^{(1)}} + \epsilon^2 \left( \frac{\partial f_i^{(0)}}{\partial t^{(2)}} + \frac{\partial f_i^{(1)}}{\partial t^{(1)}} \right) \right] + \delta t e_{ia} \left( \epsilon \frac{\partial f_i^{(0)}}{\partial x_a^{(1)}} + \epsilon^2 \frac{\partial f_i^{(1)}}{\partial x_a^{(1)}} \right)
+ \frac{\delta t^2}{2} \left( \frac{\partial^2 f_i^{(0)}}{[\partial t^{(1)}]^2} + 2 e_{ia} \frac{\partial f_i^{(0)}}{\partial t^{(1)} \partial x_a^{(1)}} + e_{ia} e_{ib} \frac{\partial^2 f_i^{(0)}}{[\partial x_a^{(1)}]^2} \right)
+ \frac{\delta t}{\tau} (\epsilon f_i^{(1)} + \epsilon^2 f_i^{(2)}) - \epsilon \frac{\delta t e_{ia}}{c^2} G_a
- \frac{\delta t^2}{c^2} \frac{e_{ia}}{12} \left( \epsilon \frac{\partial G_a}{\partial t^{(1)}} + e_{ib} \frac{\partial G_a}{\partial x_b^{(1)}} \right) + O(\epsilon^3),
\]

if we also assume that the external forces act on the \( \epsilon \)-scale, so that \( F = \epsilon G \), we can eliminate the last \( \epsilon^0 \)-terms in equation (2.74)

\[
0 = \delta t \left[ \epsilon \frac{\partial f_i^{(0)}}{\partial t^{(1)}} + \epsilon^2 \left( \frac{\partial f_i^{(0)}}{\partial t^{(2)}} + \frac{\partial f_i^{(1)}}{\partial t^{(1)}} \right) \right] + \delta t e_{ia} \left( \epsilon \frac{\partial f_i^{(0)}}{\partial x_a^{(1)}} + \epsilon^2 \frac{\partial f_i^{(1)}}{\partial x_a^{(1)}} \right)
+ \frac{\delta t^2}{2} \left( \frac{\partial^2 f_i^{(0)}}{[\partial t^{(1)}]^2} + 2 e_{ia} \frac{\partial f_i^{(0)}}{\partial t^{(1)} \partial x_a^{(1)}} + e_{ia} e_{ib} \frac{\partial^2 f_i^{(0)}}{[\partial x_a^{(1)}]^2} \right)
+ \frac{\delta t}{\tau} (\epsilon f_i^{(1)} + \epsilon^2 f_i^{(2)}) - \epsilon \frac{\delta t e_{ia}}{c^2} G_a
- \epsilon \frac{\delta t^2}{c^2} \frac{e_{ia}}{12} \left( \epsilon \frac{\partial G_a}{\partial t^{(1)}} + e_{ib} \frac{\partial G_a}{\partial x_b^{(1)}} \right) + O(\epsilon^3).
\]
2.7.1 Terms of $O(\epsilon)$

The first fluid equations can be found at the short $\epsilon$ scale. The $\epsilon$ terms in equation (2.75) are given by:

$$0 = \delta_t \left( \frac{\partial f_i^{(0)}}{\partial t^{(1)}} + e_i a \frac{\partial f_i^{(0)}}{\partial x_a^{(1)}} + \frac{1}{\tau} f_i^{(1)} - \frac{1}{c^2} \epsilon \frac{e_i a}{6} G_a \right)$$

(2.76)

The zeroth moment

Taking the zeroth moment of (2.76), and recalling the moments in equation (2.63) gives the equation

$$\frac{\partial \rho}{\partial t^{(1)}} + \frac{\partial}{\partial x_a} (\rho u_a) = \frac{\partial \rho}{\partial t^{(1)}} + \nabla \cdot (\rho u) = 0,$$

(2.77)

which we recognize as the continuity equation (1.1) on the short time scale $t^{(1)}$.

The $\epsilon_i$-moment

If we take the first moment of (2.76), we obtain

$$0 = \sum \epsilon_i \beta \left[ \frac{\partial f_i^{(0)}}{\partial t^{(1)}} + e_i a \frac{\partial f_i^{(0)}}{\partial x_a^{(1)}} + \frac{1}{\tau} f_i^{(1)} - \delta_t \epsilon_i a \frac{e_i}{c^2} G_a \right].$$

(2.78)

Three of these terms are easy to process. The first term is the definition of momentum as seen in equation (2.63). The third term is a moment over a the non-equilibrium distribution term $f^{(1)}$ and therefore zero. For the fourth term, note that

$$\sum \epsilon_i e_i a = 6c^2 I,$$

(2.79)

where $I$ is the identity matrix, and that this term is therefore simply $G_a$.

The more complex second term may be written as $\frac{\partial}{\partial x_a} P_{\alpha \beta}^{(0)}$, where $P_{\alpha \beta}^{(0)}$ is a momentum flux matrix defined as

$$P_{\alpha \beta}^{(0)} = \sum \epsilon_i c_{\alpha \beta} F_i^{(0)} = \frac{1}{\rho} \left( \begin{array}{ccc} \rho^2 u_1^2 & \rho^2 u_1 u_2 & \rho^2 u_2^2 \\
\rho^2 u_1 u_2 & \rho^2 u_1^2 & \rho^2 u_2^2 \\
\rho^2 u_2^2 & \rho^2 u_1 u_2 & \rho^2 u_1^2 \end{array} \right) + \frac{kT}{m} \rho I,$$

(2.80)

where the last term is the ideal pressure $p$.

The moment (2.78) is thus equal to

$$\frac{\partial \mathbf{u}}{\partial t^{(1)}} + \mathbf{u} \nabla \mathbf{u} + \frac{1}{\rho} \nabla p - \mathbf{G} = 0,$$

(2.81)

which is the Euler equation (1.5).
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2.7.2 Terms of \( O(\epsilon^2) \)

The terms on the longer \( \epsilon^2 \) scale from equation (2.75) are given by:

\[
0 = \delta_t \left[ \frac{\partial f_i^{(1)}}{\partial t} + \frac{\partial f_i^{(0)}}{\partial t} + e_i \frac{\partial f_i^{(1)}}{\partial x^1} + \frac{\delta_t}{2} \frac{\partial^2 f_i^{(0)}}{\partial (\partial t)^2} + \delta_t e_i \frac{\partial^2 f_i^{(0)}}{\partial x^1 \partial t} \right] + \frac{\delta_t}{2} e_i e_{i\alpha} \frac{\partial^2 f_i^{(0)}}{\partial x^1 \partial x^\alpha} + \frac{1}{\tau} f_i^{(2)} \frac{\delta_t}{12c^2} \frac{\delta_t e_i \partial G_a}{\partial x^1} \frac{\delta_t e_i e_{i\beta} \partial G_a}{\partial x^\beta} \right] \tag{2.82}
\]

The zeroth moment

Taking the zeroth order moment of (2.82) and dividing by \( \delta_t \) gives

\[
0 = \sum_i \left[ \frac{\partial f_i^{(1)}}{\partial t} + \frac{\partial f_i^{(0)}}{\partial t} + e_i \frac{\partial f_i^{(1)}}{\partial x^1} + \frac{\delta_t}{2} \frac{\partial^2 f_i^{(0)}}{\partial (\partial t)^2} + \delta_t e_i \frac{\partial^2 f_i^{(0)}}{\partial x^1 \partial t} \right] + \frac{\delta_t}{2} e_i e_{i\alpha} \frac{\partial^2 f_i^{(0)}}{\partial x^1 \partial x^\alpha} + \frac{1}{\tau} f_i^{(2)} \frac{\delta_t}{12c^2} \frac{\delta_t e_i \partial G_a}{\partial x^1} \frac{\delta_t e_i e_{i\beta} \partial G_a}{\partial x^\beta} \right] \tag{2.83}
\]

Since the first, third, and seventh terms are first order moments over non-equilibrium terms, these vanish in accordance with equation (2.63). The eighth term is also zero since it can be written as \( \frac{\delta_t}{12c^2} \frac{\partial G_a}{\partial t} \sum_i e_i \) and the sum of all discrete velocities is zero. When summed over \( i \), the second term becomes \( \frac{\partial \rho}{\partial t^{(1)}} \), while using (2.79) shows that the last term is equal to \( -\frac{\delta_t}{2} \frac{\partial G_a}{\partial x^{(1)}} \). The fourth term can be written as \( \frac{\delta_t}{2} \frac{\partial}{\partial t^{(1)}} \left[ \frac{\partial (\rho u^\beta)}{\partial t^{(1)}} \right] \), and using the continuity equation (2.77) followed by equation (2.78) we can write

\[
\sum_i \frac{\delta_t}{2} \frac{\partial}{\partial t^{(1)}} \left[ \frac{\partial \rho}{\partial t^{(1)}} \right] = -\frac{\delta_t}{2} \frac{\partial}{\partial x^\beta} \left[ \frac{\partial (\rho u^\beta)}{\partial t^{(1)}} \right] = -\frac{\delta_t}{2} \frac{\partial}{\partial x^\beta} \left[ \frac{\partial P_{a\beta}^{(0)}}{\partial x^\beta} + G_{a\beta} \right] = \frac{\delta_t}{2} \frac{\partial}{\partial x^\beta} \left[ \frac{P_{a\beta}^{(0)}}{2} - \frac{\delta_t}{2} \frac{\partial G_a}{\partial x^1} \right]. \tag{2.84}
\]
In similar fashion, the fifth and sixth terms in equation (2.83) can be written as

$$\sum_i \delta_t e_{i\alpha} \frac{\partial^2 f_i^{(0)}}{\partial x_\alpha^{(1)} \partial t^{(1)}} = -\delta_t \frac{\partial^2}{\partial x_\alpha^{(1)} \partial x_\beta^{(1)}} (P_{\alpha\beta}^{(0)}) + \delta_t \frac{\partial G_\alpha}{\partial x_\alpha^{(1)}}$$  \hspace{1cm} (2.85)

$$\sum_i \frac{\delta_t}{2} e_{i\alpha} e_{i\beta} \frac{\partial^2 f_i^{(0)}}{\partial x_\alpha^{(1)} \partial x_\beta^{(1)}} = \frac{\delta_t}{2} \frac{\partial^2}{\partial x_\alpha^{(1)} \partial x_\beta^{(1)}} (P_{\alpha\beta}^{(0)}).$$  \hspace{1cm} (2.86)

Thus the sum of the fourth, fifth, and sixth terms is given by $\frac{\delta_t}{2} \frac{\partial G_\alpha}{\partial x_\alpha^{(1)}}$, cancelling out the last term in equation (2.83). What remains is the incompressibility condition at the long $t^{(2)}$ scale

$$\frac{\partial \rho}{\partial t^{(2)}} = 0.$$  \hspace{1cm} (2.87)

**The $e_{i\alpha}$-moment**

The $e_{i\alpha}$-moment of (2.82) gives the following expression after dividing through by $\delta_t$:

$$0 = \sum_i \left[ e_{i\alpha} \frac{\partial f_i^{(1)}}{\partial t^{(1)}} + e_{i\alpha} \frac{\partial f_i^{(0)}}{\partial t^{(2)}} + e_{i\alpha} e_{i\beta} \frac{\partial f_i^{(1)}}{\partial x_\beta^{(1)}} + \frac{\delta_t}{2} e_{i\alpha} \frac{\partial^2 f_i^{(0)}}{[\partial t^{(1)}]^2} \\
+ \delta_t e_{i\alpha} e_{i\beta} \frac{\partial^2 f_i^{(0)}}{\partial x_\beta^{(1)} \partial t^{(1)}} + \frac{\delta_t}{2} e_{i\alpha} e_{i\beta} e_{i\gamma} \frac{\partial^2 f_i^{(0)}}{\partial x_\beta^{(1)} \partial x_\gamma^{(1)}} + \frac{1}{\tau} e_{i\alpha} f_i^{(2)} \\
- \frac{\delta_t e_{i\alpha} e_{i\beta}}{12c^2} \frac{\partial G_\beta}{\partial t^{(1)}} - \frac{\delta_t e_{i\alpha} e_{i\beta} e_{i\gamma}}{12c^2} \frac{\partial G_\gamma}{\partial x_\beta^{(1)}} \right]$$  \hspace{1cm} (2.88)

In this case, the first and seventh terms are first order moments over nonequilibrium distribution terms, and vanish in accordance with equation (2.63). The ninth term also vanishes since it can be written $-\frac{\delta_t}{12c^2} \frac{\partial G_\beta}{\partial t^{(1)}} \sum_i e_{i\alpha} e_{i\beta} e_{i\gamma}$, where the sum is zero. We recognize the second term as

$$\sum_i e_{i\alpha} \frac{\partial f_i^{(0)}}{\partial t^{(2)}} = \frac{\partial (\rho u)}{\partial t^{(2)}}.$$  \hspace{1cm} (2.89)

The third term involves a moment over the nonequilibrium $f_i^{(1)}$, but since it is of second order this does not vanish and we need to account for $f_i^{(1)}$ terms this time.
According to equation (2.76), $f_i^{(1)}$ is given by

$$f_i^{(1)} = -\tau \frac{\partial f_i^{(0)}}{\partial t^{(1)}} - \tau e_{i\beta} \frac{\partial f_i^{(0)}}{\partial x^{(1)}_\beta} + \tau \frac{e_{i\alpha}}{c^2} G_\alpha,$$  \hspace{1cm} (2.90)

so writing out the third term of (2.88) in terms of $f_i^{(0)}$ we obtain

$$e_{i\alpha} e_{i\beta} \frac{\partial f_i^{(1)}}{\partial x^{(1)}_\beta} = -\tau \cdot \frac{\partial^2}{\partial t^{(1)} \partial x^{(1)}_\beta} \left[ \sum_l e_{i\alpha} e_{i\beta} f_l^{(0)} \right] - \tau \cdot \frac{\partial^2}{\partial x^{(1)}_\alpha \partial x^{(1)}_\beta} \left[ e_{i\alpha} e_{i\beta} e_{i\gamma} f_l^{(0)} \right]$$

$$+ \frac{1}{6c^2 \tau} \frac{\partial G_\alpha}{\partial x^{(1)}_\beta} \sum_l e_{i\alpha} e_{i\beta} e_{i\gamma},$$  \hspace{1cm} (2.91)

where the last term is zero since $\sum_l e_{i\alpha} e_{i\beta} e_{i\gamma} = 0$. We recognize that the fifth and sixth terms of equation (2.88) are of the same type as the first two terms in (2.91). The fourth term can be written as

$$\frac{\delta_t}{2} \frac{e_{i\alpha} e_{i\beta}}{[\partial t^{(1)}]^2} \frac{\partial^2 f_i^{(0)}}{\partial x^{(1)}_\beta} = \frac{\delta_t}{2} \frac{\partial}{\partial t^{(1)}} \left[ \frac{\partial}{\partial (\rho \mathbf{u})} \right]$$

$$= \frac{\delta_t}{2} \frac{\partial}{\partial t^{(1)}} \left[ -\frac{\partial}{\partial x^{(1)}_\beta} P^{(0)}_{\alpha\beta} + G_\alpha \right]$$

$$= \frac{\delta_t}{2} \frac{\partial}{\partial t^{(1)}} \left[ -\frac{\partial}{\partial x^{(1)}_\beta} \left( \frac{kT}{m} \rho I \right) + G_\alpha + O((\rho \mathbf{u})^2) \right],$$  \hspace{1cm} (2.92)

where the second equality is due to equation (2.76). The derivation of the Navier-Stokes equation neglects the $O((\rho \mathbf{u})^2)$ terms and is thus valid for a low Mach number only. The eighth term can be written as

$$-\frac{\delta_t e_{i\alpha} e_{i\beta} \partial G_\alpha}{12c^2 \partial t^{(1)}} = -\frac{\delta_t}{12c^2 \partial t^{(1)}} \sum_l e_{i\alpha} e_{i\beta}$$

$$= -\frac{\delta_t}{2} \frac{\partial G_\alpha}{\partial t^{(1)}},$$  \hspace{1cm} (2.93)

where equation (2.79) has been used. Note that this term cancels the external force term in equation (2.92).

Adding the first term of equation (2.91) with the fifth term in equation (2.88) obtains

$$\left( \delta_t - \tau \right) \frac{\partial^2}{\partial x^{(1)}_\beta \partial t^{(1)}} \sum_l e_{i\alpha} e_{i\beta} f_l^{(0)} \approx \left( \delta_t - \tau \right) \frac{\partial^2}{\partial x^{(1)}_\beta \partial t^{(1)}} \frac{kT}{m} \rho I$$

$$= \left( \delta_t - \tau \right) \frac{kT}{m} \nabla \cdot (\rho \mathbf{u}).$$  \hspace{1cm} (2.94)
where the approximation again neglects terms of $O((\rho u)^2)$. Similarly, the second term of equation (2.91) plus the sixth term of equation (2.88) yields the term

$$
\left(\frac{\delta t - 2\tau}{2}\right) \frac{\partial^2}{\partial x_\alpha^{(1)} \partial x_\beta^{(1)}} \sum_i e_{i\alpha} e_{i\beta} f_i^{(0)} = \left(\frac{\delta t - 2\tau}{2}\right) \frac{kT}{m} (\nabla^2 (\rho u) + \nabla \cdot (\rho u))
$$

(2.95)

Adding together equations (2.89), (2.92), (2.93), (2.94, and (2.95)) yields the equation

$$
\frac{\partial (\rho u)}{\partial t} = (\tau - \frac{\delta t}{2}) \frac{kT}{m} (\nabla \cdot (\rho u)).
$$

(2.96)

Combining equations (2.87), (2.87), and (2.96) gives the incompressible continuity equation

$$
\nabla \cdot u = 0.
$$

(2.97)

and the Navier-Stokes equation

$$
\frac{\partial u}{\partial t} + (u \nabla)u = -\frac{1}{\rho} \nabla p + \nu \nabla^2 u + G
$$

(2.98)

where $\nu$ is given by

$$
\nu = c^2 \left(\frac{2\tau - 1}{6}\right)
$$

(2.99)

Most lattice Boltzmann simulations normalize the discrete speed so that $c = 1$. 

Phase and component flow

When discussing lattice Boltzmann simulations for multiphase flow, we need to distinguish between two broad categories. In some cases the particles in each of the phases are the same, for example water-vapor systems. These are called single-component multiphase (SCMP) systems. In other cases the different phases feature different particles, such as oil-water systems. These are called multi-component multiphase (MCMP) systems. The MCMP models are of particular interest because of their use in modelling flows in oil and gas reservoirs [48].

Multiphase flow has been implemented in numerous ways, several of these are summarized by Succi [23]. This chapter contains some detail about the most popular models, and a brief description of some additional ones. In our work we have concentrated on multi-component multiphase flows such as oil and water. Some of the models can, with some modification, also handle multiphase flows with a single component, such as water and water vapor.

3.1 Color model

The first effective method for multiphase flows was the so called “chromodynamic”, or “color” model. The method was introduced by Gunstensen et. al. [50]. This model was based on the multiphase Lattice-Gas model of Rothman and Keller [51]. Although it is the oldest model, interest in it persists, and there are several fairly recent improvements to the chromodynamic model, e.g. Reis and Phillips [52], Wu et al. [53], and Tölke et al. [54], the last of which includes MRT implementation.

The model is designed for a two-phase, two-component system. In this model, both of the phases are designated by a different “color”, for example red and blue. The “color” is a placeholder term to generalise different components, for example in an oil water system we could let “red” represent oil and “blue” represent wa-
ter. Both components have a separate distribution function, denoted $f_i^R$ and $f_i^B$, with the superscripts representing the red and blue components respectively. An arbitrary phase is designated with the superscript $a$.

The color difference $\Delta \rho$ is defined by

$$\Delta \rho = \rho^R - \rho^B.$$  \hfill (3.1)

Each of the populations follow a regular propagation step

$$f^a(x + e_i, t + 1) = f_i^a,$$  \hfill (3.2)

but the collision step contains additional terms to the standard BGK operator in order to produce surface tension and phase separation.

Central to the chromodynamic model are the concepts of color gradient $G$, which is simply defined as $\nabla (\Delta \rho)$, but can be approximated (in the D2Q9 lattice) to the fourth order by [52]

$$G(x) \approx \sum_{i=1}^{8} c_i \Delta \rho(x + c_i).$$ \hfill (3.3)

and the color flux $K$

$$K(x) = \sum_{i=1}^{8} (f_i^R - f_i^B)e_i.$$ \hfill (3.4)

The generation of surface tension and segregation of phases are handled in two different processes by adding additional terms to the collision operator $\Omega_i$. In literature on the color models, different methods and algorithms are proposed. A common characteristic is that the collision term $\Omega$ consists of three parts which can be written as [55]

$$\Omega_i^a = \Omega_{3i}^a[\Omega_{1i}^a + \Omega_{2i}^a].$$ \hfill (3.5)

where $\Omega_{1i}^a$ is the standard BGK operator, surface tension is generated through the source term $\Omega_{2i}^a$, and phase separation is handled by $\Omega_{3i}^a$.

The original color model was made for a hexagonal lattice, and $\Omega_2$ was then given by (see for example Grunau et al. [56]) by

$$\Omega_{2i}^a = \frac{A}{2} |G| \left( \frac{(e_i \cdot G)^2}{G^2} - \frac{1}{2} \right).$$ \hfill (3.6)

A straightforward extension of the model to the D2Q9 lattice would give

$$\Omega_{2i}^a = \frac{A}{2} |G| \left( \frac{(e_i \cdot G)^2}{G^2} - \frac{3}{4} \right), \quad i = 1 \ldots 8,$$ \hfill (3.7)
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however Reis and Phillips [52] observed that equation (3.7) would not yield the correct stress tensor for the square lattice. Instead, they proposed some different parameters for the operator, giving it as

\[ \Omega^2_{a_i} = \frac{A}{2} |G| \left( \frac{w_i (e_i \cdot G)^2}{G^2} - B_i \right), \quad i = 0 \ldots 8, \]  

(3.8)

where \( B_i \) is given by

\[ B_i = \begin{cases} -4/27, & i = 0, \\ 2/27, & i = 1, 2, 3, 4, \\ 5/108, & i = 5, 6, 7, 8. \end{cases} \]  

(3.9)

and showed that the formulation given by (3.8) yields the correct interfacial stress tensor when the Chapman-Enskog technique is applied.

While \( \Omega^2_{a_i} \) generates surface tension, it does not prevent components from mixing. For phase segregation, a recoloring step is applied through the \( \Omega^3_{a_i} \) term. As with \( \Omega^2_{a_i} \), there have been different proposals regarding how \( \Omega^3_{a_i} \) should be designed. The common aim involves solving the maximisation problem

\[ W(f^R, f^B) = \max_{f^R, f^B} \left[ \sum_i (f^R - f^B) e_i \right] \cdot G, \]  

(3.10)

under the constraints of conservation of mass of each component and conservation of total momentum.

The total number of red and blue particles is conserved on each lattice vector \( e_i \), ensuring conservation of momentum. For conservation of mass, the total number of red particles, and the total of blue particles, is conserved at each node. Hence, the effect of the operator is to have some of the red and blue particles trade places with each other.

Gunstensen et al. [50] point out that the presence of rest particles allows for thin one-node wide interfaces, because the rest particles can handle the fluid mixture. Without rest particles, the recoloring may be forced to assign excess particles in the wrong direction, which increases the interface thickness.

One simple method is to sort all the lattice vectors starting with the one closest to the color gradient. In the case of a D2Q9 lattice with 8 nonzero velocity vectors, there are sixteen possible configurations, covered in table 3.1.

Red particles are then assigned to each of the lattice vectors, starting with the one closest to the color gradient. If this makes all the particles on that vector “red”, further red particles that need to be accounted for are added to the second closest vector until this is filled, and so on. Once all red particles in the node have been assigned to a vector, the remaining particles on the partially filled vector,
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<table>
<thead>
<tr>
<th>Color gradient angle $\theta_G$</th>
<th>Ordered list of lattice vectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_G \in (0, \frac{\pi}{8})$</td>
<td>$e_1, e_5, e_8, e_2, e_0, e_4, e_6, e_7, e_3$</td>
</tr>
<tr>
<td>$\theta_G \in (\frac{\pi}{8}, \frac{\pi}{4})$</td>
<td>$e_5, e_1, e_2, e_8, e_0, e_6, e_4, e_3, e_7$</td>
</tr>
<tr>
<td>$\theta_G \in (\frac{\pi}{4}, \frac{3\pi}{8})$</td>
<td>$e_5, e_2, e_1, e_6, e_0, e_8, e_3, e_4, e_7$</td>
</tr>
<tr>
<td>$\theta_G \in (\frac{3\pi}{8}, \frac{5\pi}{16})$</td>
<td>$e_2, e_5, e_6, e_1, e_0, e_3, e_8, e_7, e_4$</td>
</tr>
<tr>
<td>$\theta_G \in (\frac{\pi}{4}, \frac{5\pi}{8})$</td>
<td>$e_2, e_6, e_5, e_3, e_0, e_1, e_7, e_8, e_4$</td>
</tr>
<tr>
<td>$\theta_G \in (\frac{5\pi}{16}, \frac{3\pi}{8})$</td>
<td>$e_6, e_2, e_3, e_5, e_0, e_7, e_1, e_4, e_8$</td>
</tr>
<tr>
<td>$\theta_G \in (\frac{5\pi}{8}, \frac{7\pi}{16})$</td>
<td>$e_6, e_3, e_2, e_7, e_0, e_5, e_4, e_1, e_8$</td>
</tr>
<tr>
<td>$\theta_G \in (\frac{\pi}{2}, \pi)$</td>
<td>$e_3, e_6, e_7, e_2, e_0, e_4, e_5, e_8, e_1$</td>
</tr>
<tr>
<td>$\theta_G \in (\pi, \frac{9\pi}{8})$</td>
<td>$e_3, e_7, e_6, e_4, e_0, e_2, e_8, e_5, e_1$</td>
</tr>
<tr>
<td>$\theta_G \in (\frac{9\pi}{8}, \frac{5\pi}{4})$</td>
<td>$e_7, e_3, e_4, e_6, e_0, e_8, e_2, e_1, e_5$</td>
</tr>
<tr>
<td>$\theta_G \in (\frac{5\pi}{4}, \frac{11\pi}{8})$</td>
<td>$e_7, e_4, e_3, e_8, e_0, e_6, e_1, e_2, e_5$</td>
</tr>
<tr>
<td>$\theta_G \in (\frac{11\pi}{8}, \frac{7\pi}{4})$</td>
<td>$e_4, e_7, e_8, e_3, e_0, e_1, e_6, e_5, e_2$</td>
</tr>
<tr>
<td>$\theta_G \in (\frac{7\pi}{4}, \frac{15\pi}{8})$</td>
<td>$e_4, e_8, e_7, e_1, e_0, e_3, e_5, e_6, e_2$</td>
</tr>
<tr>
<td>$\theta_G \in (\frac{15\pi}{8}, \frac{13\pi}{4})$</td>
<td>$e_8, e_4, e_1, e_7, e_0, e_5, e_3, e_2, e_6$</td>
</tr>
<tr>
<td>$\theta_G \in (\frac{13\pi}{4}, \frac{25\pi}{16})$</td>
<td>$e_8, e_1, e_4, e_5, e_0, e_7, e_2, e_3, e_6$</td>
</tr>
<tr>
<td>$\theta_G \in (\frac{25\pi}{16}, \frac{3\pi}{2})$</td>
<td>$e_1, e_8, e_5, e_4, e_0, e_2, e_7, e_6, e_3$</td>
</tr>
</tbody>
</table>

Table 3.1: Ranked list of the lattice vectors versus angle of the color gradient $\theta_G$ from nearest to furthest on the D2Q9 lattice. A schematic diagram of the velocity vectors $e_i$ can be found in figure 2.2.

and all particles on any remaining vectors, are declared “blue”. At the end of this process, all vectors except one will be purely red or blue.

The method provides a very sharp interface, since only one vector has a mixture of red and blue particles. On the other hand this method does not give a continuous dependency between the color gradient angle and the resultant color flux. If the color gradient is perturbed so that it crosses one of the thresholds in table 3.1, the resultant color flux is discontinuously altered.

Latva-Kokko and Rothman [57] found that this primitive recoloring also suffered from an anomaly called lattice pinning. If an interface is close to a node it can be immobilised even if there is a field-scale flow velocity for the fluid at-large. The problem was seen to be highly prevalent in the case of small red droplets immersed in blue fluid, where it was observed that droplets with a radius less than 1.13 are always pinned, while droplets with a radius less than 1.59 ran a risk of being pinned.

D’Ortona et al. [58] introduced a formula-based recoloring scheme. This improved the isotropy and reduced the lattice pinning problem at the cost of making the interface more diffuse. In this method, the new distributions are given by
where $\phi_a^i$ is the particle fraction of component $a$, $\varphi_i$ is the angle between the lattice vector $e_i$ and the color gradient, and $\beta$ is a parameter regulating the degree of phase separation, and is usually set between 0 and 1. If $\beta > 1$ the realizability constraint may be violated, while $\beta = 0$ yields no phase separation. Increasing $\beta$ creates sharper interfaces, but the problem of lattice-pinning can crop up, droplets of radius below 0.75 lattice units may be completely pinned, while droplets of radius below 1.8 lattice units may suffer lesser pinning effects. Decreasing $\beta$ to 0.8 removes the possibility of total pinning almost entirely, although there are still moderate effects for droplets with radius below 1.8 lattice units [57].

After the recoloring, the collision step is complete, and the next time step commences with the propagation step (3.2).

Gunstensen and Rothman [12] employed the color model for porous media flow simulations in 1993, with perfect wetting ($|\cos \theta| > 1$ in equation 1.14), and determined the nature of the flow for different saturations and external forces. Wetting effects are handled by assigning a color content to wall nodes. These will then contribute to the color gradient like any other cell [58]. More specifically, each wall node is assigned a value $\Theta(x)$. The fictitious red color content of a wall node $x$ is then

$$\rho^R = \Theta(x) \rho,$$

where $\rho$ is the average density of the surrounding fluid. The fictitious blue color content of a wall node is 0. Although the $\rho^R$ and $\rho^B$ of a wall node can be radically different from the densities in nearby fluid nodes, for example if $\Theta < 0$ the fictional density of red particles is negative. However, it is the density difference $\rho^R - \rho^B$, and not $\rho^R$ and $\rho^B$ themselves, which enters into the calculation of the color gradient, so this is not a concern. For a completely red wetting wall $\Theta \leq 1$, while $\Theta \geq 1$ indicates a completely blue wetting wall. For $-1 < \Theta < 1$, the wall is partially wetting [59], while $\Theta = 0$ indicates neutral wetting. For a perfectly sharp interface with no hysteresis arising from lattice pinning, Latva-Kokko and Rothman also showed that the predicted contact angle is given by

$$\cos \theta = \Theta.$$

The color model was important in that it opened up the opportunity to employ lattice-Boltzmann models for two-phase flow. Disadvantages of the model include a level of anisotropy in surface tension, and that the recoloring step is computationally demanding [23].
An advantage of the chromodynamic model is that the surface tension can be approximated \textit{a priori} without experimental trials \cite{55}. The analysis by Reis and Phillips \cite{52} showed that

\[
\sigma \sim A \tau. \tag{3.15}
\]

### 3.2 Shan-Chen model

The second model to simulate two-phase flow was introduced by Shan and Chen in 1993 \cite{60} and further analysed in 1994 \cite{61}. It is referred to as the Shan-Chen model or the “pseudo-potential” model.

The model can simulate multiphase flows with one component (such as water and vapor) or multiple components (such as water and oil). The idea in the Shan-Chen model is to implement a direct repulsive force between particles in each phase, and applying this to the equilibrium velocity. In general, the forces are limited to the nearest neighbors. With a hexagonal lattice, this means each node is affected by each of its six neighbors. For the square lattice the nodes $\sqrt{2}$ away are also included. It is possible to extend the model to implement forces between nodes further away as well, this is common when using MRT collision operators. (See for example Sbragaglia \textit{et al.} \cite{62}.)

In the single component case, a function $\psi(\rho(x)) = \psi(x)$ is calculated at each node, and the new equilibrium velocity $u'$ is then given by

\[
u' = u - \psi(x) \sum_{x'} \mathcal{G}(x, x') \psi(x + x')(x' - x). \tag{3.16}
\]

Here, $\mathcal{G}$ is a Green’s function \cite{60}; the definition of a Green’s function can be found in textbooks such as Evans 2.2.4 \cite{63}. Usually, only forces between neighboring cells are accounted for. In the case of the square D2Q9 lattice, this includes cells sharing a corner. Note that applying the forces by substituting $u$ with $u'$ is the same method used to implement external forces. For the D2Q9 case, $\mathcal{G}$ can be written as

\[
\mathcal{G} = \begin{cases} 
G/9, & |x - x'| = c \\
G/36, & |x - x'| = c\sqrt{2} \\
0, & |x - x'| > c\sqrt{2}.
\end{cases} \tag{3.17}
\]

With $\mathcal{G}$ defined, (3.16) becomes

\[
u' = u - \psi(x)G \sum_{a=1}^{8} \psi(x + e_i) e_i. \tag{3.18}
\]

The name “pseudo-potential” comes from defining an interaction potential $\Psi$
\[ \Psi(x, x') = \mathcal{G}(x)\psi(x'). \] (3.19)

when (3.18) can be written as \( u' = u - \nabla \Psi \) when \( c \to 0 \).

For the SCMP models, several functions for \( \psi \) have been proposed, each leading to different equations of state [64]. Shan and Chen 1994 used

\[ \psi(\rho) = \psi_0 \exp\left(-\frac{-\rho_0}{\rho}\right). \] (3.20)

Note that the simple \( \psi = \rho \) does not work and will lead to mass collapse, where the density can increase indefinitely for certain nodes [65]. The actual \( \psi(\rho) \) used (3.20) approaches a constant for large \( \rho \), effectively limiting the maximum density.

The pressure tensor for the fluid is given by [61, 66]

\[ P = \sum_i f_i e_i e_i + \frac{G}{2} \psi(x) \sum_i w_i \psi(x + e_i)e_i, \] (3.21)

where the first term accounts for the ideal pressure, while the second accounts for the separation forces.

In the multicomponent case, each component can be tagged “red” or “blue” as with the color model. A separation force is implemented between particles of opposite colors. Particles of the same color usually have no special forces between them.

For each node, the functions \( \psi^R \) and \( \psi^B \) need to be calculated for each phase. Unlike the single-component case, the multicomponent model does not risk mass collapse since forces are only present at the interface, so \( \psi^a \) can simply be defined as

\[ \psi^a(x) = \rho^a(x). \] (3.22)

The pseudo-potential between two nodes \( x_1 \) and \( x_2 \) is denoted \( \Psi^{a\hat{a}}(x_1, x_2) \) and given by

\[ \Psi^{a\hat{a}}(x_1, x_2) = \psi^a(x_1)\mathcal{G}^{a\hat{a}}(x_1, x_2)\psi^{\hat{a}}(x_2). \] (3.23)

As in the single-component model, \( \mathcal{G}^{a\hat{a}} \) is a Green’s function, and serves as a separation parameter regulating the interface strength. For the D2Q9 lattice, \( \mathcal{G}^{a\hat{a}} \) is given by (see for example [48])

\[ \mathcal{G}^{a\hat{a}} = \begin{cases} 
\frac{G^{a\hat{a}}}{9} & \text{if } |x_1 - x_2| = c \\
\frac{G^{a\hat{a}}}{36} & \text{if } |x_1 - x_2| = \sqrt{2}c \\
0 & \text{otherwise},
\end{cases} \] (3.24)
where $G^{\hat{a}\hat{a}}$ is now a scalar parameter controlling the repulsion or attraction between components $a$ and $\hat{a}$, and $w_i$ are the same weights for $e_i$ characteristic of the D2Q9 problem.

The momentum change caused by this pseudo-potential on phase $a$ is given by

$$\frac{d(\rho u)}{dt} = -\psi^a(x)G^{\hat{a}\hat{a}} \sum_i \psi^{\hat{a}}(x + e_i) e_i.$$ (3.25)

The new $u$ is used when calculating $f^{a(eq)}$.

If the separation parameter $G^{\hat{a}\hat{a}}$ is larger than the critical coupling constant $G_C$, the separation forces will overcome the diffusive effects and phase segregation is possible. A slightly perturbed mixture of fluids will spontaneously separate, with one of the phases forming circular droplets within the other phase [60]. If $G^{\hat{a}\hat{a}} < G_C$, the phases will not separate and a uniform mixture of red and blue particles will be the eventual result.

The exact value of $G_C$ is often difficult to determine analytically, although Martys and Douglas [67] gave an expression for phases with equal viscosity and particle mass. In general, $G_C$ is smallest if the number of particles for each component is equal. If the average fraction of one component approaches zero, $G_C$ approaches infinity. Illustration of this phase separation is shown in chapter 4.

![Figure 3.1: Critical coupling constant $G_C$ versus average fraction of red particles in a binary mixture, with $\tau^R = \tau^B = 1$.](image)

Even with $G > G_C$, the phases are not entirely pure. Smaller values of $G^{\hat{a}\hat{a}}$ yield more diffuse interfaces and higher levels of impurity in each phase. On the
other hand, the interfaces feature spuriously large macroscopic currents due to the repulsive forces, and limiting these suggests that a lower $G$ is better [48].

The original paper by Shan and Chen showed that the density difference between the interior and exterior of the droplets are proportional to the inverse of the droplets’ radii. If the ideal gas equation is used, the density difference is proportional to the pressure difference, which means that the density difference was in accordance with Laplace’s law.

\[ \rho^R - \rho^B = \frac{\lambda}{R}. \]  

(3.26)

where $\lambda$ is the surface tension coefficient. However, the strong interparticle forces in the Shan-Chen model mean that the fluids are not ideal, and the pressure to density ratio are larger in mixed fluid regions. In chapter 4 we see that this matters for small droplets where even the center of the droplet is a mixed fluid region. Nonetheless, assuming moderate $G$, Laplace’s law is adhered to if the nonideal pressure terms are accounted for. For very large values of $G$, the magnitude of the spurious currents are too large to maintain observation of Laplace’s law.

Implementation of wetting was explored by Martys and Chen [24] by implementing a force similar to equation (3.16). If $s(x)$ is the wall matrix ($s = 0$ for a fluid node, $s = 1$ for a solid node), the interaction force between the wall and fluid component $a$ is given by

\[ F^aw(x) = -\psi^a(x) \sum_i G^aw s(x + e_i) e_i. \]  

(3.27)

where, like in equation (3.24), $G^aw$ is dependent on the vector along which the force acts:

\[ G^aw = \begin{cases} 
\frac{G^aw}{9} & \text{if } |x_1 - x_2| = c \\
\frac{G^aw}{36} & \text{if } |x_1 - x_2| = \sqrt{2}c \\
0 & \text{otherwise}
\end{cases} \]  

(3.28)

The scalar parameters $G^aw$ for different phases $a$ can be tuned to determine the identity of the wetting phase and the strength of the wetting. Martys and Chen note that phase $a$ is wetting while $\hat{a}$ is non-wetting if $G^aw$ is negative and $G^{\hat{a}w}$ is positive [24]. A more general condition for $a$ to be wetting with respect to $\hat{a}$ is that $G^aw < G^{\hat{a}w}$. Note that this implementation means that wetting is controlled by two wetting parameters, $G^{Rw}$ and $G^{Bw}$, instead of a single wetting parameter $\Theta$ as in the color model.

Sukop and Thorne’s textbook [48] (p. 114) estimate the contact angle by a straightforward substitution $\sigma \rightarrow G$ in Young’s equation 1.14 to obtain

\[ \cos \theta = \frac{G^aw - G^{\hat{a}w}}{G^{a\hat{a}}} \]  

(3.29)
In equation 3.29, \( a \) is the phase of the droplet adhering to the wall while \( \hat{a} \) is the other phase.

The contact angles were also studied by Benzi et al. [68], Kang et al. [69] and Huang et al. [70]. The latter proposed that the contact angle can be approximated with

\[
\cos \theta = \frac{G_{aw} - G_{\hat{w}}}{G_{aw} \rho_a - G_{\hat{w}} \rho_{\hat{a}}}.
\]

and conducted numerical experiments to verify this as an improvement over equation (3.29). While Huang et al. call equation (3.30) “similar” to (3.29), the resulting contact angle appears to be radically different unless \( \rho_a - \rho_{\hat{a}} \approx 2 \). Equation (3.30) is used in Chapter 4 of this thesis. The density of fluid \( a \) in the droplet is denoted \( \rho_a \), while \( \rho_{\hat{a}} \) is the density of \( \hat{a} \)-particles in phase \( a \) (that is, the density of the stray particles of the continuous component within the disperse phase). Comparisons of the Shan-Chen method with laboratory experiments were conducted by Schaap et al. [71].

Due to the Shan-Chen method’s relative simplicity, and ease of implementation, it is among the most popular methods used in practice for two-phase lattice-Boltzmann simulations [23]. Sukop and Thorne [48] present this method as the introductory method for multicomponent multiphase flow.

### 3.3 Other multiphase Lattice-Boltzmann methods

The color model and Shan-Chen model are only two of the numerous schemes for simulating multiphase flow with the Lattice-Boltzmann method. We have not fully studied these methods but present a brief overview here.

#### 3.3.1 Free energy model

The free energy model was introduced by Orlandini et al. [72] and Swift et al. [73, 74]. These methods aim for thermodynamic consistency [23]. These methods are based on the van der Waals formulation for free energy and its associated nonideal pressure. This free energy is imposed onto the model for calculation of equilibrium distributions, and has been referred to as a “top-down” model, in contrast to the Shan-Chen model which is a “bottom-up” model [75].

Unlike the color model and Shan-Chen model which have distribution functions for red and blue particles, implementations of the free energy model usually employ distributions that represent the total of, and difference between, red and blue particles.

An advantage of the free energy method is that it accounts for equilibrium thermodynamics so that temperature can be modelled. The main drawback is a lack
of Galilean invariance [76]. The free energy model is a popular method, and has been used for porous media flow simulation, including oil recovery problems (for example Langaas [13]). A tutorial on the method has been published by Yeomans [77].

### 3.3.2 Enskog equation based methods

The Enskog based methods (also called “finite density” methods [23]) were developed by Luo in 1998 [78] as a means of achieving thermodynamic consistency. While the Boltzmann equation’s validity is limited to rarefied gases, the Enskog equation [36] accounts for the particle radius. These methods are designed by discretizing the Enskog equation.

The original model by Luo was made for single component multiphase flow, but articles by Luo and Girimaji [79, 80] and Guo and Zhao [81] have extended the model to multicomponent flow. Guo and Zhao further extended the model to handle flows with different viscosities [82].

Luo noted that the model can only be first-order accurate at best [78], while Latva-Kokko and Rothmann observed that the surface tension with this model cannot be predicted \textit{a priori} [57].

### 3.3.3 Front-tracking methods

The Langrangian front-tracking (FT) methods are a different concept from the above methods which are front-capturing. The FT models introduce a series of markers in the domain which move with the flow, and the lines connecting these markers draw out the interface. Markers may be deleted if the distance between them declines below a set threshold, or introduced if the distance between two neighboring markers move far apart [83].

Inherent advantages with the FT models are sharp rather than diffuse interfaces [23], and computational efficiency since calculations for separation effects are limited to the near-interface region rather than the entire domain [83]. The drawbacks of the FT methods are singularities and poor conditioning when the interface becomes tortuous or undergoes major qualitative changes [83].

### 3.4 Solute flow

When one species (the solute) is dissolved in another (solvent), there are multiple particles in the domain which need to be taken into account. Solute flow is different from two-phase flow since there generally are no phase separation forces, and the number of solvent particles far exceeds the number of solute particles.
In lattice Boltzmann models, solute flow has been used e.g. to track the flow of dissolved acid in order to monitor the corrosive effects this has on the wall [84].

In a fluid with a solute species, the relative rarity of the solute particles means that their contribution to the overall flow of the fluid can frequently be ignored. The earliest study of such systems using lattice Boltzmann were made by Dawson et al. [85].

A distribution function $g$ is assigned to track the distribution of solute species, similar to the distribution function $f$ assigned to the solvent. The evolution function for $g$ is given by

$$g_i(x + e_i \delta t + \delta t) = g_i(x,t) - g_i^{(eq)}(C,u,T) \tau_s$$

(3.31)

which is similar to the evolution function to $f$. Here, $\tau_s$ is the relaxation time which is related to the diffusivity by the relation

$$D = (\tau_s - \frac{1}{2})RT.$$  

(3.32)

The solute is essentially a passive component, and its flow depends on the movement of the surrounding solute. Hence, the $u$ used to calculate $g^{eq}$ is calculated from $f$, not $g$.

### 3.5 Simulation of surface-tension affecting components

In our project we have aimed to model the effect surfactants have on the surface tension, and the consequences which this brings about on the fluid flow. In this section we will cover some of the existing methods and discuss the method used in this project.

Lattice Boltzmann models with surface active species are generally made to simulate the effects of emulsifiers.

#### 3.5.1 Existing lattice Boltzmann models for surfactants

Lattice Boltzmann models for surfactant flow have been proposed both for the free energy model, and for the Shan-Chen model.

The first such models were designed as an extension of the free energy method. These include the binary models by Gonnella et al. [86] and Theissen et al. [87], and the ternary models by Lamura et al. [88, 89]
Modelling amphiphile species for Shan-Chen methods was proposed by Chen et al. in 2000 [90]. This model was further developed by Nekovee et al. [91] and further computational analysis and evaluation of the model was performed by Love et al. [92]. In these models, surfactants are modelled as a species with a dipolar vector indicating its orientation as well as position.

### 3.5.2 Solute flow modelling of surfactants

Our models for surfactant simulation have assumed that changes in surface tension due to the presence of a surfactant are largely proportional to the concentration of surfactant.

\[
\sigma(x) = \sigma_0 - \nu C(x). \tag{3.33}
\]

Equation (1.21) gives some justification for this assumption, and earlier works by Greenspan [18, 19], who studied surface tension effects in cell biology research, made this assumption in the mathematical analysis.

There is a lower bound for \(\sigma(x)\), requiring the parameter to be non-negative. The presence of the critical micelle concentration, above which additional surfactant will form non-active micelles, suggests that setting the lower bound higher may be justified as well.

Both the color model and the Shan-Chen model have been employed. In both cases, the surfactant component was modelled as a solute component as described in Section 3.4. The concentration \(C\) of the solute is defined as

\[
C(x) = \sum_i g_i(x). \tag{3.34}
\]

where \(g\) is the distribution function for the solute.

#### Color model

In the color model, the magnitude of surface tension is controlled through the parameter \(A\) (3.8). Conveniently, the surface tension is proportional to this parameter, and since the process at an arbitrary site \(x\) happens independently of all other sites, reducing the surface tension is easily effected by reducing the parameter \(A\) by a figure proportional to the concentration.

\[
A(x) = A_0 - \eta C(x). \tag{3.35}
\]

where \(A_0\) is the default surface tension parameter in the absence of any surfactant.
Shan-Chen model

A number of properties in the Shan-Chen model make it more difficult to simulate the effect of a surfactant species. The surface tension is caused by the force in equation (3.16), and the parameter which regulates the surface tension is $G$. However, the process at site $x$ is dependent on sites $x + e_i$ as well, so implementing a spatial variation in $G$ violates the symmetry required for conservation of momentum. This problem can be worked around by instead reducing the potential $\psi(x)$ by a factor $d(x)$, which maintains the symmetry.

The surface tension coefficient $\sigma$’s dependency on $G$ is not completely known, even though $\sigma$ generally increases with $G$ and Chin et al. [75] found the relationship to be approximately linear.

At $\tau = 1$, we found $\sigma$ to be approximately proportional to $G - 1$, and defined the reduction factor

$$d(x) = \max(0, \sqrt{1 - \zeta C(x)}/2).$$

(3.36)

This method allowed us to reduce the surface tension in the Shan-Chen model as well. An additional difficulty is that equation (3.16) regulates the phase separation as well as the surface tension, so an area with reduced surface tension will also have a more diffuse interface.

### 3.5.3 Comparison of the models

If we compare the method used in this thesis to the one presented by Chen et al. [90], we can find the following differences.

Chen et al. takes into account the dipolar nature of the amphiphile species. This is necessary since the amphiphile species in Chen et al. actively exerts forces on the other, non-amphiphile, species, and the force exerted is dependent on the orientation of the amphiphile particles. In our model, the surfactant does not exert any forces directly, rather it causes a change in $\psi$, and this affects the non-amphiphile species forces upon each other. Our model cannot simulate unaligned amphiphile species, where the dipolar amphiphile particles are not pointing in the same direction, weakening their overall effect, however we can simulate the entire removal of phase separation allowing perfect mixture if this is desired.

In Chen et al., the forces on the amphiphile species cause them to naturally adsorb to the oil-water interface. In our model we implemented a separate “force” on the surfactant solute in order to emulate a similar effect. The force we implemented on the solute does not cause any movement in the solvent fluids, our assumption that the mass of is much smaller than the mass of solvent is the reason we can set aside the constraint of Newton’s third law for solute-solvent interactions.
3.5 Simulation of surface-tension affecting components

Our model is less computationally demanding the Chen et al. model, because we do not need to calculate the complex force terms between amphiphile species and non-amphiphile species ($F^{s,c}$ and $F^{c,s}$) or the inter-amphiphile species forces $F^{s,s}$. 
Chapter 4

Basic simulation samples

In this chapter we demonstrate some of the properties the different two-phase Lattice Boltzmann models possess. We have examined the color model and Shan-Chen model.

In Section 4.1 we deal with a pure phase separation scenario, where there are no walls. In Section 4.2 the effect of non-wetting walls are examined. The effect wetting has on the separation process and final state is covered in Section 4.3.

4.1 Phase separation

If two immiscible fluid components are mixed together, they will separate into phases due to the immiscibility. All the major methods for multiphase Lattice Boltzmann methods are able to simulate this separation, although some of the methods have parameters that need to be large enough to effect this.

Assuming a domain with no walls or external forces, there will be no phase separation if the mixture is exactly homogeneous. Such a mixture is an example of an unstable equilibrium, where the lack of any concentration gradient and exact cancellation of all forces results in no net movement of either component. Random fluctuations and perturbations make such a delicate situation impossible for real fluids, but for a Lattice-Boltzmann simulation, a perturbation from homogeneity is needed if the fluids are to separate.

To illustrate phase separation, we started with a mixture of two immiscible fluids, generically labelled “red” and “blue”. The fluid properties of the mixture are identical, with relaxation time $\tau = 1$. The initial state is a uniform mixture of 30% red particles and 70% blue particles, with a small $\pm1\%$ concentration perturbation at each grid cell.
4.1.1 Separation in the color model

Figure 4.1: Phase separation in the color model from an initially near uniform mixture of immiscible red and blue particles ($\phi^R = 0.3 \pm 0.01$). Surface tension parameter $A = 0.15$.

Our example of the separation which takes place in the color model is shown in Figure 4.1. In this model, we operated with a surface tension coefficient of $A = 0.15$.

The formation very small droplets with a radius of order 1–2 grid cells is already visible after 20 time steps, and by $t = 100$, the mixed fluid region is confined to the interface only. Over the next time steps, we observe the coalescence of the small droplets to form larger droplets, but this process slows down as the mean distance between individual droplets increases. Indeed, the process appears to have stalled between $t = 4000$ and $t = 8000$. 
4.1 Phase separation

4.1.2 Separation in the Shan-Chen model

An example of the separation process in the Shan-Chen model is shown in Figure 4.3. For this model, we used set separation parameter $G = 1.6$. For separation to take place at all, it is required that $G > G_c$, where $G_c$ is the critical separation parameter. For $G < G_c$, the diffusion will be greater than the separation, and the red and blue fluids will be effectively miscible, leading asymptotically to a uniform distribution of red and blue particles.

Even with $G > G_c$, the phases are not entirely pure, each of the phases has stray particles which belong in the other phase. For the $G = 1.6$ example, about 5% of the particles are stray. The presence of stray particles is a result of the highly diffuse interface. Raising $G$ increases the separation forces and reduces the number of stray particles, but the stronger separation forces also damage the

Figure 4.2: Pressure difference between droplet interior and exterior versus the inverse of the droplet radius for each of the nine droplets in figure 4.1 for $t = 8000$.

The droplets assume a circular shape since this minimises the surface energy. The occasional oblong droplet is due to the coalescence of two smaller droplets, but these eventually assume a circular shape. Note that the model does not have a barrier or membrane between individual droplets, so flocculation without coalescence is not observed.

Analysing the interior pressure of each of the nine droplets and comparing this to the droplets’ radii, as shown in Figure 4.2 shows that Laplace’s law (1.11) is adhered to.
Figure 4.3: Phase separation in the Shan-Chen model from an initially near uniform mixture of immiscible red and blue particles ($\phi^R = 0.3 \pm 0.01$), separation parameter $G = 1.6$. 
4.2 Nonwetting walls

In the previous section, we saw that the red particles were the disperse phase, while the blue particles made up the continuous phase. This was because the red particles were in the minority. The blue particles in the majority drive the red particles together into droplets. The introduction of walls to the domain adds another element to the separation process. A particle in a fluid node next to a wall will only not experience any separation forces in the directions from the wall nodes. The result is that if the minority component is driven towards the wall, it is likely to stay there, and so the sites near the wall have a disproportionately large

The separation forces translate to a non-ideal pressure term when both red and blue particles are present. For the larger droplets, the non-ideal terms are not large, and comparing the density difference between the droplets’ interiors and exterior to the radius of the droplet will yield Laplace’s law. For very small droplets, the presence of stray blue particles, even at the droplet center, causes a significant reduction in density, and this is shown as the outlier to the right on Figure 4.4. Laplace’s law is observed even for the smallest droplets if the nonideal pressure terms are accounted for.
percentage of the minority particle. The nodes near corners are particularly likely to be occupied by the minority component. Figures 4.5 and 4.6 illustrate this.

Figure 4.5: Phase separation in the color model from an initially near uniform mixture of immiscible red and blue particles ($\phi^R = 0.3 \pm 0.01$). Surface tension parameter $A = 0.15$. The edges of the domain are fixed walls.

In figure 4.5, we see that all four corners of the domain, as well as the majority of nodes next to the wall are eventually occupied by the disperse red phase. The red particles which are far enough from the wall form circular droplets as before. The wall is capable of acquiring red droplets from a fair distance, at $t = 1000$ we see a red droplet being captured by the left wall.

The process is clearly illustrated in 4.6 where our choice of separation parameter has led to a slow separation process. At $t < 100$, we see the walls attracting red particles. The nodes a few units away from the wall lose their red particles to the wall, and become fairly blue. This in turn creates a “ripple” of red particles a few
Figure 4.6: Phase separation in the Shan-Chen model from an initially near uniform mixture of immiscible red and blue particles ($\phi^R = 0.3 \pm 0.01$). Separation parameter $G = 1.6$. The edges of the domain are fixed walls.
nodes further in, as seen at \( t = 100 \). A weaker blue ripple is formed inside the red ripple, as seen at \( t = 200 \). By \( t = 500 \) the formation of circular droplets has settled in, and the state at \( t = 8000 \) is similar to that observed for the color model.

In both cases, the droplets that attach themselves to the walls have a contact angle of \( \pi/2 \). This is due to the walls being not being wetting with respect to any phase.

### 4.3 Wetting effects

In this section, we add the element of wetting to illustrate what effect this has on the separation process and final state.

In the case of partial wetting, both fluids may be present at the wall, and contact angles may be measured. However, direct measurement of the contact angle is challenging, because visual determination of the tangent line at the contact point is difficult. However, if we assume that a droplet on a wall is a chord of a perfect circle with radius \( r \), the radius and contact angle can be found by measuring the dimensions of the droplet, a method used by both Kang et al. [69] and Huang et al. [70] for example.

![Figure 4.7: The contact angle \( \theta \) can be found through equation (4.2).](image)

Let the half the length of the contact line be \( A \), and let the height of the droplet be \( B \) (Figure 4.7). When measuring \( A \) and \( B \), we need to remember that the boundary conditions in Section 2.5.1 place the boundary halfway between the last fluid node and first wall node.

Due to Pythagoras, \( A^2 + (r - B)^2 = r^2 \), so the radius of the circle which the droplet is a part of is given by

\[
r = \frac{A^2 + B^2}{2B}.
\]  

(4.1)
4.3 Wetting effects

The tangent of the contact angle $\theta$ is equal to the gradient of the tangent line to the droplet at the left contact point. The gradient can be determined through (implicit) derivation of the equation of the circle evaluated at the left contact point $x = -A, y = r - B$. This gives the contact angle

$$\theta = \begin{cases} \tan^{-1} \left( \frac{2AB}{A^2 - B^2} \right), & A > B \\ \frac{\pi}{2}, & A = B \\ \tan^{-1} \left( \frac{2AB}{A^2 - B^2} \right) + \pi, & A < B \end{cases} \tag{4.2}$$

In equation (4.2), the top line indicates a wetting droplet while the bottom line is a non-wetting droplet. If $A = B$, the droplets are semi-circles with tangent lines normal to the wall, and neither phase is wetting with respect to the other.

4.3.1 Wetting effects in the color model

To add wetting effects to the color model, we have used the process described in Section 3.1, with a wetting parameter $\Theta$ assigning a color difference for wall nodes as done in equation (3.13). Four examples of the separation process are illustrated in Figures 4.8–4.11, representing complete and partial wetting of the red and blue phase.

Figure 4.8 confirms that a completely red wetting wall will eventually cause the red fluid to spread out over the entire wall. The accumulation of red fluid near the corners of the domain was also seen for the nonwetting walls in the previous section. Likewise, no red fluid is observed at the wall if the wall is completely blue wetting as seen in Figure 4.11.

For a partially red wetting wall with $\Theta = 0.5$, illustrated in Figure 4.9, most of the red fluid adhering to the wall has accumulated in the corner, but blue fluid is present at the wall away from the corners.

For a partially blue wetting wall with $\Theta = -0.5$, red droplets do adhere to the surface but with an obtuse contact angle. Using (4.2), the contact angles are $2.2 \pm 0.1$ radians, which is slightly more than the $\frac{2\pi}{3}$ contact angle predicted by equation (3.14), but we recall that that equation assumed a perfectly sharp interface, which we do not have here.

4.3.2 Wetting effects in the Shan-Chen model

For the Shan-Chen model, we also present four examples representing full and partial wetting of the red and blue phase. As seen in Section 3.2, the implementation of wetting in the Shan-Chen model is controlled by two wetting parameters $G_{Rw}$ and $G_{Bw}$, as well as the coupling parameter between the two components $G_{RB}$. 
Figure 4.8: Phase separation in the color model from an initially near uniform mixture of immiscible red and blue particles ($\phi^R = 0.3 \pm 0.01$). Surface tension parameter $A = 0.15$. The edges of the domain are fixed walls which are completely red wetting ($\Theta = 1$).
4.3 Wetting effects

Figure 4.9: Phase separation in the color model from an initially near uniform mixture of immiscible red and blue particles ($\phi^R = 0.3 \pm 0.01$). Surface tension parameter $A = 0.15$. The edges of the domain are fixed walls which are partially red wetting ($\Theta = 0.5$).
Figure 4.10: Phase separation in the color model from an initially near uniform mixture of immiscible red and blue particles ($\phi^R = 0.3 \pm 0.01$). Surface tension parameter $A = 0.15$. The edges of the domain are fixed walls which are partially blue wetting ($\Theta = -0.5$).
4.3 Wetting effects

Figure 4.11: Phase separation in the color model from an initially near uniform mixture of immiscible red and blue particles ($\phi^R = 0.3 \pm 0.01$). Surface tension parameter $A = 0.15$. The edges of the domain are fixed walls which are completely blue wetting ($\Theta = -1$).
In our experiments, we have achieved the wetting by implementing an attractive force between the wetting phase and the wall, while there is no force between the nonwetting phase and the wall. For example, if red is the wetting phase $G^{Rw} < 0$ and $G^{Bw} = 0$.

According to equation (3.30), a density of $\rho = 1$, and reasonably pure phases so that the factor $\frac{\rho^a - \rho^R}{2} \approx \frac{\rho^a}{2}$, total wetting requires that

$$|G^{Rw} - G^{Bw}| \geq \frac{G^{RB}}{2}, \quad (4.3)$$

which for our parameters ($\rho \approx 1, G^{RB} = 1.6$) indicates that the difference in wetting parameters must be greater than 0.8. However, we found total wetting occurred for differences in the wetting parameters slightly short of this estimate, probably due to the higher density inside the droplet. Indeed, in the examples presented here, the wetting parameter $G^{aw}$ for the wetting phase $a$, has been set to -0.75 for complete wetting. For partial wetting, $G^{aw} = -0.25$ has been used. The images of the separation process can be found in Figures 4.12–4.15.

The parameters $G^{aw} = -0.75, G^{aw} = 0$ appear to be near the critical threshold for complete wetting when $G^{RB} = 1.6$. Reducing $G^{aw}$ slightly has left a partial wetting situation.

As seen in Section 3.2, the Shan-Chen model lacks an analytic expression to predict the contact angle, although Huang et al. found an estimate given in equation (3.30). For the partially red wetting walls (Figure 4.13), we measured the contact angles to be $1.1 \pm 0.1$ radians. For the partially blue wetting walls 4.14, the contact angles are about $1.92 \pm 0.02$ radians. With $\rho^R - \rho^B \approx 1.0$ inside the droplet, the expected contact angles are approximately 1.2 and 1.9 for the red-wetting and blue-wetting cases respectively, so our results are consistent with the estimate of Huang et al., although our measurements are not sufficiently accurate to verify the $\frac{\rho^R - \rho^B}{2}$ factor present in equation (3.30).
4.3 Wetting effects

Figure 4.12: Phase separation in the Shan-Chen model from an initially near uniform mixture of immiscible red and blue particles ($\phi_R = 0.3 \pm 0.01$). Surface tension parameter $G^{RB} = 1.6$, wetting parameters $G^{Rw} = -0.75, G^{Bw} = 0$ (completely red wetting).
Figure 4.13: Phase separation in the Shan-Chen model from an initially near uniform mixture of immiscible red and blue particles ($\phi^{R} = 0.3 \pm 0.01$). Surface tension parameter $G^{RB} = 1.6$, wetting parameters $G^{Rw} = -0.25, G^{Bw} = 0$ (partially red wetting).
Figure 4.14: Phase separation in the Shan-Chen model from an initially near uniform mixture of immiscible red and blue particles ($\phi^R = 0.3 \pm 0.01$). Surface tension parameter $G^{RB} = 1.6$, wetting parameters $G^{Rw} = 0, G^{Bw} = -0.25$ (partially blue wetting).
Figure 4.15: Phase separation in the Shan-Chen model from an initially near uniform mixture of immiscible red and blue particles ($\phi^R = 0.3 \pm 0.01$). Surface tension parameter $G^{RB} = 1.6$, wetting parameters $G^{Rw} = 0, G^{Bw} = -0.75$ (completely blue wetting).
Chapter 5

Summary

5.1 Papers included

The thesis includes four papers:

5.1.1 Paper A


The article is the first to cover the surfactant model discussed in Section 3.5.2. The physical aspects of how to lower the surface tension for the color model and Shan-Chen models are discussed.

Paper A also includes a demonstration of the lattice Boltzmann method applied to a scenario where a circular droplet is subjected to surfactant at opposite ends. The deformation this causes to the droplet is investigated. The scenario has previously been investigated experimentally by Greenspan [19], and numerically by Sapir and Nir [20], and by Li and Lubkin [21]. Our results which show a relatively small deformation are consistent with the previous numerical results.

5.1.2 Paper B

Paper B, “Lattice Boltzmann simulations of the motion induced by variable surface tension” was submitted to Advances in Engineering Software in September 2009 and awaiting review.

The article is an extension of paper A by investigating the numerical aspects of the model. While paper A demonstrated that the model was qualitatively con-
sistent with previous simulations, paper B investigates the surfactant model’s numerical consistency with known analytic results. We compare our model to a result originally published by Levich and Kuznetzov [10], who found an analytic expression for the velocity of a circular droplet with a constant surface tension gradient.

Our simulations are made to verify that the lattice Boltzmann model is consistent with this analytic result, for a variety of different droplet radii, surface tension gradients, and fluid viscosities. The results showed that the color model version gave very good adherence to theory. The Shan-Chen method also gave consistent results for some parameters, but the difficulty in determining the surface tension make the results here less accurate.

5.1.3 Paper C

Paper C, “Simulations of the passage of droplets through narrow capillaries using the lattice Boltzmann method” was submitted to the International Journal of Numerical Analysis and Modelling in November 2009 and awaiting review.

This article uses the color model version of our model with walls and wetting effects. The purpose is to investigate a situation where a droplet in a wide space is pushed into a narrow capillary forcing it to deform. The wetting and surface tension act against this deformation, which may impede the droplet’s movement. The surfactants role here is to adhere to the fluid interface so that the surface tension is lowered, or adhere to the walls so that the wetting forces are reduced. In either case, reducing the capillary forces may enable the droplet’s passage.

Our results showed that both methods could allow the droplet to enter the narrow capillary, although reducing the surface tension at the droplet’s rear would initially make the droplet move backwards due to the Marangoni effect. Overall, we found that a surfactant which reduces the wetting forces is more efficient than one reducing the interfacial tension between the fluids.

5.1.4 Paper D

Paper D, “Non-ideal equation of state in the pseudo-potential lattice Boltzmann methods” was submitted to Physical Review E on April 13, 2010 and awaiting review.

The Shan-Chen model features diffuse interfaces, and for small droplets this can have an impact over the entire droplet, not just the interface. For small droplets and a small separation parameter, Laplace’s law is not observed using the ideal gas equation. The separation forces create a non-ideal pressure, and it is usual to add a non-ideal term to the equation of state, but our experience is that the equation found in literature, which does not account for nearest neighbor interactions, is
imperfect. Paper D introduces an equation of state which accounts for the presence in neighboring sites.

Our results in the paper show that our proposed equation of state gives a considerably improved adherence to Laplace’s law, particularly for simulations with highly diffuse interfaces. An immediate practical benefit is that using Laplace’s law to determine the surface tension coefficient becomes more accurate.

5.2 Summary and outlook

The main focus of this thesis has been how to use the lattice-Boltzmann method to study surface tension and wetting, and in particular the effect a spatial variation in surface tension has on the flow. The spatial variation in these capillary effects is assumed to be due to the presence of a surfactant.

During my study, I have been in close cooperation with, and later employed by, the Centre for Integrated Petroleum Research. Therefore, the main application has been in the field of enhanced oil recovery. With several oil fields maturing, recovering the oil is of high economic interest.

In order to conduct studies of multiphase flows with variable surface tension, it was necessary to implement a means to track solute flow, and to program the effect the solute has on the surface tension.

In the thesis, it was assumed that surfactants are solute components which are attracted to areas where both oil and water are present, this made the surfactant flow towards the oil-water interface. The purpose of this is to mimic adsorption behavior. Since the adsorption of surfactant particles to an interface is a physically complex process, it is likely that the simulation of surfactant movement may need to be altered to achieve greater physical accuracy. Our assumption that the surface tension decreases by an amount proportional to the concentration may also be challenged, but if another relationship between surfactant concentration and surface tension is established, it is easy to modify the program to accommodate this.

The simulations conducted in paper B showed that if the values for the surface tension coefficients are accurate, the simulated fluid flow due to the Marangoni effect is in good accordance with the flow predicted by theory.

The examples in the thesis have all used fairly simple geometries. Some simulations have been conducted on domains with no walls at all, with periodic boundary conditions at the edges. Others are in simple closed boxes or channels. This is justified by our need to keep simulations simple, and test the validity of our model by examining situations where some comparison to known results is possible.

However, if we want to simulate oil and water in a real reservoir, we need to take into account that these processes take place in porous media where the fluid-wall
boundaries are highly complex. The bounceback condition described in Section 2.5.1 can handle complex boundaries easily, and there exist several other means to implement boundaries if a more accurate simulation is required.

The simulator used in the thesis is limited by being two-dimensional. Realistic simulation of the porous medium, and the flow through it, requires an extension to three dimensions. At CIPR, work with a three-dimensional version of the method has started but is not a part of the thesis. Three-dimensional models are more complex than the two-dimensional ones, and require more computational effort.

The study of flows in complex porous media raises several questions. In the highly simplified tubes we used in paper C, we saw that when surfactant is applied to the rear of an oil droplet, the Marangoni effect caused the droplet to initially flow backwards. Eventually diffusion of the surfactant reduces the surface tension over the entire droplet. Whether this behavior is replicated in more complex media is less certain.
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