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Abstract

The primary goal of this thesis is to describe and analyze applicative constructions in Tigrinya. An applicative construction is characterized by a verb that bears an affix for an argument that either has a semantic role that is not normally entailed by the lexical meaning of the base verb or is specified as a peripheral argument. The choice of an applicative expression is motivated by semantic and discourse factors. Applicatively expressed arguments are associated with referents that possess high semantic prominence and discourse salience. The applicative phenomenon is viewed as a morphosyntactic strategy that introduces a core object function that is salient in the discourse event described by the verb. The theoretical motivation of this study is to explore the conditions that trigger object marking in Tigrinya so as to examine the semantic, functional and discourse properties of objects. The main theoretical framework used in this research is Lexical-Functional Grammar (LFG). This formalism assumes that the different linguistic information pertaining to functional, semantic and discourse structures can be modeled as interrelated parallel representations.

Formal syntactic theories classify applicative constructions into symmetrical and asymmetrical types according to the grammatical properties of objects coded in double object applicative clauses. Grammatical properties such as adjacency to the verb, pronominal marking and passivization are posited as parameters of object variation, and are assumed to be characteristic of the sole object of monotransitive clauses. In double object constructions object arguments that are implicated in these structures are regarded as possessing primary object properties. A theory of object asymmetries which predicts the patterns of objects across languages based
on applicative data predominantly from the Bantu languages assumes that in asymmetrical applicatives only one object argument, and most likely the applied object, displays primary object properties, whereas in symmetrical applicatives both object arguments, the base object of the verb and the applied object, display such properties (Bresnan and Moshi 1990, Alsina and Mchombo 1993). The object argument with primary object properties is assigned an OBJ grammatical function, and the argument object that lacks such traits is assigned an OBJθ grammatical function. The theory of object asymmetries is formulated within LMT, the sub-theory of LFG which deals with the mapping patterns of semantic arguments to grammatical functions. In this theory it is maintained that only one OBJ function can be realized in a clause, but there can be several restricted objects. Even though there can be two primary object arguments in symmetrical applicatives, only one of them can be analyzed as OBJ because this function must be unique in the clause. Due to this restriction, there is no difference in the analysis of object functions in asymmetrical and symmetrical applicative types; in both applicative types the two objects are analyzed as OBJ and OBJθ.

The Tigrinya data dealt with in this research indicate that the grammatical diagnostics that are posited to distinguish between symmetrical and asymmetrical objects do not converge into a single primary object property. In some double applicative constructions, objects reflect asymmetrical properties, and in others objects symmetrical properties. In asymmetrical applicatives the primary object properties are not correlated to differentiate between the applied and the base objects. With respect to some of the grammatical tests the applied object displays the opposite properties to what is predicted by LMT. Moreover, the Tigrinya data suggest that the classification of objects as OBJ and OBJθ cannot capture the similarity displayed by symmetrical objects. In Tigrinya, objects are coded in a complex interplay of word order, case marking and pronominal indexation which cannot be properly accounted for by the binary system proposed in LMT which assumes a straightforward contrast between objects. In this study we adopt the general constraint system in LFG in order to capture the different conditions on word order, case marking and pronominal indexation by which objects are distinguished. In addition, this research proposes that overt object coding cannot be regarded as a manifestation of primary objecthood in Tigrinya, since marked objects may or may not display genuine patient-like properties, but pronominally marked objects are all unified in their semantic and discourse properties.
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1  1st person
2  2nd person
3  3rd person
ABL ablative
ALL allative
Appl applicative
ben beneficiary
Com comitative
Caus causative
Coord coordination
dat dative
Def definite
Det determiner
DT detransitivizer
DistPro distal demonstrative pronoun
DetPro determinative pronoun
DetProx proximal demonstrative
DetVoc vocative determiner
Dir directional preposition
Dist distal demonstrative
F feminine
Gen genitive
H honorific
Hort hortative
Juss jussive
IDcop identity copula
Imperf imperfective
Impr imperative
Indef indefinite
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>English Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infin</td>
<td>infinitive</td>
</tr>
<tr>
<td>Instr</td>
<td>instrumental</td>
</tr>
<tr>
<td>Loc</td>
<td>locative</td>
</tr>
<tr>
<td>Locop</td>
<td>locative copula</td>
</tr>
<tr>
<td>M</td>
<td>masculine</td>
</tr>
<tr>
<td>mal</td>
<td>malefactive semantic role</td>
</tr>
<tr>
<td>Neg</td>
<td>negative</td>
</tr>
<tr>
<td>Obj</td>
<td>objective case</td>
</tr>
<tr>
<td>Obl</td>
<td>oblique</td>
</tr>
<tr>
<td>OM&lt;sub&gt;1&lt;/sub&gt;</td>
<td>affected object marker</td>
</tr>
<tr>
<td>OM&lt;sub&gt;2&lt;/sub&gt;</td>
<td>non-affected object marker</td>
</tr>
<tr>
<td>Past</td>
<td>past tense</td>
</tr>
<tr>
<td>Perf</td>
<td>perfective</td>
</tr>
<tr>
<td>PerfH</td>
<td>perfective historic</td>
</tr>
<tr>
<td>PerfS</td>
<td>perfective simple</td>
</tr>
<tr>
<td>Pl</td>
<td>plural</td>
</tr>
<tr>
<td>Poss</td>
<td>possessive pronominal marker</td>
</tr>
<tr>
<td>POSS</td>
<td>possessive pronoun</td>
</tr>
<tr>
<td>Pres</td>
<td>present tense</td>
</tr>
<tr>
<td>Pro</td>
<td>pronominal affix</td>
</tr>
<tr>
<td>PRO</td>
<td>pronoun</td>
</tr>
<tr>
<td>PRORecip</td>
<td>reciprocal pronoun</td>
</tr>
<tr>
<td>PRORefl</td>
<td>reflexive pronoun</td>
</tr>
<tr>
<td>Prox</td>
<td>proximal demonstrative</td>
</tr>
<tr>
<td>ProxPro</td>
<td>proximal demonstrative pronoun</td>
</tr>
<tr>
<td>Purp</td>
<td>purposive</td>
</tr>
<tr>
<td>Recip</td>
<td>reciprocal</td>
</tr>
<tr>
<td>rec</td>
<td>recipient</td>
</tr>
<tr>
<td>Rel</td>
<td>relative</td>
</tr>
<tr>
<td>Refl</td>
<td>reflexive</td>
</tr>
<tr>
<td>SM</td>
<td>subject marker</td>
</tr>
<tr>
<td>Subjun</td>
<td>subjunctive</td>
</tr>
<tr>
<td>TA</td>
<td>tense aspect</td>
</tr>
<tr>
<td>th</td>
<td>theme</td>
</tr>
<tr>
<td>VN</td>
<td>verbal noun</td>
</tr>
<tr>
<td>VocDet</td>
<td>vocative determiner</td>
</tr>
</tbody>
</table>
### Transliteration system

<table>
<thead>
<tr>
<th>áuiaëio</th>
<th>áuiaëio</th>
</tr>
</thead>
<tbody>
<tr>
<td>h</td>
<td>ʃ</td>
</tr>
<tr>
<td>t</td>
<td>ð</td>
</tr>
<tr>
<td>b</td>
<td>ᵽ</td>
</tr>
<tr>
<td>v</td>
<td>s</td>
</tr>
<tr>
<td>t</td>
<td>f</td>
</tr>
<tr>
<td>p</td>
<td>k</td>
</tr>
<tr>
<td>ín</td>
<td>ín</td>
</tr>
<tr>
<td>ñ</td>
<td>ᵽ</td>
</tr>
<tr>
<td>k</td>
<td>ʞ</td>
</tr>
<tr>
<td>k</td>
<td>ʞ</td>
</tr>
<tr>
<td>k</td>
<td>ʞ</td>
</tr>
<tr>
<td>w</td>
<td>ø</td>
</tr>
</tbody>
</table>
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Part I

Preliminaries
CHAPTER 1

Introduction

1.1 Theoretical motivation

This thesis aims to describe and analyze the morphosyntactic and discourse properties of applicative constructions in Tigrinya. Pretheoretically, the applicative construction is a clause which involves a verb that bears a morphological affix for an object argument which normally is not among the verb’s lexically entailed core arguments. To date, Tigrinya applicative constructions have not been investigated in any linguistic framework. The main theoretical approach used in this study is Lexical-Functional Grammar (LFG) even though the thesis will also make reference to research outside LFG that has made substantial contributions to the description and analysis of this phenomenon. In early studies, in approaches such as Relational Grammar (RG), Government and Binding (GB) and LFG, the applicative typology of the Bantu language family played a crucial role in the formulation of theories that predict the properties of applicatives across languages. Bantu applicatives were instrumental since these were the first to make their way into modern linguistic research, and they have thus popularized the phenomenon. In recent years, much research has discovered the phenomenon in a wide range of typologically and genetically diverse languages, and has observed applicative systems that diverge from the Bantu ones (Peterson 2007). The discovery of divergent applicative types warrants some revision of the existing theoretical models so that they can accommodate properties of the different systems.
LFG considers the applicative phenomenon as one of the linguistic issues that are characterized by unconventional linking of arguments to grammatical functions. LFG treats such phenomena, which include complex predicates, dative-shift, passive, reflexive, reciprocal, middle and causative, as morpholexical operations that affect the verb’s argument (thematic) structure and subcategorization frame. The following examples (1) from Bukusu illustrate the phenomenon (Peterson 2007:7).

(1) a. n-a-ar-ir-a e-nyuungu luu-saala
   1Sg.SM-TENSE-break-APPL-FV CL9-pot CL11-stick
   ‘I break the pot with the stick.’

b. n-a-keend-el-a amu-xasi
   1Sg.SM-TENSE-walk-APPL-FV CL1-woman
   ‘I walked for the woman.’

The affixes -ir- (1a) and -el- (1b), which are known as applicative markers, are added to the verb stem to code arguments such as an instrumental and a beneficiary, respectively.1 Arguments that are associated with such semantic roles either are not normally entailed by the lexical meaning of the base verb or specified as peripheral arguments. Using English examples, the verb break entails an agent participant, the first person singular subject who does the breaking (1a), and a patient participant, the object ‘pot’ which is the thing broken by the agent. However, the instrument stick is not entailed by the verb’s meaning, and thus, if it is left out, the clause will still be grammatical. Similarly, the verb walk entails an agent participant, the first person singular subject who does the walking (1b), but the beneficiary participant woman, the entity that the walking is done for, is not part of the basic meaning of this verb. The sentence I walked will still be well-formed without the expression of the beneficiary. Some languages may also employ prepositional phrases to express peripheral participants such as the beneficiary and the instrumental. For example, English uses the prepositions for and with to express the beneficiary and the instrumental semantic relations, respectively. In addition, in English a beneficiary argument can also be expressed without this preposition when it is coded in the immediate postverbal position in a clause, as in Mary bought him ice cream vs. Mary bought ice cream for him. Languages may have these different strategies – clause

---

1The applicative markers -ir- and -el-, and the label for their function -APPL- are not boldfaced in the original source. Some of the original glossing abbreviations have also been changed to make them consistent with the glossing standard used in this thesis. What these abbreviations stand for can be found in the list given prior to the table of contents. Here we expand abbreviations that are only used in these examples. FV stands for final vowel; CL1 stands for noun class 1; CL11 stands for noun class 11; CL9 stands for noun class 9.
1.1. THEORETICAL MOTIVATION

position, applicative affix or prepositional marking – at their disposal to express peripheral semantic arguments.

In the standard terminological convention of applicative studies, the object that is initially subcategorized for by the verb is called the base object and the object that corresponds to the applicative morpheme is called the applied object. The base form of the verb is called the base verb and the verb that hosts the applicative morpheme is called the applied verb.

The morpholexical issue that applicative constructions display concerns the mapping pattern between semantic arguments and object functions. Semantic arguments represent the semantically entailed set of participants in an event described by a predicator/verb. These are often referred to by specific semantic role labels such as agent, patient, beneficiary and instrumental, etc. Grammatical functions are referred to as subject (SUBJ), object (OBJ), oblique (OBL). Double object applicative constructions as in (1) involve two object functions which are associated with a patient and an instrumental semantic role. Linguistic theories aim to characterize the syntactic categories of such objects and their linking pattern to semantic arguments based on certain grammatical properties. LFG assumes two types of object functions: primary object and secondary object, which are labeled as OBJ and OBJθ, respectively. LFG posits that only one OBJ function can be realized in a clause, but there may be more than one OBJθ function. Therefore, the puzzle that needs to be resolved in the applicative clause is to determine how semantic roles such as the theme/patient, the beneficiary and the instrumental are associated to object functions. For example, for the patient and the instrumental semantic roles in (1a), which of these four possibilities apply: does the patient link to OBJ or OBJθ, or does the instrumental link to OBJ or OBJθ?

A sub-theory within LFG known as the Lexical Mapping Theory (LMT) has been developed specifically to deal with such argument-function linking issues (Bresnan and Kanerva 1989). From its inception LMT was predominantly supported by extensive analysis of Bantu languages, and it is asserted to be generalizable cross-linguistically. LMT has been used by a huge body of research that aims to account for the functional category of objects and their linking patterns to semantic roles in double object and applicative constructions. Objects are assumed to be distinguishable by grammatical properties such as word order and pronominal indexation, on the one hand, and by the behavior they reflect when implicated in constructions such as the passive and relative clauses, among others, on the other hand. The ability of an object to appear in the verb-adjacent position in a clause,
to control a pronominal suffix and to function as a subject in passivization are assumed to be its primary objecthood properties. Alsina (1996:674) claims that these properties constitute a single underlying property of primary objects. In LMT this underlying primary objecthood property is formalized by the feature [–r], which means semantically unrestricted. This feature classifies grammatical functions for their semantic versatility. OBJ is a [–r] function, which means that arguments bearing any semantic role can fill this function. On the other hand, the lack of the primary objecthood property is formalized by the feature [+r], which means semantically restricted. OBJθ is a [+r] function, which means that only arguments with specific semantic role readings can fill this function. In addition, Bresnan and Kanerva (1989) propose that OBJ and OBJθ be classified as objective functions formalized by the feature [+o]. This feature marks objects for the complement role they play in transitive clauses.²

Bresnan and Moshi (1993) observe that Bantu languages are split into two types, symmetrical and asymmetrical object type languages. In the symmetrical object type languages both objects display primary object properties. In contrast, in the asymmetrical object type languages, only the applied object displays these properties. Bantu languages such as Chichewa (Baker 1990, Alsina and Mchombo 1993) and Kiswahili (Loogman 1965) are identified as asymmetrical applicative languages, whereas languages such as Kinyarwanda (Kimenyi 1980, Gary and Keenan 1977), Kichaga (Bresnan and Moshi 1990) and Bukusu (Peterson 2007:9) are identified as symmetrical applicative languages. Bresnan and Moshi (1990:171-172) propose a parameter of variation which they call the “Asymmetrical Object Parameter (AOP)” in order to account for the differences in the two applicative types. This parameter constrains the intrinsic classification of thematic roles by setting a condition that only one semantic role can be intrinsically specified as [–r]. This restriction is present in asymmetrical object type languages, but it is absent in symmetrical object type languages. What is regarded as a typical tendency is that in asymmetrical object languages only the applied semantic role can be intrinsically specified as [–r], whereas the theme/patient semantic role receives the [+o] specification which leads it to map onto the OBJθ function. On the other hand, since in symmetrical applicative languages the restriction given by the AOP is absent, the applied semantic role will always be specified as [–r], but the theme/patient role can have the two

²Here we have only shown the feature decomposition system that applies to object functions. Subjects (SUBJ) and obliques (OBL) are also decomposed with respect to the features [±r] and [±o]. A complete description which includes SUBJ and OBL will be presented in chapter 7.
alternative classifications [–r] or [+o]. Nevertheless, assigning the [–r] feature to both the applied role and the theme/patient role will violate an important condition, the well-formedness condition that LFG imposes on functional structure attributes such as SUBJ, OBJ and OBJ[θ]. This condition demands that each lexically specified semantic role link to a unique grammatical function, and vice versa. This will rule out the presence of two OBJ functions in the same clause.

Applicative constructions in Tigrinya challenge some of the formulations of LMT that are concerned with object functions. Specifically, the pattern of object coding in Tigrinya challenges the feature decomposition system which is central in this theory. First, some of the grammatical properties which are assumed to compose “a single underlying property of internal arguments”\(^3\) (Alsina 1996:674), which dispose an argument to reflect primary object properties, do not converge to form a single feature (i.e. [–r]) in Tigrinya. Second, LMT does not properly account for the symmetrical properties of objects observed in applicative languages. In the analysis of Kichaga, a symmetrical applicative language, Bresnan and Moshi (1990:76) propose that the theme/patient argument will get different intrinsic classifications based on whether the applied verb is active or passive, which means the active and the passive variants of the same applied predicate have two different argument structures. In the argument structure of the active applied predicate the patient is assigned the [+o] feature, whereas in the argument structure of the passive applied predicate the patient/theme is assigned the [–r] feature. As argued by Kibort (2008), this conflicts with the explanation about the active-passive alternation maintained in LFG that the active and passive predicates must share the same argument structure (Bresnan 2001:26). Even so, Bresnan and Moshi assume that the variation between asymmetrical and symmetrical applicatives is attributed to the grammatical properties reflected by the object arguments involved, i.e. in the former type only one object argument possesses the properties expressed by the [–r] feature, whereas in the latter type two of the object arguments possess the properties expressed by [–r]. Nonetheless, for theory internal purposes the [–r] feature is rendered redundant by the alternative feature [+o] which is assigned to the patient/theme argument of the active predicate in an ad hoc fashion.

If in a given language object properties that are proposed to compose a primary object property [–r] do not converge, then we assume that these grammatical properties (e.g. pronominal indexation, case marking, word order vs. passivization) may be uncorrelated in that language. The problem of conflating grammatical properties

\(^3\)Internal arguments are arguments that correspond to object functions.
such as word order and passivization as a test for grammatical function is discussed by Börjars and Vincent (2008), and they argue against the use of passivization as a diagnostic for grammatical functions in English. They maintain that in English dative-shifted double object constructions that involve a recipient/beneficiary and a theme argument, the beneficiary object is also restricted with respect to its semantic role reading, as is the theme. In current LMT, on the basis of passivizability the beneficiary is analyzed as unrestricted [−r] and the theme as restricted [+o], which leads them to be associated with OBJ and OBJθ, respectively. According to Börjars and Vincent the use of OBJ and OBJθ object classification in English ditransitive sentences does not capture the restrictedness of the beneficiary argument. We assume that symmetrical applicatives present the reverse of the problem noted by Börjars and Vincent (2008). In symmetrical applicatives the analysis of the theme object as OBJθ does not capture the nonrestrictedness [−r] of this argument.

Based on these observations this thesis therefore aims to investigate the grammatical coding of objects and the grammatical properties they imply in Tigrinya. In addition, objects will be analyzed with respect to their involvement in construction types such as passive and relative clauses, and the type of object properties identified by these diagnostics will be examined.

1.2 Research questions

In the previous section we have outlined the problems with the formalization of object asymmetries in applicative constructions proposed by Bresnan and Moshi (1990). We have argued that the properties that are proposed to compose the unrestricted [−r] feature do not converge to identify primary objecthood in Tigrinya. In this section we give an overview of the Tigrinya applicative data in order to show the pattern of object coding. We will provide a preliminary explanation for the motivations of the different coding strategies that interact in marking objects. In Tigrinya, object functions are coded in a complex interplay of word order, case marking and pronominal indexation. The different patterns that result from combinations of marked and/or unmarked objects identify object functions in double object constructions. Therefore, the properties for their identification must reflect these complexities, which currently are lacking in the binary feature decomposition method formalized in LMT. On the other hand, in Tigrinya only object arguments that are lexically entailed by the inherent meaning of a verb can undergo passivization. Even though non-core or peripheral arguments are allowed by virtue of the
applicative operation to be coded as core grammatical functions, they do not display the kind of semantic affectedness that core object arguments show. Based on this observation, we claim that pronominal marking and passivization indicate different grammatical properties of objects. This claim will be substantiated in the following.

In monotransitive clauses indefinite/nonspecific objects are unmarked (2a), while definite/specific objects are marked (2b). Marked objects involve the case marker ni- and pronominal object suffixes such as -wa, a suffix form glossed as OM₁ in this work.

(2) a. ይናስ መወጆ ከ�� ተጌ። Yonas.M book.Sg PerfS.buy-SM.3MSg
‘Yonas bought a book.’

b. ይናስ ኮታ መወጆ ከ�� ተጌ። Yonas.M Obj.Det.3FSg book.Sg PerfS.buy-SM.3MSg-OM₁.3FSg
‘Yonas bought the book.’

The phenomenon where objects with certain semantic features such as definiteness, animacy, humanness, etc. are coded differently than those objects which lack these properties is known as Differential Object Marking (DOM) (Bossong 1985, 1991). In Tigrinya object marking seems to be triggered by semantic features such as definiteness or specificity. In some languages the unmarked and marked objects may correlate with different object functions (Dalrymple and Nikolaeva 2011). However, in Tigrinya we do not assume that DOM induces changes in the grammatical function of object arguments. If this is the case, then pronominal indexation and case marking of objects have some other motivation than identifying the grammatical function of object arguments.

Based on this assumption, we argue that the criteria that are inducing DOM in monotransitive clauses are also inducing object marking in applicative clauses. In Tigrinya, intransitive (3a), transitive (3b) and ditransitive (3c) verbs allow applicative marking.

(3) a. ይናስ ኮታ ዓሉ ተጌ። Yonas.M Obj-Det-3FSg girl.FSg PerfS.run-SM.3MSg-OM₁.3FSg
‘Lit. Yonas ran after the girl./ Yonas chased the girl.’
b. ይናስ ይስ ወስና ወስናมาแล้ว
yonas ni-Saba mïs²af gäzi?-u-la
Yonas.M Obj-Saba.F book.Sg PerfS.buy-SM.3MSg-OM.3MSg.3FSg
‘Yonas bought Saba a book.’

c. ይናስ ይስ ወስና ወስና ወስና ወስና
yonas ni-Saba mïs²af hib-u-wa
Yonas.M Obj-Saba.F book.Sg PerfS.give-SM.3MSg-OM.3MSg-OM.3FSg
‘Yonas gave Saba a book.’

In (3a), the applied object $g^{wa}$ ‘girl’ which is not initially entailed in the lexical meaning of the intransitive verb $g^{wyiy}$ ‘he ran’ is coreferenced on the verb by the object pronominal suffix -wa (OM 1) and the objective case $ni$-, similar to the definite object in monotransitive clause. Initially, this verb is subcategorized for an agent argument which corresponds to the subject Yonas. In (3b), the basic lexical meaning of the verb gäzi?-u ‘he bought’ only entails an agent and a theme argument which correspond to the subject Yonas and the object mïs²af ‘book’, respectively. When the object pronominal suffix -la, which is a different form than -wa, is applied on the base verb, the verb acquires an applied object Saba which has a beneficiary semantic role. The applied object is also marked with the objective case $ni$-. In (3c), the ditransitive verb hib-u-wa ‘he gave her’ bears the object pronominal suffix -wa, the same suffix that is associated with the definite object of monotransitive verbs for the recipient object ‘Saba’. The objective case $ni$- is obligatory for recipient objects regardless of whether they are definite or not. The recipient and the beneficiary are identified with different object pronominal suffix forms – OM 1 and OM 2, respectively. The OM 1 and OM 2 indicate a difference in the transitivity property of verbs and the affectedness of objects.

The verb can only code one object at a time. When double object clauses involve two definite objects, the object that has greater discourse salience is prioritized for pronominal affixation. In (4) the object pronominal suffix corresponds to the theme object. With respect to pronominal marking, these objects are symmetrical.

(4) definite theme object

<table>
<thead>
<tr>
<th>ይናስ ይስ ይስ ዯርን</th>
<th>yonas ni-wÄiÄi tÄrÄk-Ä</th>
</tr>
</thead>
<tbody>
<tr>
<td>ይስ ይስ ዯርን ይስ ዯርን</td>
<td>yonas ni-gÄa-al-Ä</td>
</tr>
<tr>
<td>ዯርን ዯርን</td>
<td>yonas.M Obj-daughter.FSg-Poss.3MSg Obj-son.MSg friend.Sg-Poss.3MSg</td>
</tr>
<tr>
<td>ይስ ዯርን</td>
<td>hib-u-wa</td>
</tr>
<tr>
<td>ዯርን</td>
<td>PerfS.give-SM.3MSg-OM.3MSg</td>
</tr>
</tbody>
</table>

‘Yonas gave his daughter to his friend’s son.’
In this discourse the theme object is more topical than the recipient object. In principle, either of the objects of ditransitive clauses can control verbal marking given that it is semantically prominent and salient in the discourse context. Based on the pattern of objects with respect to pronominal marking, we assume that this strategy does not code the grammatical function of objects, but their discourse status. Even though these objects are symmetrical, they can be distinguished by their word order. Definite theme objects must precede recipient objects. The order of objects becomes fixed when objects appear identical in their case marking. Otherwise, when their case marking pattern is different, the objects could switch position in order to render different pragmatic/discourse readings of the clause.

On the other hand, applicative clauses formed out of transitive verb bases involve asymmetrical objects. The applied object is obligatorily indexed on the verb. In (5a) the suffix OM₂ codes the locative argument እጭላ ‘table’, but when the verb codes the theme object ሥስሸታ ‘book’, the locative argument is expressed in a prepositional phrase (5b).

(5) a. ይናስ ከታ ከሆርኖኝ ከውላ-ላ
 yonas n-iat-a zii-sriuk-a-ya tawla
 Yonas.M Obj-Det-3FSg Rel-PerfH.clean-SM.3MSg-OM₁.3FSg table.Sg
 መሸት-ለ እና ከውላ-ላ
 mas-shaf-u ?a-nbir-u-la
 book.Sg-Poss.3MSg Caus-PerfS.sit-SM.3MSg-OM₂.3FSg
 ‘Yonas put his book on the table that you cleaned.’

b. ይናስ መሸት-ለ እና ከታ
 yonas mas-shaf-u ?ab-t-a
 Yonas.M book.Sg-Poss.3MSg On-Det-3FSg
 ከሆርኖኝ ከውላ-ላ
 zii-sriuk-a-ya tawla
 Rel-PerfH.clean-SM.3MSg-OM₁.3MSg table.Sg
 እና ከውላ-ላ
 እና ከውላ-ላ
 እና ከውላ-ላ
 እና ከውላ-ላ
 እና ከውላ-ላ
 እና ከውላ-ላ
 እና ከውላ-ላ
 እና ከውላ-ላ
 እና ከውላ-ላ
 እና ከውላ-ላ
 እና ከውላ-ላ
 እና ከውላ-ላ
 እና ከውላ-ላ
 እና ከውላ-ላ
 እና ከውላ-ላ
 እና ከውላ-ላ
 እና ከውላ-ላ
 እና ከውላ-ላ
 እና ከውላ-ላ
 እና ከውላ-ላ
 እና ከውላ-ላ
 እና ከውላ-ላ
 እና ከውላ-ል።
 a-nbir-u-wo
 Caus-PerfS.sit-SM.3MSg-OM₁.3MSg
 ‘Yonas put his book on the table that you cleaned.’

Objects in this applicative type reflect a different word order pattern from one which codes definite theme objects in ditransitive clauses. In applicative clauses that code locative, instrumental or source arguments, the applied object must precede a definite theme object. The tendency that discourse salient arguments are preposed on the left side of less salient arguments is quite prominent in Tigrinya syntax. Since this type of applicative clause cannot code double objects without the verb bearing a suffix for the applied object, the objects reflect an asymmetri-
cal property with respect to pronominal marking. The question is then, would the precedence for pronominal marking indicate that the applied object is the primary object in this applicative type? In our assumption, pronominal marking of applied objects indicates their core object status, but not a primary object property.

In passive clauses only the theme argument can link to the subject, but the applied argument may be indexed on the passive predicate (6a). The subject suffix cannot express an applied semantic role (6b). In contrast, in ditransitive clauses either the recipient (6c) or the theme (6d) argument can be associated with the subject in the passive.

(6) a. እተጏወጭ መዛ ከጉጊዱለ ትንሳባ
ni-saba miišhaf tää-gäziʔ-u-la
Obj-Saba.F book.Sg DT-PerfS.buy-SM.3MSg-OM.3FSg
‘A book has been bought for Saba.’

b. *ተጏወጭ መዛ ከጉጊዱለ ትንሳባ
Saba miišhaf tää-gäziʔ-a
Saba.F book.Sg DT-PerfS.buy-SM.3FSg
‘Saba has been bought a book.’

c. እተጏወጭ መৎ ትወሂብ
Saba miišhaf tää-wahib-a
Saba.F book.Sg DT-PerfS.give-SM.3FSg
‘Saba was given a book.’

d. እጉጊዱለ መዛ ከጉጊዱለ ትንሳባ
?it-i miišhaf ni-Saba tää-wahib-u-wa
Det.3MSg book.Sg Obj-Saba.F DT-PerfS.give-SM.3MSg-OM.3FSg
‘The book was given to Saba.’

Pronominal marking and passivization give uncorrelated results for applicative clauses formed out of transitive verb bases. According to the property indicated by pronominal marking, the applied object would be regarded as the primary object, but according to the property detected by passivization, the theme object would be regarded as the primary object. On the other hand, in ditransitive clauses both pronominal indexation and passivization indicate symmetrical properties of objects, thus both arguments would be regarded as having primary object properties.

The data presented indicate that Tigrinya applicatives cannot be properly accounted for by the formalization proposed in LMT. First, asymmetrical applicatives in this language suggest that pronominal marking and passivization cannot be conflated as a single property of primary objects. Second, the property of symmetrical objects in Tigrinya cannot be adequately captured by the binary feature decomposition method which due to the well-formedness conditions in LFG must
haphazardly change the unrestricted [-r] feature assigned to the theme/patient, and consequently, it violates the requirement for monotonic information resolution.

This study will closely examine the complex interplay of pronominal indexation, case marking and word order that distinguish between objects in Tigrinya clauses. We will investigate the alignment pattern of objects with regard to semantic roles, object functions and topicality.

The Tigrinya sentences used as data in this study are the author’s own examples. However, they have been discussed with prominent Tigrinya linguists and with native speaker informants at various stages of the research.

1.3 Thesis organization

This thesis is divided into four parts. Part I contains three chapters, 1, 2 and 3, which are the preliminaries to this research. The present introduction constitutes chapter 1. Chapter 2 presents an overview discussion of Tigrinya grammar. The aim of this chapter is to give an introduction to the morphosyntax of nominal phrases and verbs, voice alternation constructions and clause marking in Tigrinya. Since little research has been done to describe Tigrinya syntax, this chapter will present original descriptive work that has been undertaken in this research. We also consider the content of this chapter as a reference for the implementation of the Tigrinya grammar which is presented in chapter 10. Chapter 3 introduces the LFG formalism. The aim of this chapter is to give basic information to readers who are unfamiliar with this framework. In addition, it serves as background reading to the LFG implementation part of the grammar.

Part II offers an extensive description of Tigrinya applicative constructions. This part consists of chapter 4, 5 and 6. Chapter 4 discusses the applicative phenomenon in Tigrinya, and gives some cross-linguistic comparison. The applicative construction is also examined in terms of the type of semantic roles it expresses, the type of markers it involves, and the nature of object affectedness coded by the two pronominal forms in Tigrinya. In chapter 5 we discuss the transitivity property of applicative constructions. The applicative is regarded as a transitivizing phenomenon. Here we investigate the nature of transitivity induced by attaching either of the pronominal suffix forms on different verb types. In chapter 6 we discuss the alternative prepositional coding of the applicatively expressed semantic roles. We examine the difference in discourse or pragmatic readings that the applicative and the prepositional expressions reflect. In Tigrinya some semantic roles can only be
expressed in an applicative construction, and some have distinct prepositions that restrict them to a specific semantic role reading.

Part III constitutes the analysis part of the thesis. It contains three chapters. Chapter 7 reviews the analyses of to the applicative clauses in three different generative grammar approaches: Relational Grammar, Government and Binding, and Lexical-Functional grammar. The chapter discusses in detail Lexical Mapping Theory since it is this approach that we aim to assess in this study. In chapter 8 we discuss object properties in Tigrinya and their implications for the primary object properties assumed in LMT. The chapter offers a functional motivation for marking objects. Chapter 9 discusses differential object marking and its function as a topic object marker.

Part IV consists of two chapters that tie together the different issues raised in this work. Chapter 10 presents the implementation of Tigrinya grammar on the XLE platform, which is a linguistic environment for the computational implementation of LFG grammars. We show the LFG analysis of nominal phrases, simple clauses, and lexical rules such as the passive. In addition, we integrate the analysis of ditransitive and applicative constructions formed out of transitive and intransitive verb bases in the general grammar of Tigrinya. Currently, due to time constraints the discourse function of objects has not been implemented. Finally, chapter 11 concludes the thesis. It presents the general conclusion of the whole thesis, and offers concluding remarks for each chapter. We also outline some limitations, and some ideas for possible future research.
CHAPTER 2

The grammatical profile of Tigrinya

2.1 Introduction

The aim of this chapter is to outline some of the salient properties of the morphology and syntax of Tigrinya. This we hope will give a wider picture of the language so as to place the description and analysis of the applicative constructions undertaken in this study in perspective. General information about the grammar of Tigrinya can be found in Leslau (1941), Masson (1994), Kogan (1997), Mulugeta (2001) and Tesfay (2002).

This chapter is organized as follows. First, in section 2.2 the linguistic classification and typological features of the language will be presented briefly. Second, in sections 2.3 and 2.4 the basic structure of nominals and verbs will be described, respectively. Finally, the structure of the Tigrinya clause and the strategies of coding grammatical function in terms of word order, case marking and pronominal indexation will be outlined in section 2.5.

2.2 Background

Tigrinya is one of the Ethio-Eritrean Semitic languages, a sub-family of South Semitic languages.¹ The Ethio-Eritrean Semitic languages are further divided

¹In this work we adopt the name Ethio-Eritrean Semitic languages in order to embrace the change in the geopolitical map of the region. After Ferguson (1970), the Semitic languages of Eritrea and
into two sub-groups: North Ethiopian and Eritrean Semitic languages, and South Ethiopian Semitic languages. The former comprises Ge’ez, Tigré and Tigrinya. Ge’ez and Tigrinya are common to both Eritrea and Ethiopia, but Tigré is spoken only in Eritrea. South Ethiopian Semitic languages include Amharic as well as over 20 other languages.

The majority of Tigrinya speakers are found in Northern Ethiopia in a region called Tigray where it is the administrative language. According to the census of 2008 conducted by the Central Statistical Authority of Ethiopia, the number of Tigrinya speakers in Ethiopia is about 4.48 million. Tigrinya is also the mother tongue of the Tigrinya ethnic group who mainly inhabit the highlands of Eritrea. The number of Tigrinya speakers in Eritrea is estimated to be 2.54 million according to the census of 2006 quoted by (Lewis 2009). In both countries there are about 6.9 million Tigrinya speakers (Voigt 2009). Tigrinya serves as the official language of the state of Eritrea along with Arabic. There are many regional varieties within the Tigrinya spoken in Eritrea and that spoken in Ethiopia. However, as no dialectal research has been conducted, it is difficult to say how distant the dialects are from each other. Nevertheless, it is generally held that the different regional varieties are mutually intelligible (Tesfay 2002, Mulugeta 2001). The data dealt with in this study mainly reflect the standard variety found in Eritrea.

Tigrinya preserves several Proto-Semitic traits in its morphology, syntax and vocabulary. It is characterized by the Semitic root-pattern morphology where predominantly triconsonantal roots, which represent the semantic core of a stem, combine with vocalic templates to derive various inflectional and derivational forms. In addition, Tigrinya exhibits a typical Semitic phenomenon known as broken plurals with some of its nouns ((Palmer 1955), see also section 2.3.1). Moreover, Tigrinya determiners (e.g. ?i-t- ‘the/that’) and demonstratives (e.g. ?i-z- ‘this’) have cognates in many Semitic languages (e.g. Hebrew and Phoenician (Lipiński 1997:320-321)).

Ethiopia have been conventionally classified as Ethiopian Semitic or Ethio-Semitic languages in most academic circles. This classification was based on the geopolitical context when Eritrea was considered as a region in Ethiopia. However, since now Eritrea is an independent country, the classification cannot reflect the current context. For instance, the fact that Tigrinya and Ge’ez, which are classified as North Ethiopian Semitic languages, are common to both countries and Tigré is found only in Eritrea is not properly covered by the old classification. A similar concern is also expressed by Tosco (2000).

Ge’ez, Tigré and Tigrinya are alternatively spelled as Gi’iz, Tigre and Tigriña in some scholarly work. In the native script these are written as ግዕዝ gi’iz, ትግረ tigré and ትግርይና tigriña or ትግርኛ tigrinya, respectively.

The Proto-Semitic feminine marker -t is also used with some nouns and adjectives (e.g. እስከላይ sēk’āy ‘man’ vs. እስክ’y-t ‘woman’, ከንግስ nīgus ‘king’ vs. ከንግ’ti ‘queen’ and እስከቕ sēk’q vs. ‘good.M’ እስከቕ’ti ‘good-F’). Verbs bear obligatory subject affixes which express person, gender, and number agreement. Moreover, it is widely observed in Semitic languages that objects which correspond to semantically prominent or discourse salient referents trigger case marking and/or pronominal indexation (Khan 1984). In Tigrinya most of the subject and object affixes have Semitic cognates (Lipiński 1997:307). The object pronominal suffix that is employed to code beneficiary, locative or instrumental object arguments contains the prepositional particle -l- which in most Semitic languages is a dative preposition.

Semitic typologists deduce that initially the syntax of the modern Ethio-Eritrean Semitic languages reflected a typical Semitic structure with a verb-initial clause (VSO), auxiliaries preceding main verbs and relative clauses following head nouns, before they came in contact with Cushitic languages, specifically with Bedja and Agew (Leslau 1945, 1952, Hetzron 1975, Thomason 2001, Tosco 2000). Now the modern Ethio-Eritrean Semitic languages employ a verb-final clause structure (SOV). Ge’ez instead remained stable since it still retains a verb-initial clause structure, and also exhibits verbless or null copula predicative clauses like most of its Semitic peers (Lipiński 1997, Gragg 1997, Hetzron 1975:488)).

Cushitic syntax also had influence on the nominal phrases of these languages. Prototypical Semitic modifiers such as adjectives generally follow their heads, consistent with their head-initial syntactic structure; however, in Tigrinya modifiers precede the head nouns.

The existence of converb constructions in the modern Ethio-Eritrean Semitic languages is also attributed to Cushitic influence (Azeb and Dimmendaal 2006:409) (see page 43 for a description of the converb construction).

Tigrinya is written with the Ge’ez script. Ge’ez is a syllabic writing system where consonant and vowel phonemes are combined in a single glyph known as ወላላ ወደል, i.e. a syllograph. A syllograph has seven different forms, traditionally known as orders/series. These are identified with seven signatures that represent vocalic phonemes, as is shown in Table 2.1 below.

For example, በ is a combination of b and a, and አ is a combination of the glottal stop ? and a. The diacritic convention adopted in this work is the standard

---

4Ge’ez does not have living speakers any longer. It exists as a liturgical language of the Orthodox and the Catholic churches in Eritrea and Ethiopia. It had ceased to function as a spoken language as early as the 9th century A.D.
transliteration system used by most scholars of Ethio-Eritrean Semitic languages. For example, except for the sixth order, all the vowel diacritics are adopted from Leslau (1941), and the sixth order from Buckley (1997). This system is used only as a way of transliterating the orthography, thus should not be understood as a phonetic transcription although sometimes the two forms do coincide. A complete version of the Tigrinya syllabary is given on page ix.

Unlike Semitic languages such as Arabic and Hebrew, the Ethio-Eritrean Semitic languages are written left-to-right. They also employ the same punctuation markers with slight differences in the usage of some of the markers. In modern standard Tigrinya, the frequently used punctuation marks are: commas (፣) and (፡), asemi-colon (፥), colon (፤), preface colon (፦), full stop (።) and question mark (፧ or ?).

### 2.3 Nominals

In this work we will employ the term nominal or nominal phrases to refer to a word or group of words that can function as arguments of verbal predicates. A nominal phrase consists minimally of a head noun which may be accompanied by optional elements such as quantifiers, determiners and modifiers (e.g. adjectives, possessives, relatives). Tigrinya reflects a predominantly head-final structure in its nominal phrase. The noun head appears at the rightmost edge of the phrase, and commonly, determiners and modifiers appear before the noun head, as illustrated in (7).

(7) ኩለን kul-ን All-3FPl
እተን እት-ን Det-3FPl
ዮናስ Yonas.M Yonas
ዚጓስየን z-i-g as 1-3FPl
ናይ nay Gen
ኣጣል P atal goat.FPl
ብዙሓት b1 zu Many-Pl
ስቡሓት s1 bu fat-Pl
ኣጣል P atal goat.FPl

‘all the (many) fat goats of his brother that Yonas tends’
The general linear order of elements in the nominal phrase is shown in (8) below.\(^5\)

\[
(8) \quad (\text{Qall}) \quad (\text{Det}) \quad (\text{RelP}) \quad (\text{POSS/PPposs}) \quad (\text{Q}) \quad (\text{Adj}) \quad \text{N}
\]

As the nominal phrase in (7) shows, Tigrinya employs complex morphology. Generally, nouns inflect for plural number. However, except for some, nouns are not overtly marked for gender. Gender is marked via specifiers, modifies and verb inflections. Quantifiers and determiners inflect for number, gender and person. Adjectives inflect for number and gender. Personal and possessive pronouns show detailed number, gender and person agreement features. The different specifiers and modifiers must agree with each other and with the head noun. Below we will provide a brief account of the agreement pattern in the nominal phrase.

2.3.1 Agreement

The specifiers and modifiers such as quantifiers, determiners, adjectives and relatives agree in number and gender with the head noun. Tigrinya has a singular/plural number system, and a masculine/feminine gender system. In addition pronouns reveal extensive conjugation paradigms along the gender, number and person dimensions.

Number

The basic form of a noun serves as its singular form, while the plural form is inflected. Most nouns employ the regular (external) plural formation strategy by adding the suffix \(-\text{at}\) or \(-\text{tat}\) – depending on whether a noun ends with a consonant (9a, 9b) or a vowel (9c, 9d).

\[
\begin{align*}
(9) \quad & \text{a. } \text{sab} > \text{sab-at} \\
& \text{person.Sg} > \text{person-Pl} \\
& \text{b. } \text{lisan} > \text{lisan-at} \\
& \text{baby.Sg} > \text{baby-Pl}
\end{align*}
\]

Some nouns employ the so-called adjective plural suffix \(-\text{ti}\) or its variant \(-\text{wti}\) to inflect for plural. This is known as adjective suffix since it is very common with

\(^5\)The round brackets enclosing the category labels such as the quantifier ‘all’ (Qall), determiner (Det), relative phrase (RelP), etc. indicate optinality.
plural inflection of adjectival nouns. The suffix -ti is used when a noun ends with a consonant (10a, 10b), whereas -wti is used when a noun ends with a vowel (10c, 10d).

(10) a. መጽሓፍ > መጽሓተ
m as h af > m as h af-ti
book.Sg > book-Pl
b. ጽሓፊ/-ት > ጽሓተ
š in af-i/-t > š in af-ti
writer-M/-F > writer-Pl
c. ገዛ > ገዛውቲ
g a za > g a za-wti
house.Sg > house-Pl
d. መርዓዊ/ት > መር‛ውቲ
m a ra-wi/-t > m a ra-wti
wedded-M/-F > wedded-Pl
‘bride/groom’ > ‘bride and groom’

Tigrinya also has a considerable number of nouns that exhibit the Semitic phenomenon known as the ‘broken plural’ or internal system (Palmer 1955). This strategy is characterized by a systematic change in the pattern of vocalic templates which may also involve the deletion or insertion of some consonantal roots, and the addition of affixes, as illustrated in (11).

(11) a. ኮኸብ > ኮ ruaት
ko k a b > k a w a k a-ti
book.Sg > book-Pl
b. ኢድ > ኢእዳው
P a d > P1 d-aw
hand.Sg > hand-Pl
c. ወኻርያ > ወኻሩ
w ak a rya > w ak a ru
fox.Sg > fox.Pl
d. ሓርማዝ > ሓራምዝ
h a rma z > h a rma z
elephant.Sg > elephant.Pl

For example, the plural noun in (11a) involves a pattern change (i.e. the first ko becomes kā and the second kā becomes kī), an infix (w-) and the adjectival plural suffix (-ti). Similarly, the plural noun (11b) bears a prefix (?a-) and a suffix (w), and the vocalic patterns of the consonantal roots ?d are also changed from ?id to ?ida. In example (11c), the plural noun shows both pattern change and deletion. The consonantal root and its pattern ya are deleted, and the final consonantal root in the resulting radicals acquires a new pattern r-u.7 In example (11d) the vocalic templates that are associated with -r-m- are changed from -rma- to -ram-.

---

7 The first -t- in -tat and -w- in -wti- are some of the hiatus consonants that appear in various phonological environments in order to regulate the syllabic structure of a word when affixes are added to it. For example, -t- is inserted in order to prevent a vowel sequence within the same syllable (e.g. -i-at and -o-at in (9a) and (9b), respectively). Similarly, the glide consonant -w- is inserted between the noun stem and the plural suffix -ti when a noun ends with a vowel. However, the plural suffixes are directly attached to nouns that end with consonants.

7 The final vocalic pattern -u is a productive internal structure of some broken plural forms. For example, it appears with plural form of ደርሆ ደራሁ ‘hen’ ሓርማዝ ሓራምዝ ‘hens, chicken’, ደዋላ እንወ እንፋ ‘cat, cats’.
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Plural forms of inanimate nouns can agree with singular masculine specifier, modifier or verb forms in order to render a collective reading. However, the feminine forms of specifiers and modifiers cannot be used in the same way. Since plural forms of adjectives are not specified for gender, both the singular masculine and the plural forms can be used to modifier inanimate plural nouns, as in (12a).

(12)  a. እቲ አክነ፣ አድነ፣ አድኒ መወት እገለታ።
Det-3MSg new.MSg new.Pl book-Pl All-M Perf-lose-SM.3MSg
‘All the new books got lost.’

b. እታ መወት እገለታ።
Det-3FSg book-Pl All-F Perf-lose-SM.3FSg

In contrast, it is ungrammatical to use the feminine form of the determiner in the same way (12b). Nouns that are assigned the feminine gender are perceived as individuated entities. Thus, when a plural noun is assigned a feminine gender, then the plural agreement value is obligatorily distributed in all the associated elements such as determiners, adjectives and verbal affixes. In this sense, there is an obligatory concord between determiners, modifiers and verbs (12c). Similarly, there is an obligatory number and gender concord in a nominal phrase with animate noun referents, as in (13a).

(13)  a. እቲ እፖም፣ እታ እፖም ሳው። ሳው።
Det-3MSg black.M/ Det-3FSg black.F cat.Sg/cat.Pl
‘the(M)/ the black cat’

b. እታ እፖም፣ እታ እፖም ሳው። ሳው።
Det-3MPI/ Det-3FPI black-Pl cat.Pl
‘the(MPI)/ the(FPI) black cats’

In (13b) only the singular noun form is grammatical. In addition, as in (13b), distributing the plural agreement to the determiner is grammatical since the head noun has an animate referent.

Gender

Nouns in Tigrinya are assigned to either of the two grammatical gender categories: masculine or feminine. Gender is fully expressed in the pronoun system of the language (2.3.2). Common nouns do not normally inflect for gender, except for a few that are cross-classified as adjectives or nouns, and thus employ the adjectival gender inflection form. For example, -y in ተመሃራይ t-

a

m-

a

hara-y ‘student-M’ and ኃክ-

 strftime‘fiancé/candidate-M’ and -wi in መርዓ-

m-

a-wi ‘groom’ mark a masculine gender, whereas -t in የታ-

a-

hari-t ‘student-F’, ኃክ-

 strftime ‘fiancé/candidate-F’ and መር-

a-t ‘bride’ mark a feminine gender. However, not all adjectival nouns are inflected for gender. For example, መሙር mh-

r ‘teacher’, አክ-

akim ‘doctor/healer’, ወተ-

a-

hader ‘soldier’ can be employed for either male or female referents.

In Tigrinya only some nouns that denote biological sex distinctions have predetermined gender values, for example, ከል-

k-

albi ‘boy’, ጓ-

g-

wal ‘girl’, ላም lam ‘cow’ and ብዕራይ br-

ray ‘bovine male’. In contrast, nouns with animate referents that do not make a sex distinction, for example, ኃክ-

strftime ‘baby/child’, ከ-

a-

y-

at ‘lamb’, ከል-

k-

albi ‘dog’ and ድሙ dimmu ‘cat’ etc, are assigned a default masculine gender when they are used in generic statements (14a) and (14b) and when they refer to a mixed group in the plural form (14c).

(14) a. ከል-

k-

albi የሚ-

imun የinsula የት-

yy-u dog.Sg loyal.MSg animal Pres.IDcop.be-SM.3MSg ‘(A) dog is a loyal animal.’

b. ኃክ-

strftime እ-

b-

z-

u-

h-

lots-of የተ-

y-

at ‘babies’ and ከል-

k-

albi ‘dog’, ከል-

k-

albi ‘dog’ and ድሙ dimmu ‘cat’ etc, are assigned a default masculine gender when they are used in generic statements (14a) and (14b) and when they refer to a mixed group in the plural form (14c).

In these examples ከል-

k-

albi ‘dog’, ኃክ-

strftime‘fiancé’ and የት-

yy-u ‘fiancé’ can only be specified as masculine, and a feminine specification would make the construction ungrammatical. Gender-inflected adjectives or determiners are used when nouns are employed to denote a male or a female referent. For example, in (15) the gender value of the noun is expressed through adjectives.
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(15) ደባዕታይ/ ደንስተይቲ ደው-
=täba'itày/ ?anistâ-ti dimmu
male/ female cat.Sg

‘male/female cat’

For this reason, Tigrinya is said to have a grammatical gender where a noun can be assigned masculine or feminine gender invariably. Animate entities such as እሰላጢ ተabağìi ‘sheep/flock of sheep’, ደርሂ ደርሂ ‘chicken/hens’, ኣዕዋፍ ኣዕዋፍ ‘birds’ and ከብቲ ከብቲ ‘cattle’ are specified as feminine when they refer to a herd or a flock consisting of both male and female members. The feminine gender assignment for such nouns appears to deviate from the default gender norm, i.e. the masculine. This convention may be rooted in the farming tradition of Tigrinya society where farmers keep mostly female sheep, goats, cattle, chickens etc. in their herd or flock, whereas they keep only a few males for breeding purposes. Thus, since the female members of the herd or flock constitute the majority, nouns that denote such practices are classified as feminine.

Gender assignment in nouns that denote inanimate entities is either utterly arbitrary or at least quite flexible. Tigrinya has few nouns that refer to unique entities that have predictable grammatical gender; for example, ሡእት/እታ ሸንእ ‘sun.F’, ምርሂ ምርሂ ‘moon.F’, ይሠረር ይሠረር ‘earth.F’, ኢሹስ ኢሹስ ‘sky/heaven.M’, ስልርእ ስልርእ ‘cosmos.M’. Gender assignment for such categories seem to be based on their semantic properties. Elements perceived as contained or having a definite shape are assigned feminine gender, whereas elements that have a property of vastness or fluidity are assigned masculine gender. Nouns that refer to concrete entities can be freely used as either masculine or feminine. For example, እት/እታ መስክ ‘the-3MSg/3FSg book’, እት/ እታ ኮን ‘the-3MSg/3FSg house’, እት/እታ በርት ‘the-3MSg/3FSg needle’ and እት/እታ ኣቦ ‘the-3MSg/3FSg mountain’.

In general, the alternative assignment of masculine or feminine gender does not bring about a major difference in meaning. However, in some contexts gender assignment may have a pragmatic function. For example, masculine gender may express that something is unexpectedly or undesirably large, thus having a derogatory connotation, and the feminine gender may express that the noun referent is unexpectedly small with a diminutive or affectionate connotation. For more information on the assignment of gender in Tigrinya see Brindle (2005, 2006).
2.3.2 Pronouns

Tigrinya has subject and object pronoun forms. The pronoun system reflects exhaustive number, gender and person agreement values. Both subject and object pronoun stems are marked with similar pronominal suffix forms that are distinct for the gender, number and person combination they mark. The subjective and the objective pronouns are listed in Table 2.2.

<table>
<thead>
<tr>
<th>Subjective personal pronouns</th>
<th>Objective personal pronouns</th>
<th>Agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td>ከት</td>
<td>ከል (ከላ)</td>
<td>3MSg</td>
</tr>
<tr>
<td>niss-u</td>
<td>ከል (ከላ)</td>
<td>3SgF</td>
</tr>
<tr>
<td>ኪ</td>
<td>ከል (ከላ)</td>
<td>3NM</td>
</tr>
<tr>
<td>niss-a</td>
<td>ከል (ከላ)</td>
<td>3F</td>
</tr>
<tr>
<td>ከወም</td>
<td>ከል (ከላ)</td>
<td>3MH</td>
</tr>
<tr>
<td>niss-om</td>
<td>ከል (ከላ)</td>
<td>3FPI</td>
</tr>
<tr>
<td>ከን</td>
<td>ከል (ከላ)</td>
<td>3FH</td>
</tr>
<tr>
<td>niss-ään</td>
<td>ከል (ከላ)</td>
<td>3MPI</td>
</tr>
<tr>
<td>ከወው</td>
<td>ከል (ከላ)</td>
<td>3MPi</td>
</tr>
<tr>
<td>nissa-tom</td>
<td>ከል (ከላ)</td>
<td>3MPi</td>
</tr>
<tr>
<td>ከኽ ሱ</td>
<td>ከል (ከላ)</td>
<td>3MPi</td>
</tr>
<tr>
<td>nissa-tän</td>
<td>ከል (ከላ)</td>
<td>3MPi</td>
</tr>
<tr>
<td>኱ት</td>
<td>ከል (ከል)</td>
<td>2MSg</td>
</tr>
<tr>
<td>nissi-ka</td>
<td>ከል (ከል)</td>
<td>2FSg</td>
</tr>
<tr>
<td>኱ኒ</td>
<td>ከል (ከል)</td>
<td>2FSg</td>
</tr>
<tr>
<td>nissi-ki</td>
<td>ከል (ከል)</td>
<td>2FSg</td>
</tr>
<tr>
<td>኱ስ ለም</td>
<td>ከል (ከል)</td>
<td>2MPi</td>
</tr>
<tr>
<td>nissi-kum</td>
<td>ከል (ከል)</td>
<td>2MPi</td>
</tr>
<tr>
<td>኱ኽ ሱ</td>
<td>ከል (ከል)</td>
<td>2MPi</td>
</tr>
<tr>
<td>nissi-kin</td>
<td>ከል (ከል)</td>
<td>2MPi</td>
</tr>
<tr>
<td>኱ስ ለው</td>
<td>ከል (ከል)</td>
<td>2MPi</td>
</tr>
<tr>
<td>nissi-katsum</td>
<td>ከል (ከል)</td>
<td>2MPi</td>
</tr>
<tr>
<td>ኩኽ ሱ</td>
<td>ከል (ከል)</td>
<td>2MPi</td>
</tr>
<tr>
<td>nissi-kaatkin</td>
<td>ከል (ከል)</td>
<td>2MPi</td>
</tr>
<tr>
<td>ኲ</td>
<td>ከል (ከል)</td>
<td>1Sg</td>
</tr>
<tr>
<td>ኲና</td>
<td>ከል (ከል)</td>
<td>1Pl</td>
</tr>
<tr>
<td>nih-na</td>
<td>ከል (ከል)</td>
<td>1Pl</td>
</tr>
</tbody>
</table>

Table 2.2: Tigrinya subjective and objective personal pronouns

In Tigrinya overt pronouns do not normally occur as anaphors, i.e. as co-referents of nominal arguments that are mentioned in the preceding discourse. Since Tigrinya is a pro-drop language, when there is no overt pronoun, verbal pronominal affixes have anaphoric function. Subjects are obligatorily marked through verbal affixes. Definite and referential objects are also indexed on the verb through object suffixes. The following example illustrates the role of pronominal markers in discourse (16).\(^8\)

\(^8\)This excerpt is taken from the Tigrinya translation of Jostein Gaarder’s (1991) novel Sofies verden
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(16) a. የስቀራጠስ ፈሎን ከገራ ወنتظر በሚስ
soqratiis 'iz-i mis nagle-u-w0 bi-simbadaw Socrates DetProx-3MSg when told-SM.3MPI-OM1.3MSg by-shock

tä-gütram-ä kä='a
became=rigid-SM.3MSg DT-Per.be=surprised-SM.3MSg also

‘Socrates was paralyzed from shock and was astonished when they told him this.’

b. ብድሕሪኡ ከሆስብ ከር ከትኳ ከገራ ከወንኡ
bi-diliri-зу እስብ-u እስብ-ų ቸ
Instr-behind-3MSg thought-SM.3MSg thought-SM.3MSg to one-M

kali? kul-u hizbi ይታስእእ ዋልሮኑ ከው የስቀራጠስ የስስ-እ
another all-M people Athens even Socrates self-SM.3MSg wise

ነይማ-ን ከስብ ከስብ ከስብ ከስብ ከስብ ከስብ ከስብ
yiyy-u zii-bii-l-o sib
Pres-IDcop.be.3MSg that-call.SM.3MSg-OM1.3MSg person

አይወ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከትኳ ከ twig-3Mpl-OM

‘After that, he thought hard, and he went to another person who all people of Athens and Socrates himself say is wise and asked him questions.’

For example, in (16a) the verb of the adverbial subordinate clause, nagle-u-w0 ‘told-SM.3MSg-OM1.3MPI’, bears subject and object suffixes juxtaposed one after another. The subject suffix corresponds to the referent which is not overtly realized in the clause; however, it can be traced from the previous discourse. Thus, the Tigrinya subject pronominal suffix has the same function as the translationally equivalent pronoun they in English. The object pronominal suffix corresponds to the subject of the main clause Socrates. Similarly, the subject marker on the conjoined verb tä-gütram-ä ‘be=surprised.SM.3MSg’ does not have an overtly realized referent within the conjoined clause, but it refers back to the subject of the first part of the conjoined clause. In (16b) the referent of the subject argument is not realized in the same clause, thus the subject suffixes in እስብ-u እስብ-u ‘thought-SM.3MSg thought-SM.3MSg to one-M’ 9, käyd-u ‘went-SM.3MSg’ and ከተታት-o ‘asked.SM.3MSg-OM1.3MSg’ have anaphoric function since they correspond to a referent of the subject ‘Socrates’ mentioned in the preceding discourse.

9In Tigrinya repetition of words marks recurrence and intensification. In እስብ-u እስብ-u the word is repeated in order to intensify the meaning of the verb. This strategy is also common with time expressions such as መዓልቲ መዓልቲ ‘every day’ and ዓመት ዓመት ‘every year’ to express reoccurrence.

‘Sophie’s World’.
Tigrinya also has nominal reflexives for the expression of reflexivization in addition to the verbal reflexive strategy discussed in section(2.4.4). Reflexive pronouns are derived from nouns such as ብዓል b1Qal ‘own.MSg’, ነፍ시스/ ነብ시스 n1afsi/n1bsi ‘soul.MSg’ and ርእሲ r1Psi ‘head.MSg’ which are inflected for person, gender and number to supply a possessive/ownership meaning as in ባዕሉ baQl-u ‘own-Poss.3MSg’ vs. ነፍሱ n1afs-u ‘soul-Poss.3MSG’ vs. ርእሱ r1Psi-u ‘head-Poss.3MSg’ vs. ነፍሱ n1afs-s-u ‘soul-Poss.3FSg’, and ርእሱ r1Psi-si-u ‘head-Poss.3FSg’ vs. ነፍሱ n1afs-s-a ‘soul-Poss.3FSg’. Reflexive pronouns can also bear the objective case suffixes as in ንባዕሉ n1-baQl-u ‘Obj-own-Poss.3MSg’ and ንነፍሱ n1a-fsi-u ‘Obj-soul-Poss.3MSg’. The unmarked form ባዕሉ baQl-u ‘own-3MSg’ serves as an emphatic pronoun. The forms ነፍ시스/ ነብסיס n1afsi/n1bsi ‘soul’ and ርእሲ r1Psi ‘head’ can be compounded with ገዛእ g1zaP ‘own’ which literally means ‘house’, to create compound reflexive forms such as ገዛእ ነፍሱ g1za-n1a-fsi-u ‘his own soul’ and ገዛእ ርእሱ g1za-r1Psi-u ‘his own head’.

Let us consider the following example (17) to illustrate these points.

(17) a. ኣምላኽ P am1la God
ንባዕሉ n1-baQl-u Object
ክፈጥር k-fat1r Purp-Imperf.3-create.SM.MSg
ይኽእል y1-k1l Imperf.3-be=able.SM.MSg Q-Pres.be-SM.3MSg
ድዩ? d1-y-u ‘Is God able to create himself?’

b. ኣነ an PRO.1Sg
ንባዕለይ n1-baQl-a Object
ባዕለይ baQl-a self-Poss.1Sg
ፈጢረያ። f-atir a Perf.3.create.SM.1Sg-OM.3FSg
‘I created myself myself.’

In (17a) the reflexive pronoun occupies the object position and it is coreferential with the subject. Example (17b) contains the anaphoric form ni-baYl-iyy which corresponds to the object that has a coreferential relation with the subject, and the emphatic form baYl-iyy which emphasizes the subject.

The language also has reciprocal pronouns which are used along with reciprocal verb forms to express reciprocated actions. The reciprocal pronoun form እራሬ እራሬ haAdd ‘each other’ is derived by reduplicating the root consonants of the lexical form እራሬ እada ‘one’. As with all pronoun forms, the reciprocal form is also inflected for person and gender, but it is semantically constrained to manifest itself in
the plural form since it can only have plural referents. Like the reflexive forms, its object function is indicated by the case prefix \( ni^- \). The examples in (18) illustrate the uses of reciprocal pronouns.

\[(18)\]  
\[\begin{align*}  
\text{a.} & \quad \text{nay ናይ nay} \text{Gen} \hat{\text{h}} \text{.prof} \text{PRecip} \hat{\text{h}} \text{ad} \hat{\text{h}} \text{d} \text{uest} \text{P1} \text{yy-u} \\
& \quad \text{‘The care of each other is important.’} \\
\text{b.} & \quad \text{t?it-om t?it-om Det.3MPl brother.PI Obj-PR} \text{Recip-3MPl TM-Recip=PerfS.care-SM.3MPl} \\
& \quad \text{‘The siblings cared for each other.’} 
\end{align*}\]

The unmarked form \( \hat{\text{h}} \text{ad} \hat{\text{h}} \text{d} \) in (18a) does not have an anaphoric function since it is employed as a regular noun to modify another noun. On the other hand, in (18b) \( ni^-\hat{\text{h}} \text{ad} \hat{\text{h}} \text{d}-\text{om} \) has an anaphoric function, and thus is a reciprocal pronoun. It serves as an object argument that has the subject as its reciprocating mate.

### 2.3.3 Determiners

Grammatical elements such as articles, demonstratives, quantifiers and numerals can be grouped together as determiners. Determiners specify nouns in terms of their referential status. One of their functions is to supply features of definiteness and indefiniteness to nouns. For example, definite articles express the presupposition that the hearer or the addressee is familiar with or can identify the referent of the noun that is being determined. Based on these grammatical properties, determiners are identified as functional elements, as opposed to lexical elements. Languages may differ in the classification of functional words. Certain elements that belong to the determiner category in one language, may correspond to elements that are classified as modifiers in another. A phrase that consists of a determiner and its complement is identified as a determiner phrase (DP) in modern syntactic theories such as LFG. The determiner plays the role of a functional head in this phrase, and it takes an optional nominal complement. In this section we will illustrate the general structure of determiner phrases in Tigrinya.

Tigrinya does not have separate classes of definite articles and demonstratives. There is only one form that serves both functions. According to Lyons (1999:18), definite articles and demonstratives are related to each other through the concept of identifiability. Demonstratives express deixis relations in terms of spatial or temporal reference. Demonstratives locate the entities in spatial and temporal contexts.
relative to some point of reference, for example, the distance between the speaker and the entity that is being specified. In this sense, demonstratives are of two types: proximal, referring to a location closer to the speaker, and distal, referring to a distance away from the speaker. The determiner forms are given in Table 2.3.

<table>
<thead>
<tr>
<th>Agr.</th>
<th>Det/Dist</th>
<th>Dist pronoun</th>
<th>Det/Prox</th>
<th>Prox pronoun</th>
</tr>
</thead>
</table>
| 3MSg | እቲ | ስ/ት-ት | እወ | እወ-
| 3FSg | እቲ | ስ/ት-ቕ-
| 3MH | እወ | ስ/ት-
| 3FPI | እወ | ስ/ት-

Table 2.3: Tigrinya determiners

Determiners in Tigrinya inflect in two ways, except for the singular masculine forms ‘?i-t’ ‘the/that-M’ and ‘?i-z’ ‘this-M’. One of these is a short form which consists of the stem ‘?i-t’, distal, or ‘?i-z’, proximal, and the pronominal suffixes ‘-om’ ‘3MPl’, ‘-a’ ‘3FSg’ and ‘-¨’ ‘3FPl’ which are the same endings found in the pronoun system. The second is a long form which involves the stem ‘?i-t’ or ‘?i-z’, the consonantal infix ‘-P-’ and the pronominal suffixes ‘-om’ ‘3MPl’, ‘-a’ ‘3FSg’ and ‘-¨’ ‘3FPl’.

The two determiner forms reflect a difference in their grammatical distribution. The short forms require obligatory noun complements, whereas the long forms have optional noun complements. However, the singular masculine forms are underspecified for these functions. Let us consider the following examples (19).

(19) a. እቲ መስ መምሽ።
?i-t’ wâdī mäṣî-u
Det-3MSg boy.Sg PerfG-come-SM.3MSg
‘The boy has come.’

b. ኣያናይ መስ
?ayän-ay wâdī
Which-3MSg boy.Sg
‘Which boy?’

c. እቲ ብስያናይ ከርዓብ።
?i-t’ timâli zi-räkäb-na-yö
Det-3MSg yesterday Rel-PerfH.meet-SM.1Pl-OM.1.3MSg
‘The one (he whom) we met yesterday.’

The determiner in (19a) specifies the referent of the noun ‘wâdī’ ‘boy’. In this utterance the speaker assumes that the addressee can identify the referent. However, from the question in (19b) we understand that addressee fails to identify the referent. Then, the speaker gives more clarification in the form of a relative clause...
2.3. NOMINALS

(19c). In the reply phrase there is no overt noun that serves as a complement of the determiner. The same masculine singular form has a demonstrative function, as in (20).

(20)  a. እቲ ቆ ቤ መኔ ምእን።
   ቪት-ት ወዲ የታ-ትӳ-yo
   Det-3MSg boy.Sg Imp3.Sg.SM.2MSg-OM 1,3MSg
   ‘Look at that boy!’

b. ኣየናይ መኔ ምእን؟
   ፈሆን-ያ ወዲ
   Which-3MSg boy.Sg
   ‘Which boy?’

c. እቲ!
   ቪት-ት
   Det-3MSg
   ‘That one.’

From the discourse in (20) we understand that the referent ወዲ ‘boy’ is located within eyesight of the speaker and the addressee. The speaker indicates the ‘boy’ to the addressee. However, as it is implied from the question in (20b), the addressee could not immediately spot the ‘boy’, and thus, the speaker points at the ‘boy’ to help the addressee to spot him (20c). In this reply the determiner stands alone without the noun complement since the referent of the noun can be recovered from the discourse. The determiners in (20c) and in (20a) have different grammatical distribution. However, in these phrases it is not easy to see their functional differences since the singular masculine forms are morphologically underspecified for these functions. When determiner forms other than the singular masculine are used, the differences are morphologically indicated, as in (21).

(21) እቲ/ እን, መኔ ምእን * እቲ እን መኔ ምእን።
    ቪት-ት የታ-ት-a/ ፈሆን-ያ የታ-ት-a/ ፈሆን የታ-ት-a
    DistPro-3FSg/ ProxPro-3FSg/ *Det-3FSg Pres.IDcop.be-SM.3FSg book-Poss.2MSg
    *‘The/that/this one is your book.’

As can be seen from this example (21), only the long forms have pronominal function, thus they can stand alone without an overt noun complement. Their other difference is reflected in their distribution in double determination, as in (22).

(22)  a. እታ ወምድ-ሊን ብ እቲ እን
   ቪት-a ወምድ-ሊን ቪት-a የታ-ት-a
   Det-3FSg book.Sg *Det-3FSg/ DistPro-3FSg
   ‘the book, *the/that one’
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b. እቲኣ መጽሓፍ /
DistinctPro-3FSg book.Sg DetPro-3FSg DistPro-3FSg
*እታ/ *the/that one

The function of the double determination is to emphasize the referent of the noun. The short form can only be used as a pre-specifier (22a), whereas the long form, which has the pronominal function, can be used both as a pre-specifier and a post-specifier (22b).

Tigrinya also has vocative determiners for second person addressees. Like other determiners, vocatives can be used with or without a nominal complement. They also inflect according to the gender and number of the second person referents, as in እታ *ʔatt-a ‘DetVoc-2MSg’, ኣታ *ʔatt-i ‘DetVoc-2FSg’, ኣትም *ʔatt-um ‘DetVoc-2MPl/2MH’ and ኣትን *ʔatt-in ‘DetVoc-2FSg/2FH’. Even though vocatives are similar to the third person determiners, they possess certain properties which are unique to them. Example (23) illustrates the types of nouns that can be predetermined by vocatives.

(23) a. ኣትም ከወዲኳልኹም ይዕኽሩን እትጽዕሩን ያር
DetVoc-2MPl All-2MPI Rel-Imperf.2-toil-SM.MPl-Coord burden ከወዲንኳልኹም ያር
zi-käbiädä-kum-n ከወዲንære
Rel-PerfH.be-heavy.SM.3MSg-OM₁.2MPI-Coord PRO.1Sg ከወዲኳልኹም ሳኻ
kä-ä-vrfä-kum ይእወትገፈኒ። ከወዲኳልኹም ሳኻ
Purp-Caus=Imperf.1-rest.SM.Sg-OM₁.2MPI Goal-Pro.1Sg ከወዲኳልኹም ያር
nii-ወ ከወዲንære ያር
Impr-come-SM.2MPI
‘O all you who toil and have a heavy burden come to me, and I will give you rest.’

b. ኣታ ይው እታ
ʔatt-a ይው እታ ያር
DetVoc-2MSg boy who’Pres.be-SM.3MSg name-Poss.2MSg እታ
‘Hey you, boy, what is your name?’

c. ኣታ ከናባይ ያር
ʔatt-a ከናባይ ያር
DetVoc-2FSg Yonas Rel-Neg-Imperf.2-leave.SM.MSg-OM₁.1Sg እታ
‘Hey you(M), Yonas, why don’t you leave me alone.’
Vocatives can stand alone as full pronouns (23a). They can also take various types of noun complements, for example, common nouns (23b) and personal nouns (23c). They can even specify/predetermine pronouns (23d), which is not possible with the third person determiners.

Tigrinya does not have articles to express indefiniteness, thus indefinite nouns are unmarked. Some Tigrinya grammar books identify the cardinal determiners አሠ-‘one-3MSg’ and አንት-‘one-3FSg’ as marking indefinite nouns optionally (Mulugeta 2001, Tesfay 2002). However, a close look at their function reveals that they are markers of specificity. Lyons (1999:103) says that marking specific indefinites is a more common case than marking non-specific indefinites in the languages of the world. In accordance with this, in Tigrinya a noun with a non-specific indefinite referent appears bare and a noun with a specific indefinite referent appears with cardinal determiners, as illustrated below (24).

(24)

a. የስ ይለ እራትንስ። ይለ ዯልብ

mis qol’ya ?ay-ti-mkär mis källi
Com child.Sg Neg-Imperf.2-confide.SM.MSg Com dog.Sg

b. እዚ እትሰርሖ

?ay-ti-å-haba?
Neg-Imperf.2-DT-hide.SM.MSg

‘Do not confide in a child; and do not hide yourself with a dog.’ (Tigrinya proverb)

c. እለ እላ እሠ እሠ ይለ ክስ ከፋፋ ከስ ከል ከለን

hadå gize ?ab hadå ŋadi hadå qol’ya-n hadå källi-n
one.M time Loc one.M village one.M child.Sg-Coord one.M dog.Sg-Coord

‘Once upon a time there were a child and a dog in a certain village.’
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2.3.4 Quantifiers

Quantifiers are also classified as functional categories. They specify the referent of a noun in terms of size or amount. They also indicate partitive, existential and universal references. Words such as ከለ ከላ ‘all.Coll’, ከጊ ‘some.Coll’, ከወስ እና እና ‘every/each’. ከን ከን ‘many.Coll’, ሓቁ ‘few.Coll’, etc. and numerals such as ከወስ/ሆኔ ‘one-M/one-F’ and ከወስ ‘two’ function as quantifiers in Tigrinya. This does not mean, however, that they have similar grammatical distribution patterns. For example, ከን ‘many.Pl’ and ከወስ ‘few.Pl’ and numerals can also be regarded as adjectives on the basis of their derivational forms and some of their grammatical properties. However, it is beyond our scope to go into a detailed discussion of this issue. Like determiners, quantifiers can bear pronominal markers, as in ከሎም ‘All-3MPl/ all of them.M’, ከለን ‘All-3FPl/ all of them.F’, ከስን ‘some-3MPl/ some of them.M’ and ከስ ‘some-3FPl some of them.F’, etc. Furthermore, pronominally marked quantifiers carry a partitive reading in some contexts.

In the default reading, the universal quantifier ከለ ‘all’ appears at the leftmost edge before deictic articles/demonstratives, but it can also occur in various positions to express different scoping relations (25).

(25) a. ከለን ከለን ከለን ከለን ከለን

kull-än yit-än misšaf-ti
All-FPl Det-3FPl book-Pl
‘all the books’
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When the determiner is placed at the leftmost edge, it scopes over the whole nominal phrase (25a). It can also appear after determiners to express a partitive reading, as in (25b). It can also be positioned at the end of nominal phrase for emphasis, and it then stands in apposition with the nominal phrase, as can be seen from its meaning in (25c).

2.3.5 Possessive

A head noun can be modified by different types of possessive modifiers. Tigrinya has various ways of expressing possessive readings. Some frequent possibilities are nominal structures with genitive prepositions, possessive pronouns, possessive pronominal marking, double possessive, NN phrase and a construct state possessive. The prepositional possessor expression is marked by the genitive preposition ያይ nay ‘Gen/of’, as in (26).

(26) ያይ ተስፋይ የመጽሓፍ (ንያ ግይ) ያልያ የመጽሓፍ
   nay tāsfay māšhaf (nay tāsfay)
   (Gen Tesfay.M) book.Sg (Gen Tesfay.M)
   ‘book of Tesfay’

The canonical position of the prepositional possessive modifier is pre-nominal, therefore it precedes the head noun. PP possessive modifiers can also appear post-nominally, and in this structure they are emphasized.

Tigrinya also has possessive pronouns which are formed out of an invariable component – ስት and pronominal suffixes for the possessor. Table 2.4, lists the possessive pronoun forms of Tigrinya.

In some varieties of Tigrinya, possessive pronouns are formed by suffixing pronominal markers for the possessor directly on the genitive preposition ስት-, as in ያይ ስት- ’Gen-3MSg’ and ስት- ’Gen-3MSg’ (Esayas 2003:46). However, it is not clear whether the radical -ት- is a determiner or just a hiatus consonant to demarcate the syllabic boundary, as in ያヶ月 ስት- ’POSS-3MSg’ (27).
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<table>
<thead>
<tr>
<th>Possessive pronouns</th>
<th>Agreement values</th>
</tr>
</thead>
<tbody>
<tr>
<td>nat-u</td>
<td>POSS-3MSg</td>
</tr>
<tr>
<td>nat-a</td>
<td>POSS-3FSg</td>
</tr>
<tr>
<td>nat-om</td>
<td>POSS-3MH</td>
</tr>
<tr>
<td>nat-ān</td>
<td>POSS-3FH</td>
</tr>
<tr>
<td>nat-atom</td>
<td>POSS-3MPI</td>
</tr>
<tr>
<td>nat-atān</td>
<td>POSS-3FPI</td>
</tr>
<tr>
<td>nat-ka</td>
<td>POSS-2MSg</td>
</tr>
<tr>
<td>nat-ki</td>
<td>POSS-2FSg</td>
</tr>
<tr>
<td>nat-kum</td>
<td>POSS-2MH</td>
</tr>
<tr>
<td>nat-kin</td>
<td>POSS-2FH</td>
</tr>
<tr>
<td>nat-atkum</td>
<td>POSS-2MPl</td>
</tr>
<tr>
<td>nat-atk</td>
<td>POSS-F2Pl</td>
</tr>
<tr>
<td>nat-āy</td>
<td>POSS-1Sg</td>
</tr>
<tr>
<td>nat-na</td>
<td>POSS-1Pl</td>
</tr>
</tbody>
</table>

Table 2.4: Tigrinya possessive pronouns

(27)  መጽሓፉ መጽሓፉ
nat-u  mirişaf
POSS-3MSG book.Sg
‘his book’

The noun head can also directly bear a pronominal suffix for the possessor, as in (28). The pronominal possessive structure appears to be more common than the overt possessive pronoun structure for reasons similar to those given in section 2.3.2 in the case of null and overt pronouns. However, the pronoun possessive structure and the pronominal possessive structure reflect different constraints than pronouns and pronominal verbal suffixes. For example, a possessive pronoun cannot occur overtly when the noun is pronominally marked (28b).

(28) a. መጽሓፉ መጽሓፉ
mirişaf-u
book.Sg-Poss.3MSG
‘his book’

b. መጽሓፉ መጽሓፉ
nat-u  mirişaf-u
POSS-3MSg book-Poss.3MSg

In the possessive expression the possessive feature is supplied either from the possessive pronoun or the pronominal suffix.

Like definite articles and demonstratives, possessive pronouns are functional heads of nominal phrases, but they are not in complementary distribution with other determiners. They can be predetermined by other determiners and they can optionally take a noun complement. When the referent of the possessee expression is
obvious, the head noun can be dropped from the possessive expression, and thus the possessive pronoun stands alone, as in (29).

(29) a. እዚ P1 z-i DetProx-3MSg እዚ ከ-
?iiz-i mäśliḥaf-iy ?iy-u
DetProx-3MSg book-Poss.1Sg Pres.IDcop.be-SM.3MSg
‘This is my book.’

b. ናትካ nat-ka እዚ-
?abiy ?all-o?
POSS-2MSg where Pres.exist-SM.3MSg
‘Where is yours?’

In the first sentence (29a), the possessive expression consists of the head noun mäśliḥaf ‘book’, which corresponds to a possessee referent, and the pronominal marker -iy ‘Poss-1Sg’, which corresponds to a first person possessor referent. In the second sentence (29b), the possessive expression consists only of the possessive pronoun nat-ka ‘POSS-2MSg’, the complement noun is dropped since it can be understood as referring to the book from the context given in the first clause.

The possessive structure in (30) is identified as a double possessive since the possessor is both realized as an overt noun and is also marked on the head noun through a pronominal suffix. The noun that corresponds to the possessor can be positioned on either side of the pronominally marked head noun and it is optional. The possessor noun obligatorily bears the prepositional objective case ni.

(30) a. (ንኣኡ/ n-1 Qa P-u/ (n-tesfay)
(Obj-3MSg/ Obj-tesfay) book.Sg-POSS.3MSg
Tesfay’s book/ Lit. his book to Tesfay’

b. mäśliḥaf-u (ንኣኡ/ n-1 Qa P-u/ (n-tesfay)
book.Sg-POSS.3MSg (Obj-3MSg/ Obj-tesfay)
Tesfay’s book/ Lit. his book to Tesfay’

The possessive expression with the possessor preceding the possessee is understood as the neutral word order (30a). In the neutral word order, the possessor noun has a focus discourse function. In this structure, the speaker presupposes that the addressee may not know the referent of the possessor noun, thus the speaker supplies new information which was not mentioned earlier in the discourse. On the other hand, in the expression where the possessor is in postposition (30b), the speaker assumes that hearer can identify the referent of the possessor noun which is marked through the pronominal suffix on the possessee noun.
In addition, Tigrinya employs a noun sequence as a possessive expression. The NN possessive structure is an exception to the typical head-final phrase and clause structure of Tigrinya. In the NN sequence, the first noun is the locus or head which codes the possessee and the second noun codes the modifier or the possessor, as in (31).

\[(31) \quad መጽሓፍ ጥስፋይ
\]  
mislaaf tisfay  
book.Sg Tesfay.M  
‘Tesfay’s book’

This possessive expression is formed by juxtaposing two uninflected nouns. The nouns are not inflected either for case or possessive pronominal agreement.

Tigrinya also employs the Semitic genitive structure known as the construct state to code a possessive reading. This construction is similar to the NN possessive except that the possessee noun in the construct state is morphologically inflected. It acquires the -a- vocalic pattern in its final consonantal root. For example, the free forms ቤት bet ‘house’, እስ ውስ ሰብ sib ‘person/people’ መዝገብ mæg‘əb ‘register’ and የንጉስ nigos ‘king’ are inflected as ቤተ betə, እስ ውስ sibə, መዝገብ mæg‘əb ‘register’ and የንጉስ nigosə, respectively, when used as construct forms. This structure is common in phrases such as ቤተ መንግስቲ betə măngistì ‘house of government’ meaning ‘government’s administrative building’, እስ እርስትያን sibə kirstyən ‘house of Christian’ meaning ‘church’ or ቤተ እስ ውስ betə sib ‘house of person’ meaning ‘family’, እስ ውስ ውስ ውስ sibə siltən ‘people of authority’ meaning ‘authorities’, መዝገብ ሰብ mæg‘ə bəqalət ‘dictionary/Lit. register of words’ and የንጉስ የንጉስ nigosə nəqəstat ‘king of the kings’. The construct state is considered to be an archaic construction, and is no longer productive in modern Tigrinya. In modern Tigrinya the NN structure is very common. Most of the construct state compounds reflect established idiomatic readings as in the meaning of ‘church’, ‘authorities’ and ‘family’. It should be also noted that both the NN and the construct state nominal structures can be syntactically ambiguous. They can code wider semantic relations or meanings other than the possessive since the same structure can be used to derive noun-noun compounds. For example, the NN sequences ከሸን ከልላ kidan qoli’a ‘garment child’ can mean a garment belonging to a certain or of the kind worn by children.

Possessive pronouns are classified as determiners in some languages (e.g. English, French) and as adjectives in others (e.g. in Italian). In Tigrinya, however, they reflect mixed properties. As shown in (32), possessive pronouns and determiners are not mutually exclusive.
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(32) እቲ ከት-ት እክልእት
Det-3MSg PRO-Poss.3FSg book.Sg
‘(the) her book’

The determiner and the possessive pronoun can coexist in the same nominal expression. In Tigrinya the possessive pronoun behaves more like a modifier than a determiner.

2.3.6 Adjectives

Adjectives inflect according to the gender and number of the head noun. In (33a) the adjective is internally inflected for the masculine gender, and in (33b) it is inflected for the feminine gender. In most adjectives, the morpheme -tı marks the feminine gender along with internal changes in the vocalic templates of some of the consonantal roots. However, some adjectives do not inflect for gender, and thus they are used for both masculine and feminine, as shown in (33c).

(33) a. ንፉዕ እክሎ
nifu’s widi
clever.M boy.MSg
‘a clever boy’

b. ንፉዕቲ ኢል
nifis-tı g’al
clever-F girl.FSg
‘a clever girl’

c. እራቕ/ ኢል እክልእት/ ኢል እክልእት
läraqi/ y’asha sib’ay/sib’iyti
angry.Sg/foolish.Sg man.MSg/woman.FSg
‘an angry/foolish man/woman’

Adjectives and nouns employ the same plural markers. For example, in (34a) the plural marker -at is suffixed on the adjective nifis-at ‘clever-Pl’ and the noun sib-at ‘person-Pl’, and in (34b) the plural marker -tı is suffixed on the adjective tābiy-tı ‘big-Pl’ and the noun măshaf-tı ‘book-Pl’.

(34) a. ንፉዕ እክሎ እክልእት/ እክልእት
nifis-at sib-at
clever-Pl person-Pl
‘clever people’
2.3.7 Relatives

Relative modifiers are introduced via a morphological particle in Tigrinya (Palmer 1962). The particle zi-, which can also appear as zi- and zi- depending on the phonological environment in which it occurs, is the most common relative clause marker in Tigrinya. Other forms such as ni- and ?i- are also used with some conjugations of the imperfective verb forms. The particle ?i- is used when the person prefix is ti-, as with all second person subjects and third person feminine subjects, and ni- is used with first person plural subjects. The relative marker is the outermost prefix in the verb stem. It precedes all other kinds of inflectional (e.g. subject), derivational (e.g. causative, passive) and clausal (e.g. negation) prefixes. The relative marker attaches to both nouns and verbs. When it marks a noun it yields a possessive relative reading, and when it marks verbs it yields a nominal relative reading. The Tigrinya relative marker is underspecified for the various relative pronoun forms ‘which’, ‘who’, ‘that’, ‘whom’, ‘when’, ‘where’ and ‘whose’ found in languages such as English. Let us consider the following examples (35).

(35) a. እታ ኪልእንከት እፋነወ መሆን እትፈትዋ
?it-a zi-täfäti-tä-1 Rel-PerfH.disappear-SM.3FSg girl.Sg
‘the book which/that has disappeared’

b. እታ ሊትታትዩ ለእእስ እትፈትዋ
?it-a ?i-ti-fätäw-a Rel-Imperf.2-like.SM.MSg-OM 3FSg girl.Sg
‘the girl whom you like’

c. እታ እልወኡ ከበራ መሆን እትፈትዋ
?it-a hadish zi-gäbüä-a Rel-cover.Sg.Poss.3FSg book.Sg
‘the book with a new cover/ Lit. the book whose cover (is) new’

In (35a) and (35b) the relative morphemes zi- and ?i- are prefixed to perfective and imperfective verb forms, respectively. However, in (35c) zi- is prefixed to a noun, and yields a possessive relative reading.

The relative modifier tends to precede other modifiers within the nominal phrase, as in (36).
2.4 Verbals

The morphology of the Tigrinya verb is often very complex. Like other Semitic languages, the derivational morphology of Tigrinya is characterized by the root-and-pattern or templatic morphology. The basic unit of a word is the ‘root’ which constitutes its semantic core. It is an abstract form since it does not exist as a word in the lexicon of a language. In most cases, the root consists of three consonants, also known as radicals, but the number may vary from two to five. These consonants interlock with different vocalic templates and are associated with prefixes and suffixes in order to derive a stem. For example, the radicals of the root ስብር sbr combine with the vocalic pattern ā to derive the historic perfective stem ሰበረ saba’ar ‘he broke’, and they combine with the vocalic patterns ā, i and u, respectively, to derive the simple/gerundive perfective stem ሰቢሩ sābiru ‘he broke’.

Moreover, some verbs geminate (double, lengthen) the middle radical of the verbal root in certain conjugational forms. Different vocalic templates together with prefixes and suffixes code tense-aspect, mood and agreement. The stem can also bear derivational prefixes and can vary in vocalic pattern to code a change in argument relations; for example, to derive detransitivized predicates (e.g. passive, reflexive and reciprocal) and causatives. The verb many also bear affixes to code phrase and clause information, for example, in relativization, complementation, negation and coordination phenomena.

In this section we will expand some of these points in order to illustrate the salient properties of verbs and the verbal elements that constitute verbals. We will use the term verbal for the Tigrinya verbal group in order to distinguish it from what is normally taken as a verb phrase (VP), a constituent that consists of a verb and its complements.
2.4.1 Basic verbal inflection

In Semitic languages verbs are portrayed as involving a two-way inflectional system – perfective and imperfective. Traditionally, the opposition between the perfective and imperfective verb forms is assumed to characterize a basic aspecual distinction. Perfective verbs are known as suffix forms since the subject is marked with a suffix. On the other hand, imperfective verbs are known as prefix forms since the subject is marked with a prefix. The suffix forms code a completed single whole action, while the prefix forms code an uncompleted action. Uncompleted actions are considered as non-past, and completed actions as past. Therefore, tense-aspect (TA) is treated as as single complex category in Semitic languages. Traditionally, verbs in Tigrinya are also classified along the bipartite, i.e. perfective vs. imperfective, inflectional system. Tigrinya has developed an additional perfective verb form which is designated as ‘gerund/gerundive’ in Tigrinya grammar books (Mason 1994:50), (Kogan 1997:439), (Tesfay 2002). The term ‘gerundive’ is a misnomer, however, since this verb form is inflected for tense-aspect and agreement, and it can also occur independently as a predicate in a main clause. The term was probably adopted to refer to its adverbial function in converb constructions. There, it expresses an action/event simultaneous with or an anterior to that expressed by a main verb (Lipiński (1997:418); Azeb and Dimmendaal (2006)). In this study we will refer to this verb form as a simple perfective, in contrast to the historic perfective, to emphasize its function as a tense-aspect marker of simple or single completed events.

Like in other Semitic languages, in Tigrinya perfective and imperfective verb forms are contrasted as suffix and prefix conjugations, respectively. This is because, in the perfective forms the subject’s person, gender and number categories are coded by suffixes. On the other hand, some imperfective forms involve only a prefix, and some involve both a prefix and a suffix. This is illustrated in Table 2.5 through the perfective and imperfective conjugation of the verbal root ትብር s-b-r ‘break’.

<table>
<thead>
<tr>
<th>PerfH</th>
<th>Imperf</th>
</tr>
</thead>
<tbody>
<tr>
<td>ወንድ sibir-ii</td>
<td>ከስሆን sibir-u</td>
</tr>
<tr>
<td>ወንድ yi-sibir-ii</td>
<td>ከስሆን yi-sibir-u</td>
</tr>
</tbody>
</table>

Table 2.5: Suffix vs. prefix forms

In the perfective forms the vocalic patterns -ii and -u that are associated with the third radicals mark a 3MSg subject and a 3MPI subject, respectively. Since the
markers are vowel phonemes, they are not realized as distinct suffixes. Instead, they appear as vocalic patterns of the third radicals. In contrast, in the imperfective forms the prefix yi- codes a third person subject. In addition to the prefixes, imperfective verbs involve suffixes, -i ‘3MSg’ and -u ‘3MPI’, to code the gender and number categories of the subject. As in the perfective forms, since these are vowels, they appear as vocalic patterns of the last radical.

Tigrinya has four basic verb inflectional forms. Three of these, the historic perfective, the simple perfective and the imperfective, code tense-aspect, and the fourth form, the inflection for imperative, jussive and hortative, codes mood. The following table (2.6) illustrates these four basic inflectional forms through the conjugation of the verbal roots – ስብር s-b-r ‘break’, ፍጽም f-s-m ‘finish, accomplish’ and ብርኽ b-r-k ‘bless’ – for third person masculine singular subject.

<table>
<thead>
<tr>
<th>Perfective</th>
<th>Imperfective</th>
<th>Root meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>ቡልር sābīr-ā</td>
<td>ቡልር sābīr-u</td>
<td>ይሳብirting yi-sābīr</td>
</tr>
<tr>
<td>እትመ fāsšām-ā</td>
<td>እትመ fāsšām-im-u</td>
<td>ይፋስስሚ yi-fāsšām</td>
</tr>
<tr>
<td>ብርኽ bārik-ā</td>
<td>ብርኽ bārik-u</td>
<td>ይባርmlx yi-bārik</td>
</tr>
</tbody>
</table>

Table 2.6: Perfective vs. Imperfective verb forms

These verbs belong to different verb types that are distinguished on the basis of their gemination patterns. Gemination is not orthographically marked in Tigrinya. Nevertheless, it becomes orthographically visible when the verbal roots of geminated consonants interact with certain vocalic patterns and inflectional affixes. For example, when the causative prefix እ- attaches to a non-geminated stem ኣስበር P a-sābīrā, the vocalic template of the first consonant changes into -i, whereas when it attaches to a geminated stem ኣፈጽም P a-fāsšāmā, the templates remain unchanged.

Verbs of the ስብር s-b-r type (also known as type A) undergo gemination only in the imperfective forms that do not bear suffixes, i.e. the imperfective conjugation of 1Sg, 1Pl, 2MSg, 3MSg and 3FSg. Verbs of the ፍጽም f-s-m type (also known as type B) geminate in all basic inflectional forms, while verbs of the ብርኽ b-r-k type (also known type C) do not geminate at all.

Perfective

As mentioned earlier, Tigrinya has two perfective verb forms. These are distinguished by the vocalic pattern associated with the middle radical of a root consisting of three consonants. In the perfective historic stem the middle radical has the
vocalic pattern -ā-, while in the simple perfective stem the middle radical has the vocalic pattern -i-. The two perfective stems also differ in the agreement suffixes for the third person and the first person singular subjects. Agreement markers consisting of vowels merge with the last radical in the template, whereas those which consist of syllabic forms (i.e. consonant plus vowel) appear as distinct suffixes. This is shown in Table 2.7.

<table>
<thead>
<tr>
<th>Agr. Values</th>
<th>Perfective</th>
<th>Imperfective</th>
</tr>
</thead>
<tbody>
<tr>
<td>PerfH</td>
<td>PerfS</td>
<td>Jussive</td>
</tr>
<tr>
<td>3MSg</td>
<td>sābir-ā</td>
<td>yi-sābbir-ā</td>
</tr>
<tr>
<td></td>
<td>sābir-u</td>
<td>yi-sībār-ā</td>
</tr>
<tr>
<td>3FSg</td>
<td>sābir-āt</td>
<td>ti-sābbir-ā</td>
</tr>
<tr>
<td></td>
<td>sābir-a</td>
<td>ti-sībār-ā</td>
</tr>
<tr>
<td>3MPI</td>
<td>sābir-ū</td>
<td>yi-sābir-u</td>
</tr>
<tr>
<td></td>
<td>sābir-ān</td>
<td>yi-sībār-a</td>
</tr>
<tr>
<td>2MSg</td>
<td>sābir-ka</td>
<td>sībār-ā</td>
</tr>
<tr>
<td></td>
<td>sābir-ki</td>
<td>sībār-i</td>
</tr>
<tr>
<td>2FSg</td>
<td>sābir-kum</td>
<td>sībār-ū</td>
</tr>
<tr>
<td></td>
<td>sābir-kin</td>
<td>sībār-a</td>
</tr>
<tr>
<td>3MPl</td>
<td>sābir-ku</td>
<td>sābir-ā</td>
</tr>
<tr>
<td></td>
<td>sābir-na</td>
<td>ni-sībār-ā</td>
</tr>
<tr>
<td>3FPl</td>
<td>sābir-na</td>
<td>ni-sībār-ā</td>
</tr>
</tbody>
</table>

Table 2.7: Suffix and prefix inflection

Both perfective verb forms denote completed events, and they may be used in both main and dependent clauses. The historic perfective expresses a completed event that consists of a chain of events. It serves to mark cohesive relations in narration. In this sense, it can be said that it has a pragmatic function. Even though the single event denoted by it is completed and is independent, it reflects some sort of suspense in that the narrator is expected to say more about the story. In fact, this verb form is very common in story telling and narratives of past events. Let us consider the following examples (37).

(37) Yonas. bi-1985 ከንጠ 3MSg until 1985 boy ten year

Yonas was born in 1985 in Keren. Until he was a ten year old boy, he grew up with his parents. After that his parents sent him to a monastery....'
These three sentences in example (37) constitute a narrative chain, thus the main verbs are in the historic perfective. These sentences give only some details out of Yonas’ life history, and so the ending of the last sentence leads one to wonder what will happen next.

On the other hand, for a completed single and isolated event that denotes the result of an action in the past the simple perfective form is used. For example, when we ask a question and give an answer based on the story in (37), we would use the simple perfective form, as in (38) and (39).

(38) a. ዮናስ ይህስ ጥወሊዱ።
   Yonas mĩšas tũ-wãli̱d-u
   Yonas.M when DT-PerfS-bear-SM.3MSg
   ‘When was Yonas born?’

b. ሁ1985 ጥወሊዱ።
   bi-1985 tũ-wãli̱d-u
   Instr-1985 DT-PerfS-bear-SM.3MSg
   ‘He was born in 1985.’

(39) a. ዮናስ ይህ ልለወዯ? እሶወዯ?
   Yonas mis mām ṭabi̱-u
   Yonas Com who PerfS.grow-SM.3MSg
   ‘With whom did Yonas grow up?’

b. ይህ ልለወዯ
   mis wãli̱d-u ṭabi̱-u
   Com parent-Poss.3MSg PerfS.grow-SM.3MSg
   ‘He grew up with his parents.’

The simple perfective is widespread in converb constructions. The converb construction employs two simple perfective verb forms to express notions of adverbial subordination, comparable to clauses in English beginning with while, when and after. The converb expression denotes an action simultaneous with or anterior to the action expressed by the main verb. The order of the verbs codes the chronological order of the events. The adverbial interpretation depends on the lexical aspect (Aktionsart) of the verbs involved, and also on the interaction of their meanings. For example, with punctual verbs the converb is interpreted as anterior, whereas with durative verbs it is interpreted as simultaneous with the event denoted by the main verb. In (40) we contrast the adverbial senses of a punctual simple perfective verb (40a) and a durative simple perfective verb (40b) followed by simple perfective forms.
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(40) a. ይስ እሉ በሊዑ መጺኡ።
   Yonas ከተ- በሊዑ መጺሬ።
   Yonas.M Obj-Det-3FSg PerfS.eat-SM.3MSg PerfS.come-SM.3MSg
   ‘He ate before he came.’

b. ይስ እሉ በሊዑ መጺኡ።
   Yonas ከተ- በሊዑ መጺሬ።
   Yonas.M Obj-Det-3FSg PerfS.come-SM.3MSg-OM.1.3FSg
   ‘Yonas came and brought the book (F) along with him. Lit. Yonas held the
   book, and then he came.’

The difference between the two types of verbs lies within their inherent aspectual meaning. Grammatically, the event denoted by the converb is completed, in the sense that the actions of eating and holding are accomplished. For punctual verbs such as ‘eat’ the achieved state cannot be continued, thus it is halted, whereas for durative verbs such as ‘hold’ the achieved state can be extended. Therefore, these aspectual differences give rise to the adverbial reading of ‘anterior’ and ‘simultaneous’ in converb constructions, and as we are going to see later, the same phenomenon is reflected in the derivation of sub-aspectual meanings such as the progressive, inceptive, prospective, etc. The converb does not bear any adverbial marking, that is, it is not inflected in a special manner to indicate its dependence. Therefore, it is a finite form. This is a special property of converbs in Tigrinya, as in Amharic, a related Ethiopian Semitic language, converbs are inflected for this function, and are thus distinct from the independent perfective verb form (Azeb and Dimmendaal 2006:410-411).

Imperfective

The imperfective form is used to denote an uncompleted event that occurs repeatedly and habitually. The examples in (41) illustrate these functions.

(41) a. ይስ እሉ በሊዑ መጺኡ።
   Yonas ከተ- በሊዑ መጺሬ።
   Yonas.M Obj-Det-3FSg PerfS.eat-SM.3MSg PerfS.come-SM.3MSg
   ‘Yonas always breaks a glass.’

b. ይስ እሉ በሊዑ መጺኡ።
   Yonas ከተ- በሊዑ መጺሬ።
   Yonas.M Obj-Det-3FSg PerfS.come-SM.3MSg
   ‘Yonas accomplish his job responsibly.’
c. መሬት'ያ እምበር የስብሮ።

It is the earth which revolves around the sun; and thus it is not the sun which revolves around the earth.

The imperfective forms in (41a) and (41b) express habitual actions, and example (41c) expresses a generally accepted truth.

Tigrinya makes two general aspectual distinctions - the imperfective and the perfective (historic and simple) which correlate with non-past and past temporal systems. However, Tigrinya does not have a basic verb form to code a future tense. The future tense is formed via a compound verbal expression that consists of a purposive verb form and the stative copula ?by-u. The purposive is derived by prefixing particle ki- to the imperfective form. We will discusses derived verb forms such as these after briefly covering the jussive-imperative-hortative mood.

Imperative, jussive and hortative

The basic inflectional forms are also evaluated in terms of grammatical mood. Mood is a grammaticalized evaluation of the purpose of speaking. Bybee (1985:22) defines it as “what the speaker wants to do with the proposition”. The mood type coded by clauses such as the ones illustrated above is called indicative or declarative. The perfective and imperfective verb forms are used to state the situation in a neutral manner. In these verb forms, the indicative is not marked, hence it is the default mood. Tigrinya expresses mood via the jussive, imperative and hortative forms (see Table 2.7). These express the speaker’s nuances of will such as a wish, permission, command, advice, prayer or request for permission. These are illustrated in (42) below.

(42) a. ይናስ ከኳ ፍርጭቆ ይስበሮ።

‘May Yonas break the glass.’
b. ነቲ ከንታOBJ-DET-3MSg

ብርጭቖBrk.Sg

ስበሮ!Hort.SM.2MSg-OM

‘Break the glass!’

c. ኩልና kul

ንን ከንታOBJ-DET-3MSg

ብርጭቖBrk.Sg

ንስበሮHort.SM.1Pl-break-OM

‘Let us all break the glass.’

The jussive is the volitive mood of the third person (42a). It can denote wish, permission or command depending on the context of use. The jussive form codes third person subjects, and it bears a person prefix similar to that of the imperfective verb form, but it is associated with different vocalic templates than the imperfective. The imperative is the volitive mood of the second person (42b), and it mainly expresses a command submitted by the speaker for immediate action (here and now), but can also express other milder nuances such as permission, wish, insistence, etc. when expressed with a soft tone of voice. The verb codes a second person subject which is indicated only through vocalic patterns. The hortative is the volitive mood of the first person (42c), and it expresses the speaker’s wish, intention, desire or self-encouragement to perform the action (1Sg), or an exhortation or proposal to do something together with others (1Pl). Like the jussive, it bears person prefixes similar to that of the imperfective, but it is associated with vocalic patterns that are different from those used in the imperfective form.

2.4.2 Derived verbal roots

Some of the basic inflectional forms are used as a basis for the derivation of other verb forms. The imperfective is used as the base of the purposive, and the perfective historic is used as the base of the subjunctive. The verbal noun is also another derived form. However, the base it uses is not associated with the perfective or imperfective templates. Table 2.8 illustrates the derivation of these three verb forms.

<table>
<thead>
<tr>
<th>Purposive=ki-Imperf</th>
<th>Subjunctive=mi-PerfH</th>
<th>VN mi-CiCaC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ከጋር k-i-sabar</td>
<td>ይጋር mi-sabar</td>
<td>ይጋር/mi-sbar</td>
</tr>
<tr>
<td>ከጋሮ k-i-fissim</td>
<td>ይጋሮ mi-fissimmii</td>
<td>ይጋሮ mi-fissam</td>
</tr>
<tr>
<td>ከጋሮ k-i-baril</td>
<td>ይጋሮ mi-barilii</td>
<td>ይጋሮ mi-brak</td>
</tr>
</tbody>
</table>

Table 2.8: Derived verb form

This particle ki- is attached to the imperfective stem to derive a purposive verb. This verb form is used in the expression of future tense and in complement
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The complement expression is similar to an infinitive verb in English (43a). In addition, the purposive verb form marks reason adverbial clauses (43b).

\[(43)\]

\[a. \text{Yonas Purp-Imperf.3-come.SM.3MSg PerfS.want-SM.3MSg}\]

‘Yonas wants to come.’

\[b. \text{Yonas Obj-Det-3FSg stick Purp-Imperf.3-break.SM.3MSg-OM.3FSg}\]

‘Yonas took the stick to/in order to break it.’

The purposive verb form does not occur independently as a main verb of an independent clause, and due to this property it could be regarded as a nonfinite verb form. However, as it inflects for aspect and agreement, it is difficult to characterize it as a finite or nonfinite form. It is used as a complement of the stative copula እዩ to express the future tense (44a), and as a complement of the locative copula to express obligation (44b).

\[(44)\]

\[a. \text{Saba Obj-Det-3MSg stone.Pl tomorrow}\]

‘Saba will break the stones tomorrow. Lit. Saba is to break the stones tomorrow.’

\[b. \text{fish Purp-Imperf.2-eat.SM.3MSg Pres.Locop.exist-SM.3MSg-OM.2MSg}\]

‘You have to eat fish. It is good for health.’

\[^{10}\text{Lipiński (1997:348) speculates that the Semitic cognate እ ki-, marking the purposive reading, is a particle that may have originated from a verb ‘to be’. In Tigrinya this formative is found in the verb ‘became’ እጺጺ, a copula verb which expresses a change of state. The first root consonant k- is part of the radical, and thus it cannot be interpreted as a particle. However, since ki also exists as a directional preposition (e.g. Amharic እ ‘from’), and as an asseverative particle to mark subordinate conjunctions (e.g. Tigrinya እመ ኢ ‘as, like’), it is possible that this could be the origin of the purposive marker as well (Lipiński 1997:467).} \]
The particle ም mi- is prefixed to the verbal template -CiCaC to derive verbal nouns. The stem that this particle prefixes to is not related to any of the aspectual or mood inflectional forms discussed above. The verbal noun is the only verbal form in Tigrinya which is not inflected for tense-aspect and is not marked for subject agreement. On the other hand, it can bear a pronominal suffix to mark a possessor which indicates its nominal category (45a). It is also used to name actions and states, similar to gerunds in English. This is illustrated in (45b) and (45c).

(45)  
a. ምምጻእካ ም-m-sa P-VN-come-Poss.2MSg  
    mi-mṣaʔ-ka ?ay-fālāṭ-ku-n    
    VN-come-Poss.2MSg Neg-PerfH.know-SM.1Sg-Neg    
    ‘I did not know (about) your coming’

b. ዮናስ ምስዕሳዕ ም-yona Yonas Yonas m-1-sa-Q sa Q-VN-dance  
    Yonas misiṣ-saʔ y-kiʔil 1P1-Imperf.3-be=able.SM.MSg  
    Yonas VN-dance Imperf.3-be=able.SM.MSg Pres.IDcop.be-SM.3MSg    
    ‘Yonas is able to dance (dancing).’

c. ምንጋር ም-nər m-1-ngar VN-tell  
    ም-yona Yonas m-1-ngar  
    abya-ṭi-ni 1P1-PerfS-refuse-SM.3FSg-OM    
    ‘She refused to tell me./ She refused telling me.’

The particle ም mi- attaches to the historic perfective form to derive a subjective verb form to express a wish and a condition contrary to fact. The subjunctive form is used to express a hypothetical state of affairs in conditional sentences (46a) and to express a wish in simple clauses (46b). The subjunctive form is also used to express pragmatic functions such as politeness and conjecture (46c).

(46)  
a. ምጉን ም-a gänzäb  
    ም-a gänzäb ?intä z-i-dāliy-Ø 1Sg  
    kāb-ay money if Rel-Imperf.3-want-SM.3MSg ABL-Pro.1Sg  
    ‘If he wants money, he would take from me.’

b. ምአል ም-a ?ab z-i  
    ም-a ?ab z-i-ti-ḥiliw-u 1Sg  
    kī-ti-ḥiliw-u midālēk-u Loc-Det-3MSg Purp-Imperf.2-be/exist-Sg Subjun-PerfH.want-1Sg    
    ‘I wish you would be here.’

c. ምታ መሃእሆ ም-a ?it-a  
    ም-a ?it-a mi-hab-ka-ni 1Sg  
    mi-hab-ka-ni do Det-3FSg book.Sg Subjun-PerfH.give-SM.2MSg-OM.1Sg Q   
    ‘Would you give me the book?’
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In the following section we will briefly discuss the derivation of copula verbs and their function in predication constructions.

2.4.3 Copular derivation

Copula verbs are a type of verb that serves to link a subject with a predicate complement. In contrast to other verbal complements, the predicate complements do not identify a participant or an individual, rather they express a predication about the identity, state or location of the subject, among other things. For this reason, copula verbs are assumed to be semantically null, in the sense that they do not have a meaning of their own. Hence, they function just as linking elements to connect the subject with what is predicated about it.

Tigrinya has two types of copula verbs: እዩ ‘be-3MSg’ and ኣሎ ‘exist/locate-3MSg’, which select different predicate types. The former predicates properties that are considered essential to the subject, whereas the latter predicates states that are considered accidental. The former is associated with nominal and adjectival predication that refers to permanent properties, and the latter with locational and temporal predication. In order to help us distinguish them, we will call እዩ the identity copula (IDcop) and ኣሎ the locative copula (Locop). The Tigrinya copulas seem to contrast with the copula verb distinction found in Italian and Spanish, as in ‘essere/ser’ and ‘stare/estar’ in their function (Bernini (2003:162), Arche (2006:15-18)). Moreover, copula verbs are very peculiar in their inflectional system. They do not follow the regular conjugation that involves interdigitation of consonantal roots with vocalic templates in the present since they do not contain full consonantal roots. as may be seen from the forms in Table 2.9.

<table>
<thead>
<tr>
<th>Present</th>
<th>past/PerfS</th>
<th>neg-present</th>
<th>neg-PerfH</th>
<th>root meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>እዩ ‘be’</td>
<td>እይሮ ከይይሮ-</td>
<td>እይሮ ከይን አ-</td>
<td>እይሮ ከይን አ-</td>
<td>be-identity</td>
</tr>
<tr>
<td>ኣሎ ‘exist’</td>
<td>ኣሎ ከይይሮ-</td>
<td>ኣሎ ከይን አ-</td>
<td>ኣሎ ከይን አ-</td>
<td>be-locative</td>
</tr>
</tbody>
</table>

Table 2.9: Copula verbs

In the present tense the invariable form ‘iyy- for the IDcop and the invariable form ‘all- for the Locop are used as bases to which agreement suffixes are added. The IDcop employs the nominal agreement types, while the Locop employs the object suffix form. Both copula forms have the same past tense form which is conjugated in the simple perfective. However, different verbal roots are employed for the present and past negation forms.

Tigrinya uses linking verbs extensively, unlike the prototypical Semitic lan-
The grammatical profile of Tigrinya languages. The verbless predicational construction is known to be an important typological property of Semitic languages, including Ge’ez (Dillmann and Bezold 2005:497). However, this phenomenon is absent in the modern Ethio-Eritrean Semitic languages.

The alternation between the two types of copula, the IDcop and the Locop, is semantically motivated to a large extent. The type of predications they make correlates with different properties that are predicated about the subject. The properties predicated by IDcop are essential and integral to the individual or the entity referred to by the subject, or are properties that are characteristic of it (47).

(47)  a. ይናስ ተሮላያይ እዩ።
    Yonas тамăhăray ኦyy-u
    ‘Yonas is a student.’

   b. ሰናስ ድብብህ እዩ።
    Yonas šibbuq ኦyy-u
    ‘Yonas is handsome.’/Lit. Yonas is good-looking.’

In (47a) the IDcop links the subject and a nominal predicate complement, predicating being a student is characteristic of the subject referent. In (47b) the IDcop links the subject and an adjectival predicate complement, expressing that being handsome is a characteristic property of the subject referent.

In contrast, the properties predicated by Locop refer to spatial and temporal manifestations, i.e. states and locations, of the subject. The following examples illustrate this distinction (48).

(48)  a. ዮናስ ድብብህ እዩ።
    Yonas šibbuq ኦall-o
    ‘Yonas is fine.’

   b. ዯናስ ኦቦ ኦነ እዩ።
    Yonas ኦ📆 ኦall-o
    ‘Yonas is at home.’

Sentence (48a) expresses a temporal state reading which can be contrasted with the permanent state reading expressed by sentence (47a). The adjective šibbuq assumes different meanings depending on the type of copula verb employed. In (47a) it is interpreted as ‘handsome’ or ‘beautiful’ to predicate a permanent property that is integral to the individual’s physical or psychological self, whereas in (48a) šibbuq
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is interpreted as ‘fine’ or ‘good’, referring to the individual’s well-being, which is perceived as a temporal state. Similarly, locational predications are also perceived as a temporal manifestation of the entity predicates, as in (48a).

When an object pronominal suffix is attached to the locative copula, the copula expresses possession. The object pronominal suffixes of the type OM1 code the possessor, and the subject pronominal suffixes code the possessee. Heine (1997:50-53) reports several languages (Turkish, Fijian, Estonian and Modern Irish, among others) that use this kind of schema for their possessive constructions. The possessive construction is coded as a topicalized construction, thus the typical word order in a possessive construction is OSV. Let us consider the following examples (49).

(49) a. (ን)ዮናስ እብዑር ኤሎዎ።
(n)-Yonas Pab1Q ur allo-wu-wo
(Obj)-Yonas bull.MPl Pres.Loc-loc.exist-SM.3MPI-OM1.3MSg
‘Yonas has bulls./Lit. (For) Yonas, bulls exist.’

b. (ን)ዮናስ እላመ ኤሎዎ።
(n)-Yonas lam P all-a-to
(Obj)-Yonas cow.FSg Pres.Loc-loc.exist-SM.3FSg-OM1.3MSg
‘Yonas has a cow./Lit. (For) Yonas, a cow exists.’

As we can see from these examples, the subject marker varies according to the gender and number of the subject referent. In (49a) the subject suffix shows 3MPl agreement with Pab1Q ‘bulls’, while in (49b) the subject suffix shows 3FSg agreement with lam ‘cow’. The nominal that is associated with the possessor bears an optional objective case marker. In Tigrinya there is a tendency to optionally case mark topicalized object functions. (This tendency is also observed in preposed experiencer applied objects, see section 4.4.6). The possessor is portrayed as the most prominent argument and since the possessee is less prominent, they are postposed. This kind of structure is analyzed as an applicative phenomenon (see also section 4.4.7 for more information). Let us compare the following locative applicative (50) with the possession constructions in (49).

(50) እታ ካስ አልፋ።
P1 t-a Det-3FSg ga za house s ba person P all-o-wa
Det-3FSg house person Pres.Loc-loc.exist-SM.3MSg-OM1.3FSg
‘The house has a person in it./There are people in the house.’

As this example shows, the locative applicative and the possessive construction are structurally equivalent. The difference is in their meaning. The locative and possessive readings are obtained from the semantic properties of the referents.
In addition, copula verbs also function as auxiliaries and modal verbs to express various sub-aspectual (Aktionsart) types, tense and modality in combination with the basic aspectral forms – perfective vs. imperfective – and the derived purposive form.

In the following section, we will briefly present derivational affixes that code changes in valence in the verbal stem.

2.4.4 Valence-changing morphology

Tigrinya has two morphological operations that affect the argument structure of the basic verbal stem. One has detransitivizing and the other a transitivizing function. The detransitivizing operation is characterized by argument reduction. Typically, it applies to transitive verbs and demotes the highest argument of the verb which assumes an actor or agent semantic role. The detransitivization operation brings about various phenomena such as passivization (personal and impersonal), anticausative, reflexivization and reciprocation. It can also attach to a few intransitive verbs to derive impersonal readings. The detransitivized verb form involves both prefixes and change in vocalic templates. The causative operation, on the other hand, increases the number of arguments in the argument structure of the basic predicate. It brings an extra argument which bears a causer semantic role. When it applies to transitive verbs, the causer is expressed as a subject and the original agent argument of the basic predicate is coded as an object. These points will be illustrated in more detail in the remainder of this section.

Valence reducing devices (detransitivizing)

A detransitivizing device (DT) is a morphological means for coding various patterns of redundancy of subcategorizable arguments such as passive, reflexive and reciprocal. Arguments that are made redundant are not available for mapping onto grammatical functions in a canonical manner. Tigrinya employs prefixes and vocalic pattern changes to code detransitivization. Imperfective and perfective verb forms involve different types of derivational processes. The imperfective form involves changes in vocalic templates, whereas the perfective forms are marked with the passive prefix የ ኳ-. Detransitivized forms of the perfective and imperfective stems of the root እበር sbr ‘break’ are given in Table 2.10, and these can be compared with the basic verbal inflectional forms given earlier in Table 2.6.

For example, the active imperfective stem yi-šābbr ‘he breaks’ and the detran-
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<table>
<thead>
<tr>
<th>Agreement</th>
<th>DT Perfective Historic</th>
<th>DT Perfective Simple</th>
<th>DT Imperfective</th>
</tr>
</thead>
<tbody>
<tr>
<td>3MSg</td>
<td>ወጎር ኰ-ስብብር-ስ</td>
<td>ወጎር ኰ-ስብብር-ር</td>
<td>ወጎር ኰ-ስብbarang</td>
</tr>
<tr>
<td>2MSg</td>
<td>ወጎርክ ኰ-ስብbarang-ል</td>
<td>ወጎርክ ኰ-ስብbarang-ል</td>
<td>ወጎርክ ኰ-ስብbarang</td>
</tr>
<tr>
<td>1Sg</td>
<td>ወጎርኩ ኰ-ስብbarang-ስ</td>
<td>ወጎርኩ ኰ-ስብbarang-ስ</td>
<td>ወጎርኩ ኰ-ስብbarang</td>
</tr>
</tbody>
</table>

Table 2.10: Detransitivized verb forms

sittivized stem yi-sibbār ‘it breaks/it is broken’ are differentiated by the vocalic patterns of the first and the second radicals. The active and the detransitivized imperfective stems can be schematized by the templates -C₁aC₂CᵢC₃ and -C₁C₂CᵢC₃, respectively. In contrast, the active perfective stems sībārā ‘he broke’ and the detransitivized stem tā-sībārī ‘it broke/it was broken’ are differentiated only by the DT prefix tā.

The passive reading is commonly obtained from a transitive predicate. Transitive predicates are subcategorized for two arguments: an agent and a theme/patient. In the active, the actor/agent argument is morphosyntactically expressed as a subject, whereas, in the passive, it is the theme/patient argument that corresponds to the subject. The following example contrasts active and passive clauses (51).

(51) a. ወጎ እ-ት እ-ስብbarang እ-ል-
Saba(F) n-it-i siraḥ bi-haddā māyalti
Saba.F Obj-Det-3MSg job Instr-one day
ፈጻሚ-መለት
PerfS.complete-SM.3FSg-OM.3MSg
‘Saba completed/did the job in one day.’

b. ወጎ እ-ት እ-ስbarang እ-ል-
Saba(F) n-it-i siraḥ bi-haddā māyalti tā-faṣsim-u
Det-3MSg job Instr-one day DT-PerfS.complete-SM.3MSg
‘The job was completed/done in one day.’

In (51a) the subject pronominal suffix corresponds to ‘Saba’, which is the referent of the agent argument. The object pronominal suffix corresponds to the theme argument which has siraḥ ‘job’ as its referent. In the passive construction (51b) the passive predicate bears the perfective DT prefix tā- and a subject pronominal suffix which corresponds to the theme argument siraḥ ‘job’.

The agent argument usually remains unexpressed since it sounds monotonous to overtly express it in a neutral clause. The expression of the agent argument in passive constructions can create a difference in meaning (52).
The grammatical profile of Tigrinya

(52) a. ኣነ ሐፍለባርኽን ኣያይእባረ毳ን sleeper! ከاتفاق ሐይ-ት-ባራቅስ-ን ከማ-ያ
PRO.1Sg Neg-Imperf.SM.1Sg-DT.bless-Neg Pres.Idcop.be-1Sg
'I will not be blessed!

b. ኣነ ሐፍለባርኽን ኣያይእባረ毳ን sleeper! ከاتفاق ሐይ-ት-ባራቅስ-نى ከማ-ያ
PRO.1Sg Instr-Pro.2MSg Neg-Imperf.SM.1Sg-DT.bless-Neg Pres.Idcop.be-1Sg
'I will not be blessed by YOU!'

In the clause where the agent is omitted (52a), the patient argument is topical and the predication about it, i.e. the statement about its referent’s refusal to be blessed, is focused in the discourse. On the other hand, the agent argument has a focus function when it is overtly expressed through an agentive adjunct phrase, the prepositional phrase marked by bi -‘by’ (52b).

In Tigrinya, some intransitive verbs can also be detransitivized. For example, ergative verbs such as ተጐዪያ tawya ‘she has been run after’, ተበጺሓ ta-bas ‘she/ has been arrived at (i.e. visited)’, ተኣትያ ta-ay ‘It.F has been entered’ and ተሳ浒卯 ta-sa ‘she has been laughed at’ code referential arguments that correspond to obliques semantic roles to express a goal argument reading. However, some unaccusative verbs can also be detransitivized, but then the subject in the passive predicate corresponds to a non-referential argument, as in (53). In this example, the verb is marked with a subject pronominal suffix which corresponds to an impersonal subject, and an object pronominal suffix which corresponds to a locative applied object.

(53) a. እታ/ነታ እርል የራት ከተደቂሱላ sleeper! ከاتفاق እተ-ላ ከል-
Det-3FSg/Obj-Det-3FSg bed DT-PerfS.sleep-SM.3MSg-OM.2.3FSg
Past.be-3MSg
'The bed had been slept in.'

b. እታ/ነታ እርል የራት ከተደቂሱላ sleeper! ከاتفاق እተ-ላ ከል-
Det-3FSg/Obj-Det-3FSg hall many time
Past.be-3MSg
'Dance SM.3MSg-OM.2.3FSg Past.be-3MSG'
'The hall, it has been danced in many times.'
2.4. VERBALS

The subject verbal suffix (3MSg) in these examples does not correspond to a referential argument. Since the predicate is detransitivized, it cannot code an agent with the subject suffix. However, the agent argument can be expressed through adjunct phrases such as ወልበልስት ስሚምህት ‘by patients’ or ወልጋይሽ በ-ማጫ ‘by guests’ in these clauses which shows that the subject of these passive predicates do not have referential arguments. The object suffixes correspond to the applied locative arguments ‘ደረት ‘bed’ (53a) and ይዳዳራ ‘hall’ (53b). Thus applicative constructions have a topicalization function. The locative applied object is in clause initial position and bears an optional objective case marking.

An impersonal passive structure is also used to express irony, sarcasm or mockery, as it expresses comments indirectly. Sarcastic passive comments are employed when the speaker does not fully believe that the person who does something is good enough at it or manages to do it well. It can also imply that the speaker is surprised that someone manages to do something unexpected of them both in a positive and a negative sense. Let us compare an active and a passive sarcastic expression (54).

(54) a. ሳዕሲዐ ከ,አን ቦ,ና ይ? 
   ከስኡን-በን ቅ-ለ ከ- ቅ-ና ይ? 
   PerfS.dance-SM.1Sg PerfS.say-2MSg Q-pres.Id.cop.be-2MSg
   ‘So, you think you have danced?!/Lit. Are you saying ‘I have danced?!’

b. ግ-ለ ከ ፕ ያ ከ- ግ ያና ይ? 
   ግ-ለ ከ- ግ ያ ከ ግ ያና ይ? 
   PerfS.dance-SM.3MSg-OM 1Sg indeed Pres.Id.Loc.be-3MSg
   ‘As matter of fact, he thinks he danced well./ Lit. Indeed, it has been danced for me!’

The intransitive predicate ግ-ለ ከ- ግ ያ ከ ግ ያና ይ? ‘it has been danced for me’ (54b) is in the detransitivized form. The applicatively marked argument, which is indexed as first person (1Sg) object, can be interpreted as a beneficiary or maleficiary argument depending on the type of comment the speaker intends to make.

Another phenomenon that involves a detransitivized verb form is the anticausative. The anticausative is the inverse of causative (Dixon and Aikhenvald 2000:7). The anticausative derives an intransitive predicate out of a transitive. The argument coded as the subject in the anticausative structure corresponds to the undergoer in the intransitive clause. Predicates that involve the anticausative structure within their lexical meaning imply that the state or action denoted by them can happen ‘spontaneously’ without the involvement of an agent or a causer. Since there is no formal distinction between the passive and the anticausative, the detransitivized predicate can be ambiguous in these cases. Let us consider the following examples
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(55).

a. ዮናስ ከታ ይስምሬ
   Yonas n-ʰ-a እተሬ ፊጋ
   Yonas.M Obj-Det-3FSg bottle.Sg PerfS.break-SM.3MSg-OM 1.3FSg
   ‘Yonas broke the bottle.’

b. እታ ይስምሬ ከለላ-
   ?it-a እተሬ ጊ-ስ biçim-
   Det-3FSg bottle.Sg DT-PerfS.break-SM.3FSg
   ‘The bottle broke.’

c. እታ ይስምሬ ከለላ ከለላ-
   ?it-a እተሬ ኪ-ላ ጊ-ስ bâtiment-
   Det-3FSg bottle.Sg self-3MSg DT-PerfS.break-SM.3FSg
   ‘The bottle broke by itself.’

In the absence of a clear context, the sentence (55b) can have a passive or an anticausative reading. The anticausative reading stresses that the ‘breaking’ can also happen without having been caused by anyone. The anticausative reading can be enhanced by using the emphatic reflexive pronoun በለላ ‘self-F’ which highlights the fact that there was not any external causer involved (55c).

In addition to the passive and the anticausative phenomena, detransitivized verb forms also have reflexive readings. The reflexive structure involves a different argument reduction pattern than the structures discussed above. The reflexive clause has only one referential argument expressed as a subject which can assume the role of an agent and a theme simultaneously. Thus, the reflexive argument structure codes two semantic arguments that link to the same grammatical function. Tigrinya expresses reflexivization in two ways, through the nominal reflexive and the verbal reflexive structures. The nominal reflexive structure involves an active transitive verb which is subcategorized for a subject as well as an object realized as a reflexive pronoun. The object argument is coreferential with the subject argument. The reflexive pronoun is marked with the objective case, thereby indicating its grammatical function status. Haspelmath (2008:44) terms the kind of verbs (e.g. kill, like, hate, love, hear, etc.) commonly used in this reflexive expression as ‘extroverted’ verbs (Haspelmath 2008:44). The nominal reflexive strategy was already presented in section 2.3.2. Below (56) we repeat example (17a) for the sake of illustration.

(56) እምላኽ እት-
    P ăn 1-
    God.M Obj-PRORefl-Poss.3MSg Purp-Imperf.3-create.SM.3MSg
2.4. VERBALS

In this example, the verb *kifūtir* ‘he to create’ is an active transitive predicate. It requires an agent argument, the entity that creates, and a theme argument, the entity that is been created. The reflective reading is realized through the use of the objective reflexive pronoun *niḥa’ilu* ‘to himself’ which is coreferential with the subject *?amīlaḥ* ‘God’.

The second reflexive strategy, the verbal reflexive, employs a detransitivized verb form. Verbs that denote self-grooming events or activities that are performed on one’s own body such as * gerekti* tāḥašibā ‘he washed himself’, *talašiyā* ‘he shaved himself’ and *tawmān* tāmāsātā ‘he combed himself’, etc. are commonly employed in these expressions. Haspelmath (2008:44) terms such verbs as ‘introverted’ types. It is also common to express the locus of self-grooming overtly through a noun phrase in apposition to the subject (57).

(57)  
\begin{align*}
\text{a. } & ዳባ & ኈላወ & ጒ-ሆ & የስብሆ \equiv \\
& \text{Saba} & \text{Saba.F} & \text{body-Poss.3FSg} & \text{DT-PerfS.wash-SM.3FSg} \\
& \text{‘Saba washed herself./ Lit. Saba, her body has been washed.’} \\
\text{b. } & ሳባ & ሳባ & ጒ-ሆ & የሆወ \equiv \\
& \text{Yonas} & \text{Yonas.M} & \text{beard-Poss.3MSg} & \text{DT-PerfS.shave-SM.3MSg} \\
& \text{‘Yonas shaved himself./ Lit. Yonas, his beard has been shaved.’}
\end{align*}

The apposition is optional, as the expression would be well-formed without it. The nominal that corresponds to the locus of the grooming event bears a pronominal suffix for the possessor that binds it to the subject argument. The subject is perceived to have both agent and undergoer argument roles simultaneously.

Similar to the passive and the anticausative, the reflexive construction can also yield ambiguous readings when there is not enough context to specify that the activity is carried out by the agent or someone else. For example, the clause in (58a) can have a passive or a reflexive reading.

(58)  
\begin{align*}
\text{a. } & እታ & እታ & ጒ-ሆ & የስብሆ \equiv \\
& \text{P1 Det-3FSg} & \text{Det-3FSg} & \text{DT-PerfS.wash-SM.3FSg} \\
& \text{‘The child has been washed./ The child washed herself.’}
\end{align*}
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b. እታ ይበኩ በላ ብታ-
Det-3FSg child.Sg self-Poss.3FSg DT-PerfS.wash-SM.3FSg
‘The child washed herself (emphatic).’

The ambiguity can be avoided by using emphatic reflexive pronouns in order to stress that the event was carried out by the agent itself, not by someone else (58b). The emphatic reflexive pronoun is realized in subjective form indicating that it cannot correspond to a different referent.

The detransitivizing strategy is also employed to derive a reciprocal verb form. In addition to the detransitivizing process the reciprocal also involves a change in the vocalic pattern and a reduplication of consonantal roots. The reciprocal codes a different vocalic pattern than the phenomena we have discussed earlier. Table 2.11 illustrates the reciprocal verb derivation process through the conjugation of the verbal root s-b-r- ‘break’ and b-r-k- ‘bless’ for the 2MPl.

<table>
<thead>
<tr>
<th>Aspect/mood</th>
<th>Pattern change</th>
<th>Reduplication</th>
</tr>
</thead>
<tbody>
<tr>
<td>PerfH</td>
<td>ታስብርሮም</td>
<td>ታ-ብርሮAlabama-kum</td>
</tr>
<tr>
<td>PerfS</td>
<td>ታስብርሮም</td>
<td>ታ-ብርሮAlabama-kum</td>
</tr>
<tr>
<td>Imperf</td>
<td>ያስብርሬ</td>
<td>ያ-ብርሬ-u</td>
</tr>
<tr>
<td>Juss</td>
<td>ያስብርሬ</td>
<td>ያ-ብርሬ-u</td>
</tr>
</tbody>
</table>

Table 2.11: Reciprocal stem derivation

As with most of the detransitivizing phenomena, the reciprocal structure is formed from a transitive verb. The reciprocalized predicate codes two arguments whose referents simultaneously initiate and undergo the affair denoted by the event. The agent and the theme/patient arguments are collapsed into one argument slot, and their merging is indicated by an obligatory plural coding of the subject pronominal suffix. The arguments coded by the reciprocalized event are expressed as subjects. The reciprocalized clause can also contain an optional reciprocal pronoun which is coreferential with the referent of the subject. The reciprocal pronoun agrees with the subject in person, gender and number, and bears an objective case marker (refer to section 2.3.2). The reciprocal phenomenon is illustrated in (59).

(59) a. ይስብርሬ ይስብርሬ ብጥarus-
Yonas-n Saba-n ni-ḥaddiḥid-om
Yonas-Coord Saba-Coord obj-PRORecip-3MPI
ትስብርሬ "        እታ-ስብርሬ-om
DT-Recip.PerfS.break-SM.3MPI
‘Yonas and Saba struck each other./Lit. Yonas and Saba broke each other.’
b. ጽክራሪኾም።
t-a-birari-om
DT-Recip.PerfS.bless-SM.3MPl
‘They blessed each other.’

In (59a) the coordinated noun phrase codes a reciprocated subject which agrees in number with the reciprocal pronoun and the subject verbal suffix. The reciprocal verb can also stand alone to constitute a complete clause as in (59b) where neither a subject nor a reciprocal pronoun are overtly expressed, and thus the pronominal suffix supplies information about the unexpressed reciprocal subject.

To sum up, the different detransitivizing processes discussed above derive a verbal predicate that morphologically codes reduction of an argument from the verb’s basic argument structure. Processes such as passive, reflexive, anticausative and reciprocal reflect various types of associations of semantic arguments with grammatical functions.

Valence-increasing devices

There are two phenomena that are characterized as valence-increasing operations: the causative and the applicative. The applicative, as it is the subject of our inquiry, was introduced in chapter 1. Therefore, in this section we will only give a brief overview of the causative phenomenon. The causative construction codes a complex event composed of a causing and a caused events. In the causing event, the causer does or initiates an action or a state. In the caused event, the causee carries out the action or undergoes a change in state as a result of the action of the causer (Comrie 1989:165-166).

Tigrinya has two types of causative expressions: the periphrastic and the morphological. In the periphrastic causative, the expression of the causer’s action is introduced in an independent clause headed by the verb ገበረ gäbärä ‘he made’ and the caused event is embedded as its complement. Thus, this structure is syntactically biclausal, as is illustrated in (60).

(60)  

a. ይናስ ከጊ ከጊ ብዱሮ
yonas saba n-iiti timuzi
Yonas Saba n-īiti ṭimuzi
Yonas Saba Obj-Det-3MSg bottle

ንሠት ም ም
kim-?i-ti-sibir-o gayr-u-wa
Comp-Rel-Imperf.3-break.SM.FSg-OM1,3FSg PerfS-made.SM.3MSg-OM1,3FSg
‘Yonas made Saba break the bottle./Lit. Yonas made (disposed) Saba such/so that she breaks the bottle.’
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b. ሳባ

Saba n-ｉ-t-i timuzi kim-z-i-wädiq
Saba Obj-Det-3MSg bottle Comp-Rel-Imperf.3-fall.SM.FSg

gayr-a-to
PerfS-made.SM.3FSg-OM.3MSg
‘Saba made (disposed) the bottle fall./ Lit. Saba made the bottle such/so that it falls.’

The periphrastic causative in (60) involves a complement clause marked by the complementizer kim ‘as if/ like’ which attaches to a relative verb form. The causee complement is positioned between the subject and the verb, i.e. the canonical position of the object. The causee is marked through object pronominal suffixes on the matrix verb, and it is also coded with the subject pronominal suffixes on the dependent verb. However, even though agent causee arguments are coded as syntactic objects, since they are not perceived as patient-like arguments, they are not marked with the objective case, as in (60a). This reflects that agent causees are not made into patient arguments, thus they are still perceived as logical agents. This type of coding yields an indirect or vague causation reading. In contrast, a causee argument of an unergative verb, such as in (60b), is marked with the objective case since it semantically reflects a patient-like property.

The morphological causative is coded through the causative prefix ኣ /a-. The causative marker can adapt to the phonological environment it comes in contact with, thus sometimes it is not easily identifiable. Since the perfective verb form does not contain any prefix that the causative marker may interact with, the causative marker and the verbal stem in (61a) is easily identifiable. However, when the causative marker comes in contact with suffixes beginning with a semivowel (e.g. yi-) or a glottal stop (e.g. ỳi-), it undergoes phonological mutation as shown in (61b) and (62).

(61)  

a. ኣንፋር

?a-sibirä
Caus-PerfH.break.SM.3MSg
‘He caused to break.’

b. ኣንፋር

Neg.Caus-PerfH.break.SM.3MSg-Neg Neg+Caus > Neg.Caus
‘He did not cause to break.’
2.4. VERBALS

(62)  
a. የስብር
yä-sibbiri
Imperf.3.Caus-break.SM.MSg
‘He causes to break.’

b. ኣየስብርን
P
Neg-Imperf.3-Caus-Break.SM.MSg-Neg
‘He does not cause to break.’

In the morphological causative, the expressions of the causer’s and the causee’s action are denoted in one predicate. The notion of a causer is marked through the causative morpheme which is directly applied to the base verb. Thus, the morphological causative is a monoclausal structure.

In conclusion, we would like to note that some verbs are obligatorily marked with either the causative or the detransitivizer marker, since their basic perfective stems are grammatically invalid forms. Some of these verbs are deponents since they have transitive applications even though they bear the detransitivizer prefix, as shown in Table 2.12.

<table>
<thead>
<tr>
<th>Perf stem</th>
<th>active-perfective</th>
<th>Nominal forms</th>
</tr>
</thead>
<tbody>
<tr>
<td>*sawata</td>
<td>tä-sawata</td>
<td>sawata</td>
</tr>
<tr>
<td>misālāh</td>
<td>tä-misālāh</td>
<td>misālī</td>
</tr>
<tr>
<td>zārābā</td>
<td>tä-zārābā</td>
<td>zārāba</td>
</tr>
<tr>
<td>sākāmā</td>
<td>tä-sākāmā</td>
<td>sākāmi</td>
</tr>
</tbody>
</table>

Table 2.12: Deponents

The roots that constitute these verbal stems are semantically meaningful because they can be applied to derive independent verb classes. For example, they are used to derive nominal forms. However, their active perfective conjugation does not have a grammatical application. The detransitivized forms of these verbs function as active perfective forms. The consonantal roots appear in nominal patterns from which it is possible to derive nouns.

With some verbs the detransitivizer codes the semantic relation of the argument that is associated with the subject, as is shown in Table 2.13. In the case of most of these verbs, the subject argument does not reflect a strong agent-like property.

Not unlike the examples given above, the verbal roots of these verbs do not have basic perfective stems. The detransitivized forms act as their active perfective forms and, in addition, they also alternate in causative form. The subject argument of verbs such as tä-qqābilā and tii-lāqīlāhā reflects a recipient-like property, and the
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### 2.5 Clause marking in Tigrinya

In Tigrinya, the basic word order is SOV (Raz 1980, Tesfay 2002, Girma 2003, Weldu 2004). The language employs extensive head marking and limited dependent marking strategies. Marked elements can leave their canonical position when they are intended to mark changes in discourse construal. Embedded clauses come before main clauses, as modifiers precede their heads. Tigrinya is a pro-drop language, which means that when the head bears pronominal markers for the arguments it controls, the clause may not contain overt expressions for these arguments.

Tigrinya is identified as a nominative-accusative language (Weldu 2004, Girma 2003). Nominal phrases that function as subjects do not bear any case marking. Moreover, there is no distinct accusative case marker that identifies objects of monotransitive clauses. Tigrinya has a very rudimentary case marking system. It only marks objects that have definite and individuated referents. When the subject and the object are indistinctly coded in terms of case, they are strictly ordered according to the basic SOV word order, as in (63a). Under these circumstances, switching the order of the subject and the object makes the clause ungrammatical, as example (63b) shows, because the ‘feminine’ agreement value of the referent coded in the subject position clashes with the ‘masculine’ agreement feature required by the subject verbal suffix. The verb obligatorily bears an agreement affix for the subject, regardless of whether it is definite or not.

<table>
<thead>
<tr>
<th>Perf stem</th>
<th>active-forms</th>
<th>active reading</th>
<th>Caus-form</th>
<th>caus-reading</th>
</tr>
</thead>
<tbody>
<tr>
<td>*qəbəlā</td>
<td>tā-qəbəlā</td>
<td>‘he received’</td>
<td>?a-qəbəlā</td>
<td>‘he passed over’</td>
</tr>
<tr>
<td>lāqįlihā</td>
<td>tā-lāqįlihā</td>
<td>‘he borrowed’</td>
<td>?a-lāqįlihā</td>
<td>‘he lent’</td>
</tr>
<tr>
<td>sābīyā</td>
<td>tā-sābīyā</td>
<td>‘he waited’</td>
<td>?a-sābīyā</td>
<td>‘he made wait’</td>
</tr>
<tr>
<td>hâgʷāsā</td>
<td>tā-hâgʷāsā</td>
<td>‘he got happy’</td>
<td>?a-hâgʷāsā</td>
<td>‘he pleased’</td>
</tr>
<tr>
<td>rādīʔa</td>
<td>tā-rādīʔa</td>
<td>‘he understood’</td>
<td>?a-rādīʔa</td>
<td>‘he made understand’</td>
</tr>
</tbody>
</table>

Table 2.13: Obligatory affixes

subject argument of tī-sābīyā reflects a theme/patient-like property, while that of tī-hâgʷāsā and tā-rādīʔa reflects experiencer-like properties.
b. *ለም ምብዕራይዎ።
   "The bull saw the cow."

Case marking and pronominal coding is obligatory when an object is definite, as in (63c). The determiner that codes the definite object is prefixed with the prepositional case marker ን. This preposition also marks oblique expressions of a recipient, beneficiary or goal semantic role, as well as an adjunct expression of a reason or cause semantic role. The definite object ‘the cow’ is also indexed on the verb through the pronominal suffix OM, which codes object arguments that are lexically entailed by the meaning of the verb.

Tigrinya alternative word order positions code variations in information structure. Topics tend to occur in the sentence initial position and foci in the immediate preverbal position. As defined by Lambrecht (1998:117), a topic is the entity that is talked about. It is associated with previously mentioned or old information. Lambrecht (1998:206) defines focus as a part of a proposition expressed by a sentence that supplies new information, i.e. information which is not recoverable from the previous discourse.

In Tigrinya, when grammatical functions are coded through case and pronominal affixes, word order becomes less fixed. Case marked and pronominally coindexed objects can be fronted, as in (64). The entity that corresponds to the fronted constituent is pragmatically marked, i.e. it is the main topic that the speaker wants to tell the listener about. In fact, the topocalized part is set apart by a short pause from the rest of the sentence.

Moreover, Tigrinya is not, strictly speaking, a head-final language. When the verb carries agreement suffixes for both the subject and the object, it can precede the subject and object, as in (65).
As noted in section 2.3.2, overt pronouns occur when they function as topics in a discourse, thus they are stressed or accented, otherwise they are not normally overtly expressed. In this case, both the subject and object NPs may be dropped altogether, leaving the verb to stand alone as a complete clause, as in (66). The arguments which are expressed through pronominal markers are retrieved from the previous discourse. In this case, the verbal affixes function as incorporated pronouns to supply the pronominal features of the argument functions required by the verb.

(66) ከስልል።

He bought her.

The subject, the object or the predication in copula construction can occupy a postverbal position to code different discourse construals. This is especially common with copulative clauses. The copulative clause follows the constituent order of a basic transitive clause, i.e. SOV. The copula subject is cross-referenced through agreement suffixes on the copula. The examples in (67) illustrate alternative word orders that code variation in information structure role.

(67) a. ከስልል። ከስልል። ከስልል።

She is a teacher.

b. ከስልል። ከስልል። ከስልል።

She is a teacher.
2.5. CLAUSE MARKING IN TIGRINYA

The pragmatically neutral word order is Subject-Complement-CopulaV (67a). The constituents are uttered with the same stress and in the same cadence. The subject and the complement can switch order (67b). The postposed subject assumes a contrastive topic function and the preposed complement a contrastive focus function. The complement is uttered with heavy stress, and is separated from the rest of the clause by a pause. The pragmatic reading we gain from this structure is that ‘It is her who is a teacher as opposed to another person’. The subject can also be postposed after the verb (67c). The complement bears heavy stress, and a pause separates it from the rest of the clause, whereas the verb and the subject are held together by a continuous intonation. Pragmatically, the sentence reads as ‘She is a teacher, in contrast to being something else (engineer, astronaut)’. In the structure with a postposed complement (67d), the subject pronoun bears heavy stress, and there is no pause to separate it from the verb. Rather, the pause falls between the verb and the complement. This structure pragmatically reads as ‘It is she who is a teacher not someone else’. The language does not allow a verb-initial structure, as in (67e).

Tigrinya has cleft constructions which contrast with copula predicational sentences in the way subjects are focused. Cleft sentences contain a foregrounded or focused subject which is linked by a copula to a presupposed proposition coded as a relative clause (Gragg 1972), as shown in (68).

(68) a. ንሱ እዩ ከታ እም
niss-u ?iyy-u n-itä lam
PRO-3MSg Pres.IDcop.be-3MSg Obj-Det-3FSg cow.Sg
‘It is he who bought the cow.’
The first sentence (68a) shows a cleft subject followed by a copula verb. In this sentence, the subject is foregrounded. The pragmatic reading expressed by this clause is that ‘It is HE, not someone else, who bought the cow.’ However, in (68b) the copula appears in its normal position and the predication is fronted. This codes a slightly different pragmatic reading than the first one does. The meaning expressed here is ‘The one who bought THE COW is him, in contrast to buying other things or animals’. The object of the relative clause lam ‘cow’, which is part of the predication construction, can also be focused via the cleft structure. The focused element precedes the copula, as in (69).

(69) ነታ እዩ።
Obj-Det-3FSg cow.Sg Pres.IDcop.be-3MSg

The first sentence (68a) shows a cleft subject followed by a copula verb. In this sentence, the subject is foregrounded. The pragmatic reading expressed by this clause is that ‘It is HE, not someone else, who bought the cow.’ However, in (68b) the copula appears in its normal position and the predication is fronted. This codes a slightly different pragmatic reading than the first one does. The meaning expressed here is ‘The one who bought THE COW is him, in contrast to buying other things or animals’. The object of the relative clause lam ‘cow’, which is part of the predication construction, can also be focused via the cleft structure. The focused element precedes the copula, as in (69).

Here, since lam ‘cow’ is a focus element, the relative verb does not bear a pronominal suffix for it. This is a further indication that pronominal marking targets only topical objects. Since the subject pronoun in final position is not highly stressed, the pronoun can be dropped.

In ditransitive clauses, the sequence subject – recipient/beneficiary object – theme object is identified as the pragmatically unmarked word order, as shown in (70a). In this clause, grammatical functions are ranked from left to right, according to their descending discourse prominence. The focus position, which is the rightmost position, is filled by the indefinite theme object. The recipient object is definite and is cross-referenced on the verb through a pronominal object affix similar to those used with objects in monotransitive clauses. The recipient object is obligatorily case marked through the prepositional case ni- regardless of whether it is definite or not. Since the recipient object can also be marked by object pronominal suffixes, this argument assumes a core grammatical function rather than an oblique one. Exchanging the position of the two objects does not affect the grammaticality of the sentence (70b), but it does affect its information structure role reading. In this structure, the theme object is emphasized, and thus it assumes a contrastive focus.
function, i.e. it is grass not something else that the farmer gave to the cattle.

(70) a. እቲ ኩሆንተያ ከተን ከወን።
    የት-ነ ከጆነ ከተን ከወን።
    Det-3MSg farmer Obj-Det-3FPl cattle grass PerfS.give-SM.3MSg-OM.3FPl
    ‘The farmer gave the cattle grass.’

b. እቲ ኩሆንተያ ከተን ከወን።
    የት-ነ ከጆነ ከተን ከወን።
    Det-3MSg farmer grass Obj-Det-3FPl cattle PerfS.give-SM.3MSg-OM.3FPl
    ‘The farmer gave the cattle grass.’

When the theme object is definite, it is obligatorily placed before the recipient object, as shown in (71a). Switching the order in which they occur brings about change of meaning, in the sense that የሆንተያ ‘grass’ would be interpreted as the recipient and ከወንጆነ ‘cattle’ as the theme (71b). In this structure, in order for the pronominal object suffix to refer to the theme object, the theme object must appear before the recipient. Thus, indexing a theme object placed after a recipient would result in an ungrammatical construction, as in (71c).

(71) a. እቲ ኩሆንተያ ከተን ከወን።
    የት-ነ ከጆነ ከተን ከወን።
    Det-3MSg farmer Obj-Det-3FSg grass PerfS.give-SM.3MSg-OM.3FPl
    ‘The farmer gave the cattle the grass.’

b. እቲ ኩሆንተያ ከተን ከወን።
    የት-ነ ከጆነ ከተን ከወን።
    Det-3MSg farmer Obj-Det-3FPl cattle PerfS.give-SM.3MSg-OM.3FPl
    ‘The farmer gave the cattle to the grass.’

c. *እቲ ኩሆንተያ ከተን ከወን።
    የት-ነ ከጆነ ከተን ከወን።
    Det-3MSg farmer Obj-Det-3FPl cattle PerfS.give-SM.3MSg-OM.3FPl
    ‘The farmer gave the cattle the grass.’

Only one object can be indexed at a time through pronominal suffixes on the verb. When both objects are definite, the object that is considered more topical is indexed on the verb. In Tigrinya, whether a referent is animate or human does not seem to play a role in marking objects with verbal affixes. This implies that object marking is motivated by discourse, rather than by semantics.
The grammatical profile of Tigrinya

The example given above reveals that object functions are coded through the interplay of case marking, pronominal indexation and word order. When objects are coded differently in terms of case marking, they can be displaced in order to code variation in information structure. However, when elements are ambiguous because they are equally unmarked or marked, they are constrained to appear in a fixed position.

When both objects in a ditransitive clause are indefinite, the verb does not bear a suffix for either of them (72).

\[(72) \quad \text{አት} \quad \text{sābṭay} \quad \text{kulu} \quad \text{gānzāb-} \quad \text{u} \quad \text{nī-diŋa-} \quad \text{taṭ} \quad \text{hibu:}
\]
\[
\text{Det-3MSg man} \quad \text{All-M money-Poss.3MSg Dir-poor-Pl PerfH.give-SM.3MSg}
\]
\[
\text{ni-} \text{gāgam} \quad \text{kāyd-u}
\]
\[
\text{Dir-monastery PerfH.go-SM.3MSg}
\]

‘The man gave all his money to the poor and went to the monastery.’

The constituent that corresponds to the recipient argument bears the prepositional marker ni- regardless of whether it has a definite referent. When the referent of the recipient argument is a definite entity, we analyze ni- as a grammatical case, as in (70) and (71). Since definite recipient objects can also be cross-referenced through pronominal suffixes, we take this as evidence that they are core objects. In Tigrinya, prepositions that consist of a single syllable such as ni- and bi- are directly cliticized to a noun (refer to chapter 8 for further discussion).

Like recipient objects, objects with semantic roles such as beneficiary, locative and instrument can also be coded through object pronominal suffixes in Tigrinya. However, these objects do not employ the same form of suffixes as theme and recipient objects. Since these objects correspond to inherently oblique semantic roles, they are distinguished from objects that are semantically entailed by the meaning of the base verb by means of pronominal suffixes. They are coded by suffixes which are composed of the preposition -li plus the gerundive person, gender and number suffixes. For example, -la is composed of -li and -a, which is a 3FSg agreement suffix, as shown in (73).

\[(73) \quad \text{Yonas bi-manka-y} \quad \text{bālii-u}
\]
\[
\text{Yonas spoon-Poss.1Sg PerfS.eat.SM.3MSg}
\]

‘Yonas ate with my spoon.’
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The clause in (73a) codes a transitive verb bi-li 'eat' which is inherently subcategorized for both an agent and a theme argument. The agent is expressed as subject, but the expression of the theme argument is omitted. This clause also contains a nominal which is marked by the instrumental prepositional particle bi-. The verb bears a pronominal suffix for the subject only. In (73b), the instrumental argument is topicalized through the applicative coding, thus the verb bears the applicative object suffix la- for it. A detailed description of applicative constructions can be found in chapters 4, 5 and 6.

2.6 Concluding remarks

In this chapter, we reviewed some of the basic nominal, verbal and clause structures of Tigrinya. We saw that Tigrinya is a predominantly head-final language with respect to the organization of constituents both in nominal phrases and basic clauses. The language employs extensive number, gender and person agreement. Determiners, quantifiers and adjectives also agree with the head noun in number and gender. Nouns can bear pronominal suffixes for a possessor, and verbs are obligatorily marked with subject pronominal suffixes; however, object marking depends on the discourse salience of referents. A verb in Tigrinya can be morphologically very complex. The root-pattern conjugation system is employed to derive and inflect verbs for tense-aspect and mood. In addition, basic verb forms can also bear derivational suffixes that indicate changes in argument relations. The basic order of elements in a clause is SOV; however, this order is violated in different discourse contexts.
3.1 Introduction

This chapter will present a short introduction to Lexical-Functional Grammar (LFG). LFG was developed by Joan Bresnan and Ronald M. Kaplan in the 1970’s. Bresnan, a linguist, and Kaplan, a computational linguist with a background in psychology, were interested in developing a model of a grammar that combines psychological plausibility and computational tractability (Sells 1985). The first description of this theory appeared in a book entitled The Mental Representation of Grammatical Relations, edited by Bresnan (1982b). The basic account of the formalism is laid out in chapter 5 of this book, a contribution by Kaplan and Bresnan (1982). The formalism has evolved considerably since its inception. Currently, it is used for the analysis of various well-known linguistic phenomena and for the description of numerous languages. Some important current works are Bresnan (2001), Dalrymple (2001), Falk (2001) and Kroeger (2004).

LFG is a surface-oriented declarative approach, thus it does not posit an intermediate level of syntactic representation like the deep-structure in the Government and Binding Theory. Instead, different levels of linguistic information are given as parallel representations. The representations are related to one another by functional correspondences. Thus, LFG does not involve movement of constituents or transformations to describe a sentence. In LFG, a grammatical analysis of an utterance is subject to various constraints that exist at the different levels of representation.
well-formed sentence is licensed when all the interacting constraints are satisfied. As its name indicates, LFG puts strong emphasis on the lexicon and on syntactic functions. A standard LFG analysis of a sentence consists of a constituent structure (c-structure) which gives the phrase organization of the surface form of a sentence, and a functional structure (f-structure) which encodes the grammatical functions assumed by significant constituents of the sentence. In addition, the f-structure also contains a representation of the predicate’s argument structure (a-structure). The a-structure represents the subcategorizable arguments of a predicator such as a verb. Normally, the a-structure is not given as a separate level of representation. It is given within the f-structure. C-structure, f-structure and a-structure are the most basic representations, and also the most researched ones. LFG may also include other levels of representation such as semantic structure (s-structure) (Dalrymple 2001) and discourse structure, also called information structure (d-structure or i-structure) (Butt and King 1996, King 1997, Choi 1999).

In this chapter we will lay out the basic concepts of LFG, focusing on aspects that will help us to lay the groundwork for later discussions. This chapter will be organized as follows. In section 3.2, we will discuss the main facets of the c-structure representation, c-structure rules, c-structure trees and X’ theory. This will be followed by a discussion of f-structure in section 3.3 which will briefly present functional annotations, c-structure and f-structure correspondences, well-formedness conditions and grammatical functions in LFG. Finally, in section 3.4 we will outline discourse/information structure. In the course of our discussion, we will mainly cite examples from English, and some examples from Tigrinya when necessary.

3.2 C-structure

The c-structure is a representation of the phrase structure configuration of the surface form of a sentence. It provides information about the syntactic category of words, phrasal grouping and linear order of constituents. Since languages reflect great variation in their surface organization, the c-structure codes language-specific information such as variation in phrase categories and word order. LFG uses conventional phrase structure trees which are determined by a context-free phrase structure grammar. These are well-formed labeled bracketings that reflect the superficial arrangement of words and phrases into sentences. It codes precedence and dominance relations among constituents. The c-structure rules used in LFG are of
the sort given in (74). These rules can describe a simple clause in English.

(74) \textit{C-structure rules}

\begin{align*}
S & \rightarrow \text{NP} \quad \text{VP} \\
\text{VP} & \rightarrow \text{V} \quad \text{NP} \\
\text{NP} & \rightarrow (\text{DET}) \quad \text{N}
\end{align*}

The parentheses surrounding DET indicates that this category is not obligatory. Thus the third line in (74) is a rule schema, an abbreviation of two c-structure rules: NP → N and NP → DET N. In (75), the Kleene star operator ‘∗’ indicates that there may be zero or more PPs.

(75) \text{VP} \rightarrow \text{V} \quad (\text{NP}) \quad \text{PP}^*

Such devices make it possible to abbreviate a large number of phrase structure rules.

Phrase structure trees must be licensed by the phrase structure rules of a language in order to be grammatical structures. For example, the c-structure tree (76) for the English sentence \textit{Yonas ate the banana} is licensed by the rules given in (74).

(76) \textit{Phrase structure tree}

\begin{center}
\begin{tikzpicture}
  \node {S} [grow'=up, sibling distance=20mm, level distance=20mm]
    child {node {NP} [grow'=right]
      child {node {N} [grow'=right]
        child {node {Yonas} [grow'=right]
          child {node {ate} [grow'=right]
            child {node {DET} [grow'=right]
              child {node {the} [grow'=right]
                child {node {banana} [grow'=right]}}}}}}
    child {node {VP} [grow'=right]
      child {node {V} [grow'=right]
        child {node {NP} [grow'=right]
          child {node {DET} [grow'=right]
            child {node {the} [grow'=right]
              child {node {banana} [grow'=right]}}}}}};
\end{tikzpicture}
\end{center}

The c-structure tree codes two types of information about the categories. Meaning bearing words such as nouns (N), verbs (V), adjectives (Adj), prepositions (P)
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and arguably adverbs (Adv) are identified as lexical categories. These words head the phrases designated by them, for example, N is the head of NP, V is the head of VP, etc. These phrases are projections of their lexical heads. The head determines the properties of the phrase it projects since the properties of the head project or percolate to the entire phrase it is head of. In addition to the lexical categories, linguistic theories such as LFG assume the existence of functional categories that play a role in organizing the syntax of some languages (Dalrymple 2001:53). Some of the widely used functional categories are: determiners (DET), inflectional units (I) and complementizers (C), which head functional projections such as DP, IP and CP, respectively. Bresnan (2001:99) states that “functional categories are specialized subclasses of lexical categories which have a syncategorematic role in the grammar (such as marking subordination, clause type or finiteness).” For example, the functional category I is identified as being the organizing element of the syntax of languages such as English (Falk 1984), Tagalog (Kroeger 1993) and most Scandinavian languages (Börjars et al. 1999), among many others. In the Scandinavian languages, the category I is occupied by finite verbs and auxiliaries which tend to appear in a special clause position known as the second position. Hence, since this functional category is the head of a finite clause, the sentence itself is identified as IP in these languages. Bresnan (2001:100) also identifies the functional category determiner (DET) as the head of the functional projection DP (determiner phrase) in English. The simplified phrase structure rules in (74) are modified in (77) in order to include the functional projections IP, I’ and DP of the functional categories I and DET. These rules license the c-structure representation in (78) (page 75) for the English sentence *The boy is eating a banana.*

(77)  **IP category: c-structure rules**

\[
\begin{align*}
\text{IP} & \rightarrow \text{DP} \quad \text{I'} \\
\text{I'} & \rightarrow \text{I} \quad \text{VP} \\
\text{VP} & \rightarrow \text{V} \quad \text{NP} \\
\text{DP} & \rightarrow \text{DET} \quad \text{NP} \\
\text{NP} & \rightarrow \text{N}
\end{align*}
\]
Some languages lack the functional category DET, for example, Hebrew (Falk 2001:38), and also Amharic, which like Hebrew marks definiteness through inflectional affixes on head nouns and adjectives.

3.2.1 X’ theory

The regularities and relations among categories is captured by X’ theory. The idea that all phrases have heads of the same category, i.e. N heads an NP, I heads an IP, V heads a VP, etc., is one of the powerful assumptions of this theory. As Bresnan (2001:120) points out, X’ theory posits an internal structure to the category labels that allows to capture their relations. For example, V and P are assumed to be categories with transitive properties because of their ability to take direct object complements, whereas N and A do not take complements. In contrast, V and A are assumed to be categories with predicative properties because of their ability to take an external subject of predication, but they cannot function as arguments themselves. Furthermore, the phrase categories reflect a regularity where a phrase on the left hand side of the rule, let us say XP (X is a variable name that can be replaced with I, N, D, V, A, Adv and so on) expands into X which is the head of the phrase, and another category YP (Y is a variable name for a category different than X) on the right hand side of the rule. The phrase YP is identified as a complement, and it is the sister of the head X. The generalized phrase structure rule is shown in (79).
This rule states that every phrase branches into a head and a complement. However, this is not a complete specification of the theory, since with this we can only capture the regularity in particular types of phrases. A more powerful phrase structure would be one that applies to all types of phrases regardless of their category, a kind of universal one. In order to realize this notion, X’ theory decomposes c-structure categories into three structural levels - 0, 1, 2 - known as bar levels. A lexical or functional category is identified as the 0 bar level written as X^0 or just X, and it has phrase projections of 1 bar level X’ and two bar level X”. The X’ and X” projections are also identified as the intermediate and the maximal projections. The decomposed c-structure categories reflect a pattern where X^0 is the c-structure head of X’, and X’ is the c-structure head of X”, as in (80) (Bresnan 2001:121).

(80) a. \( XP \rightarrow YP, \ X’ \)

b. \( X’ \rightarrow X^0, \ ZP \)

In addition to the complement (ZP in 80b), in the analyses above we also identify a specifier position, the YP in (80a), as the sister of the X’ projection dominated by the maximal projection XP. The comma separating the sisters indicates that the categories are not linearly ordered. This is schematically represented in (81) (Dalrymple 2001):

(81) \( X’ \) theory

The phrase configuration of adjuncts is described either by adjoining an intermediate projection (X’) with another intermediate projection (82a), or a maximal projection (XP) with another maximal projection (82b) (Bresnan 2001).
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(82) a. \( X' \rightarrow X', YP^* \)
   b. \( XP \rightarrow XP, YP^* \)

In this way, an adjunct \((YP^*)\) is analyzed as a sister of \(X'\) dominated by \(X'\), or a sister of \(XP\) dominated by \(XP\).

3.2.2 Endocentric and exocentric categories

The notion that \(X\) is a head of the maximal projection \(XP\) and of the medial or nonmaximal projection \(X'\) is known as endocentricity. Highly configurational languages such as English employ the endocentric pattern where their maximal phrase \(XP\) has a c-structure head. These languages obey the principles of \(X'\) theory.

However, there are also languages which have a category which is not a headed maximal projection. These languages do not reflect the configuration assumed in \(X'\) theory, and are identified as having an exocentric pattern. Therefore, LFG allows an exocentric \(S\) which is a nonprojective category, as it lacks a fixed categorial head like the \(I\) which heads the endocentric category \(IP\) (Bresnan 2001:110). These languages use morphological means such as case and/or pronominal marking to encode grammatical functions. The exocentric structure is a flat clausal structure where \(S\) dominates any kind of lexical or phrase category such as NP, A or V. The exocentric structure is admitted by the following c-structure schemata (83) (Falk 2001:51).

(83) a. \( S \rightarrow X^* \)
   b. \( S \rightarrow XP, X^0 \)
   c. \( S \rightarrow NP, XP \)

Theoretically, the \(S\) rule in (83a) can dominate any number of lexical categories, and this exocentric pattern is thought to exist in languages which are nonconfigurational in the radical sense. For example, Warlpiri is assumed to reflect this structure (Bresnan 2001:6). In these languages, the asymmetry between arguments is captured at a-structure and f-structure levels (Bresnan 1994). The \(S\) category in (83b) is used in the analysis of languages which lack the category \(VP\), and display a flat structure, while exhibiting an endocentric structure in other categories, e.g. in their nominal category. Languages such as Malayalam (Falk 2001:50), Urdu (Butt and King 2007) and Turkish (Gongordo and Oflazer 1995:302) reflect this pattern. The \(S\) category in (83c) describes languages which distinguish the subject and predicate positions such as Tagalog (Kroeger 1993:10-11) and Welsh (Sadler 1997, 1998),
where the predication phrase XP can be filled with an NP, a VP, an AP or a PP. These languages combine endocentric and exocentric structures.

We assume that Tigrinya uses the exocentric category S (83b) as it lacks strong evidence for the existence of a VP category. However, since the language uses independent determiners to express definiteness, and has a minimal phrase headed by a noun, we assume its noun phrase is organized by the endocentric XP. For example, the sentence in (84) is admitted by the c-structure tree in (85).

\[(84)\] Yonas n-it-a banana biiﬁ’-u-wa
  Yonas.MSg Obj-Det-3FSg banana.Sg PerfS.eat-SM.3MSg-OM.3FSg
  ‘Yonas ate the banana.’

\[(85)\]
\[
S \rightarrow NP \rightarrow DET \rightarrow NP \rightarrow V
\]
\[
N \rightarrow DET \rightarrow NP \rightarrow \text{banana}
\]

In the following section, we will present a brief overview of how LFG motivates the correspondence between c-structure and f-structure.

3.3 F-structure

F-structure is a representation of grammatical features and functions. It is assumed to be cross-linguistically comparable since the notion of functions adopted in LFG accords with the traditional notions of grammatical functions such as subject, object, complement and adjunct. LFG is also suitable for the description of typologically unrelated languages because the sort of grammatical functions employed in this theory allows us to capture cross-linguistic generalizations in terms of argument-function realization, despite the different syntactic expressions they use to code grammatical functions. In LFG, a sentence is assumed to reflect an abstract functional syntactic organization which is modeled by the f-structure. For
example, the verb functions as a predicator (PRED), an NP with certain properties functions as a subject (SUBJ), another with different properties functions as an object (OBJ) and a PP with certain properties functions as an oblique (OBL) and another one as an adjunct (ADJ), etc. A brief sketch of grammatical functions is given in section 3.3.3.

The f-structure is represented by an Attribute-Value Matrix (AVM). It is defined as a mathematical function from attributes to values (Bresnan 2001:47; Dalrymple 2001:30). For example, the f-structure in (86) contains four attributes, PRED, PERS, NUM and GEND, vertically listed on the left side.

\[
\begin{bmatrix}
\text{PRED} & \text{boy}' \\
\text{PERS} & 3 \\
\text{NUM} & \text{sg} \\
\text{GEND} & \text{masc}
\end{bmatrix}
\]

These attributes can either have features such as 3, sg and masc, or a semantic form such as ‘boy’ as values. The semantic form is enclosed in single quotes in order to indicate that it is instantiated to a unique value for each use of the lexical entry that it is associated with (Dalrymple 2001:104). An attribute can also take a subsidiary f-structure as its value. For example, the f-structure in (86) can be given as a value of the function attribute SUBJ in a larger f-structure, as in (87).

\[
\begin{bmatrix}
\text{f}_1 & \text{f}_2 & \text{SUBJ} \\
\text{f}_2 & \text{PRED} & \text{‘boy’} \\
\text{f}_3 & \\
\text{PRED} & \text{‘rob(SUBJ, OBJ)’} \\
\text{TENSE} & \text{past} \\
\text{OBJ} & \text{PRED} & \text{‘bank’} \\
\text{NUM} & \text{sg} \\
\text{DEF} & \\
\end{bmatrix}
\]

The attributes and values represent the grammatical functions and features of the sentence. Thus the f-structure encodes morphosyntactically marked functional information. Grammatical information that belongs to the same grammatical category (e.g. agreement) may flow from different parts of the syntactic structure.
to form a unified f-structure. For this reason, an f-structure is viewed as a set of attribute-value features in which the merging of the elements is performed by a mathematical operation known as unification, as shown in (88).

(88) Unification

\[
\begin{align*}
&\text{a. } \begin{bmatrix} A & b \\ C & d \end{bmatrix} & \text{b. } \begin{bmatrix} C & d \\ E & [F \ g] \end{bmatrix} \\
&\text{c. } \begin{bmatrix} A & b \\ C & d \\ E & [F \ g] \end{bmatrix}
\end{align*}
\]

The unification operation combines consistent features of the attribute-value pairs in (88a) and (88b), and makes them identical by merging them into a new structure, as in (88c). The unified structure is the union set which contains all the information from the unified feature structures, but no additional information. However, the operation would fail if an attribute is specified for two different values. For this reason, unification accounts for ungrammaticality that results from incompatible information. For example, if a SUBJ is specified for both [NUM sg] and [NUM pl], this will not unify since the SUBJ is inconsistently described. LFG ensures grammaticality by constraining the f-structure by means of well-formedness conditions, which will be discussed in the following section.

3.3.1 Well-formedness conditions on f-structures

LFG posits well-formedness conditions on f-structures that rule out ungrammatical sentences. The most important conditions are: completeness, coherence and uniqueness/consistency. The completeness condition ensures that the arguments that are selected by a certain predicator are present in the f-structure. For example, the PRED in the main f-structure \( f_1 \) in (87) has a semantic form ‘rob’ which is subcategorized for two arguments, SUBJ and OBJ. The f-structure is constrained to contain both of these arguments. Thus, the ungrammaticality of the string *The boy robbed is explained by its being incomplete.

The coherence condition checks that no superfluous arguments emerge in the f-structure, i.e. it filters arguments that are not selected by the predicator. For example, it will rule out the sentence *The boy sleeps the sofa as ungrammatical, since sleep only requires one governable argument realized as SUBJ. This is stated by the value of the PRED feature in the main f-structure in (89). Since the OBJ argument is superfluous, the f-structure is ill-formed.
The completeness and coherence conditions concern governable functions only, i.e. arguments that are required by a predicator. If sofa is expressed as the object of a preposition as in *The boy sleeps on the sofa*, the f-structure would not fail since the prepositional expression on the sofa is analyzed as a non-governable ADJ. Moreover, if the sentence contained a modifying adjunct, for example, *today* as in *The boy sleeps on the sofa today*, the f-structure will be coherent, as adjuncts are non-governable functions. This is shown in (90).

(90) Adjuncts ‘The boy sleeps on the sofa today.’

The attribute ADJ has a set value, enclosed inside curly brackets. LFG employs sets to represent structures that may contain an unbounded number of members. For example, a sentence can contain more than one modifying adjunct such as adjectives
and adverbs.

The uniqueness condition specifies that an argument must have a unique value. Bresnan (2001:47) states that the uniqueness condition emanates from the nature of the f-structure, which is also assumed to be a function in the mathematical sense. This means that unification, i.e. the operation by which f-structures are merged together, requires an f-structure attribute to have a unique (single) value. In other words, its value must be consistent (Falk 2001:64). The uniqueness condition does not rule out two different attributes that have the same values; however, a single attribute cannot have different values. For example, the f-structure representation of the sentence They sleeps is inconsistent since NUM has conflicting values, sg and pl, as shown in (91).

(91) Inconsistent f-structure

\[
\begin{array}{c}
\text{PRED} & 'sleep/(SUBJ') \\
\text{TENSE} & \text{pres} \\
\text{SUBJ} & \begin{array}{c}
\text{PRED} & 'they' \\
\text{NUM} & \text{sg/pl}
\end{array}
\end{array}
\]

The verb will require its subject’s number to be singular, whereas in the noun phrase the subject’s number is plural. Thus, these conflicting information will not unify.

In the following section, we will discuss how the two levels of representation, c-structure and f-structure, are related to each other.

3.3.2 C-structure and f-structure correspondence

The c-structure and the f-structure are related by functional correspondence. Their correspondence is achieved through functional annotation which creates parallel and simultaneous representations to license an analysis of a sentence. This is based on the notion that c-structure nodes have a relation to parts of f-structures. Their correspondence is expressed through functional schemata that annotates c-structure nodes with the functional information that it bears. The formal system of annotation is illustrated in (92). We illustrate the annotation schema by annotating the endocentric rule for English which was given in (92) (Dalrymple 2001:126; Falk 2001:73).
The upward pointing arrow ↑ refers to the f-structure that belongs to the mother node, and the downward pointing arrow ↓ refers to the f-structure that is associated with the daughter node. For example, the annotation (↑ SUBJ)=↓ specifies that the SUBJ in the f-structure of the mother node, i.e. the IP, is identical to the f-structure of the daughter node, i.e. the NP specifier of IP. Recall that the endocentric pattern abides by the principles of X’ theory. Thus, the phrase configuration is also reflected in the annotation of the rules. The heads of the phrases (e.g. the functional head I and the lexical head V) are annotated with ↑=↓. This expresses the notion that a phrase and its head is associated with the same f-structure. In addition, co-heads of functional categories (e.g. the VP complement of I) also bear the ↑=↓ annotation to express the fact that they are also f-structure co-heads. The complement of a lexical category (e.g. V), i.e. NP, is annotated with the (↑ OBJ)=↓.

In addition to the functional information annotated on the phrase structure rules, information about grammatical features such as tense, definiteness and agreement categories is annotated on the lexical entries. In LFG, the lexicon plays a central role in the analysis of a sentence. For instance, the lexical entry for a verb codes its subcategorizational frame given in the form of a predicate-argument structure. The subcategorization frame is for grammatical functions such as subject (SUBJ), primary object (OBJ), secondary object (OBJ_θ) and oblique (OBL_θ). Function-changing phenomena such as the passive and the applicative are accounted for by generalizations observed in the lexicon. These phenomena are handled via lexical rules that describe changes in the mapping from a-structure to f-structure (a de-
tailed discussion of a-structure is provided in chapter 7.5.1). Bresnan (1982a) notes that many of the statements that are made by transformational rules in the transformational paradigm are formulated as lexical rules in LFG. In this strong lexicalist theory words are considered to be atoms, that is they can neither be created nor can they be analyzed by syntactic rules. This is stated as the **Lexical Integrity Principle** (93):

(93)  

\textit{Lexical Integrity Principle} (Bresnan 2001:93)

Morphologically complete words are leaves of the c-structure tree and each leaf corresponds to one and only one c-structure node.

Therefore, the lexical entries are described in their full inflectional forms prior to the operation of syntactic rules and are associated with the functional schemata that generate their f-structure. The functional schemata for the lexical entries of the words in the English sentence \textit{Yonas ate the banana}. are shown in (94).

(94) Lexical entries

\begin{align*}
\text{ate} & \quad \text{V} \quad (↑ \text{PRED})=\text{‘eat(↑ \text{SUBJ}), (↑ \text{OBJ})’} \\
& \quad (↑ \text{TENSE})=\text{past} \\
\text{Yonas} & \quad \text{N} \quad (↑ \text{PRED})=\text{‘Yonas’} \\
& \quad (↑ \text{NUM})=\text{sg} \\
& \quad (↑ \text{DEF})=+ \\
\text{the} & \quad \text{DET} \quad (↑ \text{DEF})=+ \\
\text{banana} & \quad \text{N} \quad (↑ \text{PRED})=\text{‘banana’} \\
& \quad (↑ \text{NUM})=\text{sg} \\
\end{align*}

Meaning-bearing words such as \textit{ate}, \textit{Yonas} and \textit{banana} are lexical heads, and thus they contribute the PRED features which express their semantic forms in addition to grammatical features such tense, number and gender. The semantic form of the verb \textit{ate} is a complex form which also contains information about the type of syntactic arguments that the verb is subcategorized for, as in ‘eat(↑ \text{SUBJ}, ↑ \text{OBJ})’). Functional categories such as DET provide information on definiteness.

The lexical entries in (94) and the c-structure rules in (92) admit the annotated tree in (95) to model the analysis of the English sentence \textit{Yonas ate the banana}.
(95) Annotated tree

\[
\begin{array}{c}
\text{IP} \\
\text{NP} \\
\uparrow \text{SUBJ} = \\
\downarrow \text{NP} \\
\text{N} \\
\uparrow \text{SUBJ} = \\
\downarrow \text{VP} \\
\text{I'} \\
\uparrow \text{PRED} = \text{'Yonas'} \\
\end{array}
\]

\[
\begin{array}{c}
\text{NP} \\
\uparrow \text{DEF} = + \\
\text{N} \\
\text{banana} \\
\uparrow \text{PRED} = \text{'banana'} \\
\end{array}
\]

The up and down arrows in the functional annotations of the c-structure are known as metavariables since they are instantiated by variables leading to a set of functional equations. We will illustrate this point in a partial tree (96) by assigning number labels 1 to the maximal projection IP, 2 to the specifier daughter NP, 3 to the second daughter I’ and 4 to the N daughter of NP.

(96) Labeled c-structure nodes

\[
\begin{array}{c}
\text{IP}_{f_1} \\
(f_1 \text{ SUBJ}=f_2) \\
(f_1 \text{ DEF}=f_3) \\
\text{NP}_{f_2} \\
(f_2 \text{ DEF}=f_4) \\
\text{N}_{f_4} \\
\text{Yonas} \\
(f_4 \text{ PRED}=\text{'Yonas'} \\
(f_4 \text{ DEF}=+) \\
(f_4 \text{ GEND}=\text{masc} \\
(f_4 \text{ NUM}=\text{sg}
\end{array}
\]
The up arrows at a node are instantiated by the variables that are associated with the node that immediately dominates it, and the down arrows at a node are instantiated by the variables that are associated with the node itself. Thus, \( f_1 \) represents the f-structure corresponding to IP (i.e. the mother node), and \( f_2 \) and \( f_3 \) represent the f-structures corresponding to NP and \( I' \) (i.e. the nodes immediately dominated by IP), respectively. Likewise, \( f_4 \) refers to the f-structure of the node immediately dominating the terminal node with the lexical item that bears the f-structure annotations. A set of such equations is known as a functional description (f-description).

The equations in (97) constitute the f-description of the subject NP through the instantiations given in (96).

(97) f-description

\[
\begin{align*}
(f_1 \text{ SUBJ}) &= f_2 \\
(f_1 &= f_3 \\
(f_2 &= f_4 \\
(f_4 \text{ PRED}) &= 'Yonas' \\
(f_4 \text{ DEF}) &= + \\
(f_4 \text{ GEND}) &= \text{masc} \\
(f_4 \text{ NUM}) &= \text{sg}
\end{align*}
\]

The f-description in (97) is used to build a partial f-structure representation in (98).

(98) From f-description to f-structure

\[
\begin{bmatrix}
\text{SUBJ} \\
\text{PRED} & 'Yonas' \\
\text{NUM} & \text{sg} \\
\text{GEND} & \text{masc} \\
\text{DEF} & +
\end{bmatrix}
\]

Since the functional equation \( f_2 = f_4 \) expresses that \( f_2 \) and \( f_4 \) are the same f-structure, NP inherits its f-structure from N. This shows that the mapping from c-structure to f-structure is many-to-one, since both nodes, NP and N, are mapped to the same f-structure. Let us now complete the instantiation procedure of the annotated tree representation in (95) in (99).
These metavariable instantiations are used to define the correspondence between the c-structure and f-structure in the following functional equations (f-descriptions), (100).

(100) f-description
\[
\begin{align*}
  f_1 &= f_3 \\
  f_3 &= f_5 \\
  f_5 &= f_6 \\
  (f_6 \text{ PRED}) &= \text{eat}\langle f_6 \text{ SUBJ}, (f_6 \text{ OBJ}) \rangle^* \\
  (f_6 \text{ TENSE}) &= \text{past} \\
  (f_3 \text{ OBJ}) &= f_8 \\
  f_8 &= f_0 \\
  (f_0 \text{ DEF}) &= + \\
  f_9 &= f_10 \\
  f_{10} &= f_{11} \\
  (f_{11} \text{ PRED}) &= \text{‘banana’} \\
  (f_{11} \text{ NUM}) &= \text{sg}
\end{align*}
\]

As we see from the f-description (100), \(f_1\) has the same f-structure as \(f_3\), and thus \(f_1\) inherits the properties of \(f_3\). In addition, since \(f_1\), \(f_3\), \(f_5\) and \(f_6\) are identical, they unify and form one f-structure. Likewise, \(f_8\), \(f_9\), \(f_{10}\) and \(f_{11}\) will also unify. When the functional equations in (97) and (100) are solved, the result is the f-structure in (101).
The f-structure representation tends to be more similar crosslinguistically than the c-structure, since, in general, languages display great variability in their phrase configurations, but they may encode similar syntactic functions such as SUBJ, OBJ and ADJ. In order to illustrate this, we are going to provide an f-structure analysis of the Tigrinya sentence in (84), repeated here as (102).

(102) ዮናስ ፆና ሆንጪ ቅጫ ቅጫ ቅጫ ቅጫ ቅጫ ቅጫ ቅጫ
Yonas Yonas.MSg n-ət-a banana banana.Sg bəli/3-u-wa
‘Yonas ate the banana.’

We use the exocentric structure to create a c-structure representation in Tigrinya, as was shown in (85). Tigrinya employs word order, dependent marking and head marking to code grammatical functions. In Tigrinya, the OBJ is not strictly required to appear adjacent to the verb since the SUBJ and the OBJ can switch positions when the NPs that are associated with them bear overt marking, and also when they are marked on the verb by means of pronominal suffixes. Constituents realizing grammatical functions can also be dropped altogether from the clause when the verb bears suffixes to code them (refer to section 2.5). Therefore, grammatical functions do not need to be configurationally encoded as in the case of English. The c-structure rules in (103) can account for a simple sentence in Tigrinya.

(103) Tigrinya annotated c-structure rules
S → XP*, V
    { (↑ SUBJ=↓) ↑ = ↓
    { (↑ OBJ=↓) }
    DP → D NP
        ↑ = ↓ ↑ = ↓
NP → N
    ↑ = ↓
At phrase level, Tigrinya is considered to be a free word order language. As can be seen from the rule above, shuffling is encoded by the comma which is placed between the maximal projection XP and the V constituent. In addition, as noted earlier, we do not posit a VP category in the language since there is no evidence for the configuration of a subject (specifier) and a complement position. The XP constituent is a maximal projection which universally applies for phrase projections such as NP, DP, AP, POSSP, etc. Subjects and indefinite objects are unmarked for case. Subjects are obligatorily marked on the verb through pronominal affixes, but only definite objects bear case marking and are cross-referenced on the verb. When objects bear overt marking, they may be alternatively reordered with respect to the other elements in order to express pragmatically marked meanings. This grammatical property is expressed by means of a constraint that prohibits the object from preceding the subject, i.e. (SUBJ) <h (OBJ) where ‘<h’ means subjects precede objects. The S rule in (103) may thus be expanded to include the constraints in (104).

\[
(104) \quad ([\uparrow \text{OBJ}]) = \downarrow
\{ \sim ([\downarrow \text{DEF}]) = +
\sim ([\downarrow \text{CASE}])
\sim ([\downarrow \text{OBJ}]) < h ([\uparrow \text{SUBJ}])
\mid ([\downarrow \text{DEF}]) = +
([\downarrow \text{CASE}] = c, \text{obj})
([\downarrow \text{AGR}]) = c, + \}
\]

The notation \{ ... | ... \} represents disjunction. The first disjunct in the rule expresses that non-case marked and non-definite objects cannot precede the subject. The second disjunct specifies that definite objects are obligatorily case marked. This rule expresses that globally all elements are not linearly ordered. It requires the object and subject to occur in a fixed position under the condition that the object is indefinite and is not case marked. Moreover, the last two constraining equations refer to requirement that freely moving objects bear the objective case and be definite. A constraining equation requires a particular feature to be present, and it is defined by subscripting the letter \(c\) to the equal sign. For example, the equation ([\downarrow \text{CASE}]) = c, \text{obj} specifies that the object must bear objective case marking.

In (105), we illustrate the functional schemata associated with the lexical entries for the sentence in (102).
(105) Lexical entries

\begin{align*}
\text{አሱአጓጋ-ባሸጋ} \quad \text{V} & \quad (\lfloor \text{PRED} \rfloor = \text{‘eat’}, (\lfloor \text{SUBJ} \rfloor, (\lfloor \text{OBJ} \rfloor)) \\
& \quad (\lfloor \text{OBJ} \rfloor \text{ PRED} = \text{‘PRO’}) \\
& \quad (\lfloor \text{SUBJ} \rfloor \text{ GEND} = \text{masc}) \\
& \quad (\lfloor \text{OBJ} \rfloor \text{ NUM} = \text{sg}) \\
& \quad (\lfloor \text{OBJ} \rfloor \text{ PERS} = 3) \\
& \quad \sim (\lfloor \text{OBJ} \rfloor \text{ PRED} = \text{‘PRO’}) \\
& \quad (\lfloor \text{OBJ} \rfloor \text{ DEF} = \text{+}) \\
& \quad (\lfloor \text{OBJ} \rfloor \text{ GEND} = \text{f}) \\
& \quad (\lfloor \text{OBJ} \rfloor \text{ NUM} = \text{sg}) \\
& \quad (\lfloor \text{OBJ} \rfloor \text{ PERS} = 3) \\
& \quad (\lfloor \text{ASPECT} \rfloor \text{=} \text{PerfS}) \\
\text{ወጊወ-ወንሳ} \quad \text{N} & \quad (\lfloor \text{PRED} \rfloor = \text{‘Yonas’}) \\
& \quad (\lfloor \text{GEND} \rfloor = \text{masc}) \\
& \quad (\lfloor \text{NUM} \rfloor = \text{sg}) \\
& \quad (\lfloor \text{DEF} \rfloor = \text{+}) \\
\text{ከሸ-ኩል} \quad \text{DET} & \quad (\lfloor \text{SPEC DET} \text{ PRED} \rfloor = \text{‘näta’}) \\
& \quad (\lfloor \text{DEF} \rfloor = \text{+}) \\
& \quad (\lfloor \text{CASE} \rfloor = \text{obj}) \\
& \quad (\lfloor \text{GEND} \rfloor = \text{f}) \\
& \quad (\lfloor \text{NUM} \rfloor = \text{sg}) \\
& \quad (\lfloor \text{PERS} \rfloor = 3) \\
\text{ቁሸ-ባኝኳ} \quad \text{N} & \quad (\lfloor \text{PRED} \rfloor = \text{‘banana’}) \\
& \quad (\lfloor \text{NUM} \rfloor = \text{sg})
\end{align*}

The lexical entries for the Tigrinya sentence are richer morphologically than the entries for the equivalent English sentence given in (94). In addition to the number and types of arguments, the lexical entry for the Tigrinya verb specifies that both the object and the subject can be pro-dropped through the optional equations \((\lfloor \text{OBJ} \rfloor \text{ PRED} = \text{‘PRO’})\) and \((\lfloor \text{OBJ} \rfloor \text{ PRED} = \text{‘PRO’})\). This is because both the subject and the object are pronominally marked on the verb ቸወጋ-ወጋ ‘he ate it (F)’. Pronominal markers give gender, number and person agreement values. In addition, the object is constrained to be definite when it is coded on the verb. However, since constraining equations will require the object NP to be overtly realized, we employ the constraint \(\sim (\lfloor \text{OBJ} \rfloor \text{ PRED} = \text{‘PRO’})\) in order to specify that the pro-drop phenomenon is exempted from the requirement. The determiner አት-ለ ‘obj-det-3FSg’ is marked with the objective case, and it is also specified for gender, number and person. Common nouns such as banana are specified for number agreement, but not for gender or definiteness. Gender and definiteness are assigned by the determiner. Now we will use the annotated rule (103) and the lexical entries (105) to show the correspondence between the c-structure and f-structure (106).
The f-structure representation for (102) is given in (107).

(107) F-structure for ‘Yonas n-iiit-a banana baliyuwa’

```
(107) f1,4  
          f2,5  
            SUBJ [PRED ‘Yonas’]  
                            NUM sg  
                            GEND masc  
                            DEF +  
            PRED ‘baliyuwa(SUBJ, OBJ)’  
          ASPECT PerfS  
            f3,6,7,8  
              OBJ [PRED ‘banana’]  
                              SPEC [DET[PRED ‘niiita’]]  
                                              NUM sg  
                                              GEND fem  
                                              PERS 3  
                                              DEF +  
                              CASE obj
```

Even though Tigrinya and English have very different phrasal organization, their f-structure representations are nevertheless comparable, as we can see from the English f-structure in (101) and the Tigrinya f-structure in (107). Tigrinya is morphologically richer than English, thus grammatical functions need not be
coded through structural configuration. Certain grammatical features that are not expressed in English are given as morphological features in Tigrinya. For example, the definite article is not specified for gender, number and case in English, whereas, in Tigrinya, it is specified for such features.

Grammatical functions such as SUBJ and OBJ play a central role in LFG. In the following section, we will briefly review the grammatical function categories that are assumed in LFG.

3.3.3 Grammatical functions

Grammatical functions (GFs) are characterized by abstract internal coherence which is not definable in terms of phrase configurations and semantic roles (Falk 2001:57). For this reason GFs are posited as theoretical primitives in LFG, as their function cannot be derived from theoretical constructs such as phrase structure configuration and semantic roles. Andrews (1985:62) states that grammatical functions such as SUBJ and OBJ are functional relations that a noun phrase possesses by virtue of the role it plays in a sentence. A subject can be coded by different syntactic or morphological expressions in different languages. In English, it is configurationally coded as the specifier of the endocentric clause, i.e. IP, as we noted in section 3.2.2. In Norwegian, the same position, i.e. the specifier, is reserved for topics, and the subject can occupy this position when it coincides with a topic discourse function. Otherwise, if there are other topicalized elements, the subject will occur after the verb since the verb is constrained to appear in second position in the clause. In languages with rich case morphology, such as Latin and Finnish, subject noun phrases and object noun phrases will be identified with different case markers. Consequently, these functions do not need to occur in fixed positions in the clause. Moreover, GFs such as SUBJ and OBJ cannot be defined in terms of semantic roles since these do not bear the same role in the various constructions in which they occur. For example, in English, the subject can assume various semantic roles such as agent, instrumental, recipient, experiencer, theme, etc., or it may not have a semantic role at all, as in the case of a sentence like *It is raining*. LFG assumes the following universal inventory of GFs, in the sense that they are claimed to exist cross-linguistically (Bresnan 2001:96, Dalrymple 2001:9).

\[(108) \text{SUBJ, OBJ, OBJ}_\theta, \text{COMP, XCOMP, OBL}_\theta, \text{ADJ and XADJ}\]

It is beyond the scope of this chapter to discuss each of these grammatical functions in detail. Here we intend only to give a general overview of the GFs that are
significant to our study, i.e. OBJ, OBJ, OBL and ADJ. Moreover, these grammatical functions are discussed in detail in various sections of this thesis. For a discussion of applied objects, obliques and adjuncts the reader is referred to chapters 4, 6, 7 and 8.

The GFs listed in (108) can be cross-classified in various ways. They can be distinguished as governable and non-governable (modifier) functions, as shown in (109).

(109)

The governable functions are ‘relators’ or ‘links’ that connect the c-structure to the a-structure since these are argument functions (a-fns) for which a predicate is subcategorized (Bresnan 2001:9). Modifiers are non-subcategorizable functions as they are not semantically required arguments. In LFG, these are identified as ADJ (adjunct) functions. The governable functions are further classified as terms and non-terms. Terms are also known as core GFs, and they are distinguished from non-terms by certain properties. For example, terms are expressed with nominal phrases and can be marked with nominal case markers such as the nominative and the accusative. Moreover, terms trigger grammatical agreement. In contrast, non-terms lack such grammatical properties.

GFs can also be classified as semantically unrestricted or semantically restricted. OBJ and OBJ reflect the former property, while OBJ and OBL reflect the latter property. The \( \theta \) subscript on these grammatical functions indicates the affinity that these objects have to specific semantic roles. The objects that reflect the restricted property are usually coded with a case marker or a prepositional particle that identifies their specific meaning. For example, some languages assign a dative case to the arguments of certain verbs that are semantically subcategorized for them. Such dative arguments are assumed to be associated with the restricted object function OBJ. Moreover, many languages have distinct prepositions that mark semantic relations such as locative, ablative, allative and instrumental relations. Such prepositional arguments are associated with the family of oblique functions OBL. Semantically unrestricted functions are not tied to a particular semantic role, as they can assume several different semantic roles. As the Tigrinya examples in (110) show, the SUBJ can be associated with an agent (110a), a theme (110b), an experiencer (110c), an instrument (110d), or a recipient (110e), among others.
Like SUBJ, OBJ is also assumed to be unrestricted with respect to semantic roles. For example, in English the OBJ function, also known as the primary object, is associated with a theme/patient semantic role in monotransitive clauses, and with a recipient/beneficiary semantic role in dative-shifted clauses. In Chichewa, OBJ relates to the theme/patient role in monotransitive clauses, and to applied roles such as the beneficiary, locative and instrumental in double object applicative clauses (Bresnan and Moshi 1993). Further discussion on the unrestricted vs. restricted property of objects can be found in chapters 7.5.1 and 8.2.

The object functions OBJ and OBJθ assumed in LFG do not consistently map with the category of objects assumed in traditional grammar. Traditional grammar, as well as Relational Grammar (RG) (discussed in chapter 7.3), employ the direct object (DO) and indirect object (IO) designations to refer to the two objects of double object clauses. The DO is associated with the theme or patient role or the sole object argument of a monotransitive verb, while the indirect object refers to arguments that bear semantic roles such as a recipient or a beneficiary. Thus, the DO and IO classification is based on the object’s alignment to semantic roles rather than to its grammatical function (Kroeger 2004:15); however, these object categories cannot describe objects in all languages. For example, the DO and IO distinction corresponds with OBJ and OBJθ, respectively, in languages such as German (Kroeger 2004:21) and Korean (Müller-Gotama 1994:42), where the semantic distinction between dative and accusative objects is well preserved. However, in languages such as English and Chichewa, the IO description does not correspond to OBJθ, nor the OBJ to DO. In these languages, the recipient/beneficiary arguments in double object clauses assume the OBJ function, whereas the theme semantic role assumes the OBJθ function (Bresnan and Moshi 1990:159).
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Grammatical functions such as COMP, XCOMP and XADJ are identified as clausal functions. These functions cannot be classified as semantically unrestricted or restricted functions since they do not code arguments with participatory roles in the verbal event. Rather, they describe or name events or situations. COMP and XCOMP have a predicate complement function since they are governable functions, but XADJ has a predicate adjunct function since it is a non-governable function. These clausal functions can be classified as either closed or open functions. COMP is a closed function because it has an internal subject, whereas XCOMP and XADJ are open functions since they do not have an internal subject. As these grammatical functions are not directly relevant to the theme of this thesis, we will not elaborate upon them further. For detailed discussion the reader may refer to Dalrymple (2001:24) and Kroeger (2004:266-268).

In the following section, we will discuss another level of grammatical representation in LFG known as discourse structure representation. The type of functions that are considered in discourse representations are called discourse functions. Discourse functions are relevant to this thesis since applicatives are assumed to code a change in discourse construal of the applicatively expressed arguments. Applied objects are perceived to be the discourse prominent arguments in the applicative clause (Nazareth 2007). The discourse function of applied objects will be discussed in chapters 6 and 9.

3.4 Discourse function representation

Discourse functions (DFs) are integrated in two ways in LFG. Commonly, discourse functions such as TOPIC and FOCUS are enclosed in the f-structure (Bresnan and Mchombo 1987, Butt and King 1996, Bresnan 2001, Dalrymple 2001, Falk 2001). Alternatively, some studies have opted for a separate projection called i-structure (information structure) or simply d-structure (discourse structure), for example, King (1997), Choi (1999), Butt and King (2000), among others. In some cases, due to the property sharing characteristics of the functional annotation system, discourse functions may be incorrectly scoped over larger constituents. Such issues necessitate a separate i-structure projection in LFG.

In early LFG the discourse functions TOPIC and FOCUS were regarded as grammaticalized or syntacticized functions. The role these discourse functions play is specifically indicated in syntactic phenomena such as relative clauses, interrogative clauses, extraction constructions and left dislocation. Bresnan and
Mchombo (1987:757) classify TOPIC and FOCUS as non-argument functions, i.e. non-governable functions. Bresnan (2001:98) further partitions GFs along the discourse dimension, as in (111).

(111)

\[
\begin{array}{c}
\text{DFs} \\
\text{TOPIC, FOCUS, SUBJ, OBJ, OBJ, COMP, XCOMP, OBL, ADJ, XADJ}
\end{array}
\]

\[
\begin{array}{c}
\text{non-DFs} \\
\text{non-argument-fns}
\end{array}
\]

DFs are identified as non-argument functions since they are not directly selected by the PRED. They are, however, integrated in the f-structure through the Extended Coherence Condition (ECC) which demands that they are associated with the predicate argument structure of the sentence in which they occur, either by functional equality or anaphoric binding of a grammatical function (Bresnan and Mchombo 1987:746). DFs are handled as f-structure attributes that take the f-structure of another grammatical function as their value (King 1995:216). Notice that the SUBJ is regarded as both a DF and a governable GF. This is to indicate that, in many languages, SUBJ is identified as the default discourse topic. As the order of GFs in (111) shows, DFs are structurally prominent, a fact which is further indicated by topicalization or focus constructions that tend to involve positional fronting.

According to Bresnan and Mchombo (1987), the syntactic role of grammaticalized discourse functions is manifested by the grammatical property they reflect in relative and interrogative clauses. In relative clauses the relative pronoun or relativized constituent is universally associated with the TOPIC function (112a). In interrogative clauses the interrogative pronoun or questioned constituent is universally associated with the FOCUS function (112b). The same constituent cannot bear both TOPIC and FOCUS functions in the same functional or clausal level (112c).

(112)  
a. The man [ whom you saw — ] is my uncle.  
\hspace{1cm} \text{TOPIC OBJ}

b. What [does he want — ]?  
\hspace{1cm} \text{FOCUS OBJ}

c. [It was John [ who Mary liked — ].]  
\hspace{1cm} \text{FOCUS TOPIC OBJ}

As these examples show, in LFG, TOPIC and FOCUS are involved in long-distance dependency phenomena where displaced constituents assume a TOPIC or FOCUS function and are related to grammatical functions by functional correspondence. In this way, a link is created between a grammatical function and a discourse
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function. This is illustrated through the discourse annotation of the c-structure rules in (113).

(113) C-structure annotation of DF

\[
\begin{align*}
\text{CP} & \rightarrow \text{XP} \\
(↑ Q-\text{FOCUS}) &= ↓ \\
(↑ Q-\text{FOCUS}) &= (↑ \{ \text{COMP} | \text{XCOMP} \} * \{ \text{SUBJ} | \text{OBJ} \}) \\
\end{align*}
\]

This annotated rule is used to project the f-structure in (114) for the analysis of the English question clause What does he want?

(114) \[
\begin{array}{c}
\text{PRED} \quad '\text{want}<\text{SUBJ}, \text{OBJ}>' \\
\text{TENSE} \quad \text{pres} \\
\text{Q-FOCUS} \quad \text{PRED} \ '\text{what}' \\
\quad \text{PRED} \ '\text{pro}' \\
\text{SUBJ} \quad \text{NUM} \ \text{sg} \\
\text{OBJ} \quad \text{DEF} \ +
\end{array}
\]

As the annotation of the rule (113) shows, long-distance dependencies are licensed by functional equations such as the outside-in equation (↑ Q-FOCUS)=(↑ OBJ) which identifies the FOCUS discourse function with the OBJ grammatical function.

TOPIC and FOCUS are not only interpreted as grammaticalized discourse functions, but also as having information structure roles. Some clauses code information structure roles without involving a long distance dependency. Information structure roles are viewed as formal expressions of a pragmatically structured proposition in a discourse (Lambrecht 1998:5). Accordingly, TOPIC is the discourse function assumed by a constituent or a grammatical function that corresponds to the presupposition or old information part of the proposition conveyed in a discourse, and FOCUS is a discourse function assumed by a constituent or a grammatical function that corresponds to the assertion or new information part of the proposition.

For example, if we consider that the utterance in (115b) was given as a reply to the question in (115a), the FOCUS part of the discourse is the information update that the hearer gets as a reply to the question.

(115) a. What [does he want ——?] \\
FOCUS \quad OBJ

b. He wants [a book] \\
FOCUS
In the clause (115b) there is no displaced constituent with which the FOCUS element needs to identify functionally or anaphorically, as the Extended Coherence Condition (ECC) would require grammaticalized discourse functions to do. Instead, it is analyzed as FOCUS on the basis of its role as a pragmatic assertion in the proposition conveyed in the discourse. However, DFs can only be regarded as grammaticalized functions when they are associated with some kind of grammatical marking or marked by prosodic means such as stress or accent.

Wh-questions involve a type of focus domain known as argument focus or narrow focus, as in (115a). In argument-focus constructions, the focus element corresponds to a specific argument or participant. When information structure roles scope over specific arguments, then it is not problematic to represent the discourse structure in the f-structure, as pointed out by King (1997). However, she also observes that information structure roles assigned to f-structure heads cannot be properly represented within the f-structure. A discourse function assigned to an f-structure head scopes over all the elements projected by it, thus it becomes impossible, for example, to express that it is only the lexical head that is the focus domain. Let us consider the example in (116).

(116) a. Did she eat the banana?

b. No, she [THREW] it.

If we assume that sentence (116b) is given as a reply to the question in (116a), the verb threw is picked out as the prominent new information.

King (1997) proposes independent f-structure and i-structure projections because phenomena such as contrastive focus on verbs (116b) and focus of a VP (118) results in incorrect scoping of focus to maximal projections, including the argument and the predicate.

(117) Ona [pročítala knigu]
She read book

FOCUS

King (1997) suggests that contrastive focus such as the predicate focus in the Russian sentence (117) should be analyzed in separate f-structure (118b) and i-structure (118c) projections. The FOCUS discourse function is assigned only to the relevant node by annotating it with ($\downarrow$ PRED FN) $\in$ ($\uparrow$ FOCUS). The PRED contains the extension FN which will enable us to refer only to the semantic form

1The word is written in capital letters to mark its intonation as a stressed or accented element.
without instantiating the subcategorized arguments (SUBJ and OBJ) of the predicate (Kaplan and Maxwell 1996:89).

(118) a. I-structure annotation

```
(↓ PRED FN) ∈ (↑, TOP)
    ↓ = I'
        ↓ PRED FN) ∈ (↑, FOCUS) PRED 'read'
            ↓ SUBJ [PRED 'she']
                           ↓ OBJ [PRED 'book']
                     ↓ TOPIC {‘she’}
                          ↓ FOCUS {‘read’}
                             ↓ BACK {‘book’}
```

The f-structure in (118b) contains a separate f-structure for the core semantic form ‘read’ which is the focus domain. The PRED attribute has the extension ‘FN’ to refer to the component of the semantic form as the focus domain. In the i-structure representation (118c), the core meaning of the verb appears as the value of the FOCUS feature.

It is beyond the scope of this thesis to review all the studies that have dealt with discourse structure or i-structure representation in LFG. Here we only aim to give a few examples of the state of the art. The interested reader should consult Butt and King (2000), Choi (1999), King and Zaenen (2004), O’Connor (2006), Asudeh (2004) and Mycock (2006) for further discussion of i-structure and d-structure rep-
representation in LFG.

The kind of information structure roles relevant to our study can be integrated in the f-structure easily. Therefore, in this study we will not consider a separate d-structure projection.

3.5 Summary

This chapter discussed the main tenets of LFG. We presented various levels of representation, such as c-structure, f-structure, a-structure and d-structure. The a-structure and d-structure are commonly represented within the f-structure, even though it is also possible to model them in separate projections. The functional annotation system we illustrated in relation to f-structure and d-structure gives LFG strong grammatical modularity where grammatical information about phrase organization, grammatical functions, predicate-arguments and discourse functions can be modeled as parallel and independent structures which are held together by constraints declared through the annotation system. Most of the points discussed in this chapter will be expanded in subsequent chapters in this thesis.
Part II

Applicative constructions
4.1 Introduction

The term ‘verbos aplicativos’ was used for the first time in 1645 in the grammar of Nahuatl, an Uto-Aztecan language (Carochi s.j. 2001:247). In this work, the term is used to denote verbal suffixes that correspond to object arguments which bear peripheral semantic roles. Later the term was used by Bantu scholars for similar phenomena (Stapleton 1903). Since research on Bantu languages pioneered most studies on applicative constructions within generative linguistic theories such as GB (Baker 1988a,b) and LFG (Bresnan and Moshi 1990, Alsina and Mchombo 1993, Harford 1993), this phenomenon has been recognized as an important property of this language family for a long time. However, recent studies reveal that there are many other languages which employ this phenomenon, some of them even more productively than Bantu languages (Peterson 2007, Polinsky 2005). For instance, applicative constructions are attested in Tukang Basi and Bajau, both Austronesian languages (Donohue 1996, 2001), in more than 20 Salish languages spoken in British Columbia and the northwestern United States (Kiyosawa 2006)), in Hakha Lai, a Sino-Tibetan language (Peterson 2007, 1999), and in Amharic, an Abyssinian (Ethiopian) Semitic language (Amberber 2000, 1996).

In Tigrinya the applicative phenomenon has never been studied in its own right, and there are very few grammar books of the language that even identify the phenomenon. The first book that refers to these constructions is *Grammatica Analitica*...
della Lingua Tigray (Leonessa 1928:104-108) which is perhaps the only book to describe the applicative suffixes in detail. Leonessa identifies two types of pronominal object suffixes which he designates as ‘suffissi di oggetto o di caso diretto’ (suffixes of object or of direct case) and ‘suffissi di oggetto o caso indiretto obliquo’ (suffixes of object or indirect oblique case). His categorization correlates with the object suffix forms that are glossed as OM$_1$ and OM$_2$ in this study. In addition, this work associates these verbal suffixes with recipient, beneficiary and locative semantic roles. Other writers who mention applicative verbal suffixes include Abba Mathewos (1951) and Masson (1994).

Since definitions of applicative constructions reflect the theoretical assumptions of the linguistic framework they are couched in, the term applicative requires some explanation. Here, we would like to present a brief review of some formulations by researchers working within various theoretical frameworks. Comrie (1985:316), working within a syntactic typology and descriptive framework, views the applicative as a verb derivation process which employs explicit and formal marking of verbs to indicate valency change leading to increase and/or rearrangement of objects relative to the valency of the basic non-derived verb form. Some languages employ this formal mechanism more freely than others by allowing wider classes of verbs to host the applicative affix, whereas others may restrict it to certain verb classes. Increase in valency implies adding a new object argument bearing a semantic role that has no correlation to the basic meaning of the verb, while rearrangement involves transforming a semantically bound argument of a verb (i.e. an oblique object) into an argument more closely bound by the verb (i.e a direct object). According to Comrie (1985), in some cases, there is no clear distinction between these two processes, since the applicative process may effect both increase and rearrangement. For example, a semantically peripheral argument (e.g. an adjunct with an instrumental semantic role that can be expressed by a prepositional phrase) can be advanced to a more central object argument leading to both an increase and a rearrangement of valency. He identifies the applicative verbal affixes as prepositional in nature. In fact, he uses the term ‘applicative verb’ interchangeably with ‘prepositional verb’. According to Comrie, these verbs commonly introduce objects that bear a benefactive/maleficiary, recipient, or motion towards, semantic role. He provides examples of applicative constructions from a variety of languages such as German (Indo-European, Germanic), Russian (Indo-European, Slavic), Chukchee (Chukotko-Kamchatkan, Northern Chukotko-Kamchatkan spoken in Russia), Classical Nahuatl (Uto-Aztecan, Aztecan), Wolof (Niger-Congo,
Northen Atlantic) and Swahili and Luganda (both Niger-Congo, Bantu).

Another more theoretically focused characterization of applicative constructions is given by Baker (1988a) in his incorporation analysis within the Government and Binding program. According to Baker (1988a:9), the term applicative refers to a set of closely related GF (grammatical function) permutations that allow obliques, indirect objects and null preposition objects to become objects. Baker argues that the applicative construction can be crosslinguistically analyzed as the incorporation of adpositions, which originally license oblique or adjunct phrases, into the verb stem. The incorporated adpositions may be associated with dative/goal, benefactive/malefactive, instrumental, or locative semantic roles. According to The Uniformity of Theta Assignment Hypothesis (UTAH), the applicative affix that the verb bears is a prepositional marker that case (theta) marks the applied object. The process is identified as a type of head movement (Baker 1988a:229) since the assumption is a prepositional marker which heads a PP moves to adjoin to the head of another category, i.e. the verb. The theoretical implication of this type of analysis will be discussed in Chapter 7.

In LFG, the formation of the applicative verb is viewed as a lexical process. Bresnan and Moshi (1990:48) state that “the applicative construction arises from a derived verb form that introduces a new object argument to the base verb”. This characterization emphasizes the role of the applied predicate which by virtue of the applicative suffix is subcategorized for an applied object. LFG’s treatment of applied objects will be discussed in Chapter 8.

In some definitions of applicative constructions, notions such as ‘peripheral’, ‘adjunct’ and ‘non-subcategorizable’ as opposed to ‘core’ and ‘subcategorizable’ are somehow vaguely used to describe the type of arguments that are implicated in applicative coding. One such definition is given by Peterson (2007:1) as in, “Applicative constructions are a means some languages have for structuring clauses which allow the coding of a thematically peripheral argument or adjunct as a core-object argument”. Since applicative affixes can be associated with arguments that range from subcategorizable to non-subcategorizable, designations such as ‘thematically peripheral’ or ‘non-subcategorizable’ do not adequately describe the aspect of gradience that characterizes semantic arguments. For example, when the applied

---

1Since Baker assumes that every applied object is assigned a semantic role by a preposition, applied objects of intransitive verbs are assumed to have the same deep representation as those which have oblique counterparts even though at a surface level they do not have overt prepositions, and thus they are null.
morpheme assignes core argument status to the recipient of verbs like *give* or the maleficiary/beneficiary of verbs like *die*, the applied arguments involved are not thematically peripheral to the same degree.

The definitions we discussed above mainly emphasize the morphosyntactic aspect of applicative constructions. There are also other studies which highlight the discourse aspect of these constructions (Givón 1983, Rude 1986, Donohue 2001, Peterson 1999, Dalrymple and Nikolaeva 2007). Rude (1986) and Donohue (2001), for instance, argue that alternative expressions of a given semantic role as an oblique or applicative argument is motivated by the discourse salience of the referents. They assume that applicatively expressed arguments have higher discourse salience than their oblique counterparts. Dalrymple and Nikolaeva (2007) follow a similar line of reasoning suggesting an information structure role approach to account for differential coding of objects. They argue that languages can signal information structure roles, i.e. topic and focus, of object arguments through grammatical encoding such as case and pronominal marking. They point out that objects that are preferentially treated for case and pronominal marking indicate higher discourse salience than those which are dispreferred. It is commonly observed that the need to employ an applicative expression is motivated by a variety of semantic and discourse factors. Much research seems to indicate that in most cases the applied object has discourse prominence and the overall result of the action affecting the applied object itself is often highly topical or central in the discourse event (Gerdts and Kiyosawa 2006). The discourse function of applied objects will be elaborated in Chapter 9.

Therefore, we would like to combine these two aspects that characterize applicative constructions in this work. We define the applicative construction as a grammatical expression that morphosyntactically codes an altered construal of an event. The applicative clause involves a verb with an applicative morpheme by virtue of which an object argument which may bear a semantic role such as recipient, goal, beneficiary, maleficiary, instrumental, locative, source, comitative, etc. is subcategorized for, and the resulting applied argument has a greater discourse salience.

In the reminder of this chapter we will describe the applicative phenomenon in detail with data from Tigrinya alongside some parameters that are believed to vary cross-linguistically. In Section 4.2 we will present the morphosyntactic and discourse perspectives through which the applicative operation can be explained. In Section 4.3 we will explore the morphological coding of applied objects. Following that, in Section 4.4 we will outline the semantic roles that can be coded
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applicatively.

4.2 The applicative operation

From a morphosyntactic point of view, the applicative construction is a morphosyntactic process that operates on the argument structure of a verb. In this construction, the verb is marked with an applicative morpheme by virtue of which a new object argument is introduced to the basic argument list of a verb (Peterson 2007, Bresnan and Moshi 1990). The object argument that is introduced in this manner may bear one of a number of semantic roles: recipient, beneficiary, maleficiary, instrumental, locative, goal or source. Example (119) illustrates this process.

(119) a. የናስ ከታ መንሃ-

Yonas.M Obj-Det-3MSg book.Sg PerfS.buy-SM.3MSg-OM1.3MSg

‘Yonas bought the book.’

b. የናስ ከንሳባ መንሃ-

Yonas.M Obj-Saba.F book.Sg PerfS.buy-SM.3MSg-OM2.3FSg

‘Yonas bought Saba a book.’

c. ንዮናስ ከምና መንሃ-

Obj-Yonas stone.Sg Perf.fall-SM.3MSg-OM1.3MSg

‘A stone fell on Yonas.’

In (119a) the verb ግጊዝ ‘he bought’ is subcategorized for agent and theme arguments which are expressed as subject and object, respectively. The subject NP yonas ‘Yonas’ and the definite object NP n-ät-i mäṣḥaf ‘the book’ are marked with the pronominal suffixes -u and -wo on the verb. However, in (119b) the verb carries a different verbal suffix, -la, which corresponds to the object NP ni-saba ‘(for) Saba’ that fills the beneficiary argument. In (119c) the intransitive verb ወዲቑ ግጊስ ‘it fell’, which initially is subcategorized for a theme argument, through the verbal suffix -wo codes the applied object ni-yonas ‘(on) Yonas’ that has a maleficiary semantic role. The applied object is preposed since it corresponds to a semantically prominent argument. As these examples show, in Tigrinya applied objects are coded via verbal suffixes.

Discourse based approaches, on the other hand, emphasize the factors that necessitate the applicative expression. Research indicates that the use of applicative
The applicative phenomenon constructions correlates with a number of semantic and discourse oriented factors (Rude 1986, Givón 1976, 1978, Donohue 2001). Discourse-prominent referents routinely co-occur with certain semantic classes of nouns, i.e. with animate, pronominal, definite, specific, identifiable, etc. referents rather than with inanimate, non-pronominal, indefinite, non-specific, non-identifiable ones. In some languages this differentiation is overtly indicated through obligatory case or and pronominal marking of objects that rank high in these semantic features. In Tigrinya only definite/specific objects trigger case and pronominal marking, as in (120).

(120) a. ይናስ ይናስ ያስ ከሂቡ።
Yonas.M Yonas.M to-poor-Pl money PerfS.give-SM.3MSg
‘Yonas gave money to (the) poor.’

b. ይናስ ይናስ ያስ ከሂቡዎ።
Yonas.M Yonas.M Obj-Det-3MSg money to-poor-Pl
‘Yonas gave the money to (the) poor.’

c. ይናስ ይናስ ያስ ከሂቡዎም።
Yonas.M Yonas.M Obj-Det-3MPl money PerfS.give-SM.3MSg-OM1.3MPl
‘Yonas gave money to the poor people.’

d. ይናስ ይናስ ያስ ከሂቡዎም።
Yonas.M Yonas.M Obj-Det-3MSg money Obj-Det-3MPl poor-Pl
‘Yonas gave the money to the poor people.’

The examples in (120) involve a ditransitive verb which is subcategorized for two object arguments bearing theme and recipient semantic roles. In (120a) the verb does not bear any object suffix since both objects are indefinite. The marker $n$- functions both as a nominal case marker when it codes definite theme objects, as in $n$-at-i gänzäb ‘the money’ (120b), and as a prepositional marker which is semantically linked to recipient and beneficiary arguments regardless of whether they are definite, as in $n$-at-om dika-tat ‘to the poor people’, or not, as in $n$-diša-tat ‘to (the) poor’. In (120b) the verb bears an object suffix that corresponds to the definite theme object $n$-at-i gänzäb ‘the money’, whereas in (120c) the object suffix corresponds to the definite recipient object $n$-at-om diša-tat ‘the poor people’. The
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theme and the recipient objects are coded with the same object suffix. The verb can accommodate only one object marker at a time. Thus, in situations where both objects are definite, the object that is perceived as central to the event/discourse is prioritized for pronominal marking. Since information questions, i.e. wh-questions, are a good basis for analyzing discourse structures (Lambrecht 1998:283), we employ this technique in order to illustrate the discourse motivation of applicatives (121).

(121) a. ይናስ ገንዘብ የሁstrtotime ያሸባት እንታይ ሲቡዎም?  
    yonas n-ii-t-om dika-tat ?intay hib-u-wom  
    Yonas.M Obj-Det-3MPI poor-Pl what PerfS.give-SM.3MSg-OM1.3MPI  
    ‘What did Yonas give to the poor?'

b. ገንዘብ የሁstrtotime ከለም ያሸባት እንታይ ሲቡዎም።  
    gänzäb hib-u-wom  
    money.Sg PerfS.give-SM.3MSg-OM1.3MPI  
    ‘He gave them money.’

The speaker in (121a) assumes that the addressee is familiar with the subject referent ‘Yonas’ and the recipient object referent ‘the poor’ both introduced as definite and identifiable, i.e. as topics. According to Lambrecht (1998) subject referents tend to constitute primary topics, whereas object referents that are worthy of being cast as topics tend to constitute secondary topics. The verb in (121a) carries a verbal suffix for the definite recipient object. The wh-expression ?intay ‘what’ evokes the filler of the missing argument, thus since the referent is unfamiliar to the speaker, it constitutes the focus domain of the discourse. The reply to this question (121b) carries over the previously established pragmatic context. The fact that both the subject and the recipient object referents are not overtly realized as full noun phrases indicates that these are discourse-old referents, and thus are anaphorically expressed through verbal affixes. In this discourse context, the recipient object is cast as a secondary topic, while the theme object represents new information expressed as a full NP and therefore cannot be pronominally indexed on the verb. On the other hand, if we change the discourse context, as in (122) we notice a different grammatical encoding of the discourse referents.

(122) a. ይናስ ገንዘብ የሁstrtotime ያሸባት ከለም ያሸባት እንታይ ሲቡዎም?  
    yonas n-ii-i gänzäb n-män  
    Yonas.M Obj-Det-3MSg money.Sg to-who  
    PerfS.give-SM.3MSg-OM1.3MSg  
    ‘To whom did Yonas give the money?’
In (122a) the subject and the theme object are topical since both have definite and identifiable referents. The controller of the verbal suffix corresponds to the topical theme object n-ät-i gänzäb ‘the money’. The wh-expression n-män ‘to whom’ evokes the missing argument, and thus constitutes the focus domain of the discourse which in (122b) is supplied with the expression of the recipient. Therefore, in Tigrinya, object verbal suffixes can only be associated with topical arguments, whereas object arguments that do not control object verbal suffixes constitute the foci domain of the discourse.

Discourse oriented approaches point out that applicative and the oblique expressions have different pragmatic functions. Donohue (2001:218) argues that the reason for choosing an applicative expression of a semantic role when a language has an option for coding that same semantic argument with an oblique phrase is motivated by discourse. The applicative codes higher discourse salience than the oblique expression of an argument. As we saw in examples (121) and (122) the recipient argument that controls a verbal suffix (121b) is more prominent in discourse than the one which does not (122b). We will further illustrate this point by giving two discourse situations in (123).

(123)  a. Discourse context: Yonas is told by his mother to place the book that he was reading on the bookshelf, but he instead puts it on a table. His brother reports this as follows.

    እድ! ይኖስ ክት መጽሕፉ ከል።
    ታናል ሁማሽል ያክ ነጉምላ
    ከል። ይ thùን ከል።
    ከል። ይ麾።

    ይስስ ከል። ከል። መጽሓፍ በል።
    ከል። ተስስ ከል።
    ከል። ይ麾።

    ይስስ ከል። ይ麾።
    ይስስ ከል። ከል። መጽሓፍ በል።
    ከል። ይ麾።

    ይስስ ከል። ይ麾።
    ይስስ ከል። ከል። መጽሓፍ በል።
    ከል። ይ麾።

    ይስስ ከል። ይ麾።
    ይስስ ከል። ከል። መጽሓፍ በል።
    ከል። ይ麾።

    ይስስ ከል። ይ麾።
    ይስስ ከል። ከል። መጽሓፍ በል።
    ከል። ይ麾።

    ይስስ ከል። ይ麾

b. Discourse context: Yonas’ mother has cleared the table to set it for dinner, but Yonas had not noticed this, and thus he puts a book on it. His brother reports this to their mother.

     እድ! ይኖስ ክት መጽሕፉ ከል።
    ታናል ሁማሽል ያክ ነጉምላ
    ከል። ይ麾።

    ይስስ ከል። ይ麾።
    ይስስ ከል። ከል። መጽሓፍ በል።
    ከል። ይ麾።

    ይስስ ከል። ይ麾።
    ይስስ ከል። ከል። መጽሓፍ በል።
    ከል። ይ麾።

    ይስስ ከል። ይ麾።
    ይስስ ከል። ከል። መጽሓፍ በል።
    ከል። ይ麾።

    ይስስ ከል። ይ麾።
    ይስስ ከል። ከል። መጽmüşፀ በል።
    ከል። ይ麾።

    ‘Mother! Yonas placed the book on a table.’

    ‘Mother! Yonas placed a book on the table.’
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In example (123a) the object pronominal suffix -wa corresponds to the argument that bears the theme semantic role, māṣihaf ‘book’, and the argument that bears the locative role, tawla ‘table’, is realized as an oblique phrase marked by the locative preposition ʔab ‘on’. In this discourse, the book has pragmatic salience since it is an identifiable and definite object; whereas the locative argument ‘table’ is less important in the discourse. It is one of the possible locations in the house where Yonas could have placed the book, in contrast to the bookshelf where the book was supposed to be placed. Its mention increases the addressee’s knowledge about where the book is placed. However, since it is not central to the event describe in the discourse, it is not coded as an applicative object. On the other hand, in the second discourse (123b) the locative argument has greater pragmatic salience which makes it worthy to be coded as an applied object. The verbal suffix -lu agrees with this locative argument which is also expressed in the nominal phrase with the objective case maker ni- instead of the oblique locative preposition ʔab ‘on’. The indefinite theme object has focus status in this discourse. An applied object that is highly topical in the discourse event may be cast as a core argument through the applicative morpheme. Therefore, an applicative construction can be viewed as a topicalization construction similar to passivization and relativization where only core arguments have more access to. We will discuss this topic further in Chapter (9).

4.3 Applicative coding

By definition, applicative constructions are signaled by verbal affixes in all languages that employ the phenomenon. In fact, this is the main property that distinguishes an applicative operation from other strategies that bring about double object construction; for example, the dative-shifted construction. Languages differ in the number and the grammatical category of the applicative markers. Some languages use a default applicative morpheme to code a variety of semantic roles. For example, most Bantu languages use a single applicative marker for various semantic roles. The realization of the marker may vary slightly within this class: -i, -il and -ir, which can vary depending on vowel harmony, are the most common markers of applicatives in Bantu languages. These are used in Swahili, Kichaga, Ndendeule, Bukusu, Chichewa and Chishona to code a set of semantic roles such as goal, beneficiary, maleficiary, instrumental, locative, motive, purpose, direction, etc. (Baker 1988a, Bresnan and Moshi 1990, Alsina and Mchombo 1993, Harford
Kinyarwanda, in contrast, codes certain semantic roles with distinct applicative markers. The affixes -ho and -mo are used to code locative and instrumental applicatives, respectively, while -er marks a set of semantic roles such as a recipient, goal, beneficiary and maleficiary. Some languages use even more detailed applicative markers which correlate to adpositions that obliquely mark the corresponding semantic roles. In these languages the applicative markers and prepositions are homophonous forms. Two extreme instances of these are Hakha Lai, a Tibeto-Burman language and Abaza, a Northwest Caucasian Language. Hakha Lai, for example, uses -piak for benefactive/malefactive, -tseʔm for additional benefactive, -pi for comitative, -hnoʔ for malefactive/allative, -kaʔn for prioritive, -taak for relinquitive and -naak for instrumental (Peterson 2007).

Some languages allow multiple applied objects. In this case an applied verb hosts multiple applicative morphemes for each applied object. Some of the well known languages that allow multiple applied objects are Abaza, a Northwest Caucasian language (O’Herin 2001), Kinyarwanda, Kichaga and Kikuyu which are Bantu languages (Ngonyani and Githinji 2006), Koyraboro Senni, a Nilo-Saharan language (Heath 1999) and Tukang Besi, an Austronesian language (Donohue 2001, Peterson 2007). In the next section (4.3), we will describe the coding of applied objects in Tigrinya.

Tigrinya has two verbal suffix forms that are associated with applied objects. These are glossed OM1 and OM2 in this work. In the following group of examples, OM1 codes a base object of a transitive verb (124a), a recipient object of a ditransitive verb (124b) and an applied object of an intransitive verb (124c).

(124)

a. ለናስ ይ እ ኩ ሰ እሬኔ አ ካ ከሬሽኔ ይ እ

Yonas,M Obj-Det-3MSg book    PerfS.buy-SM.3MSg-OM1.3MSg

‘Yonas bought the book.’

b. ለናስ ይ እ እ ሰ እ እ ካ ከሬሽኔ ይ እ

Yonas,M Obj-Det-3MSg book    Obj-Saba,F PerfS.give-SM.3MSg-OM1.3FSg

‘Yonas gave Saba the book.’

c. ለናስ ይ ና ና ካ ከሬሽኔ ይ እ

Yonas,M Obj-Saba,F PerfS.run-SM.3MSg-OM1.3FSg

‘Yonas ran after/chased Saba.’

In example (124a) the verb bears the simple form object suffix -wo to code the definite base object mäṣḥäf ‘book’. Indefinite objects are not marked with a
pronominal suffix however, as was mentioned earlier in connection with (119a). Example (124b) illustrates that the simple form also codes recipient/goal objects in double object constructions which result from ditransitive verbs. When OM1 is attached to ditransitive verbs, it can ambiguously code either the base object or the goal object. In (124c) the intransitive verb полнение ‘he ran’, in its basic form, has an agent role as its sole argument. However, when OM1 is applied to it, the applied verb form codes an object argument with a maleficiary/affectee role which corresponds to the NP ni-saba ‘Saba’ in example (124c).

Tigrinya uses the same pronominal morphemes as subject and object verbal suffixes. The subject and the object verbal suffixes are identified by their order in the verb stem. The subject suffix comes before the object suffix. For example, in ӓziʔ- na-ka ‘we bought you’ -na marks the subject and -ka marks the object, and they have first person plural and second person masculine singular agreement values, respectively. However, when the order is reversed as in ӓziʔ-ka-na ‘you bought us’, -ka and -na mark the subject and the object, respectively. In some phonological contexts the combination of the subject and the object agreement morphemes causes the OM1 form to vary. In Tigrinya neither vowel sequences nor consonant clusters are allowed, and an obligatory consonant or semivowel onset is required for the formation of a valid syllabic structure. When an object pronominal marker that begins with a vowel is placed after a subject pronominal marker which ends with a vowel, an epenthetic marker emerges which serves as a syllabic boundary (Tesfay 2002:45). The following Table 4.1 lists the possible forms of OM1 that can occur with the perfective-factual (traditionally called gerundive) verb forms.

<table>
<thead>
<tr>
<th>ӓziʔ-‘bought’</th>
<th>Object</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject</td>
<td>3MSg</td>
</tr>
<tr>
<td>3MSg</td>
<td>u</td>
</tr>
<tr>
<td>3FSg</td>
<td>a</td>
</tr>
<tr>
<td>3MPI</td>
<td>om</td>
</tr>
<tr>
<td>3FPI</td>
<td>an</td>
</tr>
<tr>
<td>2MSg</td>
<td>ka</td>
</tr>
<tr>
<td>2FSg</td>
<td>kʰi</td>
</tr>
<tr>
<td>2MPI</td>
<td>kum</td>
</tr>
<tr>
<td>2FPI</td>
<td>kɨn</td>
</tr>
<tr>
<td>1Sg</td>
<td>a</td>
</tr>
<tr>
<td>1Pl</td>
<td>na</td>
</tr>
</tbody>
</table>

Table 4.1: OM1 of Perfective-factual verb

As is shown in 4.1, -w in ӓziʔ-u-wa and -y in ӓziʔ-ka-ya emerge as phonological boundaries to separate the vowel sequences u-a and a-a, respectively.

The second form, glossed here as OM2, is formed out of the prepositional par-
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ticle -li and the agreement morphemes. For example, -la in gäziʔ-u-la is composed of the prepositional clitic -li and -a, the feminine third person singular agreement morpheme. In Ge‘ez and Amharic, and in some dialects of Tigrinya, -li is used as a dative case marker or as an indirect object preposition. However, in standard Eritrean Tigrinya it does not exist as an independent preposition, it is only found as a formative of the OM₂ verbal suffix. When OM₂ is applied on transitive or ditransitive verbs, it can code a beneficiary, maleficiary, locative or instrumental semantic role, and when it is applied to intransitive verbs it codes a beneficiary semantic role, as is shown in (125).

(125) a. እቲ DET-3MSg ላማበር book

   ከት-ነናት-ስaba OBJ-Saba.F

   ይንስላይላ። ‘The teacher placed a book on the desk.’

b. ይነስ yonas OBJ-Saba.F

   ጌይዉላ። ‘Yonas ran for Saba.’

In example (125a) -lu corresponds to the object NP näti sädä ‘the desk’ which fills the locative argument, but in (125b) it agrees with the object NP ni-saba ‘Saba’ which bears a beneficiary semantic role. With OM₂ the phonological situation discussed above does not occur. Since the marker -li occurs between the subject and object suffixes, it serves as a boundary marker. Table 4.2 illustrates the repertoire of the different possible combinations of the subject and object suffixes for the perfective-factual verb forms.

<table>
<thead>
<tr>
<th>Subject</th>
<th>1Sg</th>
<th>1Pl</th>
<th>2Sg</th>
<th>2Pl</th>
<th>3Sg</th>
<th>3Pl</th>
<th>3MPl</th>
<th>3FPl</th>
<th>2MPl</th>
<th>2FPl</th>
<th>1FSg</th>
<th>2FSg</th>
<th>3FSg</th>
<th>3MPl</th>
<th>3FPl</th>
<th>2MPl</th>
<th>2FPl</th>
</tr>
</thead>
<tbody>
<tr>
<td>3MSg</td>
<td>u</td>
<td>lu</td>
<td>la</td>
<td>lom</td>
<td>län</td>
<td>lka</td>
<td>lki</td>
<td>lkum</td>
<td>lkɨn</td>
<td>läy</td>
<td>lna</td>
<td>a-lu</td>
<td>a-la</td>
<td>a-lom</td>
<td>a-län</td>
<td>a-lkum</td>
<td>a-lkɨn</td>
</tr>
<tr>
<td>3FSg</td>
<td>a</td>
<td>ti-lu</td>
<td>ti-la</td>
<td>ti-lom</td>
<td>ti-län</td>
<td>ti-lka</td>
<td>ti-lki</td>
<td>ti-lkum</td>
<td>ti-lkɨn</td>
<td>ti-läy</td>
<td>ti-lna</td>
<td>a-lu</td>
<td>a-la</td>
<td>a-lom</td>
<td>a-län</td>
<td>a-lkum</td>
<td>a-lkɨn</td>
</tr>
<tr>
<td>3MPl</td>
<td>om</td>
<td>lu</td>
<td>la</td>
<td>lom</td>
<td>län</td>
<td>r-lka</td>
<td>r-lki</td>
<td>r-lkum</td>
<td>r-lkɨn</td>
<td>r-läy</td>
<td>lna</td>
<td>a-lu</td>
<td>a-la</td>
<td>a-lom</td>
<td>a-län</td>
<td>a-lkum</td>
<td>a-lkɨn</td>
</tr>
<tr>
<td>3FFPl</td>
<td>än</td>
<td>a-lu</td>
<td>a-la</td>
<td>a-lom</td>
<td>a-län</td>
<td>a-lka</td>
<td>a-lki</td>
<td>a-lkum</td>
<td>a-lkɨn</td>
<td>a-läy</td>
<td>a-lna</td>
<td>a-lu</td>
<td>a-la</td>
<td>a-lom</td>
<td>a-län</td>
<td>a-lkum</td>
<td>a-lkɨn</td>
</tr>
<tr>
<td>2MSg</td>
<td>ka</td>
<td>lu</td>
<td>la</td>
<td>lom</td>
<td>län</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>lna</td>
<td>a-lu</td>
<td>a-la</td>
<td>a-lom</td>
<td>a-län</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2FSg</td>
<td>ki/lu</td>
<td>lu</td>
<td>la</td>
<td>lom</td>
<td>län</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>lna</td>
<td>a-lu</td>
<td>a-la</td>
<td>a-lom</td>
<td>a-län</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2MPl</td>
<td>kum</td>
<td>lu</td>
<td>la</td>
<td>lom</td>
<td>län</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>lna</td>
<td>a-lu</td>
<td>a-la</td>
<td>a-lom</td>
<td>a-län</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1Sg</td>
<td>á</td>
<td>lu</td>
<td>la</td>
<td>lom</td>
<td>län</td>
<td>lka</td>
<td>lki</td>
<td>lkum</td>
<td>lkin</td>
<td>-</td>
<td>-</td>
<td>a-lu</td>
<td>a-la</td>
<td>a-lom</td>
<td>a-län</td>
<td>a-lkum</td>
<td>a-lkɨn</td>
</tr>
<tr>
<td>1Pl</td>
<td>na</td>
<td>lu</td>
<td>la</td>
<td>lom</td>
<td>län</td>
<td>lka</td>
<td>lki</td>
<td>lkum</td>
<td>lkin</td>
<td>-</td>
<td>-</td>
<td>a-lu</td>
<td>a-la</td>
<td>a-lom</td>
<td>a-län</td>
<td>a-lkum</td>
<td>a-lkɨn</td>
</tr>
</tbody>
</table>

Table 4.2: OM₂ of Perfective-factual verb
4.3. APPLICATIVE CODING

In the examples discussed above, the two types of object markers, OM₁ and OM₂, seem to semantically distinguish between event internal and event external objects. For example, the semantic difference between recipient and beneficiary objects is overtly reflected by the way in which they are morphologically coded. Recipients give the notion of an end point for the transfer of an object between two individuals. Thus, they are internal to the event denoted by the verb. Beneficiaries, on the other hand, denote a relation between an event and an individual external to the event. This distinction can also be extended to applied objects of intransitive verbs which usually use OM₁ and OM₂ to code the semantic roles affectee/goal contrasted with beneficiary/locative, respectively. Let us consider example (126).

(126) a. **Affectee object argument**

\[
\begin{align*}
\text{yonas-M Obj-Det-3FSg chair.Sg sit PerfS.be-SM.3MSg-OM} & \\
\text{‘Yonas sat (on) the chair.’}
\end{align*}
\]

b. **Locative object argument**

\[
\begin{align*}
\text{yonas-M Obj-Det-3FSg chair.Sg sit PerfS.be-SM.3MSg-OM} & \\
\text{‘Yonas sat on the chair.’}
\end{align*}
\]

In example (126a) the object is perceived as being affected by the event, that is to say, the chair sustains the weight of the sitter. In example (126b), on the other hand, the object argument has a locative role and is understood as a location where the sitter is situated without giving any information on its involvement in the event.

In some languages, the applicative verbal suffixes code both the semantic role of the argument and its agreement value. However, in other languages, the applicative marker codes only the semantic role of the argument without specifying its agreement values. These differences may have significant bearing on the grammar of applicatives.

In addition to verbal suffixes, definite base and applied objects are coded with a case marker. Definite base objects as in example (124a) bear an obligatory case marker \( \text{nɨ} \), whereas indefinite base objects are unmarked. Applied object NPs are also marked with the same marker \( \text{nɨ} \), as can be seen from examples (126a) and (126b). Thus, since Tigrinya does not have distinct case markers that distinguish between different object functions, the conventional name ‘objective case’ will be used to identify the \( \text{nɨ} \) marker, and it will be glossed as ‘Obj’ in this work.
4.4 Applied semantic roles

Languages differ as to the number and types of semantic roles they allow in their applicative constructions. Some of the semantic roles that are attested cross-linguistically in applicative constructions are: recipient, benefactive, malefactive, goal, locative, directional, allative, ablative, source, comitative, prioritive, relinquitive, reason, purpose, stimulus, experiencer, circumstantial, possessor, etc. The list may be longer or shorter depending on how one wants to distinguish all the particular semantic roles that a verb may assign, or it may contain general labels which subsume various semantic roles with shared semantic properties.

In principle, an applied object may bear any semantic role other than that of theme/patient and agent roles. The most cross-linguistically attested applied semantic roles tend to be those of beneficiary and recipient/goal, followed by locative and instrumental semantic roles (Kiyosawa 2006, Polinsky 2005). According to a survey conducted by Peterson (2007, 1999) using a sample of fifty languages, a significant number of languages employ a comitative role. Applied comitative constructions seem to be even more frequent than the dative/goal applied semantic role, as is shown in Table 4.3.

<table>
<thead>
<tr>
<th></th>
<th>ben</th>
<th>com</th>
<th>dat/goal</th>
<th>inst</th>
<th>loc</th>
<th>mal</th>
<th>all</th>
<th>circ</th>
<th>abl</th>
</tr>
</thead>
<tbody>
<tr>
<td>freq.</td>
<td>41</td>
<td>27</td>
<td>22</td>
<td>22</td>
<td>18</td>
<td>13</td>
<td>13</td>
<td>9</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 4.3: Frequency of occurrence of various semantic roles according to Peterson (2007:247)

However, some languages reflect anomalies with respect to certain semantic roles. As Kiyosawa (2006:327) points out, instrumental, comitative and source applicatives are not common in Salish languages. For example, out of the twenty-seven Salish languages she investigated, only one language, Bella Coola, contains instrumental applicatives, although instrumental applicatives appear to be very common elsewhere.

Even though frequency surveys such as the one given in Table 4.3 can be informative in terms of which semantic roles are cross-linguistically attested, they should not be used as accurate figures to derive a cross-linguistic ranking of applicative semantic roles. Owing to the fact that the data for such surveys come from secondary sources (which is the case for the surveys by Peterson (1999, 2007) and Polinsky (2005)), it is difficult to ensure comparability of the applicative semantic roles outlined for each language in these sources. In addition, there is no agreement
among linguists on the number and type of semantic roles for a given language, let alone for the world’s languages. Kiyosawa (2006) points out that the frequency of the circumstantial semantic role might be skewed up in Peterson’s survey because the circumstantial role be may be employed as a cover term for reason and stimulus semantic roles as well. According to Kiyosawa (2006:328) what Donohue (1994:416) identifies as a circumstantial semantic role in Tukang Besi is properly understood as a reason semantic role, as is shown in (127).

(127) No-mate-ako te buti 3REALIS-die-Appl CORE fall
‘They died in a fall.’

There is also a tendency to include semantic roles such as recipient, ablative, allative or source under general labels such as beneficiary, maleficiary, goal or locative semantic roles. In fact, it is cross-linguistically observed that many languages employ polysemous applicative morphemes for a set of semantic roles that share certain properties. For example, in Hakha Lai a polysemous applicative marker -?a?i is used to mark the following semantic roles: beneficiary, maleficiary, locative, allative and ablative (Peterson 2007:41). In addition, the beneficiary -tse’im, comitative -pii, prioritive -ka’n, relinquitive -taak and instrumental -naak semantic roles are coded by distinct markers. Another language, Nomatsiguenga, an Arawakan language spoken in Peru, contains distinct markers, -ne- for beneficiary, -mo- for locative and -te- for allative applied objects (Peterson 2007:42). Languages that employ distinct applicative markers for individual semantic roles exhibit less semantic ambiguity. Nomatsiguenga exhibits less semantic ambiguity than Hakha Lai. When a language employs a polysemous applicative morpheme, a specific reading of a distinct semantic role is foregrounded through the use of specific contexts and events. For example, the allative reading may emerge more evidently with verbs such as carry, bring, take, transport, etc., and the goal reading may be more apparent with verbs that express a spatial or temporal path such as reach, arrive, come, go, run, walk, etc.

Another interesting issue is the overlap of semantic roles, i.e. an argument filling more than one role simultaneously. Some of the semantic overlap seems quite reasonable. For example, in Tigrinya the applied object of the verb fall as in (119c) can have both locative/goal and maleficiary/afffectee readings. However, some overlap cases fail to conform to a traditional categorization of semantic roles. For example, an additional beneficiary (glossed as -ADD BEN in (128a)) in Hakha Lai (Peterson 2007:41) and a possessor beneficiary/maleficiary in Okanagan (Gerds
The applicative phenomenon and Kiyosawa (2005:53) can be expressed with a single applicative morpheme, as in (128).

(128)  

a. **Hakha Lai**

    thǐŋ ʔa-ka-laak-tseʔm  
    wood 3Sg.S-1Sg.O-carry-ADD BEN  
    ‘He carried wood for me (in addition to carrying wood for himself).’

b. **Okanagan**

    Mary ʔác-l-t-s iʔ  ttẃit iʔ  kðwáp-s  
    Mary tie-POS-TR-3ERG ART boy ART horse-3POSS  
    ‘Mary tied the boy’s horse (for him).’

In (128a) the additional beneficiary applicative implies that both the applied object and the subject benefit from the event denoted by the verb, and the applied object in (128b), in addition to being a possessor, is also perceived as an implied beneficiary. In the following sections we aim to explore the semantic roles of applied objects in Tigrinya. Applicative constructions in Tigrinya allow for the coding of recipient, beneficiary, maleficiary, goal, source, locative, instrumental, path, experiencer and possessor semantic roles. An applied expression with a comitative semantic role, however, is not commonly attested, except for a few verbs, such as tä-sämam ‘he agreed’, tä-wäʔaʔalä ‘he contracted’ and tä-ḥababärä ‘he cooperated’, that morphologically mark an associative function on the verb. Otherwise, comitative semantic roles are incompatible with applicative expressions. For example, the comitative argument in clauses such as *He weeded his field with his friend* cannot be expressed applicatively in Tigrinya. The reading of a semantic role depends on the form of the applicative affix, the semantics of the base verb and the context of use. Semantic properties of the base and applied verbs will be discussed further in Chapter 5. In this section we will only focus on the types of semantic roles that can be expressed applicatively in Tigrinya.

### 4.4.1 Recipient

In Tigrinya there is a small number of verbs that can be characterized as prototypical ditransitives since the recipient object of these verbs is coded in the same way as the theme, and they exhibit syntactic properties that are characteristic of theme objects. We characterize the recipient arguments of these verbs as implicated or affected objects. Typically an affected or implicated applied object has a recipient or goal/locative semantic role reading (affected locatives are discussed in section 4.4.3). Implicated recipient objects are coded with the suffix OM₁, which is also
employed for coding definite theme objects in monotransitive clauses. Verbs such as habä ‘he gave’, የስወልለ ‘he distributed’, የሆላቀት ‘he handed’, የላ቗ ‘he lent’, የስቻለ ‘he paid’, የካስትለ ‘he shared/divided’, የቁለ ‘he rented out’, የናገሮ ‘he told’, የስለ ‘he taught’, የከተ ‘he asked’ and የሆስበ ‘he directed/he informed’ are typical examples of this class. The examples in (129) illustrate applicative constructions that involve some of these verbs.

(129) implicated recipients

a. እቲ እርከን ከት-ት ከት-ት ከት-ት ከት-ት ከት-ት
?it-i እርከን stay n-ት-ት ከት-ት ከት-ት ከት-ት ከት-ት
Det-3MSg farmer.Sg Obj-Det-3FPl cattle grass

hib-u-wän
PerfS.give-SM.3MSg-OM₁, 3FPl

‘The farmer gave the cattle grass.’

b. እቲ መምህር ከት-ት ከት-ት ከት-ታ ከት-ት ከት-ት ከት-ት
?it-i መምህር stay n-ት-ት ከት-ት ከት-ት ከት-ት ከት-ት ከት-�ន
Det-3MSg teacher.Sg Obj-Det-3FPl student-Pl book-Pl

 ventil-u-wän
PerfS.distribute-SM.3MSg-OM₁, 3FPl

‘The teacher distributed books to the (female) students.’

c. እቲ ከከት ከት-ት ከት-ት ከት-ት ከት-ት ከት-ት ከት-ት
?it-i ከከት stay n-ት-ት ከት-ት ከት-ት ከት-ት ከት-ት ከት-ት
Det-3MSg man.Sg Obj-Det-3MPI worker-Pl salary-POSS.3MPI

käfil-u-wän
PerfS.paySM.3FSg-OM₁, 3MPI

‘The man paid the workers their salary.’

In these examples, the object NPs ከት-ት ‘cattle’ in (129a), መምህር-ቁ ‘students’ in (129b) and የስራትታ ‘workers’ in (129c), which have a recipient argument reading, are coded with OM₁. The recipient objects of such ditransitive verbs are perceived as fully involved participants in the event described by the verbs, and this information is inherently lexicalized within the core meaning of these verbs.

4.4.2 Beneficiary, maleficiary and goal

There is also a class of ditransitive verbs that code the recipient/beneficiary argument as an incidental/unaffected object. Incidental recipient objects are indexed on the verb through the suffix OM₂, and they lack some of the basic syntactic properties that a core object of a monotransitive clause exhibits. Verbs such as ወፋያወ着实
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‘he donated/offered’, ṭabārkātā ‘he presented’, mällāsā ‘he answered’, sāyātā ‘he sold’, sūdādā ‘he sent’, māllāsā ‘he sent back/returned’, wāsādā ‘he took’ may either code the recipient object with OM₂ or the theme object with OM₁. The applied objects coded by this suffix (OM₂) may be ambiguously associated with a variety of semantic roles such as those of recipient, goal, beneficiary, maleficiary or a source semantic role, as the examples in (130) show.

(130) a. recipient or beneficiary

<table>
<thead>
<tr>
<th>verb</th>
<th>noun</th>
<th>noun</th>
<th>noun</th>
<th>noun</th>
</tr>
</thead>
<tbody>
<tr>
<td>DET-3MSg</td>
<td>OBJ-Det-3FSg</td>
<td>girl</td>
<td>chicken</td>
<td></td>
</tr>
<tr>
<td>PerfS.donate-SM.3MSg-OM₂.3FSg</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

‘The man donated a chicken to/for the girl.’

b. goal, beneficiary or maleficiary

<table>
<thead>
<tr>
<th>verb</th>
<th>noun</th>
<th>noun</th>
<th>noun</th>
<th>noun</th>
</tr>
</thead>
<tbody>
<tr>
<td>DET-3MSg</td>
<td>OBJ-Det-3FSg</td>
<td>woman</td>
<td>chicken</td>
<td></td>
</tr>
<tr>
<td>PerfS.sell-SM.3MSg-OM₂.3FSg</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

‘The man sold a chicken to/for/on the woman.’

c. goal, source, beneficiary or maleficiary

<table>
<thead>
<tr>
<th>verb</th>
<th>noun</th>
<th>noun</th>
<th>noun</th>
<th>noun</th>
</tr>
</thead>
<tbody>
<tr>
<td>DET-3MSg</td>
<td>OBJ-Det-3FSg</td>
<td>girl</td>
<td>book-Poss.3FSg</td>
<td></td>
</tr>
<tr>
<td>PerfS.take-SM.3MSg-OM₂.3FSg</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

‘The man took the girl her book/took her book away from the girl/took her book from the girl/took her book for her.’

d. goal or beneficiary

<table>
<thead>
<tr>
<th>verb</th>
<th>noun</th>
<th>noun</th>
<th>noun</th>
</tr>
</thead>
<tbody>
<tr>
<td>DET-3MSg</td>
<td>OBJ-mother.FSg-Poss.3MSg</td>
<td>letter</td>
<td></td>
</tr>
<tr>
<td>PerfS.send-SM.3MSg-OM₂.3FSg</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

‘The boy sent a letter to/for his mother.’

In (130a), the -la suffix corresponds to the applied object NP n-āt-a ǧʷala’ ‘the girl’ which may ambiguously bear a recipient or a beneficiary semantic role. The
event depicted by the verb wäfäyä ‘he donated’ involves primarily an interaction which involves a donor and a donation, and an incidental recipient. In contrast to the implicated/affected recipient argument of the Tigrinya verb wihu-wo ‘he give him’, the involvement of the recipient argument in the wäfiyu-lu ‘he donated for him’ event is marginal. This semantic difference is morphologically indicated by the use of the two types of object suffix, OM₁ and OM₂, in coding the recipient objects of the two types of ditransitive verbs. In addition, the verb wäfäyä ‘he donated’ allows a beneficiary applied object reading since its meaning depicts a positive intention, and as a result there is no maleficiary reading of the applied object. As this example shows, the semantic role restriction follows from lexical property of the verb. In (130b), the applied object may have a goal, beneficiary or maleficiary reading. In Tigrinya the participant that plays the role of a buyer in the selling transaction is best identified as a goal argument. The fact that this role can also be expressed alternatively through an oblique phrase which is coded by the allative preposition nab ‘to’, which is distinct from the dative preposition ni- ‘to’, suggests that the recipient role should be distinguished from the goal semantic role. The semantics of the verb sāyātā ‘he sold’ can also admit beneficiary and maleficiary semantic roles. Thus, the applied object in this example may bear a goal semantic role, the participant to whom the därha ‘chicken’ is sold, a beneficiary semantic role, the participant who would benefit from the selling of the chicken, or a maleficiary to whose detriment the chicken is sold. In (130c) the lexical meaning of the verb wisādā ‘he took’, in addition to the theme argument, may express a goal argument, as in ‘he took (something) to’, or a source argument, as in ‘take (something) from’. Moreover, a beneficiary reading can be retrieved from the former sense, and a maleficiary reading from the latter. The specific reading of ambiguously coded semantic roles may be deciphered from the pragmatic context. For example, the possessive pronominal maker on māshaf-a ‘her book’ specifies that the book belongs to the referent of the applied object. Based on our pragmatic understanding, i.e. ‘taking away a belonging from someone is disadvantageous to the owner’, we perceive the applied object as a maleficiary argument. In (130d) the reading of a goal applied object is contained within the lexical meaning of the verb. In addition, the verb may also allow beneficiary and maleficiary semantic role readings. However, since receiving a letter from one’s own son is normally considered more of a benefit rather than a disadvantage, the beneficiary reading is more evident than the maleficiary reading. As examples (130a, 130b and 130d) show, we also need to appeal to world knowledge in order to get a specific reading of a semantic role. This suggests that
the markers OM₁ and OM₂ do not encode a specific reading of an applied semantic role, and thus the markers are underspecified for the various applied semantic roles (e.g. beneficiary, goal, maleficiary, source, etc.).

4.4.3 Locative

Tigrinya can also express a locative role applicatively. A locative applied role can arise either as an inherently lexicalized argument of a verb or as a semantically peripheral argument. For instance, the verbs säqälä ‘he hung’ and däqäšä ‘he slept’ can both host the verbal suffix OM₂ for an applicative locative role. In the case of the former verb the presence of a locative argument is inherently lexicalized in the meaning of the verb, whereas in the latter verb it is not. The applicative expression of the locative semantic role can also be conveyed by OM₁. A locative argument that is marked by OM₁ registers an affectedness meaning. In this sense, the location stands in some central relation to the event described by the verb, as is illustrated in (131).

(131)  a. እቲ እሬሆን። ሳንት-ስ的概念 እምNib. እን የмеча እን። እን የmática እን። የмеча እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን። እን=”

2The verb kof ?ilu ‘he sat down’ belongs to a type of verbs known as composite verbs (Hetzron 1972, Appleyard 2001). A composite verb consists of two elements: an uninflected ideophone that constitutes the lexical meaning of the composite verb and an inflected invariant verb derived from the verb biihälä ‘he said’, but it can also acquire different meanings such as ‘be’, ‘do’, or ‘make’, depending on the meaning of the ideophone that it co-occurs with. Ideophones depict sensory events by imitating the sound or the movement of objects, or by describing their posture or configuration. They are not nouns, verbs or adverbs. They are classified as an independent word class. The verbal function is performed via the verb biihälä ‘he said’ which has inflectional potential. In kof ?ilu ‘he sat down’, the ideophonic word kof depicts the sitting posture, whereas the verb ?ilu which literally means ‘he said’ serves as a morphosyntactic unit that codes inflectional information such as tense-aspect and agreement, without contributing to the lexical meaning of the composite expression.
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The farmer climbed the rock. The farmer climbed using (with) the rock.

‘The teacher put/placed a book on the desk.’

‘The farmer hid a plough in the cave.’

In example (131a) and (131b) kof ‘he sat down’ and säfarä ‘it nested on’ may host either OM₁ or OM₂ for an affected and unaffected locative applied object, respectively. In contrast, the verb dāyābā ‘he climbed’ in (131c) can only encode an affected locative/goal object through the suffix OM₁. The suffix OM₂ cannot express an unaffected locative applied object reading, but can express an instrumental reading. This seems to be due to the telic property of the verb dāyābā ‘he climbed’. According to Hopper and Thompson (1980) telicity reflects a higher degree of transitivity and affectedness. In addition, the affected applied object reading yielded by this verb seem to be due to the unergative property of the verb. The referent of the applied object is directly affected by the action of an agent participant. Like the patient arguments of monotransitive verbs, referents of applied objects of unergative verbs are directly affected by the action of the agent argument. In this example, the climber walks on the rock from the bottom to the top, thus the rock sustains the momentum of walking. However, the locative applied arguments of the verbs ?anbärã ‘he placed/put down’ (131d) and ḥab?-ā ‘he hid something’ (131e) are perceived as incidentally affected applied objects. When there is minimum contact or interaction between the agent and the locative argument, the locative argument is perceived as an unaffected applied object and is coded with the suffix OM₂. In these examples, the agent argument does not act directly upon the locative argument since it is the referent of theme argument that is acted upon; however, the referent of the locative argument is indirectly effected by the action. The desk in (131d) and cave (131e)
The applicative phenomenon are portrayed as mere locations that carry or contain the referent of the theme object without coding any information concerning the interaction of the locative and theme referents.

Depending on the semantics of the base verb a locative argument can acquire different types of affectedness. In the examples (132) the locative arguments of the verbs ści’anä ‘he loaded’, zerǐ ‘he sowed/planted’, läkāyā ‘he smeared/painted’ and mālǐ ‘he filled’ are perceived as affected objects on the basis of different kinds of semantic relations.

(132) a. እቲ -ት እሬክሮታይ ከ ከำኝ ሓኔዎ።
?it-i ኣጭስተሠ n-āt-a ?adgi saʾri
Det-3MSg farmer Obj-Det-3FSg donkey hay

‘The farmer loaded the donkey with hay.’

b. እቲ -ት እሬክሮታይ ከ ነገር ዓምባ
?it-i ኣጭስተሠ n-āt-a girat mašāla
Det-3MSg farmer Obj-Det-3FSg field millet

‘The farmer sowed the field with millet.’

c. እቲ -ት እሬክሮታይ ከ ከጆ አስራ
?it-i ኣጭስተሠ n-āt-i māndāq እስብ
Det-3MSg farmer Obj-Det-3MSg wall colour/paint

‘The farmer painted the wall with paint.’

d. እቲ -ት እሬክሮታይ ከ ያስ ከላቕ
?it-i ኣጭስተሠ n-āt-i dānhā saʾri
Det-3MSg farmer Obj-Det-3MSg barn hay

‘The farmer filled the barn with hay.’

e. ነቲ ከ ከጆ ከ ያስ ከጆ ከ ከጆ
n-āt-i ኣጭስ እስብ ሓኔዎ።
Obj-Det-3MSg house person PerfS.enter-SM.3MSg-OM1.3MSg

‘A person entered the house.’

In (132a) the suffix OM1 -wa corresponds to the applied object NP n-āt-a ?adgi ‘the donkey’. The verb ści’anä ‘he loaded’ is not an alternating verb in Tigrinya, un-
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Like its English equivalent it can permit an oblique alternation only for the locative argument ṭadgi ‘the donkey’, but not for the theme argument. However, the theme argument ṣā’rī ‘hay’ can only be expressed as a nominal object. The affectedness sense is not related to the animacy feature of the referent that fills the locative argument slot, since referents that can function either as a mode of transportation or a piece of furniture on which objects may be placed can serve as arguments and are coded with the suffix OM₁. With the verb ṣā’anā ‘he loaded’, the applied locative object is understood as an affected object since it has to sustain the load. The locative argument of the verb zārī ‘he sowed/planted’ in (132b) is understood as an affected applied object because here the farmer does not just spread the seeds over the ground, but rather acts upon both the field and the seeds. Thus, this sense of affectedness involves assumptions such as the soil being turned over and the seeds being buried underneath it. Similarly, in (132c) the locative argument mànāq ‘wall’ is perceived as as an implicated participant since the process of painting the wall involves applying paint by stroking the wall with an instrument, the wall being soaked with the paint, and the paint being absorbed by the wall. The affectedness nuance in (132d) and (132e) is evoked as part of the lexicalized meaning of the verbs mālī ‘he filled’ and ṭatāwā ‘he entered’ which conveys the information that the locative argument contains the theme object fully. The verb mālī ‘he filled’ also implies that the container comes to be pervaded or is occupied by the referent of the theme object. In contrast, verbs such as zārāwā ‘he scattered’, nāṣāgā ‘he sprayed/sprinkled’, kāʾāwā ‘he spilled’ and ṭaʾirāgā ‘he poured’ lexicalize a minimum engagement or interaction between the agent and the locative participant and between the theme and the locative participants, and thus these verbs do not mark the locative argument as an affected applied object. Thus, their applicative locative objects are coded by OM₂.

4.4.4 Instrumental and path

The applied object is also underspecified for the instrumental reading. Like locative applied objects, instrumental applied objects can be coded by either the suffix OM₁ or OM₂ to express different affectedness readings. The OM₂ suffix yields an instrumental reading when it is applied to verbs that in their lexical meaning entail the presence of an instrument or a tool. For example, the use of the suffix with verbs such ḥarrāsā ‘he plowed’, kūʾāratā ‘he dug’, qūʾārāsā ‘he cut’, ḥasāyā ‘he shaved’, ḥarrādā ‘he knifed/murdered/slashed’, ḥarāmā ‘he hit’ and wāqī ‘he pricked/punctured/injected’ will express the instrumental applied object reading, as
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in (133).

(133) a. ኣቦይ ከእና ከለትል ከላእ ከአር ከሮጥ
abo-y n-ţa mahiräsa ክንን-t-a yassärtä yamäät
father-Poss.1Sg Obj-DetProx-3FSg plough ProxPro-3FSg ten year

‘My father plowed with this very plough for ten years.’

b. (ን)እታ (ን)ንይ ሰላለ ሰላለ ከእና ከለትል ከላእ ከአር ከሮጥ
(ni)-ţit-a nay ŋabbay-u mälašä çišim-u
Obj-Det-3FSg of grandmother-Poss.3MSg razor beard-Poss.3MSg

‘He shaved his beard with his grandmother’s razor.’

The suffix OM₂ in (133a) and (133b) corresponds to the instrumental applied objects mahiräsa ‘plough’ and mälašä ‘razor’. The affected object suffix OM₁ is used with verbs that lexicalize a path semantic role as a sub-sense of the instrumental semantic role reading. In Tigrinya instrument and path arguments are coded with the same preposition – bi – in the oblique expression. The two concepts are unified in the wide semantic sense of ‘a means to accomplish something’. Like with the instrumental applied argument, the path applied object can also be coded through OM₁ or OM₂. For example, with the verb እላቸው ‘he passed’ the suffix OM₂ is used when the applied object is understood as a mere passage or path (134a), and OM₁ is used when the applied object is understood as an affected object, as in (134b).

(134) a. ከእና ከለትል ከላእ ከአር ከሮጥ
n-ţa mängäddi timäi makäyin
Obj-DetProx-3FSg road yesterday cars

‘Cars passed by/through this road yesterday.’

b. ከማከና ከላእ ከአር ከሮጥ
numašä numäšä
halif-ţ-an-ala näyr-ţ-an
Perf-pass-SM.3FPl-OM₂.3FSg Past.be-SM.3FPl
‘Yonas passed/dropped by us yesterday.’

In (134a) the suffix OM₂ codes a path semantic role which is interpreted as an extended course or direction over which something moves. In (134b) OM₁ is perceived as a stopping point on the course or path that one passes by leaving it behind.
The affectedness reading results from the notion of telicity, since the affected path is understood as a completed course, a point that is completely covered.

The verb gàzʔä ‘he bought’ can code an instrumental argument with either OM₁ or OM₂, and the resulting applied objects are semantically distinct, as in (135).

\[(135) \quad \begin{align*}
\text{a. } & \text{nä-t-i gänzäb mäšhaf gàziʔ-u-ğu} \\
& \text{Obj-Det-3MSg money book.Sg Perf.buy-SM.3MSg-OM}_2.3MSg \\
& \text{‘He bought a book with the money.’} \\
\text{b. } & \text{nä-t-i gänzäb mäšhaf gàziʔ-u-wo} \\
& \text{Obj-Det-3MSg money book.Sg Perf.buy-SM.3MSg-OM}_1.3MSg \\
& \text{‘He bought a book with the money.’}
\end{align*}\]

In sentence (135a) the use of the suffix OM₂ denotes that the applied object is used as a mere device in the transaction of buying without giving any appraisal of its engagement or affectedness. The applied object in this clause can also have a partitive interpretation which lexicalizes the meaning that only some of the money is used in the transaction. In contrast, the applied object in (135b) is understood as an affected object in the sense that every single penny is spent in the transaction. This meaning is coded via OM₁.

4.4.5 Source

Source applied objects can also yield different affectedness readings based on the form of the object suffix. For example, the verbs sāʁaqä ‘he stole/robbed’ can host OM₁ for a directly affected applied object, or OM₂ for a partly or incidentally affected applied object, as in (136a).

\[(136) \quad \begin{align*}
\text{a. } & \text{nä-t-i gänzäb Außerdem girl Det-3MSg man Obj-Det-3FSg girl money} \\
& \text{gʷal q ayray n-át-a säřiq-u-wa} \\
& \text{Obj-Det-3FSg money Det-3MSg man PerfS.steal/rob-SM.3MSg-OM}_1 \\
& \text{‘The man robbed the girl of money.’} \\
\text{b. } & \text{nä-t-i gänzäb Außerdem girl Det-3MSg man Obj-Det-3FSg girl money} \\
& \text{gʷal q ayray n-át-a säřiq-u-la} \\
& \text{Obj-Det-3FSg money Det-3MSg man PerfS.steal/rob-SM.3MSg-OM}_2.3FSg \\
& \text{‘The man stole money from the woman.’}
\end{align*}\]
The two applied object readings expressed via OM₁ and OM₂ can be compared to the different semantic role readings lexicalized by the verb rob and steal in English. The former verb lexicalizes the person that their property is taken away from, the maleficiary, as the primary affected argument, whereas the latter verb lexicalizes the property that is taken away, the theme, as the primary affected argument. Similarly, in (136a) the verb expresses a completely affected source applied object reading with OM₁. The person who is robbed is perceived as being directly affected by the action described in the verb. In contrast, in (136b) the verb expresses a partially affected source applied object with OM₂. The incidentally or partly affected objects is understood as a mere source argument from whom money is taken.

4.4.6 Experiencer

Experiencer applied objects result from certain classes of psych verbs which are subcategorized for an experiencer argument with the object suffix OM₁. Accounting for experiencer applied objects is not a straightforward task. Below we identify three types of applicative clauses based on the type of semantic role reading of the initial argument of these psych verbs.

**Type 1:** These clauses involve psych verbs that are initially subcategorized for a subject and an applied object. The subject is interpreted as a non-referential or an external/implicit causer. The applied object corresponds to an experiencer argument role. Psych verbs which exhibit this behavior include: čänäqä ‘it stressed’, ḥarbätä ‘it has become tough to’, sägämä ‘it inconvenienced’, sāgärä ‘it troubled’, ṣaćälä ‘it worried’, gärämä ‘it amazed’, ṭıyamä ‘it pleased’ and dänäcqä ‘it astonished’. Example (137) illustrates this type.

(137) a. ሐን እን እን እን

？anä ṣägir-ä

Pro.1Sg PerfS.trouble-SM.1Sg

‘I am troubled.’

b. ከታት/* القادµቈ ሐን እን

kunätat/qolYa ṣägir-u-ni

situation/*baby PerfS.trouble-SM.3MSg-OM₁.1Sg

‘The situation/*baby troubled me.’

c. ሐን እን እን እን

？anäni-ʃay ṣägir-u-ni

Pro.1Sg/Obj-Pro.1Sg PerfS.trouble-SM.3MSg-OM₁.1Sg

‘I am in trouble./Lit. It troubled me.’
The initial argument cannot be associated with an animate referent to express an experiencer reading (137a). It cannot also be associated with an animate explicit referent to express a causer reading (137b). Thus, animate referents such as ‘baby’ can only be coded as external causers with an overt causer morpheme, as in እድል-ሆ ‘he caused trouble’, and the subject suffix -u associates with the external causer. The subject is regarded as some sort of implicit ‘cause’, an entity that triggers certain psychological discomfort such as life situations, the weather or environmental conditions. In addition, the verb requires an object suffix to code an applied experiencer argument in order for it be a wellformed predicate (137c). Since the experiencer is the most salient and semantically prominent argument, the objective case becomes optional with experiencer applied objects.

**Type 2**: These psych verbs are ordinary intransitive verbs that are subcategorized for a subject argument which bears a theme semantic role. These verbs may get an experiencer argument through the verbal suffix OM₁. Examples of these verbs include: ሕማ ‘it became quiet’, አትን ‘it became ugly/bad/unpleasant’, ከለ ‘it became bitter/hot(spicy), ከሠ ‘it has become hot’, ሕካላ ‘it became bad/unpleasant’, ችሶል ‘it froze’.

(138) a. እዚ P1 zi kätäma sämmiy-u
DetProx-3MSg city PerfS.quieten-SM.3MSg
‘This city became quiet.’

b. እቲ P1 t-i gäza/*qol’a sämmiy-u
Det-3MSg house/baby PerfS.become=quiet-SM.3MSg
‘The house/*baby became quiet.’

c. እስ/ስጋ P1 sämmiy-u-ni
(Pro.1Sg/Obj-Pro.1Sg) PerfS.quieten-SM.3MSg-OM₁,1Sg
‘I feel lonely./ Lit. It quietened to me.’

Example (138a) is an intransitive clause. The subject suffix codes a theme semantic role which corresponds to the subject nominal ይዝǐ kätäma ‘this (M) city’. Type 2 verbs select subjects that denote inanimate entities such as locations (house, street, town, etc.). Thus, animate subjects such as ትት qol’a ‘the (M) baby’ cannot be selected by this verb, and consequently the subject argument cannot be interpreted as an experiencer (138b). In (138c), the subject suffix is understood to code an assumed cause of the experience that the referent of the applied object undergoes, and the object suffix codes an experiencer applied argument. The objective
The applicative phenomenon case is optional as with applied objects of Type 1 psych verbs.

**Type 3**: These psych verbs result from regular intransitive verbs that are subcategorized for an experiencer subject. However, when the experiencer argument is coded as an applied object through the suffix OM₁, the subject suffix codes a non-referential subject that has a third person masculine singular agreement feature. Verbs that exhibit this behavior include: እምሆ ‘he has become hungry’, እም ‘he has become thirsty’, እም ‘he has become tired’ and እም ‘he has become cold’. This type of experiencer object construction is illustrated in (139).

(139) a. ኣነ እም-።
Pro.1Sg PerfS.hungry-SM.1Sg
‘I am hungry.’

b. ኣነ/ንዓይ እም-።
Pro.1Sg/Obj-Pro.1Sg PerfS.hungry-SM.3MSg-OM.1Sg
‘I am hungry./ Lit. It hungered me.’

The experiencer argument of this verb is coded as a subject in (139a). In contrast, in (139b) the experiencer argument is coded as an applied object via the suffix OM₁, while the subject suffix in the applied predicate codes a non-referential subject. The subject of this applicative clause is understood to be a psychological state or circumstance that the experiencer applied objects undergoes.

The syntactic category of the experiencer argument and the argument-hood of the assumed ‘argument’ which is coded through the subject suffix have been the center of a long-standing debate in various studies that deal with psych verb constructions. Some suggest that the argument coded with the subject suffix be regarded as some sort of ‘cause’ semantic role which is also known as emotional weather (Pesetsky 1995:109). According to Pesetsky (1995) emotions like surprise, annoyance, and amusement have qualities similar to the weather, in that they affect the individual’s perceptions and actions globally. Thus, he says that the “proximate cause of both weather and emotions can be viewed as a force of nature, beyond the conscious control of the individual” (Pesetsky 1995:111). Commonly, the subject does occur overtly in the clause due to the fact that the filler of the cause argument belongs to semantic domains such as mental, emotional, physical or environmental conditions which are perceived as obvious to the listener, and the meaning of the psych verb itself is suggestive of the causes which Amberber (2005:310) terms as the ‘bona fide’ arguments of the predicate. Amberber considers Amharic experiencer arguments that result from these types of verbs as having quirky subject
properties, i.e. as non-canonically coded subjects. It is not clear how he accounts for experiencer subjects, though, since he argues that they are topics. Following Jackendoff (1990), Amberber (2005:311) proposes the Lexical Conceptual Structure $x$ causes $y$ to be $P$ (e.g. be worried, stressed) to represent Amharic psych verbs. Amharic and Tigrinya verbs code an experiencer argument in a similar fashion, as in (140).

(140) a. Amharic (Amberber 2005:304)

\[
\text{አስቴር(ን)} \text{ Aspect} \text{ Perf.} \text{ Aster/(Acc) Perf.worry-SM.3MSg-OM}_1.3FSg
\]

'Aster is worried./ Lit. It worried Aster.'

b. Tigrinya

\[
(ን) \text{አስቴር} \text{ PerfS.become=tense-SM.3MSg-OM}_1.3FSg
\]

'Aster is stressed/worried./ Lit. It has become tense to Aster.'

c. Tigrinya

\[
*(ን) \text{አስቴር} \text{ PerfS.(become-tense)-SM.3FSg}
\]

'Aster is worried/stressed./ Lit. It has become tense to Aster.'

The Amharic verb ይጡን። and the Tigrinya verb ይጧን።, which mean ‘it has become tense’, are etymologically related. They also encode the same kind of arguments which are morphologically coded in the same manner in both languages: the object verbal suffix corresponds to the experiencer/causee argument and the subject suffix marks the implicitly hinted theme/cause argument. The preposed object NPs are optionally marked with objective case -n1. In Amharic -ni functions only as an accusative case marker and appears as as suffix, whereas in Tigrinya ni-functions as both an accusative and dative case marker and appears as a prefix. The OM1 is obligatory in both languages. As example (140c) shows, if the object suffix is omitted, the clause becomes ungrammatical.

Experiencer applicative clauses with overt causer subjects are characterized by OSV word order (141).

(141) a. Amharic

\[
\text{አስቴር(ን)} \text{ PerfCaus } \text{ Aster/PerfCausPain-SM.3MSg-OM}_1.3FSg
\]

'Aster her tooth is paining her.'
The applicative phenomenon

The experiencer argument is a preposed topic applied object. The OSV word order that characterizes applicative constructions with experiencer objects is also common with applicative constructions that result from intransitive verbs. In experiencer object constructions the preposed object NPs are optionally marked with the objective case marker n₁-, a property that is also exhibited by applied object NPs of intransitive verbs (142a). This suggests that the preposed applied objects are topics. The verbal suffix that corresponds to the applied object is obligatory since an applied object can only be subcategorized by virtue of the object suffix.

(142) a. ኩታ ከለማታት ከአን-
    (n-)jāt-a sābāyti kālbi moyt-u-wa.
    (Obj-Det-3FSg woman dog PerfS.die-SM.3MSG-OM₁.3FSg
    ‘A dog died on the woman.’

b. ኦሬ-
    (n-jāz-a) sābāyti šāmmy-u-wa.
    (Obj-DetProx-3FSg woman PerfS.quieten-SM.3MSG-OM₁.3FSg
    ‘This woman feels lonely. /Lit. It quietened to this woman.’

Both the intransitive applicative (142a) and the experiencer applicative construction (141) exhibit OSV word order, and the objective case marker ni- is optional for both the maleficiary and the experiencer NPs. Moreover, the verb cannot code a maleficiary or an experiencer argument unless they are marked by the suffix OM₁. A similar coding property is also exhibited by predicates that code an experiencer/maleficiary argument metaphorically. Let us consider the following sentences in (143), for example.

(143) a. ካሆ ከለማታት ከአን-
    (ʔanā/ni-yay) እስጫ-
    (Pro.1Sg/Obj-Pro.1Sg spirit-Poss.1Sg PerfS.blacken-SM.3MSG-OM₁.1Sg
    ‘I am tired/exhausted./ Lit. My conscience/spirit blackened on me.’

b. ካሆ ከለማ-
    (ʔanā/ni-yay) ኦሶ-
    (Pro.1Sg/Obj-Pro.1Sg) patience-Poss.1Sg PerfS.narrow-SM.3MSG-OM₁.1Sg
    ‘I am stressed/suffocated./Lit. My patience narrowed on me.’

c. ካሆ ከለማ-
    (ʔanā/ni-yay) እ-
    (Pro.1Sg/Obj-Pro.1Sg) blood-Poss.1Sg PerfS.boil-SM.3FSg-OM₁.1Sg
    ‘I am angry./Lit. My blood boiled in/inside me.’
4.4. APPLIED SEMANTIC ROLES

4.4.7 Possessor

We assume that the derivation of a possessive expression is also an applicative phenomenon. The possessor expression is derived by applying the suffix OM₁ to the locative copula. The derivation of possessive expressions from existential copula is a widely observed phenomenon (Heine 1997). Let us first consider the coding of the locative as an oblique argument in a copula construction (144).

\[(144) \]
\[\begin{align*}
\text{a. } & \text{h} & \text{t} & \text{a} \text{b} & \text{t} & \text{a} & \text{w} & \text{la} & \text{a} & \text{l} & \text{a} & \text{h} & \text{a} & \text{u} & \text{u} & \text{n} & \text{i} & \text{a} \\
& \text{?i-t-i} & \text{m} & \text{a} & \text{h} & \text{a} & \text{f} & \text{a} & \text{b} & \text{a} & \text{w} & \text{la} & \text{a} & \text{b} & \text{a} & \text{l} & \text{o} & \text{a} & \text{h} & \text{a} & \text{u} & \text{u} & \text{n} & \text{i} & \text{a} & \text{n} & \text{a} & \text{u} & \text{u} & \text{n} \\
& \text{book} & \text{with} & \text{table} & \text{exist-SM.3SG} & \text{exist-SM.3SG} \\
& \text{The book is on the table.}
\end{align*}\]

\[\begin{align*}
\text{b. } & \text{h} & \text{t} & \text{a} & \text{b} & \text{t} & \text{a} & \text{w} & \text{la} & \text{a} & \text{h} & \text{a} & \text{u} & \text{u} & \text{n} & \text{i} & \text{a} \\
& \text{?i-t-i} & \text{g} & \text{a} & \text{z} & \text{a} & \text{a} & \text{b} & \text{a} & \text{l} & \text{o} & \text{a} & \text{b} & \text{a} & \text{l} & \text{o} & \text{a} & \text{h} & \text{a} & \text{u} & \text{u} & \text{n} & \text{i} & \text{a} & \text{n} & \text{a} & \text{u} & \text{u} & \text{n} \\
& \text{house} & \text{person} & \text{exist-SM.3SG} & \text{exist-SM.3SG} \\
& \text{There exists a person in that house./ Lit. In that house exists a person.}
\end{align*}\]

In (144a) and (144b) the locative (existential) copula verb takes a locative complement. The canonical position of the oblique locative is after the subject in the SOV word order as in the first example. However, the oblique locative can also be topicalized (144b). The copula verbs in these examples cannot bear OM₁, since the locative arguments are obliques.
In the applicative expression the locative copula codes the possessee subject through a verbal suffix, and the possessor through the object verbal suffix. The possessive expression is normally coded by OSV word order, as in (145).

(145)  

a. (ን)እታ (Obj-)Det-3FSg house  

   እ tai  

   ኤሌው።  

   pres.exist-SM.3FSg-P 

   ‘The house has people./ Lit. (In) the house exists a person.’

b. (ን)ሳባ (Obj-)Saba 

   ንእንታ (Obj-)Det-3FSg person  

   ከእንታ (Obj-)Det-3FSg house  

   እ tai  

   ኤሌው።  

   pres.exist-SM.3FSg-P 

   ‘She has a kind brother./ Lit. A kind brother exists for her.’

c. (ን)ሳባ (Obj-)Saba 

   ንእንታ (Obj-)Det-3FSg person  

   ከእንታ (Obj-)Det-3FSg house  

   እ tai  

   ኤሌው።  

   pres.exist-SM.3FSg-P 

   ‘Saba has many brothers./ Lit. Many brothers exist for Saba.’

The object suffix -wa in (145a) is associated with a locative argument. The inanimate referent ‘house’ can also be perceived as an abstract possessor. However, since the applied objects in (145b) and (145c) have human referents, they are interpreted as possessors. The subject suffix varies according to the agreement values of the possessee, for example, the marker -o coincides with the singular masculine subject ከእንታ ‘brother’ (145b), and -wu with the plural masculine subject ከእንታ ‘brothers’ (145c). These agreement patterns show that the subject suffix cannot be analyzed as an impersonal or an expletive subject marker. Moreover, the possessor NPs bear an optional case marker n. The objective case marker in these constructions is optional since the applied object is preposed to the topic position, which is canonically a subject position. As subjects are unmarked for case, the preposed applied objects resemble subjects by involving an unbound case marker. The applied object is the most topical element in possessive expressions. The possessee is constrained to be indefinite. Since possessors are semantically prominent and are more discourse salient than possessees, they function as topics in these constructions.

4.5 Conclusion

In this chapter, we have described how applicative expressions are coded with some cross-linguistic examples and with extensive examples from Tigrinya. The applicative operation is viewed as a morphosyntactic coding of an altered discourse...
4.5. CONCLUSION

Languages that employ the applicative construction are observed to employ applicative morphemes that range from polysemous to monosemous, reflecting one-to-many or one-to-one correspondence with the semantic arguments they code. Tigrinya uses two types of object suffixes, OM₁ and OM₂, which are underspecified for various applied semantic roles. The Tigrinya applicative data consistently shows that the two object markers, OM₁ and OM₂, are associated with affected/implicated and unaffected/unimplicated applied objects, respectively.
CHAPTER 5

Transitivity in applicative clauses

5.1 Introduction

Transitivity is considered as one of the important parameters along which languages vary in their applicative constructions (Polinsky 2005, Peterson 1999). It is often used as a definitional property of the applicative operation. Another term that is related to transitivity, and which is also often used in the definition of the applicative, is valency.\footnote{Valence is another term for valency. According to Matthews (2007) the term valency is a translation from French and valence is a translation from German.} Originally, valency is a chemistry term which refers to the capacity of an atom or group of atoms to combine in specific proportions with other atoms or groups of atoms. Its metaphorical use in linguistics is credited to the French linguist Lucien Tesnière who employed the term to refer to the capacity of a verb to combine with distinct arguments or valents (Crystal 1985). Thus, valency pertains to the number of arguments that a verb can control (Kulikov et al. 2006, Van Valin 2001, Dixon and Aikhenvald 2000). According to Van Valin (2001:92) arguments of a verb can be described in terms of syntactic and semantic valency. Syntactic valency refers to the core grammatical functions, i.e subjects and objects (described in terms of direct and indirect or primary and secondary notions), whereas semantic valency refers to the semantic roles that are specified in the argument structure of a verb. Since semantic arguments can be expressed by non-core grammatical functions, the number of semantic arguments need not be the same as the number of syntactic
functions. For example, the verb ‘give’ controls three semantic arguments, as an agent, a theme and a recipient, as well two or three syntactic arguments, depending on how the recipient semantic role is expressed, as core or oblique object.

Often the applicative operation, along with the causative, is described as a ‘valency-increasing’ or ‘transitivity-encoding’ device (Comrie 1985, Dixon and Aikhenvald 2000, Dixon and Vogel 2004). However, even though transitivity and valency coincide in describing some aspects of the applicative operation, since there are certain grammatical properties of the applicative operation that concern transitivity alone, care should be taken in using these terms to define the applicative operation. According to the distinction made by Van Valin (2001), the applicative operation increases the syntactic rather than the semantic valency of a verb. Moreover, a semantic role that is associated with an applied object may not even be a semantic argument of the base verb that the applied verb is derived from. The non-controlled semantic role becomes a syntactic argument of a verb when the verb bears an applicative morpheme for it. Therefore, the applicative operation can be characterized best as a syntactic valency-increasing device.

Similarly, transitivity involves complex grammatical phenomena, one of which is the disposition of a verb for allowing core object arguments. It is worthwhile to mention some of these complexities in order to clarify the significance of transitivity for applicative constructions. According to Traski (1999:322) transitivity denotes the kind of activity or process expressed by a sentence, the number of participants involved and the manner in which they are involved. Transitivity is also viewed as a grammatical feature with discourse-determined properties (Hopper and Thompson 1980). Along these lines, Næss (2007) defines transitivity as a type of grammatical relationship that encodes the distinctness of participants in a situation described by the clause. According to her view, a clause that involves a definite/individuated object encodes higher transitivity than a clause with an indefinite/unindividuated object since an action that is directed towards distinct/individuated objects is effectively carried over to completion and affects that distinct participant fully. The fact that languages employ special markers for distinct (individuated/definite) object functions reflects that morphosyntactic marking is more sensitive to transitivity than to the presence or absence of a second or third participant (Hopper and Thompson 1980:254). This approach goes beyond the traditional concept that views transitivity as a specific valency pattern of the root verb, i.e. the transitivity of the base verb without any valency-changing affixes (Payne 1985). The remainder of this chapter will explore the relevance of transitivity to
5.2. Transitive vs. intransitive clauses

Transitivity is customarily viewed as a type of syntactic configuration that correlates to a cluster of semantic properties in a given language (Kibort 2008). Verbs are categorized as intransitive, transitive or ditransitive based on the number of object arguments (0, 1 or 2) they code. This type of characterization mainly emphasizes the inherent transitivity property of verb roots. Clauses are also classified as intransitive, transitive or ditransitive based on the verb type they involve. For example, Dixon and Aikhenvald (2000:3) identify two types of universal clauses – transitive and intransitive, based on the type of predicates they contain. In their view, intransitive refers to a property of a verb with a single core argument that has an intransitive subject function (S), while transitive refers to a property of a verb with two core arguments which have a transitive subject function (A) and a transitive object function (O). In addition, both clause types can have a plain or extended subtype depending on whether a language allows an extended intransitive or transitive object (E), an object function with a special argument status. This is illustrated in the following synopsis (146) (Dixon and Aikhenvald 2000).

(146) **Clause type transitivity**

(a) intransitive  S  
(b) extended intransitive  S  E  
(c) transitive  A  O  
(d) extended transitive  A  O  E  

Dixon and Aikhenvald (2000:3) use A to code a subject whose referent is a volitional entity which can initiate and control an activity, and O to code an object whose referent is affected by the activity performed by the referent of the A function. However, S refers to the single argument of intransitive verbs without making reference to the semantic properties of the referent of S. E, which means ‘extension to core’, refers to the object that bears a recipient or beneficiary role, or an object that bears the dative case.

Here A and E are partially specified on semantic grounds. That is, E is described as a function that can bear a beneficiary or a recipient role regardless of how it is syntactically expressed, i.e. as a core object or an oblique. Dixon and Aikhenvald
(2000) derive marking schemes that sketch the various ways these functions may appear in languages. For example, languages may reflect varied coding behavior such as dative-shift, applicative or oblique to express the extended transitive (146d). In Kinyarwanda O and E show the same coding and syntactic properties, thus we can say that the referents of both objects are equally affected by the activity, whereas an applied object that results from a peripheral role (e.g. locative or instrumental) is coded differently than O, and its referent is not affected to the same extent as the referent of O. Chichewa presents a puzzling scheme since applied objects assume properties of O, while the original O (with the patient/theme semantic role) loses its transitivity or its primary object property. A classification such as the one in (146) would not adequately capture the different degrees of transitivity that applied objects reflect cross-linguistically.

The characterization of the applicative process as a transitivizing process does not encompass the various transitivity effects that applicative morphemes produce cross-linguistically. The transitivity issue in applicative constructions concerns the various object properties that applied objects may acquire in contrast to the base or initial object of the verb. For example, Peterson (2007:61) speculates that the typological split with respect to applied objects reflected in the Bantu languages may be due to the different transitivity effects that the applicative marker produces in the applied verb. According to him, in languages such as Kinyarwanda the applied verb is a ‘supertransitive’ verb since the applicative construction contains two objects that reveal similar primary properties of objecthood. However, in languages such as Chichewa the applied verb is simply a ‘mono-transitive’, since only one object, i.e. the applied object, shows important traits that are characteristic of primary objects. As a result, in Chichewa the initial object of the verb loses most of its object properties. Therefore, in Chichewa the applicative marker has a rearranging effect, whereas in Kinyarwanda it may be viewed as a transitivizing device.

Comrie (1985:313) identifies two kinds of transitivity effects that are produced by the applicative morpheme, as already mentioned in chapter 4.1. In some languages it effects a valency increase by bringing a new core object into the argument structure of a verb without affecting the grammatical category of the base object. In other languages the applicative morpheme effects rearrangement by changing the grammatical category of the base object. In the case where the applicative operation does not affect the agrammatical category of the base object of the verb, the applied object may or may not display the same grammatical properties as the base object. Thus, the applicative operation can be viewed as a transitivizing operation.
only when it increases the number of core object arguments as well as gives rise to an object that reflects transitivity properties similar to those of the base object. However, when the applied object assumes core object status, but does not display important traits that are characteristic of core object arguments, the applicative operation increases the syntactic but not the semantic transitivity of the clause. In the case where the applicative operation effects rearrangement, the applied object functions as a primary object, i.e. an object closely bound to the verb, and the base object functions as a secondary object. In some languages the applicative morpheme functions as an argument rearranging device. Yet, describing the applicative as a `valency-increasing` operation seems more apt, since valency refers to the number of core arguments, i.e. arguments that are controlled by the verb. The applied object satisfies this description since the core objecthood of applied objects is the most fundamental condition in order for a construction to be termed an applicative.

Following the traditional characterization of the notion of transitivity, Hopper and Thompson (1980) state that transitivity is a global property of an entire clause which encodes the transfer of an action from an agent to a patient. This state of affairs is composed of various interacting functional factors that rank a clause in a transitivity continuum based on the number of transitivity features it codes. They identify parameters of transitivity composed of various components that reflect different facets of intensity with which an action is carried over from one participant to another (Hopper and Thompson 1980:252). Below we present the parameters that are most relevant to the applicative clause.

- **Participants**: at least two participants are required in order for an action to be transferred.

- **Kinesis**: An action with an endpoint (completed goal) may be effectively transferred from one participant to another, but a state cannot.

- **Aspect**: A telic action, an action with an endpoint, is carried out in its entirety and can affect a patient more intensely than an atelic action, one which does not have an endpoint.

- **Punctuality**: An action without a transitional phase between its beginning and end has a more intense effect on a participant than an on-going action which is carried out gradually.

- **Volitionality**: An action with a volitional agent has a more apparent effect on a patient than an action with a non-volitional agent.
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- **Agency**: An action that involves participants with high agentivity properties is more effectively transferred than an action that involves participants with low agentivity properties.

- **Affectedness**: A clause with a completely or totally affected patient is higher in transitivity than a clause with partially affected or unaffected participants.

- **Individuation**: An action is effectively transferred to a patient which is referential and distinct from an agent and its own background as opposed to one with a non-referential and non-individuated patient.

It is obvious that not all of these elements can be found in one clause at once. Clause transitivity is defined as a continuum which is gradient, rather than a precise dichotomy or trichotomy distinguishing between ‘intransitive’, ‘transitive’ and ‘di-transitive’. According to Hopper and Thompson (1980:253) the more features of high transitivity a clause has, the more transitive it is. Three of these components, number of participants, affectedness and individuation of objects, directly concern objects. Other components address different facets of a clause, which is why transitivity is best regarded as a global property of a clause. These transitivity factors can manifest themselves through grammatical marking such as word order, case and agreement marking.

The transitivity issues that concern applicative constructions pertain to inherent verb root transitivity on the one hand, and to discourse motivated clause level transitivity on the other hand. Inherent verb root transitivity impacts the grammatical category of object functions that an applicative construction codes. Moreover, the significance of inherent verb root transitivity is reflected by the restrictions that some languages place on the applicative morpheme to attach or not attach to verbs with certain semantic specifications. Further, clause level transitivity concerns the semantic and discourse factors that motivate the choice of an applicative over other modes of expression that are available for the coding of arguments. For example, the preference of an applicative expression over an oblique expression is assumed to be discourse motivated. These two perspectives are discussed in detail in chapters 6 and 9. In the following section we will discuss the transitivity issues relevant to applicative constructions.

### 5.3 Applicative transitivity

Previous work has treated transitivity in applicative constructions with respect to two issues: the restrictions on the applicative morpheme due to the inherent transi-
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Applicatory of a base verb and the transitivity effect of the applicative morpheme on the applied verb (Kiyosawa 2006, Peterson 1999, 2007, Polinsky 2005). It has been observed that some languages put restrictions on allowing applied semantic roles in general or certain applied semantic roles with intransitive, transitive or ditransitive base verbs. The constraints on the formation of the applicative from different verb types, i.e. intransitive (unaccusative, unergative), transitive and ditransitive, seem to be language dependent to a large extent. We note divergent tendencies of which type of verb is amenable to applicativization.

Applicative behavior in languages such as Chichewa (Baker 1988b:377), Tzotzil (Aissen 1983) and Bahasa Indonesia (Chung 1976) led Baker to assume that the formation of a beneficiary applicative based on intransitive verbs would be impossible in many languages. However, Alsina and Mchombo (1990:153) refute Baker’s claim, and show that beneficiary applicatives can be formed out of intransitive bases in Chichewa.

Moreover, based on a recent survey of 83 languages, Polinsky (2005) observes that the number of languages that form a beneficiary applicative out of intransitive and transitive base verbs is much larger (16 languages) than that of languages which limit it to only transitive base verbs (4 languages). Further, she noted a common tendency in the languages she surveyed that about 49 of them allow both transitive and intransitive base verbs in applicativization. Examples of these are Abaza (O’Herin 2001), Amharic (Amberber 2000), Bajau (Donohue 1996), Barupu (Donohue 1994), Creek (Martin 2000), Hakha Lai (Peterson 2007), Motuna (Onishi 2000) and many others. However, there are also a few languages that restrict the applicative expression to transitive verbs only. Such a restriction has been observed in two languages: Abkhaz (Hewitt 1979) and Taiap (Kulick and Stroud 1992). In some languages, the restriction is mainly a matter of whether a verb shows an unaccusative or an unergative behavior, rather than being an intransitive or transitive.\(^2\) In languages where this is the case, the general tendency is that unaccusative verbs resist applicativization, while unergative verbs allow it. For example, in Sesotho (Machobane 1989) Hakha Lai (Peterson 1999) and Halkomelem (Gerlits 1988) there

---

\(^2\)Unaccusative and unergative are two classes of intransitive verbs which differ with respect to agentivity and telicity. An unaccusative is a verb which involves a non-agent argument which cannot actively initiate an action, and the action is described to be telic. Verbs such as melt, fall, freeze, emerge, etc. exhibit this behavior. In contrast, an unergative verb involves an agent argument which can actively initiate an action, and the action has an atelic property. Verbs of this type include: ‘jump’, ‘walk’, ran, laugh, etc. (See Perlmutter (1978) and Levin and Rappaport Hovav (1995) for a more detailed description of these terms.)
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seems to be a strong tendency to form applicative constructions from unergative verbs.

There are also languages that disregard the unaccusative and unergative distinction altogether. Nevertheless, these languages may distinguish applied objects that result from unaccusative and unergative verbs by the object properties they reveal when they are subjected to diagnostics such as passivization. Applied verbs that result from unergative verbs behave like transitive verbs that code an agent-like subject and a patient-like object. Thus, the applied objects that result from unergative intransitive verbs tend to behave like affected/undergoer objects with respect to the applied argument’s behavior in passivization and morphological coding. As will be illustrated in section 5.3.1, Tigrinya reveals asymmetric properties of applied object arguments that result from these subclasses of intransitive verbs. However, not all applied objects of unergative verbs reflect an undergoer behavior under passivization. Some unergative verbs code agent-like subjects the actions of which are not directed towards other participants. For example, verbs such as ḥamբaaś ‘he swam’, ᵁfa’isya ‘he danced’ or ᵇa’kayaa ‘he cried’ can code applied objects that have a locative, beneficiary or maleficiary reading, but they cannot code affected or goal applied objects. In contrast, verbs such as sǐhaqaa ‘he laughed’, ᵇi’ayiyya ‘he ran’, ᴸi’ayida ‘he went’ and bāsidaa ‘he arrived’ can code undergoer applied objects, in addition to a beneficiary or locative argument, since these verbs reflect lexical entailments of directionality.

Polinsky (2005) points out that a restriction that limiting an applicative formation exclusively to intransitive verb bases is a very rare phenomenon. Fijian (Dixon 1988), Wambaya (Nordlinger 1998) and Ngan’gityemerri (Reid 2000) are the only languages that have been identified to exhibit this behavior thus far. Ngan’gityemerri shows partial blocking since only the applicative suffixes for comitative and dative -mi, locative -ngan and maleficiary -ngin are restricted to intransitive verbs.

Additionally, some languages do not allow the applicative suffix with trivalent verbs. Examples of these include Sesotho (Machobane 1989), Yimas (Foley 1997:372) and Alamblak (Bruce 1984). According to Foley, this restriction in Yi-mas is specified by a semantic property of the root verb. Since the root verb in Yimas can only code a maximum of three arguments, ditransitive verbs do not allow applicative formation. In general, there are many languages that allow applicative formation from transitive verbs as well as intransitive verbs regardless of the unaccusativity or unergativity of the verb.
The second issue that has been treated extensively in research on applicative constructions is the kind of transitivity effect that the applicative morpheme brings about on the applied verb. The way languages lexicalize the arguments of the base verb has an effect on the morphosyntactic entity, i.e. the applied verb, formed by the applicative operation. In some languages, the way in which an applied object is semantically related to the base verb is signaled by the type of applicative markers employed to code it. For example, Salish languages are typologically noted for their use of relational and redirective applicative suffixes. Relational suffixes attach primarily to intransitive verbs, whereas redirective suffixes attach primarily to transitive verbs (Kiyosawa 2006, Gerdts and Kiyosawa 2007, 2005). In these languages, transitive verbs are overtly marked with a transitive marker. When the transitive verb bears the applicative suffix, the applied verbs also bear the transitive marker. Nevertheless, the applied verb formed out of a transitive base does not become a ditransitive, since the common tendency in these languages is that the lexical structure of a transitive verb can only code one core object argument. Therefore, in redirective applicatives only the applied object is coded as a core object, and thus occurs as a bare NP. Consequently, the initial object argument of the verb changes its category from NP to PP, assuming an an oblique function. Thus, this kind of coding property indicates the different degrees of transitivity that the applicative suffix may effect on the applicative clause. Thus, the variability of object behavior is assumed to be a consequence of the lexical semantics and morphological structure of verbs (Peterson 2007). Dixon and Aikhenvald (2000:13) observe different transitivity effects that applicatives can produce cross-linguistically. This is summarized in the following prototypical schemas with intransitive and transitive applicatives.

EITHER

a. Applicative applies to an underlying intransitive clause and forms a derived transitive.

b. The argument in underlying S function goes into A function in the applicative.

c. A peripheral argument (which could be explicitly stated in the underlying intransitive) is taken into the core, in O function.

d. There is some explicit formal marking of an applicative construction, generally by an affix or some other morphological process applying to the verb.
OR

a. Applicative applies to an underlying transitive clause and maintains transitivity, but with an argument in a different semantic role filling O function.

b. The underlying A argument stays as it is.

c. A peripheral argument (which could be explicitly stated in the underlying intransitive) is taken into the core, in O function.\(^3\)

d. The argument which was in O function is moved out of the core into the periphery of the clause (and may be omittable).

e. There is some explicit formal marking of an applicative construction, generally by an affix or some other morphological process applying to the verb.

The first schema describes the pattern of applicatives formed out of intransitive verbs. It instantiates a pattern where the applicative operation gives rise to applied objects with an O function. In this pattern the applicative operation functions as both a valency-increasing and transitivizing device. However, in some languages since applied objects cannot assume an O function, they maintain their E property. The second schema describes another possible applicative pattern that results from transitive base verbs. The transitivity of the base verb is not affected (a), in the sense that the applied verb does not become a ditransitive, but the mapping of the objects to semantic roles is rearranged, i.e. the object with the O function (applied object) bears a semantic role other than that of a theme/patient (e.g. beneficiary, maleficiary or goal). The applied object is the primary object, and the initial object of the base verb either becomes a secondary object (c), as in Chichewa, or is expressed as a peripheral argument (d), as in Halkomelem and Lilooet, both Salish languages (Kiyosawa 2006, Gerds 1988). These schemas represent only some of the patterns that are found in applicative constructions. There are also two other patterns formed out of transitive base verbs that are very common cross-linguistically. In one of these types both the applied and the base object are coded as O functions, and in the second type, the initial object of the verb remains as the primary object (O) and the applied verb assumes the secondary object function (E).

Applicative and passive are both topicalization strategies that foreground arguments with high discourse salience. These constructions differ in the categories

\(^3\)We find the applicative pattern in (c) confusing. Since the applicative formation in this schema involves transitive verbs, the clarification given in parentheses does not seem to make sense. Dixon and Aikhenvald (2000) probably intended ‘underlying transitive’ instead of ‘underlying intransitive’.
of grammatical functions which they target. The applicative operation foregrounds arguments or adjuncts that are distantly related to the verb by coding them as core object functions, whereas the passive construction foregrounds core object arguments to be coded as subject functions. Thus, the former effects advancement to core objecthood, while the latter effects advancement to subjecthood. That is why passivization serves as a diagnosis of primary objecthood, since only core objects functions are expected to passivize, or more specifically only objects that show primary traits of objecthood or objects arguments that code semantic affectedness. In an applicative clause, the applied argument is the most prominent object in the discourse event. Thus, it is usually considered to be the most affected argument. However, in some languages applied objects with certain semantic properties resist passivization; instead, only the initial object arguments (theme/patient) are disposed to passivize. Therefore, in these languages the discourse notion of affectedness does not appear to correlate to the semantic notion of affectedness. The distinction of semantic roles as participatory and circumstantial made by Andrews (1985:69) correctly characterizes the notion of affectedness as a result of actual participation in the situation implied by a verb (e.g. beneficiary and instrumental) and participation by becoming part of the setting of the event (e.g. theme/patient and recipient), respectively. Object diagnostics are discussed in chapter section 8.2. This distinction is very clear in the applicative data from Tigrinya which we will discuss in the following section.

5.3.1 Applicative transitivity in Tigrinya

In this section we will investigate applicative constructions in Tigrinya in terms of transitivity. As already mentioned, the transitivity properties of applicative constructions have semantic and discourse dimensions. There are semantic factors such as the lexical entailments of the verb and the semantic type of the argument filler, and discourse properties such as individuation and referentiality of arguments, which determine the grammatical realization of an argument (Levin and Rappaport Hovav 2006:62). As was already mentioned, the applicative coding of an argument is motivated by its discourse topicality. The referents of applied objects correspond to definite and individuated entities. Many languages seem to differentiate between applied objects that are affected by lexical entailments imposed by a base verb’s semantic properties and applied objects that are perceived as affected because of their participation in the discourse event. As was already discussed in section 4.4, Tigrinya distinguishes between directly affected applied objects coded by OM₁ and
incidentally affected applied objects coded by OM\textsubscript{2}. For example, recipient applied objects are coded as affected objects similar to patient/theme arguments since their involvement is inherent in the concept of the predicate, whereas beneficiary applied objects are coded differently from affected objects since they have a peripheral role in the event described by the verb. In other words, their participation is not inherent in the concept of the predicate. Even though both recipient and beneficiary applied objects are coded as core objects by virtue of the applicative operations and are consequently granted topic status, they show variation in the degree of affectedness/transitivity they code. As we shall see, the semantic and discourse notions of affectedness do not always seem to correlate in Tigrinya.

In the previous section we noted that languages vary with respect to the semantics of the base verb they allow for the formation of applicatives. Applicative constructions are commonly analyzed with respect to verb class coefficients such as intransitive, transitive or ditransitive verbs. According to Bybee (1985:30) the distinction between inherently (or semantically) transitive and inherently intransitive verbs is cross-linguistic. Even those languages that employ transitive markers to derive transitive verbs out of intransitives contain verbs that are basically intransitive and transitive. Tigrinya has inherently intransitive, transitive and ditransitive verbs. However, as has been observed in many other languages, there are also some verbs that are not easy to classify in discrete categories. For example, not all ditransitives reflect the same degree of (di)transitivity. Verbs such as \textit{(wā)habā} ‘he gave’ and \textit{addälā} ‘he distributed’ exhibit higher transitivity than \textit{wāfāyā} ‘he donated’ and \textit{sādādā} ‘he sent’. Consequently, the applied objects that result from the former verbs are coded as directly affected objects (marked with OM\textsubscript{1}), whereas the applied objects that result from the latter verbs are coded as incidentally affected objects (marked with OM\textsubscript{2}). In the following section we will adopt the intransitive, transitive and ditransitive coefficients to analyze argument realization and transitivity in Tigrinya.

5.3.2 Applicative formation and base verb transitivity

In general, Tigrinya allows applicatives to be formed out of ditransitive, transitive and intransitive base verbs. Applied verbs of prototypical ditransitive verbs such as \textit{hib-u-la} ‘he gave for/with her/it(fem)’ and \textit{addīl-u-la} ‘he distributed for/with her/it(fem)’ can lexicalize up to four semantic arguments: agent, theme, recipient and beneficiary/maleficiary/instrumental, in their argument structure. However, a maximum of two object arguments can be coded as core object functions in a clause.
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(147) a. እቲ እጎን ከ-ጎን ከ-ጎን ከ-ጎን
Det-3MSg teacher.Sg Obj-Saba Obj-student-Pl book-Pl
ንሳባ በ-
saba-as
Obj-Saba
ተመሃሮ በ-
ar-o
student-Pl
መጽሓፍቲ በ-
book-Pl
ዓዲሉላ።
adil-u-la
PerfS.distribute-SM.3MSg-OM.3FSg
‘The teacher distributed books to students for Saba.’

b. እቲ እጎን ከ-ጎን ከ-ጎን ከ-ጎን
Det-3MSg teacher.Sg Obj-Det-3MPl student-Pl book-Pl
ንሳባ በ-
saba-as
Obj-Saba
ተመሃሮ በ-
ar-o
student-Pl
መጽሓፍቲ በ-
book-Pl
ዓዲሉዎም።
adil-u-wom
PerfS.distribute-SM.3MSg-OM.3MPl
‘The teacher distributed books to the students.’

With prototypical ditransitive verbs the suffix OM₂ corresponds to beneficiary, maleficiary, instrumental or locative applied objects, as in (147a). The applied object precedes the recipient object and the theme object. Both the applied and the recipient objects are marked with the objective case. The suffix -la can be associated neither with the recipient nor with the theme objects since these are coded with the suffix OM₁, as in (147b). With such prototypical ditransitive verbs only OM₂ increases the semantic valency of the verb. In contrast, in (147b) the suffix OM₁ codes a recipient applied object whose concept is inherently present in the meaning of the verb. For this reason, the applicative process coded through OM₁ does not increase the semantic valency of the ditransitive verb, but since the recipient argument is coded as a core object function, the applicative suffix increases the syntactic valency of this verb.

Some ditransitive verbs allow only the suffix OM₂ to mark an applied object. For example, verbs such as wäfiy-u-la, ‘he donated to/for/with(instrument) her/it(fem)’, sädid-u-la ‘he sent to/for/with(instrument) her’ and säyi-t-u-la ‘he sold to/for/with(instrument) her’ may bear the suffix OM₂ for a recipient, a beneficiary, a locative, an instrumental, a goal or a source semantic role. The recipient/goal applied objects that result from some of these verbs are coded similarly to locative, instrumental or source applied objects. This may suggest that these applied verbs code a lower degree of transitivity than applied verbs of prototypical ditransitive verbs, and that these verbs are found on the borderline between prototypical ditransitive verbs and transitive verbs with regard to the semantic and syntactic properties of their applied objects. For example, transitive verbs such as gäzi-P-u-la ‘he bought for/from/with(instrument) her/it(fem)’ and bälš-u-la ‘he ate for/in/on/with her/it(fem)’ allow only the suffix OM₂ to code applied objects. Example (148) il-
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lustrates the ways in which these types of verbs are similar.

(148)  a. እቲ እወወ የተወወ እወእወ የወወወእወ
       ይት-፣ ወወወ እወኽእ የወወወእወ
       Det-3MSg boy Obj-3FSg woman money
       የወወወወወ u
       wäfiy-u-la
       PerfS.donate-SM.3MSg-OM2.3FSg
       ‘The boy donated money to/for a woman.’

       b. እቲ እወወ የተወወ እወእወ የወወወእወ
       ይት-፣ ወወወ እወኽእ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወእወ እወወ የወወወإجراء u
       wädid-u-la
       PerfS.sent-SM.3MSg-OM2.3FSg
       ‘The boy sent money to/for a woman.’

       c. እቲ እወወ የተወወ እወእወ ያወወወእወ
       ይት-፣ ወወወ እወኽእ ያወወወእወ እወወ ያወወወእወ እወወ ያወወወእወ እወወ ያወወወእወ እወወ ያወወወእወ እወወ ያወወወእወ እወወ ያወወወእወ እወወ ያወወወእወ እወወ ያወወወእወ እወወ ያወወወእወ እወወ ያወወወእወ እወወ ያወወወእወ እወወ ያወወወእወ እወወ ያወወወእወ እወወ ያወወወእወ እወወ ያወወወእወ እወወ ያወወወإجراء u
       wäfiy-u-la
       PerfS.eat-SM.3MSg-OM2.3FSg
       ‘The boy ate bread for/on a woman.’

The applicative suffix OM₂ is associated with a recipient/beneficiary in (148a) and with a recipient/goal in (148b), among other ranges of semantic role readings such as an instrumental, a locative or a source. Even though the recipient in wäfiy-u-la and the recipient/goal in sädid-u-la are concepts that are lexically entailed by the verbs, they are coded like applied objects that arise from peripheral roles such as a beneficiary, an instrumental or a source of a transitive verb, as in (148c).

This suggests that the applicative suffixes OM₁ and OM₂ code a difference in the transitivity relationship. A recipient applied object of a prototypical ditransitive clause marked with OM₁ is interpreted as being directly implicated or highly affected. On the other hand, beneficiary, locative and instrumental applied objects of a ditransitive clause that are associated with OM₂ are indirectly implicated or less affected. Either the nature of the action described by the verb or by the semantic nature of the participants can yield this difference in transitivity. An applied object that arises from ditransitive verbs like wäfiyä ‘he donated’ and säddä ‘he sent’ and transitive verbs bälä ‘he ate’ is less affected. In terms of valency, the applicative marker increases the syntactic valency of prototypical ditransitive, transitive, and intransitive verbs, but it may or may not increase the semantic valency of these verbs, since semantic valency increase in applicatives depends on whether the applied object is assigned a semantic role that is conceptualized in the lexical meaning of a base verb or not.

Both types of applicative suffixes (OM₁ and OM₂) may attach to both unaccusative and unergative intransitive verbs, as in (149). Unaccusative verbs such
as mäwätä ‘he died’, täfı̂ä‘he/it disappeared’, ŋabähr‘he/it grew up/became big’, bâzhä ‘he/it flourished/multiplied/became many’, čânāwá ‘he/it smelled’, etc., and unergative intransitive verbs such as goyäyá ‘he ran’, mäs?ä ‘he came’, bâzhä ‘he arrived’, kâyäldä ‘he went’, etc. can bear OM₁ or OM₂ to code various readings of applied semantic roles.¹

(149) a. (ን)እታ (n₁-a) sâbäyti ?it-i ḥimm.MSg wâdd-a
(Obj-)Det-3FSg woman Det-3MSg ailing son-Poss.3FSg
ₐₐₜ₃₄₋₃₅₋₃₆₋₃₇₋₃₈₋₃₉₋₄₀₋₄₁₋₄₂₋₄₃₋₄₄₋₄₅₋₄₆₋₄₇₋₄₈₋₄₉₋₅₀₋₅₁₋₅₂₋₅₃₋₅₄₋₅₅₋₅₆₋₅₇₋₅₈₋₅₉₋₆₀₋₆₁₋₆₂₋₆₃₋₆₄₋₆₅₋₆₆₋₆₇₋₆₈₋₆₉₋₇₀₋₇₁₋₇₂₋₇₃₋₇₄₋₇₅₋₇₆₋₇₇₋₇₈₋₇₉₋₈₀₋₈₁₋₈₂₋₈₃₋₈₄₋₈₅₋₈₆₋₈₇₋₈₈₋₈₉₋₉₀₋₉₁₋₉₂₋₉₃₋₉₄₋₉₅₋₉₆₋₉₇₋₉₈₋₉₉₋₁₀₀₋₁₀₁₋₁₀₂₋₁₀₃₋₁₀₄₋₁₀₅₋₁₀₆₋₁₀₇₋₁₀₈₋₁₀₉₋₁₁₀₋₁₁₁₋₁₁₂₋₁₁₃₋₁₁₄₋₁₁₅₋₁₁₆₋₁₁₇₋₁₁₈₋₁₁₉₋₁₂₀₋₁₂₁₋₁₂₂₋₁₂₃₋₁₂₄₋₁₂₅₋₁₂₆₋₁₂₇₋₁₂₈₋₁₂₉₋₁₃₀₋₁₃₁₋₁₃₂₋₁₃₃₋₁₃₄₋₁₃₅₋₁₃₆₋₁₃₇₋₁₃₈₋₁₃₉₋₁₄₀₋₁₄₁₋₁₄₂₋₁₄₃₋₁₄₄₋₁₄₅₋₁₄₆₋₁₄₇₋₁₄₈₋₁₄₉₋₁₅₀₋₁₅₁₋₁₅₂₋₁₅₃₋₁₅₄ ثنادات
PerfS.die-SM.3MSg-OM₁/OM₂.3FSg
‘Her ailing son died on/for the woman.’

b. (ን)እtaş (n₁-a) sâbäyti ?it-i säkëram säb?ay-a
(Obj-)Det-3FSg woman Det-3MSg drunken husband-Poss.3FSg
ₐₐₜ₃₄₋₃₅₋₃₆₋₃₇₋₃₈₋₃₉₋₄₀₋₄₁₋₄₂₋₄₃₋₄₄₋₄₅₋₄₆₋₄₇₋₄₈₋₄₉₋₅₀₋₅₁₋₅₂₋₅₃₋₅₄₋₅₅₋₅₆₋₅₇₋₅₈₋₅₉₋₆₀₋₆₁₋₆₂₋₆₃₋₆₄₋₆₅₋₆₆₋₆₇₋₆₈₋₆₉₋₇₀₋₇₁₋₇₂₋₇₃₋₇₄₋₇₅₋₇₆₋₇₇₋₇₈₋₇₉₋₈₀₋₈₁₋₈₂₋₈₃₋₈₄₋₈₅₋₈₆₋₈₇₋₈₈₋₈₉₋₉₀₋₉₁₋₉₂₋₉₃₋₉₄₋₉₅₋₉₆₋₉₇₋₉₈₋₉₉₋₁₀₀₋₁₀₁₋₁₀₂₋₁₀₃₋₁₀₄₋₁₀₅₋₁₀₆₋₁₀₇₋₁₀₈₋₁₀₉₋₁₁₀₋₁₁₁₋₁₁₂₋₁₁₃₋₁₁₄₋₁₁₅₋₁₁₆₋₁₁₇₋₁₁₈₋₁₁₉₋₁₂₀₋₁₂₁₋₁₂₂₋₁₂₃₋₁₂₄₋₁₂₅₋₁₂₆₋₁₂₇₋₁₂₈₋₁₂₉₋₁₃₀₋₁₃₁₋₁₃₂₋₁₃₃₋₁₃₄₋₁₃₅₋₁₃₆₋₁₃₇₋₁₃₈₋₁₃₉₋₁₄₀₋₁₄₁₋₁₄₂₋₁₄₃₋₁₄₄ ثنادات
PerfS.disappear-SM.3MSg-(OM₁/OM₂).3FSg
‘(The) her drunken husband disappeared on/for the woman.’

c. እታ P1 t-a Det-3FSg ḥabäyti ḥit-i ?it-i qol?âa goyiy-a-to/to-lu
Det-3FSg Obj-3FSg child PerfS.run-SM.3FSg-OM₁/OM₂.3MSg
‘The woman ran after the child./ The woman ran for the child.’

d. እታ P1 t-a Det-3FSg ḥabäyti ḥit-i ?it-a ḥadwa ḥadwa ?it-ti-bl-u-wa:
Det-3FSg Adwa Adwa Rel-Imperf.2-call-MPI-OM₁.3FSg
ₐₐₜ₃₄₋₃₅₋₃₆₋₃₇₋₃₈₋₃₉₋₄₀₋₄₁₋₄₂₋₄₃₋₄₄₋₄₅₋₄₆₋₄₇₋₄₈₋₄₉₋₅₀₋₅₁₋₅₂₋₅₃₋₅₄ ثنادات
Perp-Imperf.3-come-SM.3FSg-OM₁-2MPI.Q'Pres.be-SM.3FSg
‘That what you call Adwa, Adwa, is she coming to you, or are you going to her?’

¹Some intransitive verbs can exhibit unergative or unaccusative properties depending on the semantic property of the referent of the subject argument they are associated with. For example, with inanimate referents as in gize mäsi‘u ‘Time has come’, gize básìlu ‘Time has arrived’ or gize kâydu ‘Time has gone’ they behave like unaccusatives.

²In this song Adwa is personified, thus it is coded as animate goal applied object. This example comes from the lyrics of a Tigrinya folk song which was used to rally recruits for the battle of Adwa which was fought between Italy and Ethiopia in 1896.
With unaccusative verbs there seems to be a tendency for the suffix OM₁ to be associated with ethically affected or maleficiary objects, whereas the suffix OM₂ is associated with beneficiary applied objects, as in (149a) and (149b), or locative or instrumental applied objects if the meaning of the verb allows the reading. With unergative verbs the OM₁ is associated with a goal or a directly affected object, whereas the OM₂ is associated with a beneficiary or a maleficiary applied object if the lexical meaning of the verb permits the reading. The applied goal in (149c) has an animate referent, but in (149d) the referent of the goal argument is personified in this literary discourse, thus it is considered as an animate entity. The verb goyäyä ‘he ran’ allows the affected object reading since the applied object is also engaged in the activity described by the verb. If a goal argument has a stationary inanimate entity as its referent, it cannot be expressed as an applied object; instead it is expressed in an oblique phrase, as in (150a). Moreover, goal applied objects of this type can only be associated with animate referents, as in (150b).

(150) a. እታ P1 t-a Det-3FSg እቲ P1 t-i Det-3MSg ከራ/ቆልዓ gäza/gq ol Q -a house/child ጎዪያ። goyiy-a PerfS.run-SM.3FSg ˈThe woman ran towards/to the house/child.’

b. እት a P1 t-a (Obj-)3FSg እቲ P1 t-i Obj-Det-3MSg *

*ስበይቲ säbäyti woman ከን t-ä i- t Det-3MSg *

*ሮን/ቆልዓ gäza/ q ol Q -a house/child ጎዪያት። goyiy-a-to PerfS.run-SM.3FSg-OM₁.3MSg ˈThe woman chased/ran after the *house/child.’

The verb in (150a) does not bear any object suffix for the argument with the goal/locative role. This argument has an oblique function since the noun phrase that corresponds to it is case marked with the directional preposition ni ኦab. Either an animate or an inanimate referent can serve as an argument of the oblique function in this example. In the applicative expression, however, only animate referents fill the affected goal argument slot. In (150b) the OM₁ can only be associated with the animate argument qö l'ä ‘child’ to mark an affected goal applied object. It is worth noting that the oblique expression of the locative argument in (150a) and the applicative expression of the goal argument in (150b) cannot be paraphrases of each other, since the two clauses imply different semantic readings – ‘to run to a place’ in the former and ‘to run after someone’ in the latter. A locative argument that is imposed by the lexical entailment of a predicate, as with verbs such as ፀትወወ ‘he entered/went in’ or ራጾ ራ ‘he climbed (up)’, is coded as an affected applied object.
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with OM\textsuperscript{1}, as in (151).

(151) a. (ን)እታ ንጋ ወተሃደራት እልትዮምዋ።
   (ni-)it-a ከጋ በነበሃራት እለትዩም-ውा
   (Obj-3FSg village soldier-Pl PerfS.enter-SM.3MPI-OM\textsuperscript{1}.3FSg
   ‘Soldiers entered/went in the village.’

b. (ን)እታ ፍአጆ እልታ ዳቦቹ ጨል-
   (ni-)it-a ውጋ ላል ፍአ-
   (Obj-3FSg silage goats PerfS.climb-SM.3FPl-OM\textsuperscript{1}.3FSg
   ‘Goats climbed on the silage.’

The applicative suffix that is associated with applied object arguments that arise from the lexical entailments imposed by base verbs results in highly transitive applied verbs that code directly implicated or fully affected applied objects. The applied objects of such verbs exhibit object traits which are characteristic of primary objects (e.g. the affected locative arguments can function as subjects in passive constructions). However, the ability to code patient-like or directly affected applied objects cannot be attributed solely to the agentivity property of unergative verbs. There seem to be other semantic components that effect affectedness in applied objects of intransitive verbs. For example, unaccusative verbs of motion allow the applicative suffix OM\textsuperscript{1} for an affected goal object. The notion of affectedness arises from the entailment of motion that these verbs lexicalize. Hence, the goal argument is perceived as the endpoint that receives the impact of the moving entity. For example, verbs such as wädäqä ‘he(it(masc.) fell’, nätäbä ‘he(it(masc.) dripped’, ‘åläbä ‘he(it(masc.) landed’, lähäkʷä ‘it(masc.) leaked’, wähazi ‘it(masc.) streamed’ and fäisä ‘it(masc.) flowed/surged’ bear the suffix OM\textsuperscript{1} to code affected goal applied objects, as is illustrated in (152).

(152) a. (ን)ዮናስ ከልጋ እምኒ እልትዮምዋ።
   (n-)yonas ከላጋ በማנ እልትዮ-
   (Obj-Yonas big.SgF stone PerfS.fall-SM.3FSG-OM\textsuperscript{1}.3MSg
   ‘Yonas, a big stone fell on him.’

b. (ን)እታ ዳና ከልጋ እልትዮምዋ።
   (ni-)it-a ውንበ ከለባ እሉ-
   (Obj-3FSg flower bees PerfS.land-SM.3MPI-OM\textsuperscript{1}.3FSg
   ‘The flower, bees landed on it.’

c. (ን)እታ ዳርፋ ከልጋ እልትዮምዋ።
   (ni-)it-a ውንጉ ከለባ እሉ-
   (Obj-3FSg paper water PerfS.drip-SM.3MSG-OM\textsuperscript{1}.3FSg
   ‘The paper, water dripped on it.’

The affectedness notion comes across regardless of the concept of the weight or speed of the moving entities. Indeed, the referents of the applied objects are por-
trayed as weak, light or delicate entities that are positioned lower than the referents of the subject arguments, and the referents of the subject arguments are portrayed as heavy and forceful elements. For example, in (152a) the stone can physically hurt the referent of the applied object, in (152b) the weight of bees can cause the flower to tilt and in (152c) the drop of water can cause the paper to flap or quiver and be stained - these qualities can only add intensity to the notion of affectedness. Even though the subject arguments of most of these verbs do not have agentive properties since they are not volitionally acting arguments, they have a potential to affect the thing they come in contact with because of their motion entailment. As is expected, these types of applied verbs cannot be passivized, conforming to the universally observed principle that the maximum degree of transitivity is coded by the action of an agent. However, not all unergative verbs can allow the applicative suffix OM for a directly affected or ethically affected (maleficiary) object. For example, manner of motion verbs such as ḥanbásā ‘he swam’, saši‘ā ‘he danced’, ?aṭaṣṭi‘ā ‘he clapped’, fāṣāyā and sāgādā ‘he bowed’ do not allow the applicative suffix OM. Thus, with these verbs it is impossible to get affected applied objects. These verbs allow the suffix OM for beneficiary/maleficiary, locative or instrumental/accompaniment applied objects, as illustrated in (153).

(153) a. ṭanëšto ḡalë-qi ni?isto n-ā-z-a ḡāṣbi
   young Adv-be-SM.1Sg Obj-Det-3Sg dam
   liambis-ā-ya/la nāyr-ā
   PerfS.swim-SM.1Sg-OM/OM.3Sg Past-be-SM.1Sg
   ‘When I was young, I had swum in this dam.’

b. ḥanbās-tom hizbi bi-ḥabar n-āt-a bandera
   Det-3MPI people with-unity Obj-Det-3Sg flag
   sägid-om-ya/la
   PerfS.bow-OM/OM.3Sg
   ‘The people bowed to the flag in unison.’

c. (n)-ṭit-a nay Madonna dārfi milu?i läyti
   (Obji)-Det-3Sg of Madonna song whole night
   saši‘-na-ya/la
   PerfS.dance-SM.1Pl-OM/OM.3Sg
   ‘We danced the whole night to the song of Madonna.’
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The applicative suffix OM₂ in (153a), (153b) and (153c) codes locative, beneficiary and an accompaniment/instrumental applied objects, respectively. However, a goal argument cannot be applied with this type of verbs since they lack the transfer or transmission entailment in their lexical meaning. The action of an agent argument of these verbs cannot be transferred or transmitted to affect another object argument. In contrast, unergative and unaccusative verbs of motion that denote movement or displacement towards an endpoint entail this concept, thus they can affect the object they come in contact with. Some of these verbs describe a concept of motion that involves the whole body (e.g. ḥambio ‘he swam’ and sa’isätä ‘he danced’) or parts of the body (e.g. ságadä ‘he bowed’ and ataqiši ‘he clapped’) the of the agent argument, but this type of motion is not lexicalized as directed motion, since the agent does not move towards a specific endpoint. Intransitive verbs which describe internally caused eventualities behave similarly with respect to their behavior in applicativization. Verbs such as ?anbahuq ‘he yawned’, ħarnäkuq ‘he snored’, sāyal ‘he coughed’, tārätt ‘he farted (with noise)’, fūsaw ‘he farted (without noise)’, gwaš ‘he burped’, wāčaš ‘he screamed’, ?alqas ‘he mourned/wailed’ and bākéy ‘he cried’ do not allow the applicative suffix OM₁ for the reading of a genuine affected goal object. These verbs are commonly classified as unergative verbs even though some of these do in fact denote non-voluntary processes. They contain the concept of emission which Perlmutter (1978:163) describes as ‘non-voluntary emission of stimuli that impinge on the senses’. Their incompatibility with OM₁ seems to be due to the lack of a transfer entailment. Thus, they cannot allow a goal applied object that has a function of an endpoint towards which the different kinds of emissions - sound, light, smell or substance, can be directed or released. They can only be associated with OM₂ to code maleficiary or beneficiary applied objects depending on the meaning of the individual verb, as in (154).

(154) ḥียวq:  |
Det-3FSg baby | Obj-Def-3FSg woman on | mouth-Poss.3FSg | | sīšil-ũ-wa/la | PerfS.cough-3SM.3FSg-OM₂/OM₁-3FSg |
’The child coughed towards the woman’s mouth.’

The verb in (154) can only allow OM₂, and the applied object can have a maleficiary or a locative semantic role reading. In contrast, since the verb bōkäy ‘he cried’ denotes the concept of sound emission to express a negative emotion, it employs the suffix OM₁ to code a maleficiary or an ethically affected argument whose
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The referent is disadvantaged by the crying referent. In this respect, this verb behaves like unaccusative verbs such as māwātā ‘die’ and tāfīʔā ‘lose’. However, OM₁ cannot refer to a goal applied object since the verb bākāyā ‘cry’ does not conceptualize the idea of transfer to code genuine affectedness. The suffix OM₂ is associated with the beneficiary applied object. Example (155) illustrates this.

\[
(\mathrm{ni})-\text{lit-a} \quad \text{sābiyti wādda} \quad \text{bāky-u-wa/la} \\
(\text{Obj})-\text{Det-3FSg woman son-Poss.3FSg PerfS.cry-SM.3MSg-OM₁/OM₂-3MSg}
\]

‘The woman, her son cried on/for her.’

The applicative suffix OM₁ codes a maleficiary applied object. The woman is perceived as being affected or sad because of the crying child. In contrast, the suffix OM₂ expresses a beneficiary applied object. The woman is perceived to be the referent to wards whom the sympathy of the crying child is directed. On the other hand, sāhaqā ‘he laughed’, kīmis bālā ‘he smiled’ and fīṣīkālā ‘he beamed’ behave like unergative verbs that denote transmission of force to a recipient. These verbs allow both OM₁ and OM₂ to code applied objects. The OM₁ may code a goal, a stimulus, or a maleficiary applied object, whereas the OM₂ may code a maleficiary or a beneficiary applied object \(^6\), as is illustrated below (156).

\[
\begin{align*}
(\text{Obj})-\text{Det-3FSg girl} & \quad \text{Obj-3FSg boy} \quad \text{PerfS.laugh-SM.3FSg-OM₁/OM₂-3MSg} \\
?\text{-it-a} & \quad \text{g"al n-āt-i} \quad \text{wādi sīhāq-a-to/tlu} \\
\text{Det-3FSg girl} & \text{PerfS.laugh-SM.3FSg-OM₁/OM₂-3MSg}
\end{align*}
\]

‘The girl laughed/smiled at the boy./The girl laughed for/mocked/ridiculed the boy.’

The verb sīhāqā allows the applicative suffix OM₁ to express a goal semantic role (the person to ward whom the laugh is directed), a stimulus/reason (the person who has been laughed at) or a maleficiary (the person who is mocked or ridiculed). The verb can also code a maleficiary or a beneficiary applied object reading with OM₂. The applicative operation effects an increase in both semantic and syntactic valency of unaccusative verbs of the type exemplified above (e.g. māwātā ‘he died’ and tāfīʔā ‘he disappeared’). Yet, even though an ethically affected or a maleficiary object is morphologically coded like a patient argument since it employs OM₁, it does not acquire properties that are characteristic of directly affected or patient

\(^6\)Commonly, the maleficiary applied object reading is coded through OM₁ with intransitive base verbs, whereas it is coded via OM₂ with ditransitive and transitive verbs. OM₁ can also mark a maleficiary reading with intransitive verbs such as sīhāq-lä ‘he laughed at her’, with the intention of teasing her, tālāgī su-lä ‘he mocked her’. The maleficiary reading can also be interpreted as the abstract goal argument with this sort of verbs.
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Object arguments of monotransitive clauses (e.g. they cannot function as subjects in passive constructions). In contrast, a goal applied object of an unergative verb of motion or one that entails a transfer of emissions behaves like a patient object of monotransitive clauses (e.g. they can passivize since they code agent arguments which can be demoted by passivization). Therefore, when the applicative suffix is used with these verbs, it functions as a transitivizing device since it gives rise to an applied object that codes high transitivity properties. We summarize our discussion about the types of semantic roles that can be featured as directly or incidentally affected applied objects with respect to different verb types in Table 5.1, page 157.

<table>
<thead>
<tr>
<th>Types</th>
<th>Verb types</th>
<th>Object affectedness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ditrans. Type 1</td>
<td>wähabä 'he gave'</td>
<td>th, rec</td>
</tr>
<tr>
<td></td>
<td>ñadälä 'he distribute'</td>
<td>th, rec</td>
</tr>
<tr>
<td></td>
<td>máharä 'he taught'</td>
<td>th, goal</td>
</tr>
<tr>
<td></td>
<td>nágäärä 'he told'</td>
<td>th, goal</td>
</tr>
<tr>
<td></td>
<td>wäfäyä 'he donated'</td>
<td>th</td>
</tr>
<tr>
<td></td>
<td>wärwäärä 'he threw/hurled'</td>
<td>th</td>
</tr>
<tr>
<td></td>
<td>sädädä 'he sent'</td>
<td>th</td>
</tr>
<tr>
<td></td>
<td>säyäitä 'he sold'</td>
<td>th</td>
</tr>
<tr>
<td></td>
<td>'ambäärä 'he put/placed'</td>
<td>th</td>
</tr>
<tr>
<td>Ditrans. Type 2</td>
<td>bälävä 'he ate'</td>
<td>th</td>
</tr>
<tr>
<td></td>
<td>länäbä 'he washed'</td>
<td>th</td>
</tr>
<tr>
<td></td>
<td>qätälä 'he killed'</td>
<td>th</td>
</tr>
<tr>
<td></td>
<td>gäzäiä 'he bought'</td>
<td>th</td>
</tr>
<tr>
<td></td>
<td>säräijä 'he stole'</td>
<td>th</td>
</tr>
<tr>
<td>Mono-trans.</td>
<td>bälä 'he ate'</td>
<td>th</td>
</tr>
<tr>
<td></td>
<td>laänäbä 'he washed'</td>
<td>th</td>
</tr>
<tr>
<td></td>
<td>qxäätä 'he killed'</td>
<td>th</td>
</tr>
<tr>
<td></td>
<td>gäätää 'he bought'</td>
<td>th</td>
</tr>
<tr>
<td></td>
<td>säräijä 'he stole'</td>
<td>th</td>
</tr>
<tr>
<td>Unaccusative</td>
<td>mäwätä 'he died'</td>
<td>mal</td>
</tr>
<tr>
<td></td>
<td>täfü 'he/it disappeared'</td>
<td>mal</td>
</tr>
<tr>
<td></td>
<td>wäädägä 'he fell'</td>
<td>goal, mal</td>
</tr>
<tr>
<td></td>
<td>fäsäsät 'it spilled out'</td>
<td>goal, mal</td>
</tr>
<tr>
<td></td>
<td>mäkäkä 'it melted'</td>
<td>goal, mal</td>
</tr>
<tr>
<td></td>
<td>fälä 'he boiled'</td>
<td>mal</td>
</tr>
<tr>
<td>Unergative</td>
<td>g'äyüä 'he run'</td>
<td>goal, mal</td>
</tr>
<tr>
<td></td>
<td>mäösä 'he came'</td>
<td>goal, mal</td>
</tr>
<tr>
<td></td>
<td>käyäätä 'he left'</td>
<td>goal, mal</td>
</tr>
<tr>
<td></td>
<td>siłäqä 'he laughed'</td>
<td>goal, mal</td>
</tr>
<tr>
<td></td>
<td>bäläyä 'he cried'</td>
<td>mal</td>
</tr>
<tr>
<td></td>
<td>jämbäsä 'he swam'</td>
<td>Ø</td>
</tr>
<tr>
<td></td>
<td>sa'si'yä 'he danced'</td>
<td>Ø</td>
</tr>
<tr>
<td></td>
<td>sā'ála 'he coughed'</td>
<td>Ø</td>
</tr>
</tbody>
</table>

Table 5.1: Transitivity in applicatives
5.4 Concluding remarks

This chapter has focused on the transitivity aspect of the applicative clause. In previous works the applicative operation has often been characterized as a transitivizing operation since by virtue of this process the verb acquires a new core object, the applied object. Thus far, however, we have argued that the applicative process does not always have a transitivizing effect, since the new argument it brings about can also be a semantic argument of the base verb, for example, the locative argument of ‘sit’ and ‘put’. Furthermore, it may be viewed as a syntactic valency-increasing device since it always increases the number of core grammatical functions by one. Moreover, we have also argued that the variation of applied object behavior is related to the difference in transitivity effects that the applicative morpheme brings about in languages. In some languages the applied object behaves like a primary and the base as a secondary object, whereas in others applied objects that are associated with most semantic roles may behave like secondary objects. Tigrinya makes a morphological distinction between directly and incidentally affected objects marking them with OM\textsubscript{1} and OM\textsubscript{2}, respectively. Applied objects that are associated with OM\textsubscript{1} exhibit the properties of primary objects, whereas applied objects marked with OM\textsubscript{2} exhibit the properties of secondary objects. However, in intransitive clauses the suffix OM\textsubscript{1} can also mark maleficiaries or ethically affected objects which display secondary object property.

There seems to be no cross-linguistic basis for the restrictions that languages tend to impose on the admission of the applicative morpheme based on the transitivity properties of a verb. Tigrinya admits applicative formations out of ditransitive, transitive and intransitive verbs - both unaccusative and unergative. Intransitive verbs may not admit an applicative morpheme for certain types of semantic role readings. For example, unergative verbs such as ‘dance’, ‘swim’ or ‘scream’ that do not entail a directional motion or transfer of emitted force or substance cannot bear the OM\textsubscript{1} suffix as they cannot code a goal applied object.
CHAPTER 6

Applicative vs. oblique coding

6.1 Introduction

As Donohue (2001:217) notes, some languages have a dynamic applicative system where there exists a productive parallelism between expressing a participant in an applicative or an oblique (PP) phrase. There are also languages that have a non-dynamic applicative system where the applicative expression is a basic grammatical means to express certain arguments. Thus, the applicative expressions of these arguments do not have oblique counterparts. For example, Bresnan and Moshi (1993:50) point out that in Kichaga, a Bantu language, there are no prepositions or case markers to mark beneficiary, maleficiary, instrumental and locative semantic roles. They also state that Chichewa lacks prepositions for the oblique coding of beneficiary and locative semantic roles. In Bajau, an Austronesian language, there are no prepositions for the oblique marking of beneficiary, locative and instrumental semantic roles (Donohue 1996:788). The investigation of such alternative strategies is of particular interest to studies of applicative constructions, especially for syntactic theories which describe applicative constructions as structural derivatives of oblique phrases (Marantz 1984, Baker 1988a). A syntactic theory such as LFG, however, does not support the derivational analysis of applicative constructions based on the fact that certain applied arguments do not have oblique counterparts (Alsina and Mchombo 1990, Bresnan and Moshi 1990, Bresnan 1994, Mchombo 1997). Some studies have also attempted to explain the pragmatic and discourse
reasons behind an applicative or an oblique coding of semantic arguments (Donohue 2001). In this chapter we aim to investigate prepositional case markers with respect to the semantic roles that they code and the possibility of expressing semantic roles in oblique phrases and applicative constructions, and to compare the two types of expression in terms of the discourse construal they mark.

6.2 Oblique vs. adjunct distinction

Semantic roles that are marked by prepositional case can have an oblique argument or an adjunct function. The terms ‘oblique’, ‘argument’ and ‘adjunct’ require some clarification since these terms are employed differently in the literature. Andrews (1985:89) uses the term oblique as a cover term for any prepositional phrase (PP). According to him, the oblique function comprises complements and adjuncts. A complement is a grammatical function that is required or governed by a predicator, for example, a verb. Van Valin (2001:24; 92-96) distinguishes between arguments and adjuncts which corresponds to the distinction between complements and adjuncts made by Andrews (1985). Bierwisch (2003:113) identifies arguments and modifiers as the semantic aspects of constituents, whereas complement and adjunct are their syntactic counterparts. However, Koenig et al. (2003:68) pair these terms differently. They consider arguments and adjuncts to relate to semantic dependents, whereas complements and modifiers to relate to syntactic dependents. In LFG, the term oblique is restricted to subcategorizable prepositional phrases, and is used to designate their grammatical function, whereas the term adjunct is used as a functional designation for non-subcategorizable PPs and adverbial expressions. Thus, adjuncts are classified as modifiers (Bresnan 2001:96, Dalrymple 2001:10).

Even though linguists agree on the existence of oblique vs. adjunct classes, there is no consensus among them concerning the manner in which these should be distinguished. Traditionally, criteria such as optionality/obligatoriness and selectedness are regarded as relevant grounds for this distinction (Bierwisch 2003, Koenig et al. 2003). In this sense, arguments are obligatory, and are selected by the verb, whereas adjuncts are optional. Dowty (1982) proposes an entailment test and a subcategorization test, which to some extent correlate with the optionality/obligatoriness and selectedness notions. However, as Dalrymple et al. (1995:9) note, even though these address important properties that distinguish between arguments and adjuncts, they cannot successfully discriminate between them. The limitation of such criteria is particularly reflected in the controversy regarding the argument status of seman-
tic roles which sometimes are referred to as participatory or circumstantial, such as beneficiary, instrumental and comitative. Usually these semantic roles are optional, but they are assumed to be obligatory when they are overtly realized in a clause. In example (157) we present the controversy in determining the argument status of instrumental semantic roles.

(157) a. The boy broke the window (with a rock). (Van Valin 2001:94)
    b. The girl ate the pasta (with a fork). (Van Valin 2001:94)
    c. The policeman poked the body (with a stick). (Koenig et al. 2003:81)
    d. The policeman sipped his iced tea (with a straw). (Koenig et al. 2003:81)

Van Valin regards the instrumental PP phrase in (157a) as an argument since it can function as a subject argument (or an actor), as in ‘The rock broke the window’, and regards the instrumental PP in (157b) as an adjunct since it cannot function as a subject argument, as in *The fork ate the pasta. In contrast, Koenig et al. analyze both the instrumental PPs in (157c) and in (157d) as arguments. According to them, even though the presence of an instrumental participant is necessary in the event described by poke, it can be syntactically optional. The verb sip does not entail the presence of an instrument, but when an instrument is overtly specified, it plays the same participant role as in (157c). Koenig et al. conclude that even though the instrument is not entailed by certain verbs such as sip it is logically necessary in the event specified by the verb. We agree with Koenig et al. that the argumenthood of instrumentals cannot be established simply by judging whether or not they are obligatory. However, if an instrument is explicitly specified in an event, then it plays a participant role, and thus functions as an argument.

Therefore, we suggest that arguments and adjuncts be distinguished on the basis of the specific role they play in an event. In LFG, this has been the guideline for differentiating oblique arguments from adjuncts. Oblique arguments are associated with specific roles such as recipient, beneficiary, goal, source, locative, instrumental, cause, reason, manner, etc. (Bresnan 1982a:292, Dalrymple 2001:26). Adjuncts are different from arguments since the information they add is related to the whole predication rather than to a specific participant (Bresnan 2001, Dalrymple et al. 1995, Butt et al. 1999, Kroeger 2004). For example, adjuncts may express concept of event location (as opposed to participant location), event time, manner, etc, as example (158) illustrates.
Applicative vs. oblique coding

(158)  

a. እብ እንን ከ (ጉወር) በሚሸ እናክሱ እንና እ

?ab kišinä (koyi-na) mäsihaf ?anbib-a
Loc kitchen (PerfS.be-SM.3FSg) book PerfS.read-SM.3FSg

‘She read a book (while) in the kitchen./ Lit. She read a book (being) in a kitchen.’

b. ብተማሊ እብ መርዓ ይታያ።
timali ?ab már‘a ri[y-ä-ya
yesterday Loc wedding PerfS.see-SM.1Sg-OM 3FSg

‘I saw her in a wedding yesterday.’

c. ብቕልጡፍ መጺኣ።
b1-qltuf mäsiʔ-a
Instr-quick PerfS.come-SM.3FSg

‘She came quickly.’

The location in (158a) is identified as an event location since it is the location where the reading event happens. Similarly, in (158b) neither the adverbial nominal timali ‘yesterday’ nor the event name már‘a ‘wedding’ denotes specific participants. The adverb b1-qlt ‘quick’ in (158c), which is derived from the adjective qlt ‘quick’ through the instrumental marker b1-, describes the manner in which the ‘coming’ event is performed.

Within research on applicative constructions, the oblique vs. adjunct distinction is considered as an important parameter for two reasons. Firstly, even though applied objects are regarded as core arguments independent of their semantic category, owing to the argument/adjunct distinction of their semantic roles applied objects may display different syntactic properties. Secondly, the oblique/adjunct distinction is considered significant since languages tend to set restrictions on admitting semantic roles to applicative constructions at different levels along the argument-adjunct continuum. A certain language may express peripheral/adjunct roles applicatively in a way that can be impossible in another language. For example, Peterson (2007:20) points out that the applicative expression of the prioritive semantic role is unique to Hakha Lai, as in (159).

(159)  

a. kay-ma? hłaan=ʔaʔa-kal
1S-PRON before/front=Loc 3sS-go

‘He went ahead of me.’

b. ?a-ka-kal-ʔa?n
3sS-1sO-go-PRIOR

‘He went ahead of me.’

1In Tigrinya a PP expression of an event location can be modified by the use of a light verb such as koyi-na ‘she being/staying’; however a participant location cannot be modified by a light verb. This can be used as a diagnosis to distinguish argument PPs from adjuncts.
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In (159a) the prioritive semantic role which expresses temporal and spatial concepts is expressed as a PP, whereas in (159b) and (159c) it is expressed as an applied argument. The same temporal concept cannot be expressed applicatively in Tigrinya, as is shown in (160).

(160) a. እኔበለኝ ከእ ይታ ይሱ
qidmi-ʔa mäyit-u
before-3FSg PerfS.die-SM.3MSg
‘He died before me.’

b. ከእ ይታ ይሱ
mäyit-u-wa/la
PerfS.die-SM.3MSg-OM1/OM2.3MSg
‘He died on/for her.’

In (160a) the preposition qidmi which can be translated as ‘in front of, before, ahead of’ bears a pronominal suffix for the pro-dropped object. Thus, it can be considered as a pronominalized PP that expresses a temporal relation. As example (160b) shows, the temporal relation cannot be expressed applicatively. The applicative can only express a maleficiary and a beneficiary applied object readings. Tigrinya can express the same temporal concept as in the Hakha Lai example (159) through a serial verb construction, as in (161).

(161) a. እኔበለኝ ከእ ይታ ይሱ
qidm-u-wa mäyit-u
PerfS.precede-SM.3MSg-OM1.3FSg PerfS.die-SM.3MSg
‘He died before her. Lit. He, preceding her, died.’

b. እኔበለኝ ከእ ይታ ይሱ
qidm-u-wa käyid-u
PerfS.precede-SM.3MSg-OM1.3FSg PerfS.go-SM.3MSg
‘He went ahead of/ before her. Lit. He, preceding her, went.’

A serial verb construction such as in (161) consists of juxtaposed verbs without any coordination or subordination elements. The verbs in the final position (e.g. mäyit-u in (161a) and käyid-u and in (161b)) function as the main verb, and the verb preceding the main verbs (e.g. qidm-u-wa) functions as a modifier by supplying the

In Tigrinya the object of a preposition can be expressed by a pronominal suffix when the object NP is not overtly realized, as in እኔበለኝ ይታ ይሱ ‘him, to/for him’, እኔበለኝ ይታ ይሱ ‘in it, in there’, ከእ ይታ ይሱ ‘from him/it, from there’, and ከእ ይታ ይሱ ‘with him/it’. The glottal stop ʔ serves to demarcate the syllabic boundary.
temporal notion. In this study we do not intend to describe serial verb constructions further.

In the following section we seek to investigate the dynamism between prepositional and applicative expressions in Tigrinya. Prepositional expressions will be investigated with respect to the type of semantic roles they code. We will also investigate the possibility of coding semantic roles in an applicative and oblique expression, and the pragmatic and discourse reasons behind the choice of these alternatives.

6.3 Prepositional vs. applicative coding in Tigrinya

Tigrinya employs prepositions to code a wide range of semantic roles. The following prepositional markers are identified in the language (162):³

3

(162) ni- dative, abstract direction, objective
    mi?inti beneficiary, purpose, reason
    sîlû beneficiarv, purpose, reason
    ?âb location
    nab goal (allative)
    kâb source (ablative)
    bi- instrument
    bi-za?ba topic/comment
    mis comitative

³The allative or goal preposition nab is formed out of the dative ni and the locative ?âb, while the source preposition kab is formed out of the Ge’ez source preposition kî and the locative ?âb. The prepositions that consist of only one syllograph (i.e. a single symbol/graph in a syllabic writing system which consists of consonant and vowel phonemes) ni- and bi-, attach directly to specifiers and modifiers, as in nâtî (ni-?îti) ‘to.the-3MSg’ and nâta (ni-?îta) ‘to.the-3FSg’, ni-kul-om ‘to.all-3MPI’, ni-?ad-ā ‘to.one-MPl’ and ni-sibūq ‘for/to-good/beautiful’. They also attach directly to nouns, as in ni-Saba ‘for/to-Saba’ and bi-nâfî?î ‘by/through-door’. On the other hand, prepositions that consist of more than one syllograph, Pâb, nab, kab, mis and bi-za?ba, are realized as independent words when they occur with nouns, as in ?âb tawlâ ‘on table’ and mis Saba ‘with Saba’, but can be realized either as assimilated or contracted forms with determiners and specifiers, as in ?âb-i or ?âb-?î ‘on/at/in-Det.3MSg’, which can be interpreted as ‘there’. Prepositions can also bear pronominal suffixes for a non-overtly realized object of a preposition, as in ?âb-u ‘on/at/in-3MSg, there’ and mis-u ‘with-3MSg’, bi-za?ba-u ‘about-3MSg, about him/it/that’.
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Most of these prepositions are polysemous. They can have extended meanings that are related to the prototypical relation they mark. For example, bi- is a prototypical preposition for coding an instrument semantic role, but it also has extended meanings, for instance, to code metaphorical instruments such as cause and manner semantic roles. Each of these prepositions will be described with respect to the semantic roles they code, and the prepositional expression they code will also be contrasted with applicative expressions that convey the same semantic argument.

6.3.1 Directional ni

The preposition ni is a polysemous marker which semantically denotes abstract direction within the range of semantic relations which it codes. It is a prototypical dative preposition for the oblique expression of recipient and beneficiary semantic roles (163a). It also marks definite core objects (base and applicative) (163b), oblique expressions of direction (goal) arguments (163c) and temporal adjunct phrases (163d). Since the range of functions marked by ni is subsumed under the directional meaning, we will gloss this preposition as DIR. However, we will continue our glossing convention Obj to identify the objective case.

(163) a. Recipient/beneficiary

\[
\text{እቲ} \quad \text{መስራይ} \quad \text{ንኹሉ} \quad \text{ገንዘቡ} \quad \text{ንኹራማት}
\]

Det-3MSg man money-Poss.3MSg DIR-orphans-Pl

\(\text{ልወእወ።} \)

PerfS.donate-SM.3MSg-OM

‘The man donated all his money to orphans.’

b. Core object

\[
\text{እቲ} \quad \text{መስራይ} \quad \text{ንኹሉ} \quad \text{香蕉} \quad \text{በሊወ።}
\]

Det-3MSg man banana PerfS.eat-SM.3MSg-OM

‘The man ate the banana.’

c. Direction

\[
\text{ብርትራ} \quad \text{ከይዱ} \quad \text{ኣሎ።}
\]

DIR-Eritrea PerfS.go-SM-3MSg Pres.be-SM-3MSg

‘He has gone to Eritrea.’

---

Footnote:

4 As described by Blansitt (1988:186) in a footnote, a prototypical dative relation is semantically characterized as “a voluntary transfer, not specifically involving exchange, intermediary, or motion”. For instance, the recipient of the verb give is marked by a prototypical dative case.
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d. Temporal adjunct

\[
\text{ni-sälästä mä.alt-at mäsi?-u näyr-u} \\
\text{DIR-three day-Pl PerfS.come-SM.3MSg Past.be-SM.3MSg}
\]

‘He had come for three days.’

In (163a), \text{ni} marks the oblique expression of a recipient/beneficiary argument, \text{ni-dליה-tat} ‘to orphans’. In (163a) and in (163b), \text{ni} functions as an objective case marker. It is prefixed on the determiner \text{n-åt-a} (assimilated form of \text{n-?ita}) and the quantifier \text{n-kul-u}, and the definite objects, \text{n-åt-a banana} ‘the banana’ and \text{n-kul-u gänzäb-u} ‘all his money’, are indexed on the verb through object suffixes. In (163c) \text{ni-} marks an oblique expression of a goal (locative) semantic role \text{ni-?ertir}a ‘to Eritrea’. In (163d), \text{ni} codes a temporal adjunct expression, \text{ni-sälästä mä.alt-at} ‘for three days’. Oblique and adjunct expressions cannot be indexed on the verb through verbal suffixes.

An obliquely expressed beneficiary argument, as in (163a), can also be expressed applicatively (164). The applied object is portrayed by a definite referent \text{ni-?om dлибо-tat} ‘the orphans’, and the verb bears an object suffix for this argument.

\[
\text{?it-i säb?ay n-åt-om zålštam-at kul-u gänzäb-u} \\
\text{Det-3MPl man Obj-3MPI orphan-Pl all money-Poss.3MPl}
\]

\[
\text{awäfiy-u-lom} \\
\text{PerfS.donate-SM.3MSg-OM-3MSPl}
\]

‘The man donated all his money to the orphans.’

In general, the applied object cannot be associated with indefinite, non-specific, non-distinct and non-referential arguments. A referent of an applied object is individuated through an obligatory definiteness or specificity feature in Tigrinya. Individuation bestows on the participants discourse worthiness in order to emerge as applied objects, that is, as the most topical object functions in the discourse event. Since recipient and beneficiary arguments correspond to inherently sentient and human referents, and are considered as highly prominent in the discourse event in comparison to referents of a base object that co-occurs with them, they are commonly cast as applied objects.

A distinctness semantic requirement is stipulated in coding a goal argument applicatively. A locative noun that denotes a vast, indistinct or non-discrete location cannot appear as a goal applied object. Thus, the goal locational argument in (163c) cannot be coded applicatively, as in (165).
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Since the referent of the locative argument ‘Eritrea’ is not a discrete and restricted point of reference, it cannot constitute a convenient filler for the applied object argument with verbs that denote telic or punctual activities such as arriving or going. A goal argument can be coded as an applied object only if it has a semantic disposition to be affected by the action of an agent. An agent can affect a locative argument that has a concrete, distinct and restricted referent by engaging in a punctual and telic activity such as arriving at and/or going to a location. A concrete and distinct goal referent such as ‘the woman’ can be coded applicatively, since it is an animate, definite and distinct referent thus and can be affected by the actions of the agent argument in the event of going. In contrast, with a location argument that has a vast area a referent can be coded as an applied object with verbs denote duration and spread such as invading, occupying, filling etc.

Similarly, the adjunct temporal concept in (163d) cannot be expressed applicatively (166). Since a temporal adjunct does not denote a distinct or specific participant or argument, it cannot be coded applicatively.

6.3.2 Beneficiary, mi?inti and silä

The prepositions ni, mi?inti and silä ‘for’, ‘for the sake of’ or ‘on behalf of’ mark an oblique expression of a beneficiary or purpose/reason role. The preposition ni is more frequent and productive in marking a beneficiary than the other two, and it specifies an intended possessor beneficiary, while mi?inti and silä are prototypical purpose/reason prepositions and also relate to an ethical/emotional beneficiary. The beneficiary and purpose/reason expressions are rendered more precise through serialization with the light verb bāhalā, which literally means ‘he said’. In this context
the verb ካል, a simple perfective form, is interpreted as ‘she intended, devoted, dedicated’, and functions as a subordinating serial verb. The light verb supplies the notion of ‘goodwill or good intention’ to the prepositional expressions, as is illustrated in (167).

(167) a. ኢን ኮት ወሳኔ ድስ ይኋ ከሆናት (እሆናት)
Saba n-át-i mäšif ni-Yonas (?ıl-a)
Saba Obj-Det-3MSg book Dir-Yonas (PerfS.say-SM.3FSg)

ursal አት
PerfS.buy-SM.3FSg-OM.3MSg

‘She bought the book (as she intended) for Yonas.’

b. ኢን ኮት ወሳኔ ድስ ይኋ ከሆናት (እሆናት)
Saba n-át-i mäšif mi’intosh Yonas (?ıl-a)
Saba Obj-Det-3MSg book BEN Yonas (PerfS.say-SM.3FSg)

ursal አት
PerfS.buy-SM.3FSg-OM.3MSg

‘She bought the book (as she intended) for/on behalf of Yonas.’

c. ኢን ኮት ወሳኔ ድስ ይኋ ከሆናት (እሆናት)
Saba n-át-i mäšif sila Yonas (?ıl-a)
Saba Obj-Det-3MSg book BEN Yonas (PerfS.say-SM.3FSg)

ursal አት
PerfS.buy-SM.3FSg-OM.3MSg

‘She bought the book (as she intended) for/on behalf of Yonas.’

As example (167a) shows, since the verb meaning በና allows the theme object to be redirected to another participant, then ኮ can code a beneficiary possessor argument, and it gives the reading that Yonas is going to have/possess the book. With ካት in (167b) and ኲ in (167c) the notion of an ethical beneficiary is more prominent than a possessor beneficiary. In this sense, Yonas is perceived as a beneficiary; either Saba buys the book on behalf of him, i.e. she does the buying which he was supposed to do, or she buys the book since she knows it pleases him.

On the other hand, the prepositions ካት and ኲ are more often used than ኮ with verbs that do not allow the intended possessor reading, as is illustrated in (168).
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(168) a. እ ኢኩ ከivyኤ ከivyኤ/ሔት/ሔት እ ከivyኤ (እለ)
Saba n-ät-i mäśliḥaf mi?inti/silä/?ni-Yonas (?ii-a)
Saba Obj-Det-3MSg book BEN/BEN/?Dir-Yonas (PerfS.say-SM.3FSg)

ተስ Hồ።
PerfS.carry-SM.3FSg-OM.3MSg

‘Saba carried the book for/on behalf of Yonas.’

b. እ ኢኩ ከivyኤ/ሔት/ሔት እ ከivyኤ (እለ)
Saba mi?inti/silä/?ni-Yonas (ʔii-a) bizuḥ
Saba BEN/BEN/?Dir-Yonas (PerfS.say-SM.3FSg) a-lot

ደኺማ።
PerfS.be.tired-SM.3FSg

‘Saba got tired/toiled a lot for/on behalf of Yonas.’

c. እ ኢኩ ከivyኤ/ሔት/ሔት እ ከivyኤ (እለታ)
bizuḥat እንጋኑን ወን ወን እ ከivyኤ (እለታ)
Many heroes BEN/BEN/?Dir-Eritrea (PerfS.say-SM.3MPl)

ሞይቶም።
PerfS.die-SM.3MPl

‘The heroes died for/on behalf of Eritrea.’

Since the verb in (168a) does not allow the referent of the theme object to be redirected to another participant, ni cannot express a possessor beneficiary reading, but can give a marginally acceptable ethical beneficiary reading. When ni attaches to definite noun phrases, it acts more like a case marker than a preposition. Since both Yonas and Eritrea are definite nouns, ni can be interpreted as a case marker, but since the verb does not carry a verbal suffix for this object, the case marker reading is not possible. The competition between the case and prepositional readings makes ni less acceptable as an oblique marker with definite nouns. It is more accepted as a prepositional marker when it is used together with the subordinating serial verb ?ii-a. On the other hand, mi?inti and silä can express an ethically affected or a beneficiary argument with these verbs. Similarly, the stative verb dākīm-a ‘she got tired’ (168b) and the intransitive verb moyt-om ‘they died’ (168c) cannot entail transfer of possession, thus the prepositions can only express ethical beneficiaries.

There is no one-to-one correspondence between the applicative and the oblique expression of the beneficiary argument on either the semantic or discourse levels. In the first place, the oblique expression has an unequivocal beneficiary reading, whereas the applicative expression is polysemous, as is illustrated in (169).
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With transitive predicates the applied object can have a beneficiary, maleficiary, locative, goal, path or source semantic role reading, depending on the meaning of the verb used. For example, the applicative expression in (169a) yields beneficiary and source readings, and in (169b) beneficiary and maleficiary readings. With intransitive verbs, since different suffixes are employed to code beneficiary and maleficiary/affected arguments, there is no ambiguity between these readings, as in (169c). Further, given a suitable context that enhances the beneficiary reading, the applicative expression is more expressive and determined than the oblique expression. As we have discussed earlier, the oblique expressions with the beneficiary argument are somewhat coarse. In fact, they are rendered more focused through serialization of a light verb. In addition, as with all applicative expressions, the beneficiary applied object is highly topical. Since the beneficiary argument coincides with animate and human referents which render the beneficiary argument worthy of discourse topicalization, it frequently emerges in the applicative coding. Moreover, the applicative expression codes a maleficiary argument which cannot be expressed obliquely, as Tigrinya lacks a preposition for the oblique coding of this semantic role.

6.3.3 Purpose/reason  \( ni, mî\text{\textf{\texti{i}nti} and silâ} \)

The purpose/reason semantic role is marked with the same prepositions, \( ni, mî\text{\textf{\texti{i}nti} and silâ} \), as the beneficiary argument. The directional preposition \( ni \) is more productive in coding a reason semantic role in main clauses than \( mî\text{\textf{\texti{i}nti} and silâ} \). As Luraghi (2003:45), remarks the notions of purpose and reason are difficult to distinguish. She defines purpose as “an entity, often a state of affairs, aimed at by the intentional action of an agent”, and she states that “the reason that motivates
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an agent to act is cognitively equivalent to the purpose of the action.” Thus, reason is perceived as the state of affairs that motivates an agent to act. Further, their coding and meaning tend to overlap cross-linguistically. As Luraghi (2003) points out “direction expression can be re-interpreted as denoting purpose, on account of a metaphorical equation of human intention with directional motion.” The debate regarding the semantic role overlap between beneficiary and purpose arguments in Chichewa pertains to this ambiguity (Alsina and Mchombo 1990:501).

(170) a. Yēsu a-ná-f-ér-a anathu ônse.
   1-Jesus 1S-PST-die-APPL-FV 2-people 1-all
   ‘Jesus died for all people.’

b. Mtolankhâni a-na-thámäng-ir-á chîphadzûwa.
   1-journalist 1S-PST-run-AP-FV 7-beauty-queen
   ‘The journalist ran for the beauty queen.’

Baker (1988b:21) argues that the applied objects in (170) have reason/motive readings to substantiate his hypothesis that intransitive verbs do not allow a beneficiary applied object reading in Chichewa. Alsina and Mchombo (1990:501) oppose such analyses, and argue that these examples unequivocally mark a beneficiary applied object.

Beneficiary, goal and purpose arguments can be distinguished by the semantic properties of their referents. Beneficiary and goal arguments are associated with distinct and concrete referents, whereas purpose/reason arguments to a greater extent correspond to abstract entities that denote events or states of affairs. According to Hegarty (2003:892) “[...] a reason is a reason for a particular event or state in the world, or it is a purpose of an agent, or it has a connection to the world, but it is otherwise propositional in character, and is not a spatiotemporally delineated part of the world”. In contrast, he states that “Everyday concrete objects have high world immanence since they have spatiotemporal boundaries and interact causally with other objects”. Owing to such semantic properties a reason-denoting expression is typically coded as an adjunct subordinate clause, and cannot be selected by a predicate.

In Tigrinya beneficiary and goal arguments are amenable to applicative coding, whereas purpose/reason roles are not. The examples in (171) illustrate obliquely coded purpose semantic roles.

(171) a. ያናስ ያእንቲ/ን-ገንዘብ እን የወርርሕ።
   Yonas 1P1nti/n-Dir-money 1h-Rel-Imperf.3-work.SM.MSg
   ‘Yonas works for money.’
Applicative vs. oblique coding

In (171a) the reason semantic role reading is acquired from the implied meaning, i.e. the motivation of getting or acquiring money which causes the agent to engage in a certain state of affairs or activity, rather than the object money per se. Similarly, in the rest of the examples, exam (171b), blood test (171c), vacation (171d), meeting (171e) and wedding (171f) are perceived as reasons that motivate the agent to engage in the activities described by the verbs. In the oblique coding, an abstract goal semantic role reading may also be implied with verbs of motion such as käydu ‘he went’ (171d).

However, as we have already mentioned, since the states of affairs that fill the reason semantic role are commonly abstract and non-individuated entities, reason expressions are not amenable to applicative coding. As the following examples show, the applicative expression of a reason semantic role sounds peculiar, since the entities that function as applied objects are allotted undue discourse salience, and such high discourse salience is normally a characteristic of semantically concrete
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and referential elements.

(172) a. *ዮናስ Yonas Yonas n-ät-i gänzäb šäqil-u-lu
Obj-Det-3MSg money PerfS.work-SM.3MSg-OM.2.3MSg
‘Yonas worked for the money.’

b. *ነቲ n-ät-i መርመራ test ወስ ዕው ዝበይቲ woman
Obj-Det-3MSg test blood Obj-Det-3FSg woman
li’ilīq-u-lu PerfS.send-SM.3MSg-OM.1.3MSg
‘He sent the woman to a blood test.’

c. *ነቲ n-ät-i ለገ ይል ከዓና girl-Poss.3MSg እዲሙሉ Q
Obj-Det-3MSg wedding girl Poss.3MSg Obj-PRO-1Pl
adim-u-lu PerfS.invite-SM.3MSg-OM.2.3MSg
‘He has invited us for/to his daughter’s wedding.’

The applicative expressions of the semantic roles in (172) reflect inappropriate assignment of discourse salience for entities that do not have a semantic disposition to become individuated. In order for arguments to be coded as applied objects, they must be distinct from each other as well as the general background. Thus, entities that do not have this disposition cannot be coded as applied objects. This clearly reflects the discourse motivation of the applicative coding.

However, with verbs such as tāadalāwā and tāqārabā ‘he became ready, he got prepared’ the goal of preparation is equivalent to a purpose by virtue of their meaning. In this sense, the purpose reading overlaps with that of an abstract goal argument, and this can be expressed applicatively, as in (173).

(173) a. እስ ዘናስ ይል እናል እስ እዲሙሉ ይል።
Obj-Det-3MSg conference Imperf.3-prepare-SM.MPl-OM.2.3MSg
adim-u-lu ?allā-wu Pres-exist-SM.3MPl
‘They are preparing for the conference.’
The events meeting and wedding are perceived as goals to which the agent directs the preparatory activities, i.e. the agent is engaged in activities that he/she hopes will lead to the successful realization of these states of affairs.

6.3.4 Locative \( \text{?ab} \)

The locative preposition \(?ab\) ‘on’, ‘in’ or ‘at’ denotes a spatial concept without indicating a particular spatial relation with respect to the object’s location. Various spatial relations are complemented through relational words such as \( \text{li} \) ‘top’, \( \text{ti} \) ‘under’, \( \text{wi} \) ‘inside’, \( \text{qidmi} \) ‘front’, \( \text{dhar} \) ‘behind’, \( \text{godni} \) ‘side’, \( \text{yaman} \) ‘right’, \( \text{sägam} \) ‘left’, etc. However, without these relational items, \(?ab\) is interpreted by default as ‘on’ or ‘in’, depending on the meaning of the location noun it modifies, as in (174).

(174) a. \( \text{اهل} \ (\text{هي} \text{ما}) \ \text{هل} \ \text{هيل} \) =
\( \text{؟اش} \ (\text{سيي} \text{باب} \text{يباني}) \) \( \text{الله} \)
fish \( \text{Loc} \) (inside) sea  Imperf.3-live.SM.MSg
‘Fish live in (the) sea.’

b. \( \text{اهل} \) \( \text{هل} \ (\text{هل} / \text{هل} \text{حي}) \) \( \text{هل} \) =
\( \text{؟امبر} \ (\text{باب} / \text{باب} \text{بابيي}) \) \( \text{تول} \)
det-det-3fsg book \( \text{Loc} \) (top/under) table
\( \text{اهل} = \)  
\( \text{؟امبر} \)  
\( \text{Plan} \)  
\( \text{سمر} \)  
\( \text{مشر} \)  
\( \text{ررب} \)
‘He placed the book on (top of/under) a table.’

c. \( \text{هل} \) \( \text{هل} \ (\text{هل} \text{هل} \text{هل}) \) \( \text{هل} \) =
\( \text{؟يت} \ (\text{باب} \text{باب} \text{ينيي}) \text{بابيي} \text{باب} \text{بابيي} \text{بابيي}) \)  
\( \text{هل} \)  
\( \text{؟امبر} \)  
\( \text{Plan} \)  
\( \text{سمر} \)  
\( \text{مشر} \)  
\( \text{ررب} \)
The airplane hovered over the city.

d. \( \text{اهل} \) \( \text{هل} \ (\text{هل} \text{هل} \text{هل}) \) \( \text{هل} \) =
\( \text{؟اب} \)  
\( \text{هل} \)  
\( \text{هل} \)  
\( \text{هل} \)  
\( \text{هل} \)  
\( \text{هل} \)  
\( \text{هل} \)  
\( \text{هل} \)
‘He has been focusing a lot on the new work.’

They have become ready for the wedding.’
In (174a) the \( ?ab \) without the relational items is interpreted as ‘in’ since it refers to the inner location \( \text{baḥri} \) ‘sea’ to denote a habitat. The use of the relational item \( wištī \) ‘inside’ specifies this default meaning further. Similarly, in (174b) \( ?ab \) is interpreted as ‘on’ without the relational items, since the top level surface of a ‘table’ is normally taken to be its default spatial relation. In contrast, in (174c) the locative marker cannot be used without the relational term \( li\i’li \) ‘over’, since with this verb, the main spatial relation is not the default surface location. The locative preposition can also mark a metaphorical locative argument, as in (174d).

In Tigrinya, applicative coding differentiates between a location where one of the participants is located, and a location where the event as a whole takes place. A semantic role denoting a participant’s location can be expressed as an applied object, whereas a semantic role denoting a location of an event cannot occur as an applied object, as in (175).

(175)

a. \( \text{ኣብ} \ \text{ '\( P \)ab\) Loc} \ \text{ዓራት} \ \text{Q} \ \text{arat} \ \text{መጽሓፍ} \ \text{mä} \ \text{s} \ \text{h} \ \text{af} \ \text{ኣንቢሩ።} \)  
\( ?ab \ \text{\textsc{y}ar} \ \text{mäŠhaf} \ \text{\textsc{b}an} \ \text{i} \ \text{u} \) \text{PerfS.put-SM.3MSg}  
‘He put a book on a bed.’

b. \( \text{n-ää-t-i} \ \text{Obj-Det-3MSg} \ \text{ዓራት} \ \text{Q} \ \text{arat} \ \text{መጽሓፍ} \ \text{mä} \ \text{s} \ \text{h} \ \text{af} \ \text{ኣንቢቡルー።} \)  
\( \text{n-ää-t-i} \ \text{\textsc{y}ar} \ \text{mäŠhaf} \ \text{\textsc{b}an} \ \text{i} \ \text{u} \ \text{l} \) \text{PerfS.put-SM.3MSg-OM.2.3MSg}  
‘He put a book on the bed.’

c. \( \text{ኣብ} \ \text{ '\( P \)ab\) Loc} \ \text{ዓራት} \ \text{Q} \ \text{arat} \ \text{(ኮይኑ) (\text{koyn-u}) PerfS.be-SM.3MSg} \ \text{መጽሓፍ} \ \text{mä} \ \text{s} \ \text{h} \ \text{af} \ \text{ኣንቢቡ።} \)  
\( ?ab \ \text{\textsc{y}ar} \ \text{mäŠhaf} \ \text{\textsc{b}an} \ \text{i} \ \text{u} \) \text{PerfS.read-SM.3MSg}  
‘He read a book (being) in bed.’

d. \( \text{n-ää-t-i} \ \text{Obj-Det-3MSg} \ \text{ዓራት} \ \text{Q} \ \text{arat} \ \text{መጽሓፍ} \ \text{mä} \ \text{s} \ \text{h} \ \text{af} \ \text{ኣንቢቡルー።} \)  
\( \text{n-ää-t-i} \ \text{\textsc{y}ar} \ \text{mäŠhaf} \ \text{\textsc{b}an} \ \text{i} \ \text{u} \ \text{l} \) \text{PerfS.read-SM.3MSg-OM.2.3MSg}  
‘He read a book in bed.’

The locative argument in (175a) is inherently lexicalized in the meaning of the verb and its referent serves as the location of the referent of the theme object \( mäŠhaf \) ‘book’. The same concept can be expressed using the applicative expression in (175b). Here the applied object has high discourse salience. The location of the event in (175c) is however not inherently lexicalized in the meaning of the verb. An event location becomes more specified by serialization with the light verb \( koyin-u \) ‘he being/ he staying’ which has a function similar to that of a gerundive phrase in English. The insertion of a serial verb serves as a diagnostic for argument and adjunct locative PPs in Tigrinya. Adjuncts allow an optional serialization with light
verbs, while arguments do not. The locative semantic roles in (175d) cannot be coded applicatively since ‘arat ‘bed’ is a location where the event of reading took place. But, had the locative referent been an animate entity, the construction could have been grammatical for a beneficiary reading.\(^5\) However, event locations that are applied to intransitive verbs can appear in applicative constructions, as in (176).

\[(176)\]
\[\begin{align*}
\text{a.} & \quad \text{Yonas slept (*being) on the bed.}' \\
\text{b.} & \quad \text{Yonas slept on the bed/Yonas slept the bed.'}
\end{align*}\]

The event in (176a) cannot be modified by the serial light verb koyinu, indicating the argument status of the locative participant. Thus, the locative argument can be expressed applicatively (176b). The referent of the applied locative argument is more salient than the referent of the obliquely expressed argument. Moreover, in the applicative it is possible to encode a topical locative argument perceived as a mere location with OM\(^2\), and a locative argument that is perceived as an affected location with OM\(^1\).

The applicative expression codes locative arguments that are salient and foregrounded in the discourse context. A generic statement of a habitual locative relation as in (174a) cannot be expressed in applicative constructions. In the following examples (177) the referent of the locative argument is the topic of discussion, thus it is coded as an applied object.

\[(177)\]
\[\begin{align*}
\text{a.} & \quad \text{Yonas placed a book on the clean table.'}
\end{align*}\]

\(\text{It seems that whether a locative semantic role can appear as applied object or not has to do also with clause types. In Tigrinya adjuncts that commonly do not appear in applicative expressions within a main clause can be expressed as applied objects in dependent clauses and modifying phrases such as relative clauses. This deserves research in its own right. We hope it will be investigated further in the future.}\]
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As can be seen from the examples in (177) only definite locative arguments can be cast as applied objects. In (177a) the referent of the locative argument ‘table’ is more topical than the base object of the verb. The locative object controls pronominal marking and is moved in front of the indefinite theme object. The applicative expression in (177b) marks an affected locative object. The referent of the locative argument ‘city’ is perceived as being thoroughly scrutinized by the airplane; for example, in order to conduct a search or to spy on those in the city. The affected locative object reading in (177b) can only be gained through the applicative coding. The metaphorical location in (177c) is topical in the discourse, thus it becomes worthy of being coded as an applied object.

6.3.5 Allative nab

The preposition nab ‘to/towards’ canonically marks the oblique expression of a goal semantic role, as in (178a). A preposition or a case marker that denotes movement to a certain place is identified as an allative marker (Blansitt 1988:174). However, a goal semantic role can also be marked with the directional preposition or be realized as a bare nominal when it codes spatial referents such as gäza ‘house/home’, timhirti ‘school’, riba ‘river’, ‘îdaga ‘market’, kätäma ‘city’ etc. that are associated with certain conventional activities (178b), and identifiable names of locations, as in (178c).
Applicative vs. oblique coding

(178) a. ይናስ ይናስ ከን/ናብ ይናስ
Yonas n-äti kʷiso ni-nab mändäği
Yonas Obj-Det-3FSg ball Dir/ALL wall
därbiy-u-wa
PerfS.throw-SM.3MSg-OM₁.3FSg
‘Yonas threw the ball against (the) wall.’

b. ይናስ ይናስ ከን/ናብ ከን/ናብ ከን/ናብ
Yonas ni-gʷal-u (ni-/nab) bet timhirti
Yonas Obj-girl-Poss.3MSg (Dir/ALL) house education
sädid-u-wa
PerfS.send-SM.3MSg-OM₁-3FSg
‘Yonas sent his daughter to school.’

c. ይናስ ከን/ናብ ከን/ናብ ከን/ናብ
Yonas (ni-/nab) Oslo käyd-u
Yonas (Dir/ALL) Oslo PerfS.go-SM.3MSG
‘Yonas went to Oslo.’

Both dative and allative prepositions can be used in all these examples (178). The prepositional markers are obligatory with generic location nouns such as mändäği ‘wall’. The definite theme object kʷiso ‘ball’ is case marked and also indexed on the verb. In (178b) and (178c) the goal argument can be marked either by the allative nab or the directional preposition ni-, or it can be coded as a bare noun. The allative and the directional expressions have slightly different meaning. For example, in (178b) the oblique expression with the directional preposition, ni-bet timhirti ‘to school’ implies that the girl is sent to the school where she pursues her studies, but the expression with the allative preposition implies that she is sent to an unspecified school. This is similar to the distinction ‘to school’ vs. ‘to the school’ in English.

The applicative expression codes goal arguments that are perceived as affected participants in an event. Commonly, goal arguments that are associated with referents that serve as endpoints for moving entities are found in applicative coding. Wider locational settings that serve as referents for goal arguments do not usually appear as applicative objects, as can be seen in example (179).

(179) a. ይናስ ይናስ ከን/ናብ ከን/ናብ
Yonas n-äti mändäği/wäddi kʷuYiso
Yonas Obj-Det-3MSG wall/boy ball
därbiy-u-lu
PerfS.throw-SM.3MSG-OM₂.3MSG
‘Yonas threw a ball to the wall./ Yonas threw a ball at/to a boy’
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b. ይናስ ጓል/*ንኦስሎ
Yonas n-ät-a gʷal/*ni-Oslo käyd-u-wa
Yonas Obj-Det-3FSg girl/*Obj-Oslo PerfS.go-SM.3MSg-OM1.3FSg
‘Yonas went at the girl/*Oslo.’

In (179a) the applicatively coded goal object is perceived as an essential part of the discourse. Semantically, it also expresses an affectedness notion which cannot be attained from its oblique counterpart (178a). The oblique expression codes in a neutral way the fact that the referent of the goal argument is the endpoint towards which the theme object moves. In the applicative expression, however, the goal object is perceived as the intended target. The applied goal argument of a transitive verb is coded with OM₂ since it is an indirectly/incidentally affected object (179a). The agent affects the goal by moving towards it or throwing another entity to it. However, with intransitive verbs since the interaction involves only two participants, the moving entity and the goal, the moving entity is perceived as the principal medium that affects the goal object. Thus, it is coded as an implicated object with OM₁ (179b). Since the referent of a setting/location goal such as Oslo is unlikely to be affected by the moving entity, it cannot be coded as an applied object. In contrast, a goal argument with a clearly individuated referent that serves as an endpoint or a target can be coded as an applied object. Moreover, the sentient quality of an argument is also a relevant feature for its applicative coding. Since the referent of the goal argument gʷal ‘girl’ (179b) is both a distinct endpoint and a sentient entity, it qualifies for applicative coding.

6.3.6 Ablative kab

An oblique expression of a source semantic role is marked with the ablative preposition kab ‘from’. The term ablative designates a preposition or case marker that codes a location from which something is removed or moved away. Example (180) illustrates an oblique expression of a source/ablative semantic role.

(180) ይና ትብታት ጓለለ ይናል ይናል ከስ ከስ ከስ ከስ
Saba kab-t-i ሁእለ ሁእለ ሁእለ ሁእለ wäsid-a
Saba ABL-Det-3MSg pot-stew PerfS.take-SM.3FSg
‘Saba took stew from the pot.’

The source argument may arise as a result of a directive meaning of verbs, for instance, wäsädä ‘take’, wäsädä ‘exit/go out’, fälfałä ‘surge/flow’, ?amilätä ‘escape’ or mäsätä ‘come’. These verbs include in their meaning an intrinsic orientation of the motion they describe. The source argument can also occur with verbs that do not
inherently indicate motion or directionality, for instance, täšäkämä ‘carry’ (181a) and ‘eat’ (181b). The ablative can also mark adverbial adjuncts of time. With time expressions it denotes a commencement of an action or state, as in (181c).

(181) a. ይባ ክብ የኇት እንጨይቲ ከን ከጋ ከሃኔ ከ ግን ቤት
Saba n-ät-i ÿinčäytì kab ruba kisab gäza
Saba Obj-Det-3MSg wood ABL river up-to house
 tä-säkim-a-to
DT-Perf.carry-SM.3FSg-OM1.3MSg
‘Saba carried the wood from the river up to the house.’

b. ይባ ክብ ይብ ይብ ብለት
Saba kab-t-i säbihi bålli’a
Saba ABL-Det-3MSg stew PerfS.eat-SM.3FSg
‘Saba ate from the stew./ Saba ate some of the stew.’

c. ይኔሳ ክብ ይብ ያጋ ያጋ ቅማን ከሃኔ ከ ግን ቤት
Yonas kab timali āmmir-u ?ab-zì
Yonas ABL yesterday PerfS.start-SM.3MSg Loc-Prox.3MSg
?a-lat
Pres.be-SM.3MSg
‘Yonas has been here since yesterday.’

In (181a) the ablative preposition marks a source semantic role that corresponds to a location which is the starting point for the carrying event, and the preposition kisab ‘up to or until’ marks the endpoint of the distance covered. The source semantic role is not entailed by the verb’s meaning. Also in (181b) the ablative codes a source argument which is not entailed by the verb. In (181c) the ablative preposition codes a temporal adjunct expression. The ablative relation can also imply the existence of a location that something is moved to (i.e. a goal), as in (182).

(182) ይባ ክብ ያጋ ያጋ ቤት ከሃኔ ከ ግን ቤት
Saba n-ät-i ÿinčäytì kab gäza ni-dägä
Saba Obj-Det-3MSg wood ABL house Dir-outside
 tä-wi?is-ì-a-to
Caus-exit-SM.3FSg-OM1.3MSg
‘Saba took the wood out of the house.’

As with other semantic roles that we have already discussed, the applicative expression of a source semantic role is also related to the notions of affectedness and topicality. The notion of affectedness is partly implied by the meaning of verbs that denote events that may involve a source argument. Let us compare the follow-
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ing verbs with regard to the meaning of the source semantic role that they can be associated with (183).

(183) a. ወሎ ኢት ዶሎ ከሉ ከ። Saba n-ät-i ṣālihi sābǐhi wāsid-a-tlu
Saba Obj-Det-3MSg pot  stew  PerfS.take-SM.3FSg-OM2.3MSg
‘Saba took stew from the pot.’

b. ወሎ ኢት የለ ሞለ ከ። Saba n-ät-i šiğgir bi-ʔiwan-u
Saba Obj-Det-3MSg problem Instr-Time-3MSg
’hupl.ʔat-a-tlü
PerfS.escape-SM.3FSg-OM2.3MSg
‘Saba escaped from the problem in time.’

c. ወሎ ኢት ይ ከል ተስላለ ከላ ከሉ ከ። Saba n-ät-i gāza bīzulh tāŷīlulh/ʔi’unčāyti
Saba Obj-Det-3MSg house a-lot  garbage/equipment/ʔwood
’hupl.ʔat-a-tlü
Caus-PerfS.exit-SM.3FSg-OM2.3MSg
‘Saba withdrew/took out a lot of garbage/equipment/ʔwood from the house.’

d. *ወሎ ኢት ድላ ሞለ ከሉ ከ። Saba n-ät-i rūba ’inčāyti kīsab gāza
Saba Obj-Det-3MSg river wood  up-to house
’tāšākim-a-tlü
PerfS.carry-SM.3FSg-OM2.3MSg
‘?Saba carried wood for the river up to the house.’

In these examples (183), the referent of the source argument is conceptualized as a container, an event or a building from which something moves out or is removed. The entity that is moved or removed is initially contained inside the referent of the source argument. The stew is contained in the pot (183a), Saba is found in the middle of the problem (183b), and the house contained the garbage or equipment (183c). The applicative expression of a source argument seems to fit when the items that are removed or moved away are perceived as conventional components of the referent of a source argument. Thus, a house can be perceived as a conventional location for garbage and equipment, since garbage can be produced daily inside the house, and equipment, which in the Tigrinya sense includes all items used in a household such as furniture and appliances, normally are found in the house. On the other hand, the intended referent of the source argument rūba ‘river’ in (183d) is not conceptualized as a location which contains the things that are carried away from
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As the translation shows, it codes a beneficiary reading. It is the starting point of the distance that the wood is transported over. The verb täsäkämä ‘he carried’ itself does not entail the notion of a source argument. These kinds of adjunct notions cannot appear in an applicative coding. Similarly, the temporal adjunct in (181c) cannot be expressed applicatively. The reason that these semantic role concepts are not suitable in the applicative coding has to do with semantic requirements such as delimitation and distinctness that these entities lack.

Applicative coding makes a distinction between an incidentally affected and directly affected source applied object. Such a distinction cannot be expressed through oblique coding. In general, since the orientation of the motion involving source applied objects is ‘away’ from the referent of the source argument, the source is not conceptualized as implicated. With goal applied objects, on the other hand, since the orientation of the motion is ‘towards’ the referent of the goal argument, those that show a disposition to be affected by the moving entity can be coded as implicated/directly affected applied objects with OM₁. Nonetheless, there are some verbs that code the source argument as an implicated participant when it coincides with an animate referent or is a source in the real sense of the word. For example, with the verb täqäbälä ‘he received’ the oblique expression is employed when the referent of the source argument is a location or is a distantly located human referent (184a), while the applicative coding is used when the source argument has a human referent that is capable of acting as a direct medium to make the message or item reach the recipient, as in (184b).

(184) a. ሳባ ኧተ ካብ እስመራ/ኣቦｱ Saba kab ሳባ ኧተ እስመራ/ኣቦア Asmara/father-Poss.3FSg message/letter PerfS.receive-SM.3FSg Saba ABL Asmara/father-Poss.3FSg message/letter PerfS.receive-SM.3FSg 'Saba received a letter/message from Asmara/her father.'

b. ሳባ ኧተ ካብ/*እስመራ እስመራ/ኣቦ阿 n-äbo/*n-äsmära n-äbo/*n-äsmära ሳባ ኧተ እስመራ/ኣቦ阿 ሳባ ኧተ እስመራ/ኣቦ阿 Saba Obj-father-Poss.3FSg/#Obj-Asmara message/letter Saba Obj-father-Poss.3FSg/#Obj-Asmara message/letter 'Saba received a letter/message from her father/*Asmara./ Saba received a letter/message for/on behalf of her father/*Asmara.'

The obliquely expressed source argument in (184a) is perceived as the origin (location) or sender (human) of the item that is received. However, the referent of the applied object in (184b) is mainly interpreted as someone who directly delivers a message/letter either by communicating or handing it over to the recipient, and the
referent of the applied object may not necessarily be the source of the letter/message itself. That is why the non-human source referent ‘Asmara’ cannot function as a referent of an applied object. The applied object must be coded as an implicated object (OM) which signals the direct transfer of an item from the source to the recipient.

Another example of a verb that codes a source applied object as an implicated object is qädiḥä ‘draw/take out’. When the entity that is drawn out from the referent of the source argument is perceived as a component of the source, as blood to the body of a person (185a), and water to the well (185b), the applied object can also be coded as an affected object. But it cannot be coded as an affected object if the drawn entity is not conceptualized as a component of the referent of a source argument, as water in relation to a jar (185c).

\[(185)\]

\[\text{a. } ṣːti ḳakim n-āt-a ḳśnim-ti däm Det-3MSg doctor OBJ-Det-3FSg sick-FSg blood qädiḥ-u-wa/la PerfS.draw-SM.3MSg-OM1/OM2.3FSg ‘The doctor drew blood from the (F) patient.’\]

\[\text{b. } ḳela bǐzuḥ may qädiḥ-u-wa/la Obj-Det-3FSg well a-lot-of water PerfS.draw-SM.3MSg-OM1/OM2.3FSg ‘He drew a lot of water from the well.’\]

\[\text{c. } ṣːti ḳiṭro bǐzuḥ may Obj-Det-3FSg jar a-lot-of water qädiḥ-u-la/*wa PerfS.draw-SM.3MSg-OM2/*OM1.3FSg ‘He drew a lot of water from the jar.’\]

The non-affected source object reading (185) is comparable to an oblique coding of a source semantic role, except for the difference in its discourse function, i.e. the applicatively coded source argument is more topical than an obliquely coded argument. On the other hand, the affected source object reading in (185a) and (185b) can only be attained from the applicative expression.

Like applied objects that bear a beneficiary, goal or source semantic role, a source applied object is more prominent in the discourse context than an obliquely coded source argument.
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6.3.7 Instrumental bi

The preposition bi ‘with, by’ serves to mark an oblique expression of an instrument (186a), a path (186b), an agent (186c), a cause (186d) or a reason (186e) semantic role. It also marks manner (186f) and temporal (186g) adjunct expressions.

(186) a. Instrument

\[
\textbf{Saba n-\text{it-i} \ yi\text{-tro} bi-sa\text{-\text{"y}ri} d\text{a\text{"i}t-i\text{-a-to}}} \\
\textbf{Saba Obj-Det-3MSg jar Instr-grass PerfS.seal-SM.3FSg-OM.1.3MSg} \\
\text{‘Saba sealed the jar with grass.’}
\]

b. Path

\[
\textbf{?i-i \ s\text{a\text{"a\text{"i}}-i} bi-door \ w\text{a\text{"i}si\text{-u}}} \\
\textbf{Det-3MSg thief-M Instr-door PerfS.exit-SM.3MSg} \\
\text{‘The thief exited/went out through the door.’}
\]

c. Agent

\[
\textbf{bizu\text{\text{"a}}\text{\text{"a}}t \ ins\text{\text{"a}}-sat bi-had\text{\text{"a}}no \ t\text{\text{"a}}-q\text{\text{"a}}\text{\text{"i}}\text{\text{"i}}l-om} \\
\textbf{many animal-Pl Instr-hunters DT-PerfS.kill-SM.3MP\text{\text{"a}}l} \\
\text{‘Many animals have been killed by hunters.’}
\]

d. Cause

\[
\textbf{?a\text{\text{"a}}f\text{\text{"i}r\text{"i}}q\text{\text{"a}}t bizu\text{\text{"a}}\text{\text{"a}}t q\text{\text{"a}}\text{\text{"l}}\text{\text{"o}} \ bi-y\text{\text{"a}}so \ yi-m\text{\text{"a}}\text{\text{"w\text{"i\text{"i}}-u}}} \\
\textbf{Loc Africa many baby-Pl Instr-malaria Imperf.3-die-MPl} \\
\text{‘Many children die from malaria in Africa.’}
\]

e. Reason

\[
\textbf{bi-q\text{\text{"i}n\text{"y}na-a} \ f\text{\text{"a}}\text{\text{"i}}\text{\text{"t\text{"y}-a\text{-ya}}} \\
\textbf{Instr-honesty-Poss.3FSg PerfS.like-SM.1Sg-OM.1.3FSg} \\
\text{‘I liked her for her honesty.’}
\]

f. Manner

\[
\textbf{Yonas bi-tah\text{\text{"a}}\text{\text{"a}}k\text{\text{"a}} \ w\text{a\text{"i}si\text{-u}}} \\
\textbf{Yonas Instr-haste PerfS.exit-SM.3MSg} \\
\text{‘He exited/went out hastily.’}
\]
Marantz (1984:246) defines a typical instrumental argument as an “inanimate tool used by the actor in performing an action”. In this sense only an instrument that functions as a tool, as in (186a), belongs to the typical instrumental category. According to Gruber (1965) “the instrumental phrase cannot ordinarily be used without the subject being an agent”. This eliminates instances where an instrument is coded as a subject.

Instrumental semantic roles can be incorporated in the meaning of a verb, as in these examples: ሐብት ‘he closed/sealed up’, ዥብ ‘he plugged/suffocated’, ከእኞት ‘he strangled’, ይልበት ‘he trapped’, etc. Such roles therefore function as oblique arguments when they are overtly realized in a clause. Instrumental arguments can also appear with verbs such as ከልት ‘he ate’ and ከልት ‘he wrote’, where the instrumental argument is less central to the meaning of these verbs. As Koenig et al. (2003:81) remark, instrumental participants function as arguments regardless of whether they fulfill semantically obligatory or optional roles. This claim is supported by the applicative coding of the instrumental semantic role. Applicative constructions do not discriminate between instrumental semantic roles that are inherently lexicalized in the meaning of a verb and those which are added as event participants. Indeed, all such roles can be coded as applied objects, as in (187).

(187) a. የላ ከት ከሩ ይልበት ከመላት።
   Saba n-ät-i  sa-fir  yiero  däbi-a-tlu
   ‘Saba sealed the jar with grass.’

b. የላ ከት ከብት ወስተዋቅት።
   Saba n-ät-i  kiswa  a-waf  y-ā-ltu
   ‘Saba saw birds with the binoculars.’

The instrumental argument in (187a) is semantically required by the verb, whereas the instrumental argument in (187b) is not, but is nevertheless allowed by the event that the verb denotes. Both instrumental arguments are coded as applied
Applicative vs. oblique coding objects through the non-affected object suffix OM₂. The two types of instrumental roles are treated in the same way in applicative coding, which suggests that in both sentences the instrumental roles function as arguments.

Instrumental applied arguments, however, cannot be coded as affected objects. Since instrumental participants are conceptualized as intermediaries, they cannot be affected by the actions performed by the agent. In contrast, locative and goal applied arguments can be conceptualized as endpoints of a moving entity, and can therefore be coded as affected objects. For example, when a locative or a goal semantic role is applied to an intransitive verb, since the referent of the agent/theme argument acts directly upon the referent of the applied locative or goal argument, the applied object is coded as an affected object. With instrumental arguments such conceptualization is not possible, as shown in (188).

(188) a. እተን በላይ ግ ነብይ ዋት/ኣብቲ ሆርኩስ ው ግ አለዋ።
?it-án ውabay säbäyti b-át-i/šab-1-i mirkus
Det-3FH elderly.F woman.Sg Instr-Det-3MSg/Loc-Det-3MSg stick.Sg
f-a ኢሉ-ን አለናሉ/ኦ ግ ው ግ አለዋ።
P Iil-än il-ään-alu/pto perf-S.stay-SM.3FH perf-exist-SM.3FH
‘The elderly woman has stood up with/on the stick.’

b. እተን በላይ ግ ነብይ ዋት በምርኩስ ው ግ አለዋ。
?it-án ውabay säbäyti n-át-i mirkus dāw
Det-3FH elderly.F woman.Sg Obj-Det-3MSg stick.Sg stand
h-a ኢሉ-ን አለናሉ/ኦ ግ ግ አለዋ。
P Iil-än-alu/pto perf-S.stay-SM.3FH-OM.3MSg perf-exist-SM.3FH
‘The elderly woman has stood up with the stick./The elderly woman has stood up on the stick.’

In (188a) the ‘stick’ can be coded as an instrumental or a locative oblique argument by using the relevant preposition, b for the instrumental and šab for the locative. Both the instrumental and locative arguments can be coded applicatively (188b). The instrumental reading is gained only from OM₂, but the locative can be associated with both OM₁ and OM₂, coding an affected and non-affected applied object, respectively.

Moreover, non-human referents that denote tools and body parts can serve as fillers of instrumental arguments in oblique phrases. However, referents of body-parts cannot serve as applied objects (189).
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(189) a. እቲ መምህር ሽሷ ከታ በብበሮ/ብኢዱ ለፍ እስ ከታ ለፀ  ለፀ ይሆዌፋ።

The oblique expression can be associated with the biro ‘pen’ or the ?id-u ‘hand’ as the referent of the instrumental argument (189a), but an applied object can only be associated with a distinct and referential instrument, therefore, body part referent ?id-u ‘hand’ is not acceptable (189b), since it has a mereological relation to the subject referent.

The oblique expression of an instrumentalized human argument can be coded with the instrumental preposition, but only with a causative verb form. Thus, an instrumentalized human argument can only be interpreted as a causee argument rather than an instrument, as in (190).

(190) a. እቲ መምህር ሽሷ ከታ በብተመሃሮ እስ ከታ ለፀ  ለፀ ይሆዌፋ።

A correct reading of an instrumental oblique expression that has human referents is acquired from the causative verb form (190a). The causee argument can also be coded as a core object through the OM that attaches to a causative verb (190b).
6.3.8 Topic/comment biza’ba

The preposition biza’ba ‘about’ marks topic and stimulus semantic roles. The topic
relation can be considered as a subsidiary notion of the instrumental, since biza’ba
is composed of the instrumental preposition bi and the noun za’ba, which can be
translated as ‘issue’, ‘subject’, ‘topic’, etc. With verbs of communication the topic
semantic role refers to the subject matter of communication (191a) and (191b), and
with verbs of cognition and emotion it refers to the stimulus of mental or psycholo-
gical processes (191c) and (191d).

(191) a. ከሉ እን ከቁት።
   biza’ba g”al-u እላት-ት-ሬ  
   about  daughter-Poss.3MSg PerFS.ask-SM.3MSg-OM.1Pl
   ‘He asked us about his daughter.’

b. ከሉ እን ከቁት።
   ከወወ እን ከቁት።
   biza’ba ?it-i ዋወ እላት-ት-ሬ  
   about  Det-3MSg boy PerFS.chat-SM.1Pl
   ‘We chatted/discussed about the boy.’

c. ከሉ እን ከቁት።
   ከወወ እን ከቁት።
   biza’ba-la ከሆብ ኪሬስ-ት-ሬ  
   about-2MSg a-lot  PerFS.think-SM.1Sg
   ‘I thought a lot about you.’

d. ከሉ እን ከቁት።
   ከወወ እን ከቁት።
   biza’ba-la ከሆብ ኪሬስ-ት-ሬ  
   about-2MSg PerFS.worry-SM.1Sg
   ‘I am worried about you.’

In (191a) the daughter and in (191b) the boy are understood as the subject matter
of the communication events. With verbs of cognition and emotion such as ኪሬስ-ት-ሬ
‘I thought’ and እስተሬታት-ት-ሬ ‘I am worried’ the topic semantic role is perceived to be
the object of thought or the stimulus, as in (191c) and (191d).

With some of these verbs the instrumental preposition can alternatively be used
to code the topic semantic role. Let us consider the examples in (192).

(192) a. ከሉ እን ከቁት።
   ከወወ እን ከቁት።
   bi-t-i ዋወ እላት-ት-ሬ  
   Instr-Det-3MSg boy PerFS.chat-SM.1Pl
   ‘We chatted/discussed about the boy.’

b. ከሉ እን ከቁት።
   ከወወ እን ከቁት።
   bi-”?aka ከሆብ ኪሬስ-ት-ሬ  
   Instr-2MSg a-lot  PerFS.think-SM.1Sg
   ‘I thought a lot of you.’
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The expression with the instrumental preposition has a slightly different nuance. It entails a direct topic or stimulus. For example, in (192a) the boy himself is the topic of discussion, while in (191b) the topic/stimulus has an indirect meaning, i.e. some issue concerning the boy is perceived to be the topic/stimulus of the perception or the emotion experienced by the subject referent. The two readings given in (192b) and in (191c) can be compared to the English readings yielded by I thought of you and I think about you, respectively. Similarly, the meaning in (192c) implies that the subject referent is worried about the person themselves, whereas in (192c) the subject referent is worried about issues concerning the person.

The stimulus/topic semantic reading can also be conveyed through the applicative coding, as in (193).

(193) a. ይኖስ ይናስ
    Yonas ni-gal-u ከጆት-ጆላ
    Yonas Obj-daughter.Sg-Poss.3MSg PerfS.ask-SM.3MSg-OM.2.3FSg
    ‘Yonas asked/enquired about/for his daughter.’

b. ኰጆ ከጆ ካጆል።
    nä-t-i ተናϊ-ጆ-ላ
    Obj-Det-3MSg boy.Sg ከጆ-ኔ-
    ‘We chatted/gossiped about the boy.’

c. ከጆ ከጆ ካጆል።
    ni-łača ከጆ-
    Obj-2MSg PerfS.think-SM.1Sg-OM.2.OM.1.2MSg
    ‘I thought about/of/for you.’

d. ይኖስ ያቒለልካ/*ካ።
    ይናስ ከጆ-ኔ-
    DT-PerfS.worry-SM.1Sg-OM.2/OM.1.2MSg
    ‘I am worried about/of/for you.’

The applied object (193a) can be interpreted as a topic or a beneficiary argument, and the verb can only allow OM.2 for both readings. In (193b) the applied object has a topic argument reading marked by OM.2. However, with the verb in (193c) the topic/stimulus applied object reading is expressed via OM.1, and it implies only the direct topic/stimulus reading, i.e. the person himself is the referent of the topic argument. The OM.2 expresses a beneficiary applied object. On the other hand, the verb in (193d) only allows OM.2 to code both the direct stimulus and the beneficiary argument readings.
6.3.9 Comitative \textit{mis}

The preposition \textit{mis} ‘with’ marks a comitative/accompaniment semantic role (194). According to Luraghi (2003:28), a “prototypical comitative involves an animate agent performing an action together with another animate individuated entity, conceived as performing the same action”. The comitative prepositional phrase can function as an argument or adjunct modifier of agentive predicates. The following examples illustrate that there are important syntactic and semantic differences between comitative arguments and comitative adjuncts.

\begin{align*}
(194)\quad &\text{a. } ምስ \textit{mis} \textit{wäd-a} \textit{mäsiʔ-a-tna} \\
&\text{Com boy-Poss.3FSg PerfS.come-SM.3FSg-OM₁.1Pl} \\
&\text{‘She came to us with her son.’} \\
&\text{b. } ምስ \textit{mis} \textit{wäd-a} \textit{tämagʷʰit-a} \\
&\text{Com boy-Poss.3FSg PerfS.argue-SM.3FSg} \\
&\text{‘She argued with her son.’} \\
&\text{c. } ምስ \textit{mis} \textit{wäd-a} \textit{ʔa/lic-a} \\
&\text{Com boy-Poss.3FSg PerfS.chat-SM.3FSg} \\
&\text{‘She chatted with her son.’}
\end{align*}

In (194a) the comitative argument is not inherently conceptualized in the meaning of the verb \textit{mäsiʔ} ‘she come’, whereas in (194b) and (194c) the comitative argument is entailed by the meaning of the verbs ‘argue/dispute’ and ‘chat’.

In Tigrinya, only verbs that entail a gesture or a reciprocal action allow the applicative coding of comitative arguments. The comitative applied argument plays the role of a reciprocating partner, as in (195). The referents of the applied comitative arguments that are allowed by inherently associative verbs are necessary for the relevant situation to exist, whereas with other types of predicates, the comitative participants are not necessary for the event to exist. These latter types of comitative arguments can only be expressed obliquely. The referent of the comitative applied object is perceived as a subsidiary partner, since the subject referent is perceived as having a leading role in the activity. The comitative applied object is coded with OM₁, which indicates its affectedness status owing to its engagement in the activity described by the verb.

\begin{align*}
(195)\quad &\text{a. } ምስ \textit{mis} \textit{wäd-a} \textit{mäsiʔ-a-to} \\
&\text{Obj-boy-Poss.3FSg PerfS.come-SM.3FSg-OM₁.3MSg} \\
&\text{‘She came to/*with her son.’}
\end{align*}
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The applicative expression in (195a) cannot express the comitative applied object reading, but it is grammatical on the goal reading. On the other hand, the applicative expressions in (195b) and (195c) code a comitative argument.

As these examples show, oblique expressions can add comitative participants whenever they are semantically appropriate in an event. However, applicative expressions can only code comitative arguments that are required in the event described by the verb. Thus, the oblique coding of a comitative role has a wider scope than the applicative coding of the same role.

6.4 Primary applicative coding

Certain applicatively expressed semantic arguments cannot be obliquely coded. For example, in Tigrinya, maleficiary, possessor and experiencer semantic arguments can only be expressed as applied objects. Tigrinya does not have prepositions for the oblique coding of a maleficiary or an experiencer argument. Similarly, even though possessive verbs are derived from locative expressions, an applied verb that has a locative copula as its basis is exclusively grammaticalized to code a possessor argument. In the remainder of this section we will illustrate primary applicative expressions of the maleficiary, possessor and experiencer arguments.

6.4.1 Maleficiary

(196) a. እቲ ያብዓይ ከታ Q1-a
P1-t-i säb?ay nā-t-a säbäyti qičiʔ-a
Det-3MSg man Obj-Det-3FSg woman bread-Poss.3FSg
PerfS.eat-SM.3MSg-OM₃.3FSg
‘The man ate her bread on the woman.’
b. ነታ ክልሎች ከትህ መቷɩ-ቷ
nä-t-a säbäyti gänzäb täfi-u-wa
Obj-Det-3FSg woman money PerfS.disappear-SM.3MSg-OM.1.3FSg
‘The woman, money disappeared on her.’

c. እት ከተላሬ እት ክልሎች መቷɩ-
?i-ti säb?ay nä-t-a säbäyti mäsųaf
Det-3MSg man Obj-Det-3FSg woman book
ውስ-
wäsiu-la
PerfS.take-SM.3MSg-OM.2.3FSg
‘He took away a book from the woman.’

The suffix OM₁ is interpreted as coding a maleficiary applied object (196a). The meaning of the transitive verb bälti ‘he ate’ and the possessive marker on the theme object ‘bread’ promote the maleficiary rather than the beneficiary reading of the applied object. Since the verb ‘eat’ cannot be subcategorized for a maleficiary oblique argument, the maleficiary reading is admitted only through the applicative coding. In (196b), since losing money is perceived as a disadvantage, the verb täfi‘u ‘he disappeared’ bears the suffix OM₁ for a maleficiary/affected applied object. The verb may also bear OM₂ to code a beneficiary or a source applied object. The maleficiary and beneficiary arguments cannot be expressed obliquely. On the other hand, the source argument can be expressed in an oblique phrase, as in kab gäza ‘from a house’ and kab Ĭiba ‘from a pocket’. Similarly, in (196c) the suffix OM₂ that the verb wäsidu ‘he took’ bears can have beneficiary, maleficiary and source applied object readings. The beneficiary and source arguments can also be expressed obliquely, but the maleficiary argument cannot.

6.4.2 Possessor

(197) a. ከስ-
ni-Saba källi ?all-o-wa
Obj-Saba dog Pres.exist-SM.3MSg-OM.1.3FSg
‘Saba has a dog./Lit. A dog exists for Saba.’

b. *ስ-
källi ?ab Saba ?all-o
dog Loc Saba Pres.exist-SM.3MSg
‘A dog exists in/on Saba.’

When the locative copula verb ?all-o ‘be, exist’ bears the suffix OM₁, it yields a possessive reading (197a). The possessor object can only be expressed in an applicative construction. The oblique paraphrase of the possessive phrase gives a loca-
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tive reading, and in (197b) the expression is meaningless since the human referent Saba cannot serve as a filler of a locative argument in this context. However, when the referent of the possessor argument is replaced by a referent that denotes a location, it results in a semantically correct oblique expression, but has a locative rather than a possessive reading (198).

(198) a. እታ ከል እቾም እለው።
   n-ät-a  gäza  maśo  all-o-wa
   Obj-Det-3FSg  house door  Pres.exist-SM.3MSg-OM.3FSg
   ‘The house has a door./Lit. The house, a door exists for it.’

b. እትን ከል እቾም እለው።
   ?ab-t-a  gäza  maśo  ?all-o
   Loc-Det-3FSg  house door  Pres.exist-SM.3MSg
   ‘There is a door in the house./Lit. In the house a door exists.’

The applied object has a possessor argument reading in (198a). However, the oblique coding has a locative argument reading (198b). Therefore, since the applicative and the oblique expressions code different semantic arguments, they cannot be regarded as paraphrases of each other. The applicative codes a possessor argument with locative copula verbs, while the oblique codes a locative argument.

6.4.3 Experiencer

As was already discussed in section (4.4) object experiencer arguments are regarded as instances of applied objects. The applicative construction is the only means to express these arguments, as in (199)

(199) a. እሸሚዬኒ።
   säm  y-u-ni
   PerfS. become=quiet-SM.3MSg-OM.1Sg
   ‘I feel lonely./Lit. It became quiet for/to me.’

b. እራህካ ከሸሚዬኒ።
   sirah-ka  gårim-u-ni
deed-Poss.2MSg  PerfS.suprise-SM.3MSg-OM.1Sg
   ‘Your deed/action/work surprised me.’

The object suffix OM₁ in (199a) and (199b) is coreferential with the unexpressed experiencer object arguments. Since Tigrinya lacks a preposition to mark this semantic relation, the same experiencer object as the ones in (199) cannot be coded obliquely. Table 6.1 summarizes the different applicative and oblique markers that Tigrinya employs to code semantic arguments.
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<table>
<thead>
<tr>
<th>semantic role</th>
<th>Oblique case</th>
<th>objective case</th>
<th>Pronominal Suffix</th>
</tr>
</thead>
<tbody>
<tr>
<td>indefinite theme</td>
<td>ø</td>
<td>ø</td>
<td>ø</td>
</tr>
<tr>
<td>definite theme</td>
<td>ø</td>
<td>ni</td>
<td>OM₁</td>
</tr>
<tr>
<td>recipient</td>
<td>ni-</td>
<td>ni-</td>
<td>OM₁</td>
</tr>
<tr>
<td>beneficiary</td>
<td>ni-, silä, mi\’inti</td>
<td>ni-</td>
<td>OM₂</td>
</tr>
<tr>
<td>incidental locative</td>
<td>?ab</td>
<td>ni-</td>
<td>OM₁</td>
</tr>
<tr>
<td>implicated locative</td>
<td>?ab</td>
<td>ni-</td>
<td>OM₁</td>
</tr>
<tr>
<td>incidental allative</td>
<td>nab, ni-</td>
<td>ni-</td>
<td>OM₂</td>
</tr>
<tr>
<td>implicated allative</td>
<td>nab, ni-</td>
<td>ni-</td>
<td>OM₁</td>
</tr>
<tr>
<td>incidental source</td>
<td>kab</td>
<td>ni-</td>
<td>OM₂</td>
</tr>
<tr>
<td>implicated source</td>
<td>kab</td>
<td>ni-</td>
<td>OM₁</td>
</tr>
<tr>
<td>instrumental</td>
<td>bi-</td>
<td>ni-</td>
<td>OM₂</td>
</tr>
<tr>
<td>incidental path</td>
<td>bi-</td>
<td>ni-</td>
<td>OM₂</td>
</tr>
<tr>
<td>implicated path</td>
<td>bi-</td>
<td>ni-</td>
<td>OM₁</td>
</tr>
<tr>
<td>agentive</td>
<td>bi-</td>
<td>ø</td>
<td>ø</td>
</tr>
<tr>
<td>cause</td>
<td>bi-</td>
<td>ø</td>
<td>ø</td>
</tr>
<tr>
<td>means</td>
<td>bi-</td>
<td>ø</td>
<td>ø</td>
</tr>
<tr>
<td>manner</td>
<td>bi-</td>
<td>ø</td>
<td>ø</td>
</tr>
<tr>
<td>reason</td>
<td>silä ni, mi\’inti</td>
<td>ni-</td>
<td>OM₂</td>
</tr>
<tr>
<td>topic</td>
<td>b-iza\’ba-</td>
<td>ni-</td>
<td>OM₂</td>
</tr>
<tr>
<td>comitative/accompaniment</td>
<td>mis-</td>
<td>ni-</td>
<td>OM₁</td>
</tr>
<tr>
<td>maleficiary</td>
<td>ø</td>
<td>ni-</td>
<td>OM₁</td>
</tr>
<tr>
<td>possessor</td>
<td>ø</td>
<td>ni-</td>
<td>OM₁</td>
</tr>
<tr>
<td>experiencer</td>
<td>ø</td>
<td>ni-</td>
<td>OM₁</td>
</tr>
</tbody>
</table>

Table 6.1: Applicative and Positional Coding

6.5 Conclusion

Tigrinya has distinct prepositions for coding most of the applicatively expressed semantic arguments. However, not all obliquely coded semantic relations can be coded applicatively, and vice versa. Generally, applicatively coded arguments coincide with semantically distinct and definite referents, whereas referents of obliquely expressed arguments or adjuncts are not specified for particular semantic properties, i.e. oblique arguments are not constrained to be definite or animate in order to be obliquely expressed. However, applicative expressions require the referents of applied objects to be highly individuated. Depending on the type of semantic role, the referents of the applied argument possess semantic features such as definiteness and animacy which make them worthy of being cast as applied objects. In addition, for some semantic arguments such as maleficiary, possessor and experiencer, the applicative construction is a basic coding strategy since there are no distinct prepositions for coding these arguments obliquely.
Part III

Morphosyntactic and discourse approaches
CHAPTER 7

Morphosyntactic approaches

7.1 Introduction

In this chapter we aim to show how the morphosyntactic properties of applicative constructions are accounted for in some major linguistic theories. As this study employs LFG as its theoretical framework, we will discuss this approach in detail – specifically LMT, the sub-theory within LFG which deals with argument-function mapping issues. In addition, we will also touch upon the Relational Grammar (RG) and Government and Binding (GB) approaches to this phenomenon.

Following Peterson (2007) we will designate these theories as morphosyntactic approaches since the structure and properties revealed by applied objects are perceived to be morphosyntactic in nature. Applied objects are characterized by structural or functional relations in contrast to discourse relations. Moreover, these approaches refer to both syntactic information (e.g. word order or phrase structure) and morphological information (e.g. case and verbal affixes) in order to identify symmetric and asymmetric relations in grammar even though these approaches differ on the kind of information they assume as fundamental, and the way they use and interpret this information. For example, in GB syntactic configurations are basic, whereas morphology is supplementary, in the sense that it is used to check information which is already present in a syntactic representation (D-structure) (Zaenen and Engdahl 1994:185). For example, lexical entries are provided with subcategorization information, i.e. the type and number of arguments they take, but since the
same information is also contained in the D-structure, this information becomes redundant. The subcategorization information provided in the lexical entry is useful for building a syntactic representation (D-structure) that contains the same information as the lexicon. On the other hand, in LFG none of this information is taken as basic, thus syntactic and morphological information constrain each other. Therefore, the term morphosyntactic is used to emphasize the role of morphology in syntactic analysis (Matthews 2007:254). Conventionally, the term designates a morphological operation that affects the argument structure of a verb either by altering the mapping of grammatical functions to semantic participants or by altering the meaning of semantic participants.

With respect to applicative constructions, these approaches usually attempt to describe the syntactic category of the applied object by parameterizing properties that are assumed to distinguish between different grammatical relations (identified as direct and indirect objects in RG) or functions (identified as primary and secondary objects in LFG). The parameters of variation that are postulated to form a single property of objecthood are composed of syntactic and morphological coding properties. For this reason, these approaches give a lot of weight to the morphosyntactic properties or processes that bring about the applicative phenomenon. The change in discourse construal which motivates the use of an applicative expression and the semantic change that is associated with some applicative readings has been given little attention, however. We will take up the discourse effect of applicative constructions in chapter 9. These formalisms differ in terms of the grammatical processes they postulate as the basic properties in order to predict object asymmetry. In GB the asymmetry between different objects is assumed to result from difference in Case or thematic role assignment, whereas in both RG and LFG it is perceived as a difference in grammatical function category. Nevertheless, RG and LFG differ in their views on grammatical functions.

7.2 Morphosyntactic vs. morphosemantic operations

Some authors distinguish between two types of operations identified as morphosyntactic vs. morphosemantic (Ackerman 1992) or morphosyntactic vs. morpholexical (Sadler and Spencer 1998). The term morphosyntactic refers to processes that affect only the syntactic expression of arguments without affecting their meaning. The op-

---

1 A general description of how the lexicon and morphology are employed by these approaches is found in Zaenen and Engdahl (1994).
7.2. MORPHOSYNTACTIC VS. MORPHOSEMANTIC OPERATIONS

Operations that are associated with them are identified as meaning preserving. In contrast, the term morphosemantic and morpholexical are used for operations that also alter (by adding, deleting or identifying arguments) the Lexical Conceptual Structure (LCS) or the lexical semantic representation proper (Levin and Rappaport Hovav 2008b:250). LCS is taken to be the aspect of meaning which is relevant to grammar, but is not expected to contain information about how semantic participants are projected onto syntax. According to Levin and Rappaport Hovav (2008b:2), it refers to “the set of recurring meaning components which determine the range of argument alternations a particular verb can participate in”. This is distinguished from a predicate argument structure (PAS) which refers to the number of arguments that a predicate projects when it appears in actual constructions in its full inflectional and derivational forms, and contains information about how these arguments are projected into syntax (Bresnan 1982a, Marantz 1984, Grimshaw 1990). According to Sadler and Spencer (1998:209), the morpholexical vs. morphosyntactic distinction, and the traditional dichotomy derivation (creating different lexemes) vs. inflection (creating distinct forms of the same lexeme) correspond to some extent, even though in some cases they do not perfectly coincide.

Linguistic phenomena such as dative shift, applicative, locative alternation, locative inversion, passive, causative, resultative etc., which in most of the literature are conventionally regarded as morphosyntactic processes, can also have a morphosemantic effect in a construction. The causative usually effects change in meaning, and can be identified as a meaning changing operation, while the passive is a meaning preserving operation. There is, however, a discrepancy with respect to the placement of the dative shift, a phenomenon similar to the applicative in its function. Levin and Rappaport Hovav (2008a) as well as Sadler and Spencer (1998) classify the dative shift as a morphosyntactic operation, whereas Ackerman and Moore (2001) and Krifka (2004) consider it to be a morphosemantic operation. This disagreement seems to arise for two reasons. First, both the applicative and dative shift are complex processes that can incur either change depending on the language and the verb class or meaning they operate on. Bresnan and Nikitina (2003) argue that non-dative shifted and dative shifted constructions can reflect variations in emphasis, discourse prominence and/or semantics depending upon which type of ditransitive verbs they operate. For example, alternations with the verb give affect only the predicate’s argument structure, thus effecting change of emphasis or discourse prominence. In contrast, with the verb send the construction codes also a difference of meaning. The expression with the dative PP codes a goal argument as
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in *Mary sent the mail to her friend/Oslo*, while the one with the dative NP codes a possessor argument *Mary sent her friend/*Oslo the mail*, (Bresnan and Nikitina 2007, Levin and Rappaport Hovav 2008a). Second, scholars seem to disagree on the degree of meaning change that these operations can bring about. Some view the meaning difference of a predicate with a dative PP and one with a dative NP as just a subtle nuance of the same meaning, and others argue that the subtle meaning difference constitutes a separate LCS (Krifka 2004).

Levin and Rappaport Hovav (2008a) claim that morphosemantic and morphosyntactic processes are coded with distinct affixes. This assumption seems to be supported by the passive and causative operations, which, in most languages, are coded with distinct morphemes. However, Kroeger (2007) argues that Indonesian provides evidence against this. He points out that the -kan suffix in Indonesian can have different effects on the argument structure of a predicate. It can effect semantic and/or syntactic modifications. Its morphosyntactic function is observed in ditransitive verbs which mark beneficiary applicatives whose primary object bears a beneficiary role. Its morphosemantic function involves a variety of meanings. Its most salient function is to produce monotransitive verbs with the semantic structure CAUSE–BE–AT when is associated with intransitive verbs that denote motion and change of state.

A similar effect is observed in Tigrinya. The suffixes OM₁ and OM₂ can be compared in terms of the morphosyntactic vs. morphosemantic distinction. OM₂ usually effects morphosyntactic modification, whereas OM₁ can mark modification of both types, as illustrated bellow (200).

(200)  

a. እታ እናብ/*ን እቲ ኦንወይ።  
?ิต-a እብ永久 y-紅象-3FSg  እተ outfield-3FSg-PerfS.run-SM.3FSg  
`The woman ran to(ward) the house/child.'

b. እታ እናብ/*ን እቲ ኦንወይ።  
?ิต-a እብ永久 y-紅象-3FSg  እተ outfield-3FSg-PerfS.run-SM.3FSg-OM₂-3MSg  
`The woman ran for the child/*house.'

c. እታ እናብ/*ን እቲ ኦንወይ።  
?ิต-a እብ永久 y-紅象-3FSg  እተ outfield-3FSg-PerfS.run-SM.3FSg-OM₁-3MSg  
`The woman ran/chased the child/*house.'

Neither example (200b) nor (200c) can be interpreted as an alternative expressions to (200a) for coding a goal applied object. Example (200a) shows that only
the allative reading is allowed in an oblique expression. The directional preposition yields an objective case reading when it is associated with definite/animate referents, thus it cannot mark an oblique expression of the beneficiary. The applicative is a basic construction for coding a beneficiary argument with intransitive verbs, as in (200b). Moreover, the application of a beneficiary argument (marked with $OM_2$) does not change the meaning of the base verb. On the other hand, the application of an affectee object through the $OM_1$ changes the initial meaning of the verb. In the resulting applicative expression (200c) the applied verb denotes running with the intention of catching someone who is running away from the pursuer. The applied object argument can only be filled with referents that have the ability to run. Therefore, the suffix $OM_1$ not only augments the number of arguments in the predicate’s argument structure, but also changes the LCS.

Assigning a certain grammatical process to a morphosyntactic or morphosemantic operation may involve a theoretical commitment in some of theoretical approaches. For example, in GB the assumption that alternating constructions (e.g. the dative PP and NP dative expressions of a recipient argument) encode the same meaning leads to a derivational representation of the phenomena. This also applies to the incorporation theory formulated by Baker (1988a) to account for operations such as the applicative that are signaled by morphology. However, since LFG creates a separate level of representation that interfaces between the semantic representation of participants and their syntactic manifestations, the distinction between morphosyntactic and morphosemantic phenomena is already embodied in the theory. The different syntactic realizations of semantic arguments are not configurationally tied to each other in this formalism. In the remainder of this chapter we will discuss how the three approaches view the applicative phenomenon and how they analyze it.

7.3 Relational grammar approach

Relational Grammar (RG), like LFG, diverged from the mainstream of generative grammar, and in particular, from standard transformational grammar (TG), an early version of generative grammar developed by Chomsky (1957, 1965). RG was developed to find for alternative ways to account for relation-affecting constructions in a non-transformational way. Postal and Perlmutter laid much of the groundwork of RG in the early 1970’s (Perlmutter and Postal 1974). A complete form of the theory appeared in publication in 1983 in a collection of papers such as Aissen (1983),
Chung (1983), Dryer (1983), Perlmutter and Paul (1983) edited by Perlmutter. As its name indicates, RG is portrayed as the theory of grammatical relations (such as subject, direct object and indirect object). Grammatical relations are viewed as primitive notions of the theory in terms of which rules, principles and constraints are formulated. Even though RG has waned in popularity, since it has influenced a lot of current approaches, including LFG, it will be worthwhile to review some of the core issues that the theory raises with regard to applicative constructions. Moreover, since RG has emphasized phenomena affecting grammatical relations from its outset, it has made an enormous contribution to our understanding of constructions such as the passive, dative shift and the applicative.

The main goal of the theory is to show that a derivational relationship holds between alternating sentences. RG seeks to give a cross-linguistic characterization of these issues. A considerable number of studies have been conducted to account for such phenomena, for example, applicatives in Indonesian (Chung 1976), Chichewa (Trithart 1976, 1983), Kinyarwanda (Kimenyi 1980, Gary and Keenan 1977, Dryer 1983), Luyia and Mashi (Gary 1977), Tzotzil, Mayan (Aissen 1983) and Halkomelem (Gerdts 1980, 1988); passives in Turkish and Russian (Perlmutter and Postal 1977); antipassives in French (Postal 1977), and a cross-linguistic perspective of impersonal passives and unaccusatives (Perlmutter 1978), among others.

RG seeks to account for the primitive grammatical relations that elements in a clause may have. A P(predicate) is a relation assumed by predicates, a TERM is a relation assumed by arguments such as the Subject (SUBJ or 1), the Direct Object (DO or 2) and the Indirect Object (IO or 3), and an Oblique is a relation assumed by adjuncts (Blake 1990, Van Valin 2001). The numbering system (1, 2 and 3) is used to describe the relationship between predicates and arguments. Arguments are ordered hierarchically as 1 > 2 > 3> ... > non-terms (Oblique, Chômeur). The subject is identified as the highest grammatical relation, and the hierarchy codes a decrease in prominence. Moreover, RG stipulates a special relation known as Chômeur for a term that has lost its term properties or has become idle or retired assuming a non-term relation, as stated in the Motivated Chômeur Law (Perlmutter and Postal 1974). This relation arises when a grammatical relation assumed by a certain dependent of a clause is taken up by another dependent of the same clause in the succeeding level of derivation, as stated in the Relational Annihilation Law in (201) (Perlmutter and Postal 1974).
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(201) When an NP, NP$_i$, assumes the grammatical relation borne by another NP, NP$_j$ (i ≠ j), then NP$_j$ ceases to bear any grammatical relation whatsoever. Such NP$_j$ are called ‘Chômeur’.

The theory assumes a consistent mapping between semantic roles and initial grammatical relations as proposed by the Universal Alignment Hypothesis (Perlmutter and Postal 1983). Accordingly, the initial term relations 1, 2 and 3 map to the agent, the theme/patient and the recipient, respectively, while the non-terms, oblique and adjunct, map to the beneficiary, locative, instrumental, etc. at the initial level. The theory assumes a number of syntactic representations that indicate the derivational levels or strata in which some of the grammatical relations go through revaluation (Rosen 1984). In this process grammatical relations assume a new relation either by advancement (i.e. assuming a higher grammatical relation) or demotion (i.e. assuming a lower grammatical relation). For instance, passive (202b) incurs advancement by causing 2 to become 1, and demotion by causing 1 to become a Chômeur (202c). Dative shift (203b) involves advancement causing 3 or an oblique relation to become 2, and demotion causing 2 to become a Chômeur (203c).

(202) a. The monkey ate the banana. (active)
   b. The banana was eaten by the monkey. (passive)
   c. eat the monkey the banana =analysis
      P 1 2 initial
      P CHÔMEUR 1 final

(203) a. The baboon gave the banana to the monkey. (PP recipient)
   b. The baboon gave the monkey the banana. (NP recipient)
   c. give the baboon the banana the monkey =analysis
      P 1 2 3 initial
      P 1 CHÔMEUR 2 final

The theory does not pose a separate level of representation for lexical semantics. Grammatical relations at the initial level of representation (i.e. initial grammatical relations) are motivated on semantic grounds. As a result, there is no clear distinction between semantic roles and initial grammatical functions. The analysis of a construction that does not reflect a canonical mapping is derivationally accounted for by starting from the initial level. RG, like GB, posits a derivational relationship between pairs of sentences. Consequently, the theory assumes that there is meaning equivalence between the pairs that are assumed to be related by derivation.

The more RG included empirical data from various languages, the more the theory become confronted with conflicting conclusions about the nature and status
of the objects it postulates, and about how these should be represented in a linguistic theory. In particular, the variations observed in applicative data across languages were instrumental in the reformulation and change of important rules and principles proposed by RG’s.

Chung’s (1976) account of dative constructions in Bahasa Indonesia is considered to be the first printed account of RG’s standard approach to applicatives. The constructions that Chung designates as dative are comparable to applicatives elsewhere. According to Chung the dative sentence in Bahasa Indonesia codes a beneficiary or a dative argument as a DO. The dative or beneficiary object is advanced from an initial IO which occurs with the dative preposition kepado ‘to’ or the benefactive preposition untuk ‘for’. She formulates a dative rule which is assumed to account for the creation of dative/beneficiary DOs from dative/beneficiary IOs. The dative rule causes the IO to lose its prepositional marking and the verb to acquire the benefactive suffix -kan instead, as in (204) (Chung 1976:41).

(204) a. Saja mem-bawa surat itu kepada Ali.
   I Trans-bring letter the to Ali
   ‘I brought the letter to Ali.’

   I Trans-bring-Ben Ali letter the
   ‘I brought Ali the letter.’

In (204a) Ali is initially identified as the IO, whereas in (204b) it is advanced to DO. The dative rule deprives the initial DO surat ‘letter’ of its object properties, and thus causes it to become a Chômeur.

Chung (1976:42) established some diagnostics to show that the permuted dative object is indeed the true DO. She states that DOs have the ability to appear as a bare or prepositionless NP, to occur in immediate adjacency with the verb, to become a subject in passivization, to be reflexivized with the subject, to be preposed, to control equi deletion and be relativized. Since the dative object in dative constructions controls these properties, it is analyzed as DO, whereas the initial DO becomes a Chômeur since the dative rule bars it from acquiring these properties.

Later, Gary and Keenan (1977) challenged the Chômeur analysis in their well-known work on applicatives in Kinyarwanda. They also posited two direct object relations in this language, consequently challenging the Stratal Uniqueness Law of Perlmutter and Postal (1977) which states that no more than one NP in a clause can bear the same grammatical relation at the same level of derivation. They maintain that Kinyarwanda has an obligatory dative rule which promotes the IO to DO with-
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out entailing a demotion of the underlying or initial DO, as shown in (205) (Gary and Keenan 1977:91).

(205)  a. Yohani y-oher-er-eje Maria ibaruwa
       John he-sent-R-asp Maria letter
       ‘John sent Maria a letter.’

  b. Yohani y-oher-er-eje ibaruwa Maria.
       John he-sent-R-asp letter Maria
       ‘John sent Maria a letter.’

  c. Yohani y-a-yi-mw-oher-er-eje.
       John he-past-it-her-sent-R-asp
       ‘John sent it to her.’

As examples (205a) and (205b) show, both objects appear as bare NPs, without any case or prepositional markers, and both can occur in the immediate postverbal position. As example (205c) shows, both objects can simultaneously be indexed on the verb. Both objects can be advanced to a subject relation in passivization and be topicalized through relativization. Thus, Gary and Keenan (1977) argue that there are two DOs in Kinyarwanda double object constructions.

However, Gary and Keenan’s claim has raised debate among researchers in RG and outside it. Perlmutter and Postal (1983) argue against the two DO analysis. In their opinion, since the two objects are not distinguished by structural or/and morphological coding, the double object constructions in Kinyarwanda are ambiguous in their reading. For example, they analyze sentence (205a) as corresponding to a clause in which 3 is advanced to 2 and sentence (205b) to a clause that codes initial 2 and 3 in which none of these is advanced. They also point out that in a passive construction, the recipient advances from 3 directly to 1 without forcing 2 to become a Chômeur. This kind of observation led Perlmutter and Postal (1983) to abandon the Chômeur law which demands that all demotions are to the Chômeur relation. Instead, they propose a new demotion rule for symmetrical languages where the advancement of 3 to 2 allows the initial 2 to retreat to 3. Even though their proposal can account for object variations found in symmetrical and asymmetrical Bantu languages, as has been noted by Bresnan and Moshi (1993), it does not offer a unified account of applicative constructions. Firstly, variations that arise due to different semantic roles within a language and across languages must be specified on a rule-by-rule basis, which can result in numerous advancement rules. Secondly, even though Perlmutter and Postal assume that the patient and recipient objects are somehow distinct, they do not offer any mechanism that can distinguish between them.
Similarly, Dryer (1983) and Polinsky (1995) maintain that DO and IO are distinct grammatical relations in Kinyarwanda, contrary to the claim made by Gary and Keenan (1977). Dryer identifies subtle differences between the two objects. For example, these objects show different grammatical behavior in double object clauses with morphological causative and advanced locatives. When an advanced locative co-occurs with an underlying DO, the underlying DO assumes a Chômeur relation; but when the advanced locative co-occurs with a benefactive object, the benefactive retains its object properties. Moreover, when both a DO and an IO appear in a clause, the IO tends to precede the DO, and when affixes for both objects are incorporated in the verb stem, the affix that coincides with DO precedes that of IO’s. Dryer (1983) points out that the object relations that appear indistinct in Kinyarwanda are a small set of double object constructions that involve an underlying theme object and a benefactive object.\(^2\) Thus, he claims that Gary and Keenan’s argument is based on double object constructions that involve only these objects. In these constructions the DO and the IO are very similar in their syntactic properties; however, according to Dryer this cannot be used as grounds for assuming that they are the same grammatical relation. Moreover, he maintains that the range of properties that are employed as diagnostics of objecthood do not characterize the DO alone, but that they can also be shared by the IO.

Later, Dryer (1986) introduced primary object (PO) and secondary object (SO) categories on a level with the DO and IO relations. The PO and SO are comparable to the OBJ and OBJ2 proposed by Bresnan (1982a) in LFG. Dryer (1986) employs a monostatal analysis of double object constructions. He argues that some languages are best accounted for in terms of the PO and SO distinction, and others in terms of the DO and IO distinction. According to him, the IO and DO distinction is based more on semantic notions, while that between PO and SO is based on discourse notions, irrespective of the semantic roles they bear (Dryer 1986:841). Languages that make the distinction between PO and SO treat the recipient/beneficiary object argument of ditransitive clauses and the undergoer/patient argument of monotransitive clauses alike. On the other hand, languages that make the DO and IO distinction code only the theme argument of ditransitive clauses like the undergoer/patient argument of monotransitive clauses. The former corresponds to the primative and secundative and the latter to the directive and indirective alignment types accord-

\(^2\)In Dryer’s terminology the benefactive object category is used as a cover name for object relations that may bear a recipient, a beneficiary or a goal semantic role. These objects are also known as dative arguments.
According to Haspelmath (2004, 2008) and Malchukov et al. (2007). Dryer (1986:811) points out that some languages do not exhibit the kind of alternation that languages such as English and Bahasa Indonesia have. He says that French employs a single construction to express a notional IO (i.e. an object with either a recipient or a beneficiary semantic role). French expresses the recipient/beneficiary argument in a way similar to how such argument is expressed in the English non-dative shifted construction. Languages such as French therefore lack an IO advancement, and they reflect a DO and IO alignment. Some languages may not have prepositional markers to express notional IOs (recipients and beneficiaries), thus object relations are expressed in a basic double object clause. In RG these languages are thought to have obligatory 3 to 2 advancement, and they reflect the PO and SO alignment. Haspelmath (2008:3) also recognizes a third type known as the neutral alignment. In this alignment type, both the theme and the recipient arguments are similar in their coding and grammatical properties.

The PO and SO distinction accounts for the fact that when the IO is advanced to DO, the notional (theme/patient) object still retains some of the DO properties of objecthood, and thus does not assume a Chômeur relation. Dryer (1983, 1986) allows a Chômeur analysis or a kind of demotion that he calls an ‘antidative’ of the IO in languages that mark this relation as an adpositional oblique. The Chômeur analysis is illustrated with the active-passive alternation in Swahili (206) and the ditransitive coding in English (207).

(206) Swahili: active-passive alternation (Dryer 1986:835-36)

a. active
   Jony a-li-m-p-a mkunga ZWADI.
   John he-PAST-give-her-ASP nurse present
   SUBJ PO(IO) SO(DO)
   ‘John gave the nurse the present.’

b. passive
   Mkung a a-li-p ew-a ZWADI na Johni.
   nurse she-PAST-give-PASS-ASP present by John
   SUBJ SO(DO) Chômeur
   ‘The nurse was given the present by John.’

(207) English: ditransitive (Dryer 1986:821)

John gave the book to Mary.
Initial SUBJ DO(SO) IO(PO)
Final SUBJ DO(PO) Chômeur
The PO in (206a) corresponds to the notional IO. In Dryer’s analysis, this clause is considered basic. Another interesting point about Dryer’s analysis is the relation assigned to the notional DO, as in (206b). Dryer argues that since the passive verb cannot agree with an object, this object cannot be analyzed as PO, thus it is analyzed as the SO. In the antidative analysis, he considers the clause where the recipient is expressed as DO/PO to be the basic or initial one, similar to the Swahili structure (206a). For this reason, he analyzes the recipient argument in the non-dative shifted clause as a demoted or a Chômeur relation, as in (207). In RG subcategorizable object arguments cannot be analyzed as obliques since this relation is assigned to non-terms or adjuncts.

In languages that reflect symmetrical object relations the adoption of the PO and SO distinction does not solve the puzzle of objects that appear to be similar. In many languages, there are no sufficient and convincing grammatical properties that differentiate them. Nevertheless, since formal theories such as RG and LFG posit a uniqueness principle to block the occurrence of two or more objects that have the same relational or functional properties, they assume that these objects can be discerned in some way. On the other hand, since their similarity is more salient than their difference, there are linguists who recognize the neutral status of symmetric objects. For instance, Haspelmath (2008:98) argues against Dryer’s (1983, 1986) claim of distinct object relations in Kinyarwanda and other similar languages. He states:

Unfortunately, this claim is immune to falsification in practical terms: There is no way one could exhaustively examine all possibly relevant constructions to determine whether they privilege one of the two arguments, so one can always claim that there is probably some construction with respect to which R and T differ, even though it hasn’t been discovered yet.

Moreover, Baker (1988a), Marantz (1984) and Bresnan and Moshi (1990) criticize RG for not being able to capture properties that applicative constructions have in common both within a language and across languages. In this theory, it is assumed that the differences reflected in applicatives with beneficiaries, locatives, instrumentals, etc., are due to different applicative rules. Therefore, the theory postulates multiple independent rules to handle the variants. With regard to this Bresnan and Moshi (1990:61) say:
Unfortunately, this approach does not capture the relationships between these various object properties: it must be specified rule-by-rule whether 2’s [DO’s] or both 2’s and 3’s [IO’s] are referenced.

Nevertheless, RG made important contributions to language description and analysis. Many linguistic theories make direct or indirect reference to RG in their theoretical formulations. As we shall see in the remainder of this chapter, most of the diagnostics that many theories employ to identify symmetry/asymmetry properties in grammatical relations were first established by RG owing to Chung’s 1976 research on Bahasa Indonesia.

7.4 Government and Binding approach

Government and Binding (GB) was the most influential theory developed by Chomsky (1981). In GB Chomsky proposed a major revision to the generative theory he had developed in successive versions since the 1950’s (Chomsky 1957, 1965). The main endeavor of the theory is to investigate the aspect of grammar which is common to all languages. This aspect of grammar is known as Universal Grammar (UG). GB assumes a modular approach which is characterized by derivation. UG is assumed to have two components: levels of representation and a system of constraints (Black 1997b). A syntactic representation in GB consists of four different levels: 3 underlying or D(eep)-structure, S(urface)-structure, Phonetic Form (PF) and Logical Form (LF). This model is schematized in Figure 7.1 based on Chomsky (1986:68) (see also Black (1997a)).

Figure 7.1: The GB model

---
3Originally, Chomsky (1981:17) devised a model of UG which consists of three components: the rules of syntax and the two types of interpretive rules, one that links S-structure to PF and another that links S-structure to LF. Syntax consists of a base that generates the D-structure. The base in turn consists of a lexicon and a categorial component. Transformational rules convert the D-structure to S-structure. Moreover, the S-structure is indirectly associated to PF and LF through the systems of interpretive rules.
The base component generates an infinite class of D-structures. The D-structure is the most influential component of the GB module. It is similar to the initial level of analysis in RG. It functions as an abstract representation of the semantically relevant grammatical relations such as logical subject and logical object (Chomsky 1986:67). The D-structure functions as the interface between the store of lexical knowledge and the syntactic representation (Zaenen and Engdahl 1994). The lexicon contains information on s(emanic)-selection or thematic (θ) roles, i.e. information about the type and number of arguments that a lexical item can be subcategorized for.

A generalized transformational rule of the type move-α transforms the D-structure into a representation similar to the actual surface form, the S-structure. The rule move-α replaced the detailed and specific transformational rules which characterized earlier versions of generative grammar. The variable ‘α’ stands for the type of category that is moved or rearranged. In GB move-α results in co-indexing two positions in the S-structure indicating the original position and the destination of the moved element (see example 208b). Move-α is postulated to guide all kinds of processes that affect default syntactic structures. In theory, it is assumed to allow anything to move anywhere since illegal movements are taken care of by a system of constraints which restrict the movements.

The S-structure cannot be interpreted by itself. It is spelled out through the interpretive rules which are components of PF. PF is a representation of the acoustic and articulatory systems. The transformational component move-α also operates on the S-structure in order to derive the representation of the LF which is an interface between the syntactic representation and the conceptual systems of the human brain. For example, it deals with semantic interpretations that are concerned with anaphora and scope. In general, the Chomsky (1981) GB model depicts the association of form and meaning.

GB’s approach to applicative constructions is credited to the work of Baker (1988a,b, 1990, 1996). The primary purpose of Baker’s work is to explain the interaction between syntax and morphology, and especially to establish the role of morphology within GB. Baker’s approach stresses syntactic explanation over morphological explanation. The applicative construction provides relevant data to elucidate the interaction between morphology and syntax. Baker characterizes the applicative operation as a head movement where the applicative morpheme is analyzed as an adposition that moves from its structural position to incorporate into the verb, and thus the noun phrase that is associated with the applied object is li-
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censored at its original position (D-structure). This is the position for oblique objects that bear a thematic role such as recipient, goal or beneficiary. This special type of transformational rule is known as incorporation and it is considered as a special instance of move-\(\alpha\) to account for the movement or rearrangement of a lexical (\(X^0\)) category rather than a phrasal (\(X'\)) category. Baker (1988a:1) defines incorporation as “a process by which one semantically independent word comes to be “inside” another”. Baker argues that the applicative phenomenon complies with the same principles that other movements in syntax obey. He considers passives, antipassives, causatives and possessor ascension as instances of incorporation where in most cases the incorporating element is the head (a verb or a noun) and the incorporated element is the head of its phrase. Example (208) illustrates the process of preposition incorporation in the derivation of the applicative expression (this representation is adapted from Baker (1988a:230-231)).

![Diagram](image)

Baker assumes that an applicative expression (208b) is derived from an underlying structure (208a) which is similar to an oblique phrase with the same thematic role in S-structure. In the applicative version, the prepositional element leaves a trace in the position it moves from in order to preserve the structural representation of the argument relationship. In this a way, the movement of a lexical category is

\[4\] The double quotation is originally used by the author for the purpose of emphasis.
Morphosyntactic approaches

constrained since the trace serves as a device to express ‘proper government’ in accordance with GB’s Empty Category Principle (ECP) (Chomsky 1981:60), which states that traces must be governed. Consequently, the verb requires a PP sister at every syntactic level.

Baker (1988b) explains language internal and cross-language variations in applicative constructions as differences in thematic role and case assignments. He assumes that in Chichewa the asymmetrical behavior of beneficiary and instrumental applicatives results from a difference in the assignment of the respective thematic roles at D-structure, and consequently of the assignment of case. He further observes that in Chichewa there are significant structural differences between beneficiary and instrumental applicatives. In beneficiary applicatives, only the applied object can be expressed through object prefixes on the verb; however, in instrumental applicatives either object, basic or instrumental, may be indexed through object prefixes on the verb. In addition, either of the objects in instrumental applicatives can be relativized; the beneficiary applied object, however, cannot be relativized. Another structural difference is reflected in their word order. The beneficiary applicative is required to be adjacent to the verb, whereas either of the objects in instrumental applicatives can be placed immediately after the verb. Based on this observation Baker (1988b:362) claims that the instrumental role is assigned as the NP sister of the verb in the same way as theme and patient roles, while the beneficiary is marked as a PP sister of verb, as the structures in (209) show.

(209) a. 

```
(209) a. VP  
   /   
  V    PP
   /     
  P    NP
     /   
    ben/goal
```

b. 

```
(209) b. VP  
   /   
  V    NP
   /     
  P    theme
```

[Diagram of (209) a and b]
A beneficiary PP is assumed to be a lexical argument of a ditransitive verb, thus it receives its θ-role assignment from the verb at D-structure. Therefore, Baker (1988a:360) hypothesises that for the beneficiary the nature of θ-role assignment is indirect (209a) since it is the PP, not the NP, that receives its θ-role from the verb, whereas for the instrumental the nature of the θ-role assignment is direct (209b) since the verb marks the instrumental NP directly. These differences in D-structure representation determine their behavior in applicatives, as is reflected in (210).

\[(210)\]

a. **Beneficiary Applicative**

![Diagram of Beneficiary Applicative Structure]

When the beneficiary P moves, it leaves a trace in order to preserve the D-structure representation of a lexically determined thematic structure. On the other hand, when the instrumental P is moved, it need not leave a trace since it does not assign a θ-role of its own. Since the instrumental role is not a lexically determined argument of the verb, it is directly assigned by the verb to the instrumental NP. As a result, the applicative expression of the instrumental argument preserves the D-structure representation (209b).

In addition, Baker (1988b:365) proposes that the asymmetric properties of the assignment of beneficiary and instrumental θ can also be explained from the case assignment point of view. In GB, it is assumed that in order for the structures in (210) to be well-formed, the relevant NPs must receive case. There are two types of
case that an NP may acquire: structural and inherent (refer to Butt (2006:55-71) for a detailed discussion). Both nominative and accusative are referred to as structural cases. A structural case is assigned at S-structure independently of thematic roles. Inherent case is assigned at D-Structure and is closely associated with thematic roles. Languages may employ morphological case or adpositions in order to mark a recipient/goal or beneficiary argument of ditransitive verbs. The UTAH (Uniformity of Theta Assignment Hypothesis) principle formulated by Baker (1988a:46) states that, “Identical thematic relationships between items are represented by identical structural relationships between those items at the level of D-structure.” Accordingly, he defines D-structures as “pure representation of thematically relevant Grammatical Functions (=GF-theta)”. The nominative case is assigned to the NP which is the specifier of VP, while the accusative case is assigned to the NP which is sister of V. Consequently, grammatical functions such as subject, object and oblique are described in terms of their structural configurations. In this way, Baker (1988a) aims to show that grammatical functions are not primitive concepts in grammar unlike what is assumed in RG and LFG.

The applicative phenomenon poses problems for the case assignment theory. Both S-structure representations in (210a) and (210b) contain two bare NPs which must receive abstract case. However, verbs in languages like Chichewa can assign structural case (i.e. accusative, objective or absolutive) to only one NP. Baker thus attempts to account for how the second NP may receive case. In accordance with GB theory, he postulates that since verbs also have the ability to assign inherent case, the second object may get this type of case. He assumes that verbs in Chichewa may assign inherent case, in addition to structural case, and thus applicative constructions may employ either of these case systems to account for the well-formedness of the two bare NPs. He specifies which of the NPs is assigned structural case and which one is assigned inherent case in beneficiary and instrumental applicatives.

He explains that at S-structure (210a) the trace of the moved preposition governs the beneficiary applied object; however, since a trace does not have lexical properties, it does not have case features, thus it cannot assign case. Moreover, since the beneficiary applied object is not directly \( \theta \)-marked by the verb at D-structure (209a), it cannot receive inherent case from the verb. Therefore, according to Baker (1988b:376), the only legitimate case option left for the beneficiary applied object is the structural case, since the requirement for the assignment of this case, that the verb governs the NP at S-structure, is fulfilled. Then, the basic object of the verb receives the inherent case, since it is \( \theta \)-marked by the verb at D-structure. In other
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words, the beneficiary applied object acquires structural case by virtue of adjacency requirements, and the basic object loses its right to have structural case because, in beneficiary applicatives, this object is displaced from its canonical post-verbal position, and is therefore regarded as an adjunct. This analysis is similar to RG’s account of the Chômeur relation.

In contrast, the instrumental NP is \( \theta \)-marked by the verb at D-structure (210b). As a result, just like the patient NP, it receives a lawful inherent case. Furthermore, they can both receive structural case at S-structure (209b), since both are governed by the verb. Therefore, there are two ways in which instrumental and patient NPs may acquire case. In a structure where the instrumental NP comes immediately after a verb, it is assigned structural case, and the theme NP gets inherent case, or vice versa when their word order is reversed.

Even though Baker’s theory succeeds in explaining the variations reflected in word order and object marking in Chichewa with regard to beneficiary and instrumental applicatives, it has been challenged for making incorrect predictions in explaining the asymmetry displayed by different applied objects in Chichewa and across the Bantu typological split. Alsina and Mchombo (1990) reject Baker’s theory of theta asymmetry based on extraction facts, intransitive base verbs and locative applicatives. Baker (1988b) assumes that beneficiaries and instrumentals would diverge with respect to extraction based on the D-structure difference he proposed. He predicts that in beneficiary applicative clauses, only the theme/patient object can be extracted, but the beneficiary resists extraction. In instrumental applicative clauses, on the other hand, both the instrumental and the theme/patient objects can be extracted. However, Alsina and Mchombo (1990:496) observe that a beneficiary argument can be extracted in passive clauses in Chichewa. Moreover, supporting Bresnan and Moshi’s (1993) observation, Alsina and Mchombo (1990:496) point out that Kichaga, as a symmetrical Bantu language, seems to disallow extraction of a beneficiary object in active clauses, but allows it in passive clauses. Thus, Alsina and Mchombo (1990) assert that extraction is possible in the structural configuration that Baker (1988b) proposed as evidence of asymmetric properties in Bantu applicatives.

Moreover, Alsina and Mchombo (1990) point out that Baker makes an incorrect prediction about the formation of beneficiary applicatives from intransitive base verbs. Baker (1988b) predicts that, in Chichewa, beneficiary applicative markers cannot attach to intransitive verbs since intransitive verbs (verbs which are not lexically subcategorized for an object) cannot assign structural case and the beneficiary
applicative suffix does not have a case feature. Instrumental applicative markers can assign structural case, however, since instrumental applicative suffixes bear case features. Alsina and Mchombo (1990) state that the general tendency is that beneficiary and instrumental applicatives reflect varied properties when they attach to transitive verbs that optionally omit the patient/theme arguments with an interpretation of an indefinite, generic or prototypical object. In beneficiary applicatives, transitive verbs do not allow the patient/theme arguments to optionally be omitted (211a) and (211b); however, this is possible with instrumental applicatives (211c) and (211d) (Alsina and Mchombo 1990:500).

(211)  

a. **beneficiary**

mlënje a-ku-lëmb-ér-a mfûmû *(chimangirîzo)*  
1-hunter 1 SM-Pres-write-Appl-FV 9-chief 7-essay  
‘The hunter is writing for the chief.’ (OK with ‘an essay’)  

b. **beneficiary**

msîdzi a-ku-phîk-îr-a aná *(nyêmha)*  
1-fisherman 1 SM-Pres-cook-Appl-FV 2-children 10-beans  
‘The fisherman is cooking for the children’ (OK with ‘beans’)  

c. **Instrumental**

mlënje a-ku-lëmb-ér-a nthëng (chimangirîzo)  
1-hunter 1 SM-Pres-write-Appl-FV 9-feather 7-essay  
‘The hunter is writing (an essay) with a feather.’  

d. **Instrumental**

msîdzi a-ku-phîk-îr-a mthîko (nyêmha)  
1-fisherman 1 SM-Pres-cook-Appl-FV 3-ladle 10-beans  
‘The fisherman is cooking (beans) with the ladle.’  

Alsina and Mchombo (1990:501–502) also dismiss Baker’s assumption that the meaning of applicatives with basic intransitive verbs has a noticeable reason/motive reading rather than a beneficiary reading. They argue that beneficiary and reason/motive applicative constructions reflect significant differences. Although reason/motive arguments can allow the applicative suffix (îr) and can be expressed as bare NPs (212a), they cannot be indexed with object markers (wà) (212b) and cannot be expressed as subject functions in passive clauses (212c).

(212)  

a. Chitsîru chi-ku-lïr-îr-a mânthë  
7-fool 7 SM-Pres-cry-Appl-FV 6-fear  
‘The fool is crying for fear.’  

b. *Chitsîru chi-ku-wà-lïr-îr-a (mânthë)  
7-fool 7 SM-Pres-6 OM-cry-Appl-FV 6-fear
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On the other hand, beneficiary applicatives do allow object markers (213a) and the beneficiary argument can be associated with the subject in passive clauses (213b).

(213) a. Yēsu a-ná-wá-f-er-a (anthu).
    1-Jesus 1 SM-Past-2 OM-die-Apll-FV 2-people
    ‘Jesus died for them (the people).’

b. Ānthu a-ná-f-ér-dw-a (ndí Yēsu).
    2-people 2 SM-Past-die-Apll-Pass-FV by 1-Jesus
    ‘The people were died for (by Jesus).’

Based on that observation, Alsina and Mchombo (1990) conclude that, in Chichewa, beneficiary applicatives can be formed out of intransitive bases. In fact, such counterexamples prompted Baker (1996) to change his claim from a general restriction on intransitive bases for beneficiary applicatives to a restriction on un-accusative bases (refer to chapter 5 for more discussion concerning applicative formation from intransitive verbs).

Baker (1988b) also assumed that beneficiary and locative applicatives appear similar in their structure. Alsina and Mchombo (1990) demonstrate that locatives are more similar to instrumental applicatives in word order, object marking, relativization and indefinite object deletion, than they are to beneficiaries. The only behavior that the locative and the beneficiary have in common is that both arguments can appear as subjects in passivisation. Baker (1988b) claims that locatives, like beneficiaries, are θ-marked by a preposition, thus they receive structural case which allows them to display object properties.

Moreover, Baker’s claim that the applied verb in asymmetrical languages such as Chichewa has no potential to assign a structural case, while the applied verb in symmetrical languages such as Kichaga can assign structural case cannot account for the asymmetric properties reflected in the Bantu typological divide in a unified manner. Baker assumes that since grammatical processes such as object marking and passivization absorb the verb’s structural case, they affect only one object, the applied object, in asymmetrical languages, whereas in symmetrical languages they may affect both objects. In this way, the capability of an object to display object properties is associated with structural case. He assumes that since in Chichewa the beneficiary marker can assign only inherent case, there is only one object that
displays object properties. On the other hand, in languages such as Kinyarwanda, since the beneficiary marker has a potential to assign an additional structural case, both objects may display object properties in applicative constructions. Bresnan and Moshi (1993) argue that even though Baker’s (1988b) proposal can explain many of the asymmetrical properties in Bantu applicatives, it fails to explain several similarities in languages such as Chichewa and Kichage. For example, in both languages, the beneficiary applied object is required to be adjacent to the verb. The behavior of their beneficiary and locative applicatives is similar in terms of word order and long-distance extraction. Consequently, Baker’s proposal cannot explain similarities such as these.

To sum up, by accounting for grammatical relation changing phenomena as instances of incorporation, Baker wants to emphasize that structural configurations are responsible for changes in government or case relations. Consequently, he argues that grammatical functions such as subjects and objects cannot be considered as primitive concepts in syntactic theory, contrary to what RG and LFG postulate. In the next section we will consider how applicatives are accounted for in LFG.

7.5 LFG’s LMT approach to applicatives

Lexical Mapping Theory (LMT) is a special sub-theory within the LFG framework which was developed in subsequent studies by Levin (1988), Bresnan and Kanerva (1989), Bresnan and Moshi (1990), Alsina (1990), Alsina and Mchombo (1993) and Zaenen (1993) in order to account for constructions that reflect a non-canonical association of thematic roles to grammatical functions. LMT is a theory of correspondence between thematic structures and grammatical functions. LFG assumes that alternative mappings arise from constraints that are simultaneously imposed by the constituent, functional, thematic and discourse structures of an expression and the principles that relate them. Mapping principles deal with the relatedness of these parallels, and, at the same time, independent representations of a sentence. The two types of correspondence principles that have been dealt with extensively in the LFG literature are: constituent structure (c-structure) to functional structure (f-structure) mapping and argument structure (a-structure) to f-structure mapping. The former was discussed in chapter 3, and the latter will be the theme of this section.

The purpose of adding an independent a-structure representation to LFG’s architecture is to provide more semantic information which is not sufficiently accounted for by the c-structure and f-structure representations. It is assumed that
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Lexical entries of predicators provide information concerning the thematic structure of arguments, mainly about their syntactic realization, and LMT works out the pattern of correspondence between thematic roles and grammatical functions.

LMT proposes a radically different idea from the derivational approaches discussed in sections 7.3 and 7.4. The theory employs syntactic underspecification as a mechanism for factorizing the mapping possibilities available for the arguments of a predicator. Moreover, it provides mapping principles and well-formedness conditions that determine the association of semantic roles and grammatical functions. Below we will discuss the most relevant components of LMT.

7.5.1 Argument structure and thematic roles

In LFG the a-structure has been identified as a distinct level of representation that mediates or interfaces between semantics and syntax. As stated in Zaenen and Engdahl (1994:192) as well as Bresnan (2001:304), an a-structure has both semantic and syntactic dimensions. These dimensions correspond to the semantic valency and syntactic valency distinctions discussed earlier in chapter 5.1. On the semantic dimension, the a-structure is the representation of the core participants in events (states, processes, activities) designated by a single predicator. Commonly this information is represented by a predicator with its core participant roles listed inside angled brackets, as in (214).

5 Participant roles are labeled with generalized thematic/semantic role names such as agent, theme/patient, beneficiary/recipient, goal, locative etc.

(214) a. pound <agent, theme>
     b. freeze <theme>

Standard LMT assumes that the thematic roles inside the angled brackets are ordered according to a presumably universal hierarchy. Bresnan and Kanerva (1989) adopt the thematic hierarchy in (215) which was first proposed by Kiparsky (1987).
The agent is ranked as the most prominent role and the locative as the least prominent role in the hierarchy. However, there is no broad consensus among linguists on how certain roles should be ordered, nor on the use of discrete semantic role labels such as agent, theme/patient, beneficiary/recipient etc. in the a-structure. It is beyond the scope of this work to discuss the various proposals for a thematic hierarchy, but it would suffice to say that the universality of this thematic hierarchy is strongly debated (refer to Butt (2006) for a detailed discussion). In fact, Butt (2006:122) points out that current work on LMT makes no crucial reference to the thematic hierarchy, since linking between thematic roles and grammatical functions is achieved through a feature system. For example, Zaenen (1993) and Kibort (2004, 2007, 2008) do not assume a universal thematic hierarchy. Some studies have also proposed a language specific hierarchy, for example, Huang (1993) for Chinese and Nazareth (2007) for Tigrinya, in order to accommodate the object properties reflected by these languages. Some researchers, for example Dowty (1991), question the use of discrete semantic role labels for capturing information on semantic participants arguing that semantic participants should be viewed as a set of semantic entailments of the predicate, not as discrete thematic roles which are part of the lexical entry of verbs (Dowty 1991). Researchers such as Zaenen (1993) and Alsina (1990) follow Dowty using the general labels such as proto-agent, proto-patient properties, etc. to identify different semantic participants.

In the syntactic dimension, the a-structure is the representation of the minimal information about predicates which is necessary for deriving their syntactic dependents (Bresnan and Zaenen 1990, Zaenen and Engdahl 1994). In other words, it codes syntactically subcategorized arguments, thus it serves as a syntactic valence register. According to Alsina (1990:6), since the a-structure is sensitive to semantics, the syntactic structure of a predicate, i.e. the types and number of arguments it takes, is indirectly constrained by its semantics. However, since the semantic content of the a-structure is the minimal information about lexical semantics required by syntax, the a-structure is fundamentally a lexico-syntactic construct, not a semantic one (Bresnan 2001, Bresnan and Zaenen 1990, Zaenen and Engdahl 1994). The following schema (216) (taken from Bresnan 2001:304) summarizes the description of the a-structure outlined above.
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A-structure representation

\[
\begin{array}{c|c|c}
\text{–r} & \text{+r} \\
\text{–o} & \text{SUBJ} & \text{OBL}_\theta \\
\text{+o} & \text{OBJ} & \text{OBJ}_\theta \\
\end{array}
\]

Table 7.1: Decomposition of grammatical functions

The syntactic realization of thematic roles is represented by a feature system. Lexical arguments of predicates are underspecified along the \([±r]\) and \([±o]\) features with respect to the syntactic functions to which they can be linked. This set of features cross-classifies both grammatical functions and thematic roles. According to Bresnan and Kanerva (1989), the grammatical functions \(\text{SUBJ}, \text{OBJ}, \text{OBJ}_\theta \) and \(\text{OBL}_\theta \) are decomposed into natural classes along the \([±r]\) and \([±o]\) features, as in Table 7.1.

The semantically unrestricted \([–r]\) functions \(\text{SUBJ} \) and \(\text{OBJ} \) can be linked to arguments that bear any thematic role or can appear with no thematic role. The semantically restricted \([+r]\) functions \(\text{OBJ}_\theta \) and \(\text{OBL}_\theta \) are linked to arguments that bear specific semantic roles. The \(\theta\) subscript is a variable for each instance of the thematic role to which these grammatical functions are restricted, for example, an \(\text{OBJ}_\text{pen}\), \(\text{OBJ}_\text{instr}\), \(\text{OBJ}_\text{loc}\) etc. depending on language specific constraints. Similarly, an \(\text{OBL}_\theta \) function is also restricted in terms of the semantic roles it may bear. Such a function is overtly marked by a morphological case or a preposition which indicates its restrictedness to the semantics of that particular case or preposition. For example, an overtly expressed agent argument in a passive clause can appear as an \(\text{OBL}_\text{agent}\). The \([–o]\) feature codes \(\text{SUBJ} \) and \(\text{OBL}_\theta \) as non-objective functions, and the \([+o]\) feature codes both \(\text{OBJ} \) and \(\text{OBJ}_\theta \) as objective functions.

Grammatical functions with the most minus features are unmarked, and those with most plus features are marked. \(\text{SUBJ} \) is the least marked function since it is specified with two minus features, \([–r]\) and \([–o]\), and the \(\text{OBJ}_\theta \) is a most marked function since both its syntactic specifications, \([+r]\) and \([+o]\). This results in the
following (217) ranking of grammatical/argument functions on the basis of their relative markedness (Bresnan 2001:309).

(217) Partial ranking of grammatical functions

SUBJ > OBJ, OBL̄/OBJ̄

Furthermore, thematic roles are also cross-classified along the [±r] and [±o] features to indicate whether they are responsive to semantic restrictions in linking with grammatical functions. The feature [±r] indicates whether a semantic role has a preference in linking to a restricted grammatical function or not. The feature [±o] codes a semantic role’s affinity in linking to an object-like function or not, i.e. to functions that reflect a complementation property. The notion of the [–o] feature is comparable to the external argument in GB and to the initial subject in RG, and the notion of [–r] is comparable to the internal argument in GB and initial object in RG. The assignment of syntactic features to thematic roles is determined by basic principles which are stated in (218) (Bresnan and Zaenen 1990, Bresnan 2001).

(218) Syntactic classification of thematic roles

- Patientlike roles: [–r]
- Secondary patientlike roles: [+o]
- All other roles: [–o]

These principles are stated in a general manner so that they can have a wide scope of application across languages. Nevertheless, there are some studies that provide more specific principles known as the theory of intrinsic and default classifications depending on the particular role involved (Bresnan and Kanerva 1989, Bresnan and Moshi 1990, Alsina and Mchombo 1993). For example, the intrinsic classifications for the agent, the theme and the locative roles are stated in (219).

(219) Intrinsic Classification of specific roles

a. agent b. theme and patient c. locative

\[
\begin{array}{ccc}
ag & th/pt & loc \\
[-o] & [-r] & [-o] \\
\end{array}
\]

The agent then receives a [–o] syntactic classification to indicate that it cannot map to objective or object-like functions. It can be linked either to a subject function
or to an oblique or null function (i.e. with an overtly realized agent argument or un-realized agent argument in passive predicates, respectively). Since it lacks patient-like properties, it cannot initially receive the [–r] classification. Even though the agent principle is valid for many languages, there are some languages which code agents in certain constructions as non-subjects. For example, agentive objects are reported to exist in Tagalog (Kroeger 1993:50) and in Norwegian (Lødrup 1999).\(^7\)

The patient/theme semantic role can be linked to either a subject function (e.g. with passive and unaccusative predicates) or an object function (e.g. with basic transitive clauses), thus it receives the [–r] syntactic classification to indicate that it must be expressed as an unrestricted grammatical function. Locative arguments must be linked to non-object functions. They usually appear as obliques (i.e. restricted to the OBL\(_\text{loc}\) function in many languages), but in languages that possess locative inversion constructions, they can also map to subject functions.

Alsina and Mchombo (1993) provide additional role classification principles in order to account for the applicative and dative phenomena. Applied roles receive the [–r] classification when they reveal more patient-like properties than the theme arguments that co-occur with them. This classification allows applied roles to be mapped to the OBJ function. They also propose the alternative classification [+o] for applied roles that reflect secondary patientlike properties, and these link to the restricted object function OBJ\(_\theta\). These principles are given in (220).\(^8\)

\[
(220) \quad \text{Applied role classification (Alsina and Mchombo 1993:26)}
\]

\[
\begin{array}{c|c}
\theta & \theta \\
\mid & \\
[–r] & [+o]
\end{array}
\]

In symmetrical applicative languages more than one thematic role can reflect patient like properties, thus two of them can receive the [–r] classification; however, in asymmetrical applicative languages only one of them gets the [–r] classification. Bresnan and Moshi (1993) propose the Asymmetrical Object Parameter (AOP) to be stated as a condition on a-structure in order to indicate the variation in applicative constructions.

\(^7\)Lødrup (1999) states that even though agentive objects are exceptional in world languages, such data appear to be problematic to restricted theories such as the LMT. This issue is discussed in Bresnan (1994) and Lødrup (1999).

\(^8\)The symbol \(\theta\) is used as a variable for semantic roles. Here it represents the semantic roles that can appear as applied arguments.
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Asymmetrical Object Parameter (Bresnan and Moshi 1993:75)

\[
\begin{array}{ccc}
\ast & \theta & \ldots & \theta \\
\mid & \mid & \mid \\
[-r] & [-r] \\
\end{array}
\]

The above parameter requires that only one semantic role be classified as [–r] in asymmetrical applicative languages such as Chichewa. On the other hand, in symmetrical languages such as Kichaga and Kinyarwanda where this restriction is lacking, the assignment of two [–r] features is possible. Bresnan and Moshi (1990) argue that symmetrical applicative languages lack the AOP. The Kichaga symmetrical applicatives that Bresnan and Moshi (1990) considered involve theme and beneficiary (i.e. ethical beneficiary, in contrast to a prototypical recipient) semantic roles, and both reveal patient-like properties. Either of the semantic roles can appear as a subject in passive clauses, and both can be marked through object affixes. However, word order distinguishes between these object arguments. The preferred word order is with the beneficiary object adjacent to the verb. Since in these languages immediate adjacency to the verb is postulated as a primary objecthood property, the applied beneficiary role is prioritized for the [–r] classification. The theme role may receive either [–r] or [+o] depending on whether it occurs in active or passive predicates. Since in active predicates the assignment of two [–r] features will violate the well-formedness condition known as the biuniqueness condition, which states that lexical roles must associate with a unique function, the theme role receives [+o] instead of [–r]. In passive predicates both semantic roles receive the [–r] classification since one of them will map to the subject and the other to the object function. As argued in Kibort (2007, 2008) this type of analysis of symmetric applicatives reflects a serious setback, since assigning the theme argument different syntactic specifications in the active and the passive may suggest that the active and the passive are represented in two different a-structures. However, the active and the passive structures differ in the way their syntactic arguments are associated with grammatical functions, rather than in their syntactic specifications. This is discussed further in Section 7.5.3.

Now that we have discussed the main components of a-structure, we will show how these are put together to compose an a-structure representation. As was stated earlier, in the standard version of LMT according to Bresnan and Kanerva (1989), Bresnan and Moshi (1990), Alsina and Mchombo (1993), Bresnan and Zaenen (1990) and Zaenen and Engdahl (1994), a-structure consists of a predicate with
its argument roles ordered according to a presumed universal thematic hierarchy, and each associated with a syntactic specification indicated by features, as in (222).

(222)  
a.  pound \( \langle \text{agent, theme} \rangle \),  
\hspace{1cm} b.  freeze \( \langle \text{theme} \rangle \).
\hspace{1cm} [-o]  \hspace{1cm} [-r]  \hspace{1cm} [-r]

The transitive predicate \textit{pound} has two arguments which are semantically identified as an agent and a theme. The agent role is ranked higher than the theme according to the thematic hierarchy in (215). The theme is lexically underspecified as a \([-r]\) role since it has patient-like properties, and the agent is specified as \([-o]\) according to the syntactic classification of roles given (218) and (219). The unaccusative predicate \textit{freeze} has one argument semantically identified as a theme, thus it receives the syntactic classification feature \([-r]\).

This version of LMT does not make a distinction between argument positions and participant/semantic roles, and thus it does not provide a separate lexical semantics representation as schema in (216) shows. The a-structure commonly employed in standard LMT looks like the one given in example (222) where semantic/thematic role labels are used inside the angled brackets. However, in much earlier LFG representations, the angled brackets contained variables over arguments, and semantic role labels and grammatical functions are represented in a separate tier outside the brackets, as in (223) (Bresnan 1982c:6).

(223)

\[ \langle \text{SUBJ} \rangle \hspace{1cm} \langle \text{OBJ} \rangle \]
\hspace{1cm} ‘LOVE \( ( \text{arg}1, \text{arg}2 ) \)’
\hspace{1cm} \langle \text{agent} \rangle  \hspace{1cm} \langle \text{theme} \rangle \]

In more recent work Bresnan (2001:307) employed variables over the argument roles of a predicate (224). However, Bresnan (2001) does not give separate representations of argument roles and semantic roles. Information concerning semantic roles is implicitly coded in the ordering of the variables according to the Universal Thematic Hierarchy (215), which is an explicit order of semantic roles, and through the assignment of syntactic classifications to the variables.
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(224)  

a. put $< x \ y \ z >$
\[\neg\theta\neg\rho\neg\rho\]

b. pound $< x \ y >$
\[\neg\theta \neg\rho\]

c. freeze $< x >$
\[\neg\rho\]

However, researchers such as Mohanan (1994:15), Ackerman (1990:12), Alsina (1996:37), Ackerman and Moore (2001:40) and Falk (2001:105), among others, argue against the direct representation of semantic role information at a-structure. Falk (2001:105) represents the semantic role information on a separate level designated as $\theta$-structure, and the a-structure is represented by variables over argument positions, as in example (225).

(225) $\theta$-structure $\langle place\rangle [agent\ patient/theme\ location]$
\[\downarrow\ downarrow\ downarrow\]
a-structure $\langle x, y, z \rangle$

Based on these proposals, Kibort (2004, 2007, 2008) proposes an extension of LMT which recognizes distinct tiers for argument positions and participant roles in a-structure, which will be presented in Section 7.5.3.

So far, the a-structure we have illustrated contains the minimal lexical information of a predicate that is necessary for the projection of semantic roles onto syntactic/grammatical functions. The a-structure is not yet associated with the final syntactic functions that a particular predicate selects in its valency or syntactic argument slots. The mechanisms for mapping the a-structure to final grammatical functions will be the topic of the following section.

7.5.2 A-structure to grammatical function mapping principles

Once the syntactically relevant information that allows the mapping of semantic roles onto grammatical functions is identified and is built up into an a-structure, linking principles are applied in order to associate the semantic roles with the most compatible grammatical functions. The basic principles for mapping a-structure
onto grammatical functions are formulated as follows (paraphrased from Bresnan (2001:311)):

(226)  a. Subject roles:
   i. \( \hat{\theta} \) specified as \([-o]\) is mapped onto SUBJ when initial in
      the a-structure; otherwise:
   ii. \( \theta \) specified as \([-r]\) is mapped onto a SUBJ.

   b. Other roles are mapped onto the lowest compatible functions
      according to the markedness hierarchy of grammatical functions.\(^9\)

   The symbol \( \hat{\theta} \) refers to the most prominent semantic role of a predicator, also
designated as the ‘logical subject’ (Bresnan 2001:307). These linking principles appeal to the markedness property of grammatical functions portrayed in (217). The SUBJ is the least marked function, decomposed as \([-o]\) and \([-r]\). Since the most prominent role with the \([-o]\) specification corresponds to the agent role (according
the thematic role hierarchy (215) and the intrinsic classification of agent (219a),
principle (226ai) determines the default mapping of the agent role to the SUBJ
function (Mohanan 1994:37). When this role is not available, the semantic role
classified as \([-r]\) maps onto a SUBJ by principle (226aii). The remaining roles in
the a-structure map onto the lowest compatible function according to the marked-
ness hierarchy. In this sense, the markedness hierarchy according to which these
mapping principles are formulated determines the default mapping of thematic argu-
ments to grammatical functions. The mapping principles are further constrained
by two important well-formedness conditions (Bresnan 2001:311) – the biunique-
ness condition and the subject condition.

(227)  \textit{The biuniqueness condition}: Each a-structure role must be associated
       with a unique function, and conversely.

(228)  \textit{The subject condition}: Every predicate must have a subject.

The biuniqueness condition requires that each expressed thematic role be asso-
ciated with only one grammatical function, and every expressed grammatical func-
tion be associated with only one thematic role. LFG stipulates multiple restricted
objects and obliques since these are further individuated by their semantic roles
(Bresnan and Kanerva 1989:25). The subject condition expresses that every pred-
icate must have a subject. In the early version of LMT, the subject condition was

\(^9\)See 217 for markedness hierarchy.
stipulated to apply cross-linguistically. However, recent work on LMT takes the
condition as a language specific constraint and dispenses with it when it deals with
languages that contain subjectless constructions (Kibort 2004).

According to the mapping principles discussed above, the predicates *pound* and
*freeze* will show the mapping pattern given below (229).

(229)  a. **Transitive**  b. **Intransitive**

\[
\begin{array}{ccc}
\text{pound} & < \text{agent} & \text{theme} > \\
[\mathit{-o}] & [\mathit{-r}] & | \\
| & | & |
\end{array}
\]
\[
\begin{array}{ccc}
\text{freeze} & < \text{theme} > \\
[\mathit{-r}] & | \\
| & |
\end{array}
\]

SUBJ OBJ SUBJ

The agent argument of the active predicate *pound* is intrinsically specified as
\([\mathit{-o}]\), meaning that it may associate with the non-objective functions, either the sub-
ject or the oblique functions (229a). Since it is the most prominent thematic role in
the default context, it maps to the SUBJ function. According to principle (226a), the
theme semantic role maps to the OBJ, since it is the next lower compatible function
in the markedness hierarchy. On the other hand, the a-structure for the predicator
*freeze* (229b) has a theme role with a \([\mathit{-r}]\) specification as its sole argument, thus
this maps to the SUBJ by principle (226aii).

The above principles determine the default mapping of thematic arguments to
grammatical functions. The arguments of a predicator are partially specified for
the syntactic functions they may associate with. This indicates that the same argu-
ment may associate with a different grammatical function in a morphosyntactically
and/or morpholexically altered predicate. In the following section we will illustrate
how LMT accounts for the alternative mapping of arguments to syntactic functions
reflected in the passive and the applicative constructions.

7.5.3 Alternative mappings

LMT provides lexical (redundancy) rules that explain and derive the non-default
mapping of thematic arguments to grammatical functions. Lexical rules are ex-
pressed as conditions or constraints on a-structure. An important characteristic of
LFG is that it represents syntax as a monotonic process, and thus there is no deriva-
tion of one structure from another as expressed by the “The Principle of Direct Syn-
tactic Encoding” (Bresnan 2001:76). Syntactic mapping is a structure-preserving
operation, thus it can only add information, but cannot change or destroy it. LFG achieves monotonicity by removing all relation changing processes from the syntax, and by situating them in the lexicon. This is possible since argument-function mapping issues are local, and thus only affect the a-structure of the predicate. As a result, all syntactic alternations are treated as morpholexical processes. In the standard version of LMT, syntactic alternations are viewed as operations that affect the assignment of grammatical functions to semantic roles without altering the lexical semantics or the a-structure of a predicator. For example, in the active-passive alternation, the same underlying predicate argument structure is lexically associated with alternative sets of grammatical functions, as in (230).

(230) **Active-Passive alternation**

<table>
<thead>
<tr>
<th></th>
<th>active</th>
<th>b. passive</th>
</tr>
</thead>
<tbody>
<tr>
<td>pound</td>
<td>&lt; agent theme &gt;</td>
<td>pound &lt; agent theme &gt;</td>
</tr>
<tr>
<td>[–o]</td>
<td>[–r]</td>
<td>[–o] [–r]</td>
</tr>
<tr>
<td>SUBJ</td>
<td>OBJ</td>
<td>SUBJ Ø</td>
</tr>
</tbody>
</table>

The passive and active a-structures contain the same semantic participants, an agent and a theme. The only difference is the way these semantic participants are mapped to grammatical functions. In the passive a-structure, as expressed in the passive lexical rule (231), the most prominent (θ) thematic role is suppressed (or is associated with a lower function), and since the argument with the [–o] syntactic specification is no longer available for mapping, the thematic role with the [–r] feature maps to the SUBJ according to the mapping principles (226) and the subject condition.

(231) **Passive lexical rule:**

\[
\begin{align*}
\dot{\theta} \\
\dot{o}
\end{align*}
\]

The symbol ‘Ø’ is used to express the notion that the most prominent argument of the predicator is suppressed in passivization. Notice that the passive rule does not express that the agent argument can also be demoted to a non-core grammatical function known as an oblique agent (OBL_{ag}). Bresnan (2001:310) indicates (in
parentheses) that the agent argument may be linked to an ‘argument adjunct’; however, she does not further specify the grammatical function category to which this argument can be assigned.

The applicative phenomenon is another central issue that has received considerable attention in the theoretical formulation of LMT. The applicative process is characterized as an operation that affects the mapping of semantic participants to grammatical functions. Bresnan and Moshi (1993:73) define the applicative rule as an operation that “adds a new theta role to the theta structure of the verb”, as schematized in (232).

(232) Applicative lexical rule:

\[
\emptyset \quad <\theta \ldots \theta_{\text{appl}} \ldots >
\]

The above lexical rule expresses the notion that a semantic role which initially is not subcategorized for by a base verb is introduced into the argument structure of a predicator. The \( \theta_{\text{appl}} \) notation stands for all the semantic roles that an applied argument may bear such as recipient, beneficiary, goal, locative, instrumental, etc. However, Bresnan and Moshi’s characterization does not encompass the various degrees of predicate relationships that applied participants may have to base verbs. In some cases, the applicative operation can only result in remapping or rearranging an already existing semantic participant of a base verb to a different grammatical function (see chapter 4.1). In this situation, there is no new semantic role that is brought into the a-structure; rather, a core argument that in a default expression is associated with a different grammatical function, is associated with the applied object in the applicative predicate. Therefore, the applicative rule in (232) needs to be restated as in (233), so that it accurately addresses the applicative operation’s effect on the syntactic arguments, rather than the semantic participants, in the a-structure.

(233) Revised applicative lexical rule:

\[
\emptyset / \text{Arg}_{\text{old}} \quad \downarrow \quad <\text{Arg}_1 \ldots \text{Arg}_{\text{appd}} \ldots > \\
[-\text{o}/-\text{r}] \quad [-\text{r}/+\text{o}]
\]
This lexical rule expresses that the applicative operation introduces an applied argument into the a-structure which can be syntactically classified as [–r] in languages where the applied argument reveals primary patient-like properties, or as [+o] in languages where the applied argument reveals secondary patient-like properties. The applicative operation either brings about a new core argument or centralizes a peripheral argument which is identified as an applied argument. This argument can link either to an OBJ or to an OBJθ depending on the language in question.

The applied arguments introduced by the applicative lexical rule are syntactically classified according to the specification given in (220). Applied roles such as a beneficiary or a recipient can only be classified as [–r] in asymmetrical type languages such as Chichewa. The English dative-shifted construction is also accounted for in the same way as a beneficiary/recipient in Chichewa. In both languages the object functions that are associated with these roles display primary object properties with respect to word order and passivization, and in Chichewa also with respect to object marking, whereas the theme/patient role does not display these properties, thus is classified as [+o]. The pattern of linking a beneficiary role to a grammatical function in asymmetrical languages such as Chichewa is illustrated in (234).

(234)

\[
\begin{array}{c|c|c|c}
\text{pound-for} & \text{agent} & \text{ben} & \text{theme} \\
\hline
\text{[-o]} & \text{[-r]} & \text{[+o]} \\
\hline
\text{SUBJ} & \text{OBJ} & \text{OBJ}_\theta
\end{array}
\]

Some languages have a reverse type of asymmetry where applied arguments bearing certain semantic roles are restricted with respect to some primary objecthood properties. In most cases, even though the applied arguments have the ability to trigger applicative marking (and/or pronominal object markers) on the verb, they may not be accessible for the subject function in passivization. For example, the applied goal/recipient argument in a double object construction with the ditransitive verb song ‘give’ in Mandarin Chinese (Huang 1993:359), the beneficiary arguments with the applied predicate güzi-u-la ‘he bought for her’ in Tigrinya (Nazareth 2007, 2008) and the locative argument with unaccusative applicative verbs in Chichewa (Bresnan and Moshi 1993:83) cannot be associated with the subject function in passivization. Thus these receive the [+o] classification as illustrated in (235).
(235)  
a. recipient/goal in Mandarin Chinese  
\[
give-to \ < \ \text{agent} \ \text{theme} \ \text{recip} >  
\begin{array}{ccc}
[-o] & [-r] & [+o] \\
| & | & |
\end{array}
\]
SUBJ OBJ OBJ\_0

b. beneficiary in Tigrinya  
\[
\text{buy-for} \ < \ \text{agent} \ \text{theme} \ \text{ben} >  
\begin{array}{ccc}
[-o] & [-r] & [+o] \\
| & | & |
\end{array}
\]
SUBJ OBJ OBJ\_0

c. locative in Chichewa  
\[
\text{fall-in} \ < \ \text{theme} \ \text{loc} >  
\begin{array}{cc}
[-r] & [+o] \\
| & |
\end{array}
\]
SUBJ OBJ\_0

In languages with symmetric applicatives the a-structure is not restricted by the AOP (221), thus both the applied argument and the theme argument can in principle receive a \([-r]\) syntactic specification. However, assigning two \([-r]\) specifications to semantic roles that correspond to object functions will lead to a violation of the function-argument biuniqueness condition since LFG, like RG, does not allow two identical grammatical functions to appear in the same clause (236a). Bresnan and Moshi (1990:78) propose that in beneficiary applicative constructions in Kichaga the beneficiary role is to be specified as \([-r]\), while the theme role can be either \([-r]\) or \([+o]\). In an a-structure with an active predicate the theme role receives the \([+o]\) classification (236b). On the other hand, in an a-structure with a passive predicate the theme role is specified as \([-r]\) and thus either of the \([-r]\) specified roles can be mapped to the subject function since symmetric applicatives reflect alternating passive structure (236c) (Alsina 1996).
(236) a. **active applicative predicate**

\[
\text{eat-for } < \text{agent} \quad \text{ben} \quad \text{theme} >
\]

\[
\begin{array}{ccc}
[-o] & [-r] & [-r] \\
\mid & \mid & \mid \\
\text{SUBJ} & \text{OBJ} & \text{OBJ}^\ast
\end{array}
\]

b. **active applicative predicate**

\[
\text{eat-for } < \text{agent} \quad \text{ben} \quad \text{theme} >
\]

\[
\begin{array}{ccc}
[-o] & [-r] & [+o] \\
\mid & \mid & \mid \\
\text{SUBJ} & \text{OBJ} & \text{OBJ}_\theta
\end{array}
\]

c. **passive applicative predicate**

\[
\text{eat-for } < \text{agent} \quad \text{ben} \quad \text{theme} >
\]

\[
\begin{array}{ccc}
[-o] & [-r] & [-r] \\
\mid & \mid & \mid \\
\emptyset & \text{SUBJ} & \text{OBJ} \text{ or} \\
\text{OBJ} & \text{SUBJ}
\end{array}
\]

Even though the theory proposed by Bresnan and Moshi (1990) can in principle account for typological differences between asymmetrical and symmetrical languages such as Chichewa and Kichaga, due to theory internal principles in LFG, the analysis of beneficiary applicatives in symmetrical languages appears to be similar to the analysis of beneficiary applicatives in asymmetrical languages. In LMT the typological differences between symmetrical and asymmetrical applicative languages is stated in terms of the AOP, which expresses that symmetrical applicative languages lack this parameter. However, in the analysis provided for Kichaga, the theme object, in spite of the primary object properties it reveals in having the ability to appear as a subject of a passive predicate and being marked by object affixes, is prevented by the well-formedness condition from getting the [–r] feature. Thus, as Kibort (2007, 2008) points out, Bresnan and Moshi’s analysis requires a non-monotonic change of information which assigns a different feature for the theme semantic role in the active and the passive predicates. This is not desirable in LFG, as this framework requires a lexical rule to be a monotonic operation in that it cannot change or delete a pre-specified syntactic feature. Moreover, Kibort (2008:315) argues that the active and passive variants of predicates do not normally arise from
differences in a-structure, but rather from a difference in the association of arguments to grammatical functions. In this respect, Bresnan and Moshi’s analysis appears to depart from the basic characterization of the active-passive alternation.

Kibort (2004, 2007, 2008) proposes an extension to standard LMT in order to address issues such as the mapping of semantic participants to grammatical functions in symmetrical applicatives. She proposes to separate argument positions from the representation of semantic roles based on her observation of alternative pairs of sentences in which a set of semantic roles compete for the same argument position in mapping to grammatical functions. Even though alternative expressions employ the same predicate and same number of arguments, they usually code slightly different meanings. This can only be reflected if the two components are kept distinct. Her study takes up a proposal which has been adopted by Zaenen (1993), Mohanan (1990) and Ackerman and Moore (2001), among others, to model semantic participants and syntactic arguments at different levels of representation rather than collapsing both concepts in the argument structure (237).

\[
\begin{align*}
\text{give} & \langle \arg_1 \arg_2 \arg_3 \rangle & \leftarrow \text{argument structure} \\
[-o] \ [r] \ [+o] & \leftarrow \text{syntactic specification}
\end{align*}
\]

In this a-structure, the variables \(x\), \(y\) and \(b\) refer to the three key participants that reflect proto-agentive, proto-patientive and proto-beneficiary/recipient properties, respectively, as entailed by ditransitive predicates. This mapping pattern is found in English dative-shifted and Chichewa applicative constructions.

In addition, Kibort (2004, 2007, 2008) argues that, in the a-structure, it is not the semantic roles that should be ordered, but rather it is the syntactic representation of a predicate, which is its syntactic valency, that should remain constant. The semantic participants are allowed to change order in order to align with the argument that reflects a correct syntactic specification in a given morphosyntactic context. She assumes the following valency template to be available for a base predicate (238).

\[
\langle \arg_1 \arg_2 \arg_3 \arg_4 \ldots \arg_n \rangle \\
[-o/-r] \ [r] \ [+o] \ [-o] \ [-o]
\]

The variables \(\arg_1\), \(\arg_2\), \(\arg_3\), etc., are placeholders for the syntactic arguments of a predicate. The argument slots are ordered from left to right according to LFG’s ranking of grammatical functions based on their markedness value as shown in Table 7.1. In the model proposed by Kibort (2007), each argument slot (238) is associ-
ated with the syntactic specification of grammatical functions (i.e. the atomic values [+/- r/o]) rather than the resolved/final grammatical functions. The a-structure of an actual predicate contains only arguments selected by it as its syntactic valency. The semantic participants entailed by an applied predicate in symmetrical applicative languages correspond to two object positions, i.e. \( \text{arg}_2 \) and \( \text{arg}_3 \) specified as \([-r]\) and \([+o]\), respectively. The applied participant and the theme participant are allowed to map to either of the argument positions one at a time (239) (Kibort 2008:329).

(239) **Realignment of symmetric objects**

a. *Beneficiary primary*  
\[
\begin{array}{ccc}
\text{agent} & \text{ben} & \text{theme} \\
\mid & \mid & \mid \\
\{ \text{arg}_1, \text{arg}_2, \text{arg}_3 \} \\
\text{[-o]} & \text{[-r]} & \text{[+o]}
\end{array}
\]

b. *Theme primary*  
\[
\begin{array}{ccc}
\text{agent} & \text{theme} & \text{ben} \\
\mid & \mid & \mid \\
\{ \text{arg}_1, \text{arg}_2, \text{arg}_3 \} \\
\text{[-o]} & \text{[-r]} & \text{[+o]}
\end{array}
\]

Since according to the valency template (see 238) proposed by Kibort (2007) there can be only two argument slots specified as \([-r]\), the beneficiary and the theme semantic roles cannot receive the \([-r]\) feature at the same time. In addition, the beneficiary and the theme cannot be linked to the same argument position to assume the primary object function. In this respect, Kibort’s analysis is similar to how objects in symmetrical applicatives are accounted for by standard LMT in the sense that only one semantic participant can be realized as a primary object function in a predicate. However, her representation differs from the one in standard LMT since either the beneficiary (239a) or the theme (239b) can be linked to the primary object function, although in separate a-structures. Since in symmetrical applicative languages either the applied or the theme participant can be mapped to the subject function in passive clauses, Kibort seems to suggest that the realization of the beneficiary as a passive subject results from the a-structure in (239a) and the realization of the theme as a passive subject results from the a-structure in (239b).
Even though Kibort’s proposal avoids the non-monotonic change of the initially assigned \([-r]\) feature for the theme/patient role to \([+o]\) in beneficiary symmetrical applicatives, it reflects the classical problem of LMT since the two patient-like semantic participants must map to distinct object functions regardless of the similarity in the syntactic properties they reflect. LFG, like RG, attempts to resolve this problem by assuming that there are some subtle grammatical properties that distinguish between the two objects in applicative constructions, and therefore they should be linked to distinct grammatical functions.

7.6 Conclusion

In this chapter we have outlined important facets of three linguistic theories, RG, GB and LFG, which have made substantial contributions in the description and analysis of syntactic alternations such as passivization, dative alternation and applicatives. We have discussed LMT, a linking theory integrated into the LFG framework, in more detail since the theory is employed in accounting for applicative data, which is our main concern. The basic concept of a-structure is comparable to the D-structure in GB and the initial stratum in RG. It is similar to D-structure in the sense that it codes the syntactically relevant arguments of a predicate ranked according to their prominence, and it distinguishes between external \([-o]\) and internal \([-r]\) arguments. However, unlike D-structure, which represents \(\theta\)-roles in terms of structural configuration, a-structure is an independent level of representation implemented through the constraint based architecture of LFG. In contrast to RG, the LFG a-structure acts as an interface between two independent levels of linguistic representation, the set of semantically entailed arguments of a predicate and surface grammatical functions, whereas, in RG, all levels of representation, initial, intermediate and final, model the same kind of linguistic information, i.e. grammatical relations such as SUBJ and OBJ which are considered as the only primitives of the theory. The surface grammatical relations are derivationally tracked from the representation in the initial stratum. Therefore, LMT differs from these two theories since it accounts for linguistic constructions that are conventionally known as alternations in a non-derivational manner. Consequently, it does not assume that there is meaning equivalence between the expressions that are related to each other by derivation in RG and GB.

LMT gives an adequate representation of the lexical semantics of alternation phenomena. Moreover, recent proposals have improved the theory’s applicability
to a wide range of alternations. For example, the extension proposed by Kibort
(2004, 2007, 2008) that separate the levels of representation for argument positions
and lexical participants, allows the semantic participants to freely re-associate to arg-
ument positions given as valency slots of predicates. In this manner, it is possible
to reflect the polysemy registered by alternative expressions caused by morphose-
monic phenomena. However, as was discussed above, the analysis of symmetri-
cal applicatives has some empirical consequences for the theory. LMT postulates
strict categorial classes which are implemented through the assignment of binary
features. As a result, semantic participants that reflect similar syntactic properties
are nevertheless associated with distinct grammatical functions that are compatible
with these features. For example, the semantic participant that is associated with the
argument slot pre-specified as [+o] is analyzed as a restricted function even though
it displays sufficient primary patient-like properties that would qualify it to map to
the [–r] argument position. In the following chapter we aim to show how the feature
decomposition method is problematic by confronting it with data from Tigrinya.
CHAPTER 8

Tigrinya objects and LMT

8.1 Introduction

In the previous chapter (7) we outlined how the morphosyntactic properties of applied objects are accounted for in RG, GB and LFG. We discussed how object functions are analyzed in these theories. In our discussion, we gave particular attention to LMT, the special theory in LFG that provides mapping principles and morphosyntactic rules in order to account for the argument-function patterns reflected in various constructions. The current work aims to investigate objects in constructions in Tigrinya applicatives using the basic theoretical apparatus proposed in LFG. The LFG literature identifies two types of applicative constructions: symmetrical and asymmetrical. In the symmetrical type both objects reflect morphosyntactic properties which are characteristic of a monotransitive object, whereas in the asymmetrical type only one of the objects, and most likely the applied object, assumes the morphosyntactic properties of a monotransitive object. As we noted in the previous chapter, symmetric applicatives do not get a satisfactory analysis in LMT. Even though both objects in symmetric applicatives reflect similar primary object properties with respect to the diagnostics that are widely employed to distinguish between primary and secondary objects, since LFG requires that each of the arguments in the a-structure be associated with a unique grammatical function, the two objects are assumed to be somehow distinct.

In this chapter we will confront LMT with data from Tigrinya applicatives. We
will elaborate upon the preliminary analysis of Tigrinya applicative constructions presented in Nazareth (2007, 2008). We aim to analyze how objects behave under certain grammatical diagnostics in order to determine the category of objects in Tigrinya ditransitive and applicative constructions. We will analyze applicative constructions with respect to coding strategies such as word order, case marking and pronominal indexation. In addition, we will investigate the kind of properties the different objects reflect when they are subjected to grammatical processes such as passivization and relativization.

8.2 Objecthood diagnostics

Objecthood diagnostics refer to a set of grammatical processes that are assumed to jointly reflect symmetry or asymmetry between objects. These are postulated to distinguish, on the one hand, between objects and other grammatical functions such as subjects and obliques, and on the other hand, between different types of objects. Some languages show grammatical phenomena that specifically target or prefer a certain type of object over another; however, as Andrews (1985:120) points out, since there are fewer grammatical processes that distinguish between subtypes of objects than there are processes distinguishing objects from subjects, it is difficult to tell whether the variation in the coding features of object-like NPs reflects differences in their grammatical relations. In addition, grammatical processes that can reliably distinguish between different types of objects in one language may not be equally significant in another language.

In chapter 7 we pointed out that most of the standard objecthood tests were established by Chung (1976:42) in her analysis of benefactive applied objects in Bahasa Indonesia. She argues that direct objects can be distinguished from indirect objects by certain syntactic operations that specifically earmark them. The syntactic processes identified by her include the ability of appearing as a bare (prepositionless) NP, becoming the subject in passivization, and being coreferential with the subject in reflexivization, and being preposed, extracted and relativized. In addition to these, Bresnan and Moshi (1990) identify diagnostics such as immediate adjacency with the verb, controlling verbal affixation, deletion of unspecified objects and reciprocalization as primary objecthood tests. Bresnan and Moshi assume that these diagnostics are the basis for a single parameter of variation to explain the typological split between symmetric and asymmetric applicatives in Bantu. In symmetric applicatives two objects possess these properties, while in asymmetric
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applicatives only one object has these properties.

In LMT the object that displays a significant proportion of these properties is assigned the syntactic feature [−r] and the object that does not show these properties is assigned the feature [+o]. Supporting this proposal, Alsina (1996:674) terms the formulations of these studies the theory of object asymmetries, and argues that the underlying properties of objects are responsible for primary objecthood. Moreover, he claims that the type of passive found in a language correlates with independently observable coding behaviors such as object pronominal markers and word order. That is to say, the arguments that correspond to objects that control verbal affixes and appear immediately adjacent to the verb also have the ability to appear as subjects in passive clauses. Diagnostics such as these have been applied as standard tests of object symmetry/asymmetry in many languages within different frameworks.

In the following sections, we will investigate object categories in Tigrinya with respect to coding strategies such as word order, case and pronominal marking. We will consider different verbs since applied objects tend to behave differently depending on the type of verb they appear with. In addition, we are going to investigate how objects respond to grammatical processes such as passivization, relativization and clefting.

8.2.1 Word order, case marking and pronominal affixes

Tigrinya uses a complex interplay of word order, case and verbal affixes to code grammatical functions. A basic discussion of Tigrinya clause structure is given in chapter 2.5. Here we aim to investigate the word order, case marking and pronominal affixes that characterize objects in double object and applicative constructions. Let us begin by reviewing how objects are coded in monotransitive clauses. Example (240), repeated from (63), exhibits the basic word order, SOV, that codes a pragmatically neutral reading of the clause.

(240)  a. ቨልም የዕራይ የሆ ምእዩ።
       bi³ray lam ri²y-u
       bull.MSg cow.FSg PerfS.see-SM.3MSg
       ‘A bull saw a cow.’

b. ከሆ ቨልም የዕራይ ከሆ ምእዩ።
       lam bi³ray ri²y-u
cow.FSg bull.MSg PerfS.see-SM.3MSg
As illustrated by (240a), subjects are unmarked for case and the verb obligatorily agrees with its subject. Like the subject, indefinite objects are also unmarked for case, and they cannot be cross-referenced on the verb with object suffixes. When objects do not bear any case marking that distinguishes them from subjects, they obligatorily occur in a fixed position. As example (240b) shows, switching their order results in an ungrammatical clause. On the other hand, definite objects are case marked and are cross-referenced on the verb with the object pronominal suffix, as in (240c). Objects that are distinctly marked by case marking and pronominal suffixes can be alternatively reordered in order to render various pragmatic readings such as contrastive focus, contrastive topic and topicalization. For example, cross-referenced objects can be topicalized by fronting them, as in (240d).

In Tigrinya, object markers are admitted on the condition of definiteness. A verb bears a pronominal object marker either for an object that it is initially subcategorized for, or for an object that is admitted through object verb suffixes, and in both cases, the objects must be definite. Therefore, the object markers are associated with individuated or salient objects in a discourse context. In multiple object constructions, there is a tendency for the object with the recipient/beneficiary role to be prioritized for pronominal marking, since these objects usually tend to be associated with individuated human referents (Hopper and Thompson 1980). However, there is also a possibility for a non-recipient object with a higher discourse prominence to be selected for pronominal marking over a human argument (Dalrymple and Nikolaeva 2007). This is a situation we observe in clauses with prototypical ditransitive verbs in Tigrinya. As was discussed in chapter 5.3.2, objects reflect properties which are quintessential for the class of verbs that are subcategorized for them. For example, objects of prototypical ditransitive verbs do not behave in
the same way as applied objects of basic transitive verbs. Therefore, we will consider examples from various classes of verbs.

Recipient objects in ditransitive constructions

A prototypical ditransitive clause involves a subject which bears an agent role, an object with a recipient role and another object with a theme role (refer to section 4.4.1 for a detailed description of these constructions). Commonly, the recipient argument tends to be realized as a definite object and the theme argument as an indefinite object. An indefinite theme object cannot bear the objective case marker, not can it be co-referenced with a verbal suffix (see section 2.5). On the other hand, the noun phrase that is associated with the recipient argument bears the objective case marker \( n \) - regardless of whether the argument has indefinite or definite referents, but only definite recipient arguments can be indexed on the verb with OM\(_1\). We should also note that a definite object in a monotransitive clause and a definite object in a ditransitive clause are coded with the same suffix type. Example (241) illustrates a double object ditransitive clause.

(241) እቲ ኳሬቁ እሬሬተይ ከተን ከ𝖆 ከኋን

\[
\begin{align*}
\text{Det-3MSg} & \quad \text{farmer.Sg} \\
\text{N} & \quad \text{stay} \\
\end{align*}
\]

\[
\begin{align*}
\text{Obj-Det-3FPl} & \quad \text{käbi sa\'ri} \\
\text{N} & \quad \text{cattle} \\
\text{Q} & \quad \text{grass} \\
\text{PerfS} & \quad \text{give-SM.3MSg-OM} \\
\text{1.3FPl} & \quad \text{give-SM.3MSg-OM} \\
\end{align*}
\]

‘The farmer gave the cattle grass.’

This word order can be identified as the unmarked or neutral word order since none of the constituents bear special emphasis or stress. Moreover, this order reflects the discourse hierarchy of grammatical functions since discourse functions such as topic and focus are syntactically encoded. In the neutral word order, grammatical functions are ordered according to their decreasing discourse topicality. A subject that corresponds with specific and referential arguments occurs at the default topic position, which is the initial position in the clause. This is followed by a definite recipient object, and an indefinite theme object is ordered last, i.e. between the recipient and the verb.

In addition, the language allows various permutations of the default word order to encode variation in information structure. Switching the positions of the two objects does not affect the grammaticality of the sentence (Raz 1980, Weldu 2004); however, it changes the information structure of the clause. For example, the theme object in (242) assumes a contrastive focus reading.
The farmer gave the cattle grass.

As long as the two objects are coded differently in terms of case marking, they can appear in any order with respect to each other. In both examples (241) and (242) the object bearing a recipient semantic role is marked with the objective case, whereas the object bearing the theme role is unmarked. Consequently, the verb carries an object pronominal suffix for the recipient object. This differential coding strategy helps to distinguish between the theme and the recipient objects.1 Fronting the indefinite theme object brings about a difference in information structure roles. The NP that corresponds with the theme object is pronounced with a pitch accent and is set apart from the other segments by a boundary tone. The contrastive reading suggests that there is a contextually salient set of alternatives other than grass that the hearer may think that the cattle could have been given as food. Thus, the speaker stresses that it was ‘grass’, and not something else, that the farmer gave to the cattle.

Another word order possibility is one in which the definite recipient object is placed clause initially in order to explicitly foreground it, thus giving it the status of an emphatic or marked topic, as in (243).

Fronting of definite objects marks a change in the default discourse topic. Normally, it is the subject which is the most topic-worthy element, and thus it assumes the primary topic function in the unmarked clause or in the default ordering of discourse functions. However, in this clause, it is the recipient object that is syntactically marked as the highly topical element. The postposed subject assumes a contrastive topic reading which may be paraphrased as ‘it is the farmer, not somebody else, that gave grass to the cattle’.

1Raz (1980) identifies similar word order patterns in Tigre, an Abyssinian Semitic language closely related to Tigrinya. In this language, the two objects are not ordered in relation to each other.
However, the relative word order freedom becomes fixed under certain morphological coding circumstances. Such a situation is known as ‘word order freezing’, and has been observed in languages such as Hindi and Korean (Mohanan 1992, 1990, Lee 2001, 2003), among others. Freezing refers to an exceptional enforcement of fixed word order in free word order languages, and it typically occurs when grammatical elements lack morphological markers to distinguish their function or their category (e.g. the order of a definite subject and an indefinite object in a Tigrinya monotransitive clause), or when they are identically marked as is the case of the two objects in a ditransitive clause. In Tigrinya the ordering of the two objects becomes fixed in the presence of a definite theme object. In this situation both objects are marked with the objective case, thus the theme object obligatorily precedes the recipient object, as in (244).

(244) a. እቲ ሃረስታይ ከቲ ሥዕሪ ከተን ከብቲ
Det-3MSg farmer.Sg Obj-Det-3MSg grass Obj-Det-3FPl cattle
PerfS.give-SM.3MSg-OM1.3FPl
‘The farmer gave the cattle the grass.’

b. እቲ ሃረስታይ ከቲ ከብቲ ሥዕሪ ከተን
Det-3MSg farmer.Sg Obj-Det-3MSg cattle Obj-Det-3MSg grass
PerfS.give-SM.3MSg-OM1.3FPl
‘The farmer gave the cattle to the grass.’

c. እቲ ሃረስታይ ከቲ ሥዕሪ ከተን ከብቲ
Det-3MSg farmer.Sg Obj-Det-3MSg grass Obj-Det-3FPl cattle.Pl
PerfS.give-SM.3MSg-OM1.3MSg
‘The farmer gave the grass to the cattle.’

The example in (244a) shows the fixed order of a definite base object and a recipient object. Switching the order of the objects as in (244b) does not make the sentence ungrammatical, but it can make it sound pragmatically strange. In this reversed order, the grass is understood as the recipient and the cattle as the theme argument, a meaning which may be acceptable in a fairytale world. In these examples, both objects possess high topic-worthiness, therefore both have a potential to be coded with a pronominal suffix. Thus, the object that the interlocutor wants to
emphasize is expressed with pronominal suffixes and codes higher discourse topicality. Example (244c) codes the theme object as the most topical object. In cases where both the theme and the recipient object reflect the same agreement values, the verbal suffix becomes ambiguous and does not clearly identify which object is being coded. Therefore, with respect to pronominal marking, the objects display symmetric properties.

The ‘freezing’ situation is also observed in a ditransitive clause that codes a definite theme object and an indefinite recipient object. Similar to the previous examples, in this situation both objects are marked also with the objective case, but only the theme object possesses the topic-worthiness necessary in order to be cross-referenced on the verb. As example (245) shows, in this pattern the theme object must precede the recipient object, and is marked on the verb.

(245) እቲ የታሮ ከብለ ይለ ከንቁል ግንዘብ ከድኻታት
?i-ti habtam ni-ḵul-u gänzāb-u ni-diḳa-tat
Det-3MSg rich.Sg Obj-all.M money-Poss.3MSg Obj-poor-Pl
ንጋም ከሂቡዎ። ከብለ-ወርሒ ከርክሮት ከስድራቤታት ከለ ከገንዘብ ከንጥብ ከተወረስ ከስብን ከተወረስ ከስብን
n-0-p P1 det-3MSg rich.MSg money-0 Obj-all.M family-Pl money-0 Obj-poor-Pl
hib-u-wo PerfS.give-SSM.3MSg-OM-3MSg
‘The rich person gave all his money to poor people.’

However, in a ditransitive clause where neither of the objects is definite, the order of the two objects becomes flexible, similar to the situation observed in example (242). Both orders, i.e, recipient object > theme object and theme object > recipient object, are possible and code the same meaning with differing information structure role. Word order variation is possible because the indefinite theme is unmarked for case, whereas the recipient is marked for case, as in (246).

(246) a. መንግስቲ ከወርሒ በንክ ከል ከሰድራቤታት ከወርሒ በንክ ከገንዘብ ከስብን ከታሮ ከብለወርሒ
māngisti wārlī wārlī ni-diḳa-tat sidrabet-tat gänzāb
government month month Obj-poor-Pl family-Pl money
y₁-hib
Imperf3-give.SM.3MSg
‘Every month the government gives money to poor families.’

b. መንግስቲ ከወርሒ በንክ ከል ከሰድራቤታት ከወርሒ በንክ ከገንዘብ ከስብን ከታሮ ከብለወርሒ
māngisti wārlī wārlī gänzāb ni-diḳa-tat sidrabet-tat
government month month money Obj-poor-Pl family-Pl
y₁-hib
Imperf3-give.SM.3MSg
‘Every month the government gives (to) poor families money.’
In (246a), the recipient object precedes the theme object. This is a discourse neutral structure in which grammatical functions are ordered according to their topic prominence from left to right. The recipient argument is ordered higher than the theme since it is typically associated with animate referents, and thus has higher topic-worthiness than the indefinite theme. In (246b), the theme object is pre-posed before the recipient, and this position codes a contrastive focus reading of the theme object.

Based on these observations, we can conclude that the various ordering possibilities in Tigrinya indicate that there is no verb–adjacency requirement that structurally binds either of the objects. In this situation, Tigrinya codes symmetric objects that can occur equally well in either position, without affecting the grammaticality of ditransitive clauses. Since the two objects are marked differently in terms of case, they can be easily identified when they are placed in different discourse marked positions in order to express various information structure. However, there is an exception to this which we have described as ‘freezing’ where identically coded objects are distinguished by a fixed word order. In this situation even though the recipient is restricted to occur before the verb, that does not guarantee it a primary object status since both objects have equal access to pronominal suffixes.

With regard to word order restrictions in ditransitive clauses, the two objects may appear symmetric, since they can be coded in either position. Nevertheless, since in Tigrinya immediate verb adjacency is not posited as a constraint for primary object coding, then word order may not be used as a strong argument to determine the symmetric properties of these objects. Even so, since both objects can be pronominally marked depending on their definiteness value, both objects demonstrate primary object properties simultaneously.

In terms of case marking, the prepositional marker *ni-* is used to code objects that bear various semantic relations and that may have different syntactic functions. It is used as a case marker for definite core objects that bear a theme or recipient role. It can also be interpreted as a semantically restricted preposition to express the recipient argument reading regardless of whether it is definite or not. This may suggest that when the recipient argument is expressed as an indefinite object, and thus is not cross-referenced on the verb, it may be considered to have an oblique function. However, since definite recipient arguments, similar to theme arguments, trigger verbal marking, this casts doubt on their obliqueness since pronominal marking is considered as a property of core grammatical functions. In contrast, other semantic relations such as the locative and the instrumental possess distinct prepositions...
that mark their oblique function, and they are identified with a \textit{ni}- prepositional marker only when they function as core objects. Moreover, since with respect to case and pronominal marking, a definite recipient object is very similar to a definite theme object, we assume that recipients are semantically required arguments of the verb. Recipient objects reflect morphosyntactic properties which are similar to those reflected by theme objects in monotransitive clauses. As we will see later (section 8.2.2), grammatical tests such as passivization also confirm the functional symmetry of these objects in prototypical ditransitive constructions in Tigrinya.

\textbf{Objects in applicatives with transitive bases}

In double object applicative constructions, beneficiary, locative and instrumental objects reveal significant differences from recipient objects with respect to their coding properties. In general, objects in double object clauses reflect similar word order patterns when they are not specially marked or emphasized. In the neutral order, when recipient, beneficiary/maleficiary, locative and instrumental objects co-occur with indefinite theme objects, they appear in this order: \textit{SUBJ}\textit{OBJ}_{\text{recip/loc/instr}}\textit{OBJ}_{\text{theme}}\textit{V}, and the object pronominal suffix corresponds with the recip/ben/loc/instr object. However, double object clauses that code definite theme objects reflect different constraints, depending on the semantic role reading of the applied objects. They also differ in the constraints they adhere to in admitting object pronominal suffixes. As was discussed earlier in chapter (4.3), an applied object with a beneficiary, a maleficiary, a goal, a source, a locative or an instrumental semantic role is marked with a different verbal suffix (OM$_2$) than the one employed for recipient and theme objects (OM$_1$). The verb optionally bears the suffix OM$_2$ for objects that bear applied semantic roles. However, the verbal suffix OM$_1$ can mark either the recipient or the theme object depending on the discourse reading the speaker intends to express. In the following section we will analyze the asymmetric properties of objects with respect to word order, pronominal suffixes and case marking in beneficiary, locative and instrumental applicative constructions. Let us first consider the beneficiary applicative constructions in (247).

\begin{enumerate}
\item (247) a. ይናስ ይናስ የጋዜን ይናስ ይናስ
Yonas Yonas M agazen hadin-u-lu
\textit{ni-laww-u} \textit{deer.Sg PerfS.hunt-SM.3MSg-OM$_2$.3MSg}
\end{enumerate}

‘Yonas hunted his brother a deer.’
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b. ይናስ ለ ም ከቀ ስ እ ም ገ እ ም ማ ከ ከ።

Yonas ኰጎን እ настоящее ካ ከወ እ

Yonas.M Obj-brother-Poss.3MSg PerfS.hunt-SM.3MSg-OM 2 3MS

‘Yonas hunted his brother a deer.’

As with recipient objects, applied beneficiary objects come before indefinite theme objects in a discourse neutral clause (247a). The applied object NP is marked with the objective case \(ni\)-, whereas the indefinite theme object is not marked for case. The verb obligatorily bears the applicative suffix OM\(_2\) for the beneficiary argument. Example (247b) illustrates that the order of the beneficiary and theme objects can also be switched in order to code a different information structure. In this structure, the theme object expresses a contrastive focus reading. Therefore, as with ditransitive double object constructions, there is no structurally implied position that code a primary and secondary objects in double object constructions with beneficiary applied objects.

The double object clause with a beneficiary object does not reflect the word order freezing situation which is observed in ditransitive clauses with the co-occurrence of two definite objects. Examples (248a) and (248b) show that the two objects can switch order even though they bear the same case marking.

(248)

a. ይናስ ጸ ከቀ ስ እ ም ገ እ ም ገ ከ ከ።

Yonas ኰጎን ከ ማ እ настоящее ካ ከወ እ

Yonas.M Obj-det.3FSg deer.Sg Obj-brother-Poss.3MSg

PerfS.hunt-SM.3MSg-OM 2 3MSg

‘Yonas hunted the deer for his brother.’

b. ይናስ እ ም ገ እ ም ገ ከ ከ።

Yonas ከ ማ እ настоящее ካ ከወ እ

Yonas.M Obj-brother-Poss.3MSg Obj-det.3FSg deer.Sg

PerfS.hunt-SM.3MSg-OM 2 3MSg

‘Yonas hunted the deer for his brother.’

c. ይናስ ጸ ከ ማ ከ ወ ከ ከ።

Yonas ካ ከ ማ እ настоящее ካ ከወ እ

Yonas.M Obj-det.3FSg woman.Sg Obj-Saba.F

PerfS.seize-SM.3MSg-OM 2 3FSg

‘Yonas seized the woman for Saba./ Yonas seized Saba for the woman.’
It is possible to switch the order of the two objects because these objects require different forms of pronominal markers, and the one which appears on the applied verb will always cross-reference with the beneficiary object, thus the verbal suffix will not ambiguously code the theme object. In addition, when the theme and the beneficiary objects code different gender agreement values, they can switch order, since the object whose agreement value matches that of the applied verb will be resolved as the beneficiary object. However, since the word order is not fixed, when the clause codes two objects with identical agreement values, either of the referents can be understood as a beneficiary argument, as in (248c). Thus, in this situation only the discourse context can decipher the role played by each referent.

The various ordering options code varying information structure readings. As we have seen before, the focus element canonically occurs in the immediate preverbal position in Tigrinya. In (248a) thus, the applied beneficiary assumes a focus discourse function, whereas in (248b) it is the theme object that has this function. These utterances are appropriate in different discourse contexts. Lambrecht (1998:282) suggests that wh-questions, which he also designates as information questions, can be used to identify the information structure of a clause when the open proposition that results from removing the question expression from a sentence is pragmatically presupposed in the discourse. For example, the utterance with a focused beneficiary (248a) can arise as a reply to the question in (249a), and the utterance with a focused theme (248b) can arise as a reply to the question in (249b).

(249)  a. ዮናስ ከታ ከጨላን ከው ከጨላ ከለጊነ ላል፧
Yonas n-ii-a -Saharan ni-mi-in  hadin-u-lu
Yonas.M Obj-Det.3FSg deer.Sg Obj-who Perf-Shunt-SM.3MSg-OMz.3MSg
‘Who did Yonas hunt the deer for?’

b. ዮናስ ከ-ሰው ከበሃወ ከበሃወ ከለጊነ ላል፧
Yonas ni-haww-u ?intay hadin-u-lu
Yonas.M Obj-brother-Poss.3MSg what Perf-Shunt-SM.3MSg-OMz.3MSg
‘What did Yonas hunt for his brother?’

The question words ni-mi-in ‘to whom’ and ?intay ‘what’ are replaced by the beneficiary object ni-ḥaww-u ‘for his brother’ (249a) and the theme object nī-ta ṣagazen ‘the deer’ (248a), respectively. The speaker assumes that the addressee can identify the deer, and also assumes that the addressee knows that Yonas has a brother. Consequently, since the brother and deer are already established as topics in the question clauses, they appear as old information in the respective response clauses, (248a) and (248b). These question words appear in the default focus position in a neutral question clause. In this position the information represented by the question
word is not emphasized or pragmatically marked. The question word in (249a) bears the objective case marker ni- since this form is used to request information about object referents. The verb can bear the suffix OM\textsubscript{2} for the beneficiary argument whether the questioned entity is a beneficiary (249a) or a theme (249b). The fact that the verb can bear an object suffix for a beneficiary in a clause that questions it, indicates that the OM\textsubscript{2} can also correspond to a focus element. In contrast, the verb cannot bear a pronominal suffix for a questioned theme object, as in (250).

\begin{itemize}
  \item (250) ይናስ የሃዲኑውስን እንታይ ሃዐን ከለ ትወጉስ
  \begin{tabular}{ll}
  ይናስ & ዯጆን ከለ ትወጉስ \textsuperscript{3MSg/3FSg} \\
  የሃዲኑውስን & ከለ ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  እንታይ & ሃዐን ከለ ትወጉስ \\
  ከለ & ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  ሃዐን & ከለ ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  ይናስ & ዯጆን ከለ ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  የሃዲኑውስን & ከለ ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  እንታይ & ሃዐን ከለ ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  ከለ & ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  ሃዐን & ከለ ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  ይናስ & ዯጆን ከለ ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  የሃዲኑውስን & ከለ ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  እንታይ & ሃዐን ከለ ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  ከለ & ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  ሃዐን & ከለ ትወጉስ \textsuperscript{OM\textsubscript{1}}
\end{tabular}
\end{itemize}

\begin{itemize}
  \item ‘What did Yonas hunt for his brother?’
\end{itemize}

The question word ሃዐን ‘what’ questions the identity of the referent of the theme object which is new information in the discourse. However, in a clause where the questioned object is a beneficiary, the verb can bear the suffix OM\textsubscript{1} for a definite theme object, as in (251).

\begin{itemize}
  \item (251) ይናስ የሃዲኑውስን እንታይ ሃዐን ከለ ትወጉስ
  \begin{tabular}{ll}
  ይናስ & ዯጆን ከለ ትወጉስ \textsuperscript{3MSg/3FSg} \\
  የሃዲኑውስን & ከለ ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  እንታይ & ሃዐን ከለ ትወጉስ \\
  ከለ & ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  ሃዐን & ከለ ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  ይናስ & ዯጆን ከለ ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  የሃዲኑውስን & ከለ ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  እንታይ & ሃዐን ከለ ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  ከለ & ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  ሃዐን & ከለ ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  ይናስ & ዯጆን ከለ ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  የሃዲኑውስን & ከለ ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  እንታይ & ሃዐን ከለ ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  ከለ & ትወጉስ \textsuperscript{OM\textsubscript{1}} \\
  ሃዐን & ከለ ትወጉስ \textsuperscript{OM\textsubscript{1}}
\end{tabular}
\end{itemize}

\begin{itemize}
  \item ‘(Intending) for whom did Yonas buy the deer?’
\end{itemize}

Moreover, the question word referring to the beneficiary object can be optionally embedded under an adjunct clause headed by the light verb ትለቃ ‘intending/thinking’ to express a \textit{purposive} reading (see section 6.3.2 for more discussion). This purposive clause is also known as a converb construction which expresses a gerundive reading without being marked overtly with a conjunct to indicate its dependency. The fact that the question word referring to the beneficiary can be embedded under the purposive converb clause indicates that it has an adjunct function. The sentence that can be evoked as a reply to the question in (251) reflects similar information structure the question clause, as can be seen in (252). When the verb bears an object suffix for the theme argument, the theme object is topical; therefore, the nominal that corresponds the beneficiary argument is constrained to appear af-

\begin{itemize}
  \item 2The content question word used for subjects, i.e. \textit{mān ‘who’}, is unmarked for case.
\end{itemize}
ter it. Similar to a beneficiary question word, the nominal that codes the beneficiary object can also be optionally embedded under a converb adjunct clause.

(252)  

a. ይናስ ይናስ ይጋዜና ይጋዜና ይጋዜና
   Yonas n-ii-t-a ሆጋዜን ይጋዜና ይጋዜና  ይጋዜና
   Yonas.M Obj-Det.3FSg  deer.Sg  Obj-brother-Poss.3MSg
   (አሉ) ከታ ከታ
   (7il-u)  hadin-u-wa
   (PerfS.intending-SM.3MSg) PerfS.hunt-SM.3MSg-OM1.3FSg
   ‘Yonas hunted the deer for his brother.’

b. ይናስ ይናስ ይጋዜና ይጋዜና ይጋዜና
   Yonas n-ii-t-a ሆጋዜን ይጋዜና ይጋዜና ይጋዜና
   Yonas.M Obj-brother-Poss.3MSg Obj-Det.3FSg  deer.Sg
   ከታ ከታ
   hadin-u-wa
   PerfS.hunt-SM.3MSg-OM1.3FSg
   ‘*Yonas hunted the deer to his brother (3FSg agreement with recipient).’

c. ይናስ ይናስ ይጋዜና ይጋዜና ይጋዜና
   Yonas n-ii-t-a ሆጋዜን ይጋዜና ይጋዜና ይጋዜና
   Yonas.M Obj-brother-Poss.3MSg Perfs.intending-SM.3MSg Obj-Det.3FSg
   ከታ ከታ
   ሆጋዜን hadin-u-wa
   deer.Sg  PerfS.hunt-SM.3MSg-OM1.3FSg
   ‘Yonas hunted the deer (, intending it) for his brother.’

Placing a beneficiary that is not controlled by the verb before a definite theme object results in an ungrammatical clause, as in (252b). However, moving an embedded beneficiary from the focus position does not bring about the same effect, as is shown in (252c). In (252b), since the beneficiary and the theme are coded identically in terms of case, they are constrained to appear in a determined position. However, as example (252c) shows, the beneficiary can move from its canonical focus position only when it is embedded under the converb clause, and in this structure it cannot be confused with the theme object. This test shows that the beneficiary has an adjunct function when the theme object controls the object pronominal suffix.

In contrast, embedding the beneficiary argument in a converb clause when the verb bears a suffix for it results in an ungrammatical expression (253), therefore the adjunct expression is ungrammatical when the beneficiary is controlled by the verb.
When the beneficiary is indexed on the verb, it has a core object status, and thus it cannot be embedded in an adjunct converb clause.

The verb አስገኝ ‘he hunted’ is not lexically subcategorized for a beneficiary argument, thus the beneficiary argument cannot be associated with a core object function when the verb does not bear the appropriate applicative suffix for it. Therefore, we assume that the NP that is associated with the beneficiary argument in (252a) has an adjunct function. Since the beneficiary, like the recipient argument, can be marked with the preposition ኢኔ- whether it is expressed as applied object or not, we cannot determine from the case marker alone whether it has a core object or an oblique/adjunct function. Therefore, the obliqueness of the beneficiary can be made explicit by embedding it under the purposive/beneficiary light verb የል- ‘he thought/intended’. This test seems to make a clear distinction between a core and an oblique/adjunct expression of the beneficiary. As example (252a) shows, the expression of the beneficiary argument forms a constituent of the embedded small clause headed by the converb. Expressing the beneficiary as an adjunct under a converb makes its meaning more apparent and determined. In contrast, as can be observed from example (253), the beneficiary applied object cannot be embedded in a dependent clause headed by a converb.

To sum up, the beneficiary argument is coded as a core object when the verb bears the suffix OM₂ for it. In this structure, the beneficiary object is case marked with the objective case ኢኔ-. When the verb is not marked as an applied verb, the marker ኢኔ- is employed as a preposition to mark the semantic relation of the beneficiary role in an oblique expression. In the beneficiary applicative construction, there is no verb adjacency requirement that implicates one of the involved objects as a primary object since either of the objects can occur in the preverbal position. However, on the basis of object marking, the beneficiary applied object can be eligible for the primary object function, since it is obligatorily marked on the verb. Before coming to a definitive conclusion however, we will analyze its behavior with regard to other grammatical tests such as passivization, a task which will be undertaken later. In the remainder of this section we will analyze object properties...
of locative and instrumental applied objects with respect to word order, case and pronominal marking.

The basic word order of constituents in locative and instrumental applicative constructions adheres to the basic word order observed in the double object constructions that we have discussed previously. Typically, the locative, as in (254a and 254b), or the instrumental applied object, as in (254c) and (254d), occurs before the theme object in a pragmatically neutral expression. The locative and instrumental applied objects appear in the default topic position and the theme object in the default focus position. The referents of the applied objects are definite and individuated. The examples in (254) illustrate this pattern.

(254) a. እቲ መምህር ራድ ሳደቓ መጽሓፍ እኽሊฤษulu

P1 teacher.Sg m a mh 1 r teacher.Sg

nThe teacher put a book on the desk.’

b. እቲ ሳደቓ ራድ ሪት ሳቀ እኽሊም እስማሉ።

P1 desk.Sg m a 1 r desk.Sg

‘The farmer hid some grain in the cave.’

c. እቲ ሳደቓ ራድ መምህር ስዊ ሳስ ሃጫጫ ሳለሸ ሳለሶ እኽሊኡሉ።

P1 desk.Sg m a 1 r desk.Sg

‘The farmer ploughs his land with the plough.’

d. እቲ ሳስ ራድ ሳክስ ሳለሸ ሳለሶ እኽሊሽጫ።

P1 ax.Sg m a 1 r ax.Sg

‘The man chopped wood with the ax.’

The verb is obligatorily marked with the suffix OM2. Consequently, it cannot alternatively code the theme object, since this would result in a non-applicative expression of the locative and the instrumental arguments. The nominals that code these
applied semantic roles are marked by the objective case ni- , but the oblique expressions are coded by different prepositions that distinctly express the locative and the instrumental semantic relations. The applicative and the oblique expressions code different discourse construals, as we can see from the conversation in (255).

\[
\text{(255) a. ኣብ’ቲ ያለውላ ፈንንርሕ እየንኽእልን} \\
\text{Loc’Det.3MSg table.Sg PerfS.be-1Pl Purp-Imper1-work.SM.Pl} \\
?ab’ti ኣያንኽእልን ያለውላ ፈንንርሕ እየንኽእልን ታሸለ እንጆን-

\text{Neg-Imper1-be=able.SM.Pl-Neg Pers.be-SM.1Pl} \\
‘We cannot work on the table. Lit. we cannot work being on the table.’
\]

b. ንምንታይ፧ ያለውላ ፈንንርሕ እየንኽእልን

\text{for-what ያለውላ ፈንንርሕ እየንኽእልን ታሸለ እንጆን-

\text{Neg-Imper1-be=able.SM.Pl-Neg Pers.be-SM.1Pl} \\
‘Why?’

\]

c. ምኽንያቱ፡ ያለውላ ፈንንርሕ እየንኽእልን

\text{because ያለውላ ፈንንርሕ እየንኽእልን ታሸለ እንጆን-

\text{Neg-Imper1-be=able.SM.Pl-Neg Pers.be-SM.1Pl} \\
‘Because Saba has prepared lunch on it.’

In the clause that opens the discourse the speaker uses an oblique phrase to express the locative argument (255a), whereas replying to the question in (255b) the speaker employs an applicative expression (255c). In (255c), the whole clause presents new information. The subject and the theme object are obligatory, but the expression of the applied object is dropped since it is obvious from the previous discourse. This sentence is elicited when the speaker reports an event that the listener has not heard about before; however, the speaker assumes that the listener can identify the referents of the subject and the applied object. The applied object is given as old information, and thus does not overtly appear in the clause, but the subject Saba and the theme object lunch are given new information, foci, in (255c).

Moreover, the fact that applied objects with locative and instrumental roles cannot be focused through a content question word, i.e. such as where, demonstrates that these applied objects tend to appear as discourse topics. Content question words that target information about a location and an instrument are marked with prepositions that express the semantic relations, as in (256) and (258), and in the response clauses these semantic relations appear as oblique expressions, as in (257a) and (259a).
The verb can optionally be left out in the response sentences (257a) and (259a). This type of focus is known as argument focus since the inquired information is provided by a single constituent (Lambrecht 1998:226-232). The applicative expression in (257b) or (259a) cannot be given as a reply to the focus question about the referent of the locative or the instrumental participants. In contrast, the applicative expression can be elicited as a response to a question that focuses a predicate (260). In the response, the speaker can choose between the applicative (261a) and the oblique (261b) expressions.

(260) እቲ እምህር እንታይ
?ิต-ያrix እምህር እንታይ
Det-3MSg teacher.Sg PerfS.do-SM.3MSg
‘The teacher, what did he do?’
8.2. OBJECTHOOD DIAGNOSTICS

(261) a. ነቲ ኸ። ኢወስጆ ኢናወወ።
n-iit-i  sédeqā mīshaf ʔanbir-u-lu
Obj-Det-3MSg desk.Sg book.Sg PerfS.put-SM.3MSg-OM₂.3MSg
‘He put a book on the desk.’

b. ኣብቲ ኸ። ኢወስጆ ኢናወወ።
ʔab-t-i  sédeqā mīshaf ʔanbir-u
Loc-Det-3MSg desk.Sg book.Sg PerfS.put-SM.3MSg
‘He put a book on the desk.’

Sentence (261a) or (261b) can be evoked as a response to the question in (260). Since the entire clause provides new information, the whole expression is focused. The expressions of the locative and theme argument as well as the verb are obligatory in this clause. In the applicative expression, the locative is expressed as a highly affected object in the event denoted by the verb, and thus highly topical in the discourse (261a), while in the oblique expression, the locative argument is perceived as a mere location where the book is placed, and it is singled out from the other elements to be salient in the discourse (261b). The difference between the applied and oblique expressions of the locative argument is not their discourse referentiality or identifiability, because in both expressions the locative argument has a definite or a presupposed referent. Rather their difference lies in the degree of affectedness and topicality. In the applicative expression, the discourse is about the locative object rather than the theme object. The referent of the applied argument occupies a central point in the verbal event, and thus as directly affected by the verbal event.

The indefinite theme object can also be placed before the locative and the instrumental applied objects in order to render a contrastive focus reading of the theme object, as in (262).

(262) a. ነቲ ኦጆሯወ ኦቻወ ኲወ
ʔit-i  ኳarastay እกก ከ-ii-a  bāyati
Det-3MSg farmer.Sg grain  Obj-Det-3FSg cave.Sg
ሓሳታይ። ኳabi?-u-la
PerfS.hide-SM.3MSg-OM₂.3FSg
‘The farmer hid grain in the cave.’

b. ነቲ ኦፇወ ኦወወወ ኲወ
źni sāb?ay  ኳินjaji  n-iit-i  fas
Det.3MSg man.Sg wood.Sg  Obj-Det-3MSg ax.Sg
ሐለታት። ኳafis-u-lu
PerfS-chop-SM.3MSg-OM₂.3MSg
‘The man chopped wood with the ax.’
The focus element is strongly accented. This kind of expression can emerge, for example, in a context where a speaker attempts to correct a false presupposition previously made by another speaker. The elements in focus ʾiišli ‘grain’ (262a) and ʾinčäyti ‘wood’ (262b) stand in opposition to the false information given by the first speaker; for example, if the speaker presupposes that it was sand instead of grain that was hidden in the cave, and stone instead of wood that was chopped with the ax. In Tigrinya, the copula verb ?iy- ‘be’ can be inserted after the focus element in order to give it more emphasis. The resulting construction is comparable to a cleft sentence in English. As the examples in (263) show, the pragmatic focus reading of the fronted theme object is boosted when it is used along with the copular element (see section 2.5, p. 65 for more examples of cleft sentences).

(263) a. እቲ ክርስታይ እኽሊ እዩ ከት- ኱ብርኡላ።
Det-3MSg farmer.Sg grain Pres.be-SM.3MSg Obj-Det-3FSg cave.Sg
’It is grain that the farmer hid in the cave.’

b. እቲ ካብርuntary ከታማይ እዩ ከት- ካል-
Det-3MSg man.Sg wood.Sg Pres.be-SM.3MSg Obj-Det-3FSg ax.Sg
’It is wood that the man chopped with the ax.’

The subject and the applied object can also be focused in the same way by insertion of the copular verb after the element that is focused.

The locative/instrumental applicative constructions reveal a different word order constraint than double object clauses with the recipient/beneficiary object clauses when the clause involves a definite theme object. In double object constructions that involve a recipient object and a definite theme object, the word order freezes and the theme object is obligatorily positioned before the recipient object. When a beneficiary applied object co-occurs with a definite theme object, the word order remains flexible. However, in the locative/instrumental applicative constructions a definite theme object cannot be placed before the locative/instrumental applied objects, but has to occur after it, as in (264). Thus, their word order freezes though it has a different freezing pattern than that of the recipient and definite theme objects.
8.2. OBJECTHOOD DIAGNOSTICS

(264) a. እቲ እትሪስ-

Dismissed-3MSg farmer አጋሽ-

Obj-3FSg cave እትሪስ-

Obj-3MSg grain

እﾆ-

hābi-

PerfS.hide-SM.3MSg-OM እኽሊ

ğa-

2

.3FSg

“The farmer hid the grain in the cave.”

b. እቲ እትሪስ-

Dismissed-3MSg man እትሪ-

Obj-3MSg ax.Sg Obj-3MSg wood

እ니-

fāli-

PerfS.chop-SM.3MSg-OM እኽሊ

なもの-

2

.3MSg

“The man chopped the wood with the ax.”

When the definite theme object and the applied object are ordered in such a way, they do not code any special pragmatic meaning. In contrast, as we have observed earlier, a definite theme object may precede a recipient/beneficiary object to code a pragmatically neutral reading.

In conclusion, the locative/instrumental applied object and the theme object are not coded by their position with respect to the applied verb. In the unmarked clause, the theme object appears in the immediate preverbal position and the applied object appears in the preceding position. The language allows these objects to switch order in order to code a pragmatically marked reading. The word order in these constructions becomes fixed when the applied object co-occurs with a definite theme object as the theme object is constrained to appear on the preverbal position. In terms of case marking, since the objective case marker can be associated with any applied object and also with definite theme objects, it cannot give us information on object asymmetry. For this reason, it is unable to distinguish between primary and secondary objects. It can distinguish between an applicative and an oblique expression of the locative and the instrumental semantic roles, since an oblique expression that codes these semantic roles is not marked with the objective case ni-. The oblique expressions of the locative and instrumental semantic roles are identified with distinct prepositions. With respect to object pronominal marking, the locative and instrumental objects take precedence for verbal marking over the theme object, as do beneficiary applied objects. Due to this property, the applied object may be analyzed as a primary object. However, we refrain from giving a conclusive answer before we analyze their behavior with respect to passivization below (section 8.2.2). In the following sections, we will conduct additional syntactic tests in order to investigate the primary and secondary properties of the objects.
8.2.2 Passivization

Siewierska (1984:10) points out that after morphological coding, passivization is the second most widely accepted test of transitivity and direct objecthood. Similar to the applicative (chapter 5 discusses the relevance of transitivity for the applicative phenomena), passivization has been dealt with in relation to transitivity in most linguistic theories. The applicative is assumed to increase the transitivity of a clause by adding a core object, whereas the passive is assumed to reduce transitivity of the clause by suppressing the actor/agent argument and by expressing the argument that shows the most patient-like property as a subject. The reason why passivization is proposed as a criterion to distinguish between objects in double object and applicative constructions is that it is assumed to reveal asymmetry by targeting the object with the most patient-like property for the subject function. Consequently, the object that is associated with the argument that shows this disposition is analyzed as a primary object, and the object that associates with the argument that lacks this property is analyzed as a secondary object. Languages differ as to how many of the semantic roles coded in double object or applicative clauses can be targeted by passivization.

Bresnan and Moshi (1993) and Alsina (1996) relate the passive type that a language may have to independent coding properties such as word order and pronominal marking. Alsina (1996:674) argues that the underlying properties of a language manifested in passive typology are the same as those manifested by the descriptive properties of a language, i.e. restrictions on word order and pronominal marking. It is hypothesized that languages that have a double object construction where the two objects involved have equal access to agreement marking also have an alternating passive type, which means that the arguments that the two objects bear can be also expressed as subjects in a passive clause. Consequently, the two objects can be designated as primary objects. On the other hand, if the verb prioritizes only one object for pronominal marking, this language has a non-alternating passive type (Alsina 1996). According to Bresnan and Moshi (1993), Alsina (1996), and many others, in languages with non-alternating passive type it is the applied argument that shows the readiness to be associated with the subject in a passive clause. Bresnan and Moshi (1993) call the languages that show this pattern asymmetric applicative languages. This is the predominant pattern, especially in Bantu languages. As we are going to see in Tigrinya, however, the passive type found in the language is not
necessarily correlated with the independent coding properties of the language.

As demonstrated in the previous section either of the objects of double object clauses with prototypical ditransitive verbs can be marked through object pronominal markers, whereas in double object clauses that contain applied verbs suffixed with OM$_2$, only one object, the applied object, is obligatorily coded through an object pronominal suffix. Therefore, with regard to pronominal marking both objects in double object clauses with prototypical ditransitive verbs can be analyzed as primary objects, whereas in double object clauses that code applied verbs suffixed with OM$_2$ only the applied object can be analyzed as a primary object. In this section we will investigate how objects behave under passivization.

### Passivization in prototypical ditransitive clauses

In Tigrinya the semantic roles associated with both objects in prototypical ditransitive clauses can be expressed as subjects in passive clauses (Nazareth 2007, 2008), as in (265).

(265)  

\[
\text{a. } \text{እቶም } t\text{-om } \text{ተመሃሮ } t\text{-a } \text{መጽሓቶ } t\text{-wahib-om} \\
\text{_student-Pl } \text{book-Pl } \text{DT-PerfS.give-SM.3MPI} \\
\text{‘The students are given books.’}
\]

\[
\text{b. } \text{እቲ } t\text{-i } \text{መጽሓቶ } t\text{-a } \text{haʃ-ti} \\
\text{DT-3MSg book-Pl } \text{Obj-student-Pl DT-PerfS.give-SM.3MSg} \\
\text{‘The books are given to students.’}
\]

This alternating passive type is found in constructions with ditransitive verbs such as wähabä ‘he gave’ and Qadälä ‘he distributed’ that are initially subcategorized for two object arguments. Both arguments can function as subjects in a passive construction. Example (265a) codes the recipient argument as a subject, and example (265b) codes the theme argument as a subject.

Another strong piece of evidence for symmetrical objects is the ability of the passive verb to admit an object pronominal suffix for the remaining patient-like argument. This property is absent from asymmetric type languages such as Chichewa (Bresnan and Moshi 1993, Alsina and Mchombo 1993). However, as example (266) shows, it is possible in Tigrinya.\(^3\)

---

\(^3\)Note that the plural marking on the inanimate noun mišaf-ti ‘books’ is interpreted as a collective number in this example, and thus it agrees with a singular determiner and a singular verbal suffix form. The collective reading of plural inanimate nouns is discussed in section 2.3.1, p. 20.
In example (266a), the recipient role is expressed as a subject and the theme is expressed as an object. Consequently, the verb bears a subject pronominal affix that corresponds with the recipient, and an object pronominal suffix that corresponds with the theme object. 4 Example (266b) shows the reverse, a case in which the theme role is expressed as a subject and it is coded through the subject agreement suffix, while the recipient is expressed as an object and it is coded with the object pronominal suffix. The fact that the passive verb can also admit a pronominal object marker for the theme object when the recipient is expressed as a subject, and for the recipient object when the theme semantic role is expressed as a subject, shows that the theme in (266a) and the recipient in (266b) are core objects. Therefore, Tigrinya has a fully alternating passive type in double object constructions that code theme and recipient objects, and thus both objects exhibit primary object properties also with respect to passivization.

Passivization in applicatives with transitive bases

Even though the beneficiary, the locative and the instrumental semantic roles have precedence for pronominal marking in applicative constructions, these cannot be expressed as subjects in the passive. Rather, it is the theme argument that is associated with the subject in the passive. For example, in (267a) the theme argument is realized as a subject, and the subject verbal suffix corresponds with it. In the passive, a definite subject normally occurs clause initially, and the determiner that specifies it cannot bear the objective case. The definite/individuated beneficiary object can

4This sentence can also have a reflexive reading ‘The students gave themselves to the books.’
be marked with the object pronominal suffix OM\textsubscript{2}. The beneficiary argument can only realized as an object in the passive, as in (267).

(267)  
\text{a.} \quad \text{ti} \quad \text{māšaḥāf ni-Yonas} \quad \text{ti-tegezi-u-lu}  
\text{Det-3MSg book.Sg Obj-Yonas.M DT-perf.buy-SM.3MSg-OM\textsubscript{2}.3MSg}  
\text{‘The book was bought (for) Yonas.’}  

\text{b.} \quad \text{Yonas} \quad \text{n-it-i} \quad \text{māšaḥāf ti-tegezi-u-wo}  
\text{Yonas.M Obj-3MSg book.Sg DT-perf.buy-SM.3MSg-OM\textsubscript{1}.3MSg}  
\text{‘Yonas was bought to the book.’}  

In example (267a) the theme argument is coded as a subject and the beneficiary as an object. The noun that corresponds with the theme argument, māšaḥāf ‘book’, is specified by the nominative or unmarked determiner form, and the subject verbal suffix corresponds with it. The noun that corresponds with the beneficiary argument, Yonas, bears obligatory objective case, and it corresponds with the object suffix OM\textsubscript{2}. In contrast, when we attempt to code the beneficiary as a subject and the theme as an object, as example (267b) shows, the clause becomes ill-formed. The verb is suffixed with the affected object marker OM\textsubscript{1} to code the theme argument. As a result, the sentence expresses an awkward meaning which can be interpreted as ‘Yonas has subjected/submitted himself to the book’. Thus, the beneficiary reading does not come about when the passive verb codes the beneficiary as a subject and the theme as an object.

Similarly, as illustrated in (268a) and (269a), the passive clause codes the theme argument as a subject, and the locative and the instrumental arguments as objects. The locative and the instrumental objects are topicalized (fronted) when they co-occur with an indefinite theme subject. Consequently, the fronted locative and instrumental can be optionally marked with the objective case. Since these objects are the sole topic elements in these passive clauses, the indefinite subject is postposed in the focus position.

(268)  
\text{a.} \quad \text{ti} \quad \text{māšaḥāf-ti} \quad \text{sedēqa} \quad \text{māšaḥāf-ti}  
\text{Det-3FSg/Obj-3FSg desk.Sg book.Pl}  
\text{DT-PerfS.put-SM.3MSg-OM\textsubscript{2}.3FSg Pres-be=loc-SM.3MSg}  
\text{‘The desk (F), books have been put on it.’}  

\text{b.} \quad \text{ti-nābir-u-la} \quad \text{?all-o} \quad \text{hāt} \quad \text{?}  
\text{DT-PerfS.put-SM.3MSg-OM\textsubscript{2}.3FSg Pres-be=loc-SM.3MSg}  
\text{‘The desk (F), books have been put on it.’}  

\text{DT-PerfS.put-SM.3FSg}
These transitive passive verbs can only code the theme argument as a subject. Therefore, the referents of the theme arguments mūšaf-‘books’ (268a) and girat ‘land/field’ (269a) are expressed as subjects in these examples. The subject suffix in the passive verb cannot cross-reference a locative or an instrumental argument. As a result, the expression of the locative sēdeq ‘desk’ and of the instrumental māhrīśa ‘plough’ as subjects of the passive predicates become ungrammatical, as in (268b) and (269b), respectively.

With respect to passivization, beneficiary, locative and instrumental applied objects do not display primary patient-like properties, whereas the theme object does. As was discussed earlier, according to object pronominal marking, the beneficiary, the locative and the instrumental can be analyzed as primary objects. Applied objects have precedence over theme objects for pronominal marking since they are obligatorily suffixed on the applied verb. Therefore, the two diagnostics, passivization and pronominal marking, seem to detect uncorrelated object properties in these applicative clauses. This may indicate that grammatical processes such as pronominal marking and passivization do not converge to constitute a single underlying primary property of objects cross-linguistically.5

As we argued in chapter 5.3.1, applicative clauses in Tigrinya code two types of transitivity traits: one pertaining to inherent verbal root transitivity and another pertaining to discourse motivated clause level transitivity. Passivization, to a large

---

5As we have demonstrated in the previous section, adjacency to the verb cannot also be taken as a diagnostic in Tigrinya, since object coding is not strictly contingent on structural position in this language.
extent, concerns object arguments whose patient-like property or affectedness is inherently present in the lexical meaning of the verbal root, for example, objects in double object constructions with prototypical ditransitive verbs (detailed information is given in section 4.4). This notion of transitivity is semantic in nature. On the other hand, pronominal object marking concerns object arguments that are associated with discourse individuated referents (refer to chapter 4.2 for more information on pronominal marking of objects). For example, in Tigrinya pronominal marking involves only definite and specific referents (refer to section 2.5 for general information on grammatical function coding). According to Siewierska (1984:8), the discourse oriented notion of transitivity which was pioneered by Hopper and Thompson (1980) does not rely on passivization in order to determine the transitivity property of a clause. Tigrinya employs pronominal marking to code object arguments that show various semantic relations which are comparable on the basis of discourse transitivity, rather than on the basis of semantic transitivity.

In double object clauses, Tigrinya makes a formal distinction between object arguments that are inherently lexicalized in the meaning of a verb, coding them with OM\textsubscript{1}, and those which are not inherent arguments of the verb, coding them with OM\textsubscript{2} (refer to section 5.3.2, p. 150 for a detailed discussion on this topic). In applicative constructions with intransitive bases, the suffix OM\textsubscript{2} identifies applied objects that reflect similar semantic relations to applied objects coded by applicative clauses formed out of transitive verbs. However, the OM\textsubscript{1} has a different interpretation in applicative clauses with intransitive base verbs. In applicatives of intransitive bases OM\textsubscript{1} identifies ethically affected or maleficiary objects which behave like applied objects marked with OM\textsubscript{2} in applicatives of transitive bases, except with some verbs of movement that code applied objects with a goal semantic reading, and these have a prototypical patient-like property.

In addition, like intransitive predicates, either of the markers OM\textsubscript{1} or OM\textsubscript{2} can code applied objects with passive predicates of transitive verbs, as in (270).

\begin{align*}
(270)\quad a. \quad \text{አት-ስደቓ/ስደቓ} & \quad \text{ስደቓ} & \quad \text{መጽሓፍቲ} \\
?it-a/n-š-date & \text{desk.Sg} & \text{book.Pl} \\
\text{DT-PerfS.put-SM.3MSg-OM\textsubscript{1}.3FSg-OM\textsubscript{2}.3FSg} & \text{Pres-be=loc-SM.3MSg} \\
\text{‘The desk (F), books have been put on it.’}
\end{align*}
The suffixes OM₁ and OM₂ code different sense of affectedness. With OM₁, the applied object is perceived as an argument that has been acted upon. However, with OM₂, the applied object is perceived as a mere location or an instrument that was involved in the event without giving emphasis to its engagement in the event.

This complexity suggests that we cannot simply assume that objects coded with OM₁ are primarily affected objects belonging to one category, and those coded with OM₂ are secondarily affected objects belonging to a different category. This is because OM₁ does not consistently code object arguments that reflect a prototypical patient-like property. It can also be associated with object arguments that are perceived as affected by being at the center of the discourse event. Yet, since they are not prototypically affected arguments, they lack a disposition to appear as subjects in a passive clause. For this reason, pronominal markers cannot uniformly categorize applied objects in terms of discourse or semantic affectedness.

Passivization in applicatives with intransitive bases

In 5.3.2 we discussed intransitive verbs that admit the suffixes OM₁ and OM₂ to code different semantic relations. Depending on the semantics of the intransitive base verb, applied objects may reflect various transitivity properties. For example, unaccusative verbs such as māwātā ‘he died’, tāffīʔ ‘it/he disappeared/got lost’, wādāqā ‘it/he fell’, mākaʔ ‘it/he melted’ daqāsā ‘he slept’, etc. can admit OM₁ for ethically affected maleficiary objects or OM₂ for ethically affected beneficiary objects, as in (271a). The applied arguments of unaccusative verbs such as these cannot be expressed as subjects in passive clauses, as shown in (271b).

(271)  

a. ṭa-haris-u-wo/lu  ṭa-y-u  
DT-PerfS.plough-SM.3MSg-OM₁.3MSg/OM₂.3MSg Past-be-SM.3MSg  
‘The plough (M), land was plowed with it.’

b. *ṭa-haris-u-wo/lu  ṭa-y-u  
DT-PerfS.plough-SM.3MSg-OM₁.3MSg/OM₂.3MSg Past-be-SM.3MSg  
‘The plough (M), land was plowed with it.’

In 5.3.2 we discussed intransitive verbs that admit the suffixes OM₁ and OM₂ to code different semantic relations. Depending on the semantics of the intransitive base verb, applied objects may reflect various transitivity properties. For example, unaccusative verbs such as māwātā ‘he died’, tāffīʔ ‘it/he disappeared/got lost’, wādāqā ‘it/he fell’, mākaʔ ‘it/he melted’ daqāsā ‘he slept’, etc. can admit OM₁ for ethically affected maleficiary objects or OM₂ for ethically affected beneficiary objects, as in (271a). The applied arguments of unaccusative verbs such as these cannot be expressed as subjects in passive clauses, as shown in (271b).
Example (271a) illustrates the two applied object readings: the negatively affected or maleficiary reading and the positively affected or beneficiary reading, coded with OM\(_1\) and OM\(_2\), respectively. The notion of affectedness expressed by the applied clause does not result from a transitive event, i.e. the verbal event does not code an instigator participant that carries out an activity to affect the maleficiary participant. The maleficiary argument is perceived as an affected participant in the abstract or ethical sense. As a result, the applied argument of such verbs cannot be expressed as a subject in a passive clause (271b).

On the other hand, unergative verbs such as እታ ዘላወሳ ‘he ran’, ታطيع ‘he arrived’, ኤንጋ ‘he climbed’, ከያ ‘he went’, etc. admit the suffix OM\(_1\) for a goal applied object which is perceived as the end point of the transfer of location, or the OM\(_2\) for a beneficiary applied object, as in (272a). For these verbs, the goal arguments can be expressed as passive subjects (272b). Thus, applicative clauses that involve motion verbs reflect genuine transitivity since they code an agent argument that is perceived as the initiator and an goal argument that is as perceived the endpoint.

\[
\begin{array}{l}
\text{(272) a. } \text{i-}r \quad \text{s-} \quad \text{q-} \quad \text{y-y-a-t-tu} \\
\text{P1 t-a Det-3FSg sëbäyti n-ät-i qol'ya g'uyy-a-to/tlu} \\
\text{‘The woman chased the child./ The woman ran for the child.’} \\
\text{b. } \text{i-}r \quad \text{y-y-a-t-tu} \\
\text{P1 t-i Det-3MSg qol'ya tä-goyyyiy-u} \\
\text{‘The child has been chased/run after.’}
\end{array}
\]

In example (272a) the sense of affectedness coded by this verb is transitive in the semantic sense. This clause codes an instigator argument (the runner) whose action affects the goal argument (the one being chased). Due to this notion of affectedness, the clause reflects a prototypical transitivity property, and thus the goal argument can be expressed as the subject of the passive clause (272b).

According to the behavior of applied objects which we have observed in applicative clauses formed out of different types of base verbs (i.e. ditransitive, transitive and intransitive), we argue that, in Tigrinya, passivization and pronominal object markers do not compose a single underlying property of primary objects. These contradicting results suggest that the set of grammatical processes that are assumed to uniformly indicate primary objecthood may not be pointing to the same grammatical property of a language. Therefore, in order to categorize objects in terms of primary or secondary objects, one needs first to determine which of these
grammatical processes – passivization or pronominal marking – must be posited as a property of primary objecthood. Indeed, the contradicting results from these tests led some researchers to argue against the use of passivization as a diagnostic of primary objecthood. According to Börjars and Vincent (2008) since passivization involves a ‘a complex interaction between structural position and semantics’, it may be argued that it cannot be a reliable test of grammatical functions. They maintain that objects should be distinguished on the basis of purely syntactic phenomena that involve them. Before we put forward our own conclusions on this matter, we would like to investigate whether objects of double object constructions behave differently with respect to relativization.

8.2.3 Relativization

Relativization is expected to distinguish between objects in languages that restrict relative clause formation to a particular type of object. However, if a language allows both objects of double object or applicative constructions to have access to relativization, then this language is said to have the property of symmetric objects. Moreover, since relativization is expected to affect only core grammatical functions, in languages that employ the applicative coding, an oblique argument can be relativized only when it is expressed via applicative morphology in order to first make a core object out of it (Donohue 1996, Donohue and Donohue 2004). Thus, relativization can be used to diagnose the core object status of applied arguments. Keenan and Comrie (1977) and Comrie (1989) established an accessibility hierarchy (273) in terms of which they state universal constraints on the admittance of grammatical functions to relative clause formation.

(273) subject > object > non-direct object > possessor

The intuition behind this is that if relativization is allowed at some point in the hierarchy, then it is also allowed at other positions higher than (to the left of) that point. For example, there cannot be a language that relativizes objects, but not subjects, or relativizes possessors, but not objects. This general tendency has led linguists to employ relativization as a test of primary objecthood in languages that restrict relative clause formation to only one object position. It is assumed that in a language that gives access to the applied object only, the applied object is analyzed as being higher in the hierarchy than the theme object, thus it assumes the primary object function. Otherwise, if it is the theme object that is relativized, then this object is analyzed as the primary object. The objects that do not relativize are analyzed as
secondary objects. In the following section we will investigate the properties of applied objects with respect to relativization in double object and applicative constructions. An introductory discussion on modification with relative clauses can be found in section 2.3.7, p. 38.

In Tigrinya, relativization is indicated through a relative particle zi- which is the outermost prefix that marks the relativized verb. The relative clause is prenominal, i.e. it precedes the head noun, as is expected in a SOV language such as Tigrinya. The relative verb form marks which accessibility position is being relativized. In the following examples the string that is enclosed within the square brackets constitutes the relative clause (274).

(274) a. እታ ምስቀይ ነቲ እዚ
Det-3FSg Tesfay n-ii-t-a mäšhaf
Rel-PerfH.give.SM.3MSg-OM 1.3FSg/*3MSg
周恩来/*bo z-1-hab-a/*o sëbäyi
‘The woman that Tesfay gave the book to (her) came.’

b. እቲ ምስቀይ ነቲ እዚ
Det-3MSg Tesfay n-ii-t-a sëbäyi
Rel-PerfH.give.SM.3MSg-OM 1.3FSg/*3MSg
周恩来/*bo z-hab-a/*o mäšhaf ?ii-z-i
‘The book that Tesfay gave the woman is this one.’

In Tigrinya, both objects of a ditransitive double object construction can be relativized. The recipient object is relativized in (274a), and the theme object is relativized in (274b). The relative predicate bears a subject pronominal suffix that corresponds with the embedded subject Tesfay. The determiner which occurs at the leftmost edge specifies the relativized head noun, and thus it concords with the agreement values of the object suffix on the relative verb and the subject suffix on the main verb. The relativized recipient object is obligatorily marked on the relative verb. The clause becomes ungrammatical if the relative verb bears an object suffix for the theme argument (note the object suffix marked with the star symbol in
(274a). On the other hand, when the relativized head noun is the theme argument, the relative predicate can alternatively code the recipient or the theme argument with the object pronominal suffix (274b). This can be explained based on the double function of the prepositional marker ni- (see section 8.2.1, p. 247). Since the marker ni- serves as an objective case marker and as a selected preposition to mark the semantic relation of the recipient and the beneficiary arguments, the relativized recipient is ambiguously coded as a core object and as an object of a preposition.

As we are going to see in the following discussion, we observe the same restriction when the theme object is relativized in the presence of a beneficiary argument (275). However, since source, locative and instrumental arguments possess distinct prepositions, they are easily identified when they are coded as obliques in relative clauses. Below we demonstrate the relativization of the beneficiary/source (275a) and theme (275b) arguments.

(275) a. እታ [ትጋወይ ገራ] መቀጤን።
?it-a Tesfay n-it-i màṣḥaf
Det-3FSg Tesfay Obj-Det-3MSg book.Sg
ንንንን/ሥ። ከን ከን
zi-gāziʔ-ì-la/*à sābiyiti ?iz-ì-a
Rel-PerfH.buy-SM.3MSg-OM₂.3FSg/OM₁.3MSg woman ProxPro-3FSg
እያ።
?iy-a
Pres.IDcop.be-SM.3FSg
‘The woman who Tesfay bought the book for/from is this one.’

b. እቲ [ትጋወይ ገራ] መቀጤን።
?it-i Tesfay n-it-a sābiyiti
Det-3MSg Tesfay Obj-Det-3FSg woman.Sg
ንንንنى/ሥ። ከ
zi-gāziʔ-ì-la/ò màṣḥaf ?iz-i
Rel-PerfH.buy-SM.3MSg-OM₂.3FSg/OM₁.3MSg book.Sg DetProx-3MSg
እየ።
?iy-u
Pres.IDcop.be-SM.3MSg
‘The book which Tesfay bought for the woman is this one.’

c. እቲ [ትጋወይ ገራ] መቀጤን።
?it-i Tesfay kāb-ì-a sābiyiti
Det-3MSg Tesfay ABL-Det-3FSg woman.Sg
ንንنى/ሥ። ከzi-gāziʔ-o/ìla màṣḥaf
Rel-PerfH.buy-SM.3MSg-OM₁.3MSg/OM₂.3FSg book.Sg
እየ።
?iz-i ?iy-u
DetProx-3MSg Pres.IDcop.be-SM.3MSg
‘The book which Tesfay bought from the woman is this one.’
As example (275a) shows, when the beneficiary is relativized, the object suffix on the relative verb must agree with it, as with the relativization of the recipient illustrated above (274a). Consequently, the expression becomes ungrammatical if the object suffix cross-references the theme argument. The referent of the relativized noun can also be interpreted as having a source argument reading. When the relativized head noun corresponds with the theme argument (275b), the relative verb can alternatively code the theme or the beneficiary/source arguments with the pronominal suffix. However, with the relative verb coding the theme object, we cannot get the source argument reading. Instead the source must be coded as an oblique expression to express the reading of a source semantic role, as is illustrated in (275c). This can be taken as an indication that the beneficiary also has an oblique function when the relative verb codes the theme object. Thus, it supports the analysis of ni- as a prepositional marker when the verb does not bear a suffix for the beneficiary argument.

As with the recipient, the beneficiary and the source, when the relativized head noun bears a locative semantic role the object verbal suffix obligatorily cross-references it (276a).

(276)  a. እታ ብተስፋይ ከታ መጽሓፍ
      ?it-a Tesfay n-ii-ti mišaʃa
      Det-3FSg Tesfay Obj-Det-3MSg book.Sg
      ከንብራል/እንብራል
      z-i-nibriæ-la/*z-i-nibriœ-o
      Rel-Caus-PerfH.sit.SM.3MSg-OM2.3FSg/*Rel-Caus-PerfH.sit.SM.3MSg-OM1.3MSg
      እለት ከልእ ከተ Worksheets
      sedeʃa ?izi-y-a ?iy-a
      desk.Sg DetProx-3FSg Pres.IDcop.be-SM.3FSg
      ‘The desk that Tesfay put the book on is this one.’

b. እቲ ብተስፋይ ከታ መጽሓፍ
      ?it-i Tesfay n-ii-t-a sedeʃa
      Det-3MSg Tesfay Obj-Det-3FSg desk.Sg
      ከንብራል/እንብራል
      z-i-nbibria-la/*z-i-nbibir-o
      Rel-Caus-PerfH.sit.SM.3MSg-OM2.3FSg/*Rel-Caus-PerfH.sit.SM.3MSg-OM1.3MSg
      መጽሓፍ ከልእ ከተ Worksheets
      mišlaʃ ?iz-i ?iy-u
      book DetProx-3MSg Pres.IDcop.be-SM.3MSg
      ‘The book that Tesfay put on the desk is this one.’

c. እቲ ብተስፋይ ከልእ ከተ Worksheets
      ?it-i Tesfay ?ab-’i-t-a sedeʃa
      Det-3MSg Tesfay Loc-Det-3FSg desk.Sg
Moreover, when the relativized head noun corresponds with the theme argument, the locative can also be expressed as an applied object on the relative verb (276b). However, if the verbal suffix on the relative verb corresponds with the theme object, the locative is expressed as an oblique, similar to the source argument (276c). Therefore, the relativized clause can code an applied locative as long as the relative verb bears a suffix for it, and in this structure, either of the objects can be relativized.

In contrast, the instrumental argument behaves differently with respect to relativization. When the relativized argument is an instrumental applied object, the relative verb obligatorily bears the object suffix for it. However, when the relativized argument is a theme, the instrumental argument is expressed in a prepositional phrase (277).

(277) a. እቲ ግብራይ [ትስፋይ ከታ] ዓለቀለ
?ิต-ا Tesfay ያት-ል ገርብ
Det-3FSg Tesfay Obj-3FSg tree.Sg

b. *እቲ ግብራይ [ትስፋይ ከታ] ዓለቀለ *
?ิต-ا Tesfay ያት-ል ገርብ
Det-3FSg Tesfay Obj-3FSg tree.Sg

c. እቲ ግብራይ [ትስፋይ ከታ] ዓለቀለ *
?ิต-ا Tesfay ያት-ል ገርብ
Det-3FSg Tesfay Instr-3FSg tree.Sg
8.2. OBJECTHOOD DIAGNOSTICS

In (277a) the relativized head noun corresponds with the instrumental argument, thus the relative verb bears an applicative suffix for the instrumental argument. This is the only possible structure for coding two core object arguments in the relative clause. Consequently, when the relativized head noun corresponds with the theme argument, the relative verb cannot bear an applied suffix for the instrumental object (277b). Therefore, only the instrumental argument can be relativized, since relativizing the theme forces the instrumental argument to be expressed obliquely (277c).

As these examples show, relativization reflects a different type of object asymmetry than the pattern we observed in passivization. Both objects of prototypical ditransitive clauses, recipient and theme objects, can be relativized. Similarly, beneficiary, source and locative applied objects, and theme objects that co-occur with them can also be relativized. However, the instrumental applied object behaves differently from other applied objects with respect to relativization. In clauses with instrumental applied objects only the instrumental object can be relativized. If the theme object is relativized, the instrumental argument is obligatorily expressed in an oblique phrase. Therefore, according to relativization only the instrumental applied object would be considered to be a primary object.

The applied argument admitted by an intransitive base verb can also be relativized, as the following examples show (278).

(278)  

a. እታ  
ለጠፍኣ/ላ
ይ።
ወን ምእራን ከሚ ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከ CCS

b. አን ከሚ ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከእ ከና ከ CCS

‘The tree which Tesfay cut with the ax is this one.’
In examples (278a) and (278b) the intransitive relative verbs bear object suffixes for the applied objects. In (278a) the relativized intransitive verb can bear either OM₁ to express the maleficiary reading or OM₂ to express the beneficiary reading. Similarly, in example (278b) the relativized verb can bear OM₁ to code goal object or OM₂ to code a beneficiary object, and these arguments correspond to the relativized head noun which is the subject of the main clause.

To sum up, according to the results from relativization, Tigrinya has symmetrical applicative constructions with beneficiary, source and locative applied objects, but instrumental applicative clauses reveal an asymmetric property, since only instrumental objects are extractable through relativization. Thus, the property revealed by beneficiary, source, locative and instrumental applied objects under relativization does not correlate with the property revealed by passivization. As we noted in section 8.2.2, none of these object arguments can be expressed as subjects in passive clauses. However, the property reflected with beneficiary, source and locative applied objects with respect to relativization does converge with the property revealed with respect to pronominal marking. Even though the theme object is extractable by the relativization strategy, it cannot control object marking on the verb, since this would result in oblique coding of the argument that otherwise may appear as an applied object. Therefore, even though relativization in Tigrinya predicts the core object status of the two objects in applicative constructions, it does not predict the asymmetric properties that objects reflect under passivization. This is because relativization indistinctively applies to all objects in applicative clauses with the exception of the theme object in instrumental applicatives. Given its function as a topicalization strategy, relativization codes the relative topicality of objects, being a base or an applied object. Therefore, it can apply to any object that has the ability to be expressed as a core object.
8.3. WHICH PRIMARY OBJECT PROPERTY?

In section 8.2 we observed that the set of diagnostics that we have employed do not reliably predict correlated grammatical properties of objects. Grammatical tests such as case marking, pronominal suffixation and passivization do not seem to detect the same grammatical properties of objects in the Tigrinya applicative data we have investigated. In the discussion of transitivity (chapter 5.3.1), we pointed out that the degree of affectedness that object arguments display is a crucial factor for their involvement in passive expressions. In Tigrinya, passivization tends to involve object arguments which are semantically denoted in the meaning of the base verb. Thus, it is exclusively reserved for undergoer arguments that are perceived as being genuinely or directly affected by the event described by the verb. In this sense, passivization necessitates semantic affectedness of object arguments, a notion that is particularly associated with the lexical semantics of the verb.

With respect to passivization, Tigrinya has symmetrical and asymmetrical double object constructions. Double object constructions that involve prototypical ditransitive verbs reflect a symmetrical pattern, since either of the object arguments (i.e. the theme or the recipient) can be realized as the subject of a passive clause. Nevertheless, even though both objects have the semantic property of affectedness required for indexation with OM\textsubscript{1}, the object suffix that is associated with primary patient-like arguments, only one object at a time can be selected for verbal suffixation. The object that is selected is perceived to have a high degree of discourse topicality, which in turn suggests that object pronominal suffixes should be identified as markers of topicality. An analysis that regards verbal marking of objects as an indication of primary objecthood may wrongly equate the discourse topicality of objects with their semantic affectedness. The fact that these objects are marked with the object suffix form - OM\textsubscript{1} rather than OM\textsubscript{2} indicates that they are semantically affected objects, but the fact that only one of them is picked for verbal affixation suggests that the selected object has high discourse topicality.

On the other hand, double object clauses that involve applied arguments show an asymmetrical pattern. Since applied arguments are not lexically predicted as affected arguments of a verb, they do not display a genuine patient-like property, and thus cannot undergo passivization. In these clauses, only the theme argument can be realized as the subject of a passive clause. However, since applied objects are expressed as the most topical objects in discourse, they are prioritized for pronominal marking and coded as nominal objects (as opposed to prepositional objects).
In double object applicative clauses, applied objects are identified with the verbal suffix OM₂ which typically marks indirectly affected objects. OM₂ contains the prepositional particle ል/hi- which marks the semantic restrictedness of applied arguments (a repertoire of the different forms of OM₁ and OM₂ is given in section 4.3). Jackendoff (1990:294) employs the term ‘discourse patient’, as opposed to semantic patient, to characterize an object that reflects a comparable grammatical property to that of an applied object.

In the standard LMT analysis object arguments that show a primary patient-like property under passivization are assigned the syntactic classification [-r] which leads them to be linked with the unrestricted object, i.e. OBJ (refer to section 7.5.1, p. 223). The arguments that do not passivize are assumed to show a secondary patient-like property, and thus they receive the feature classification [+o], which leads them to be associated with the restricted object (OBJθ). However, the method of binary feature decomposition [+/-r] and [+/-o] that LMT employs does not seem to capture the manifold properties that objects reflect in various grammatical processes. This flaw in LMT is especially reflected in the analysis of Tigrinya symmetrical constructions where the two object arguments show similar affectedness properties with respect to some diagnostics, and yet are coded as distinct objects by the complex interplay of coding strategies. LMT employs the object categories OBJ, described as [-r], and OBJθ, described as [+o], to capture their distinctness, but by doing so it loses track of their similarity. In the remainder of this section, we will elaborate further upon the different grammatical processes on the basis of which objects are analyzed as primary or as secondary objects. We will particularly focus on the two notions of affectedness, semantic and discourse, which we assume are the motivations for the variability of objects in symmetrical and asymmetrical constructions in Tigrinya.

8.3.1 Affectedness of symmetrical objects

As we noted in section 7.5.3, p. 232) in connection with symmetrical languages such as Kichaga and Kinyarwanda, since classifying two object arguments as [-r] in an active predicate will lead to a violation of the well-formedness condition, it is proposed that the theme argument alternatively receives the [+o] feature, which will lead to its mapping to the restricted object (OBJθ). Nevertheless, even though such an analysis fixes the violation of the biuniqueness condition that requires unique arguments to be associated with to unique grammatical functions, it does not take into consideration the ability of the theme object to passivize.
Since passivization is not sufficient to predict the difference that is assumed to exist between these seemingly symmetric objects, other grammatical clues are needed to show their distinctness. For instance, there is one grammatical clue in Tigrinya that can suggest that objects in symmetrical constructions assume distinct functions. In terms of case marking patterns, it is the theme object that reflects similar coding behavior to the object of a monotransitive clause. In monotransitive and ditransitive clauses, the theme object acquires case marking only when it is definite, whereas case marking of recipient objects in ditransitive clauses does not depend on definiteness. Both definite and indefinite recipient objects are obligatorily case marked with the objective case $n_i$. This may suggest that recipient arguments are lexically specified to appear as case marked objects, and therefore can be analyzed as semantically restricted objects ($\text{OBJ}_\theta$). This leaves the option for $\text{OBJ}$ to be restricted to the theme/patient role also. As a result, as Börjars and Vincent (2008) have proposed for English ditransitive clauses, since all objects appear to be restricted to a particular semantic role, there is no need to distinguish between $\text{OBJ}$ and $\text{OBJ}_\theta$.

However, this analysis is at odds with the theoretical assumptions laid out in LMT, since the $\text{OBJ}_\theta$ classification is reserved for non-passivizable arguments. For Börjars and Vincent (2008) this issue becomes irrelevant, since they rule passivization out as a diagnostic of grammatical relations, arguing that it interacts with word order and semantics in the English ditransitive clause. In their view, it cannot be regarded as reliable test of grammatical relations. For example, they point out that in the English ditransitive clause passivization selects the first noun phrase as the real object that reflects similar properties to the object of a monotransitive clause. In the Tigrinya ditransitive clause, however, passivization is not conditioned by phrase position, since either of the object arguments can be realized as a subject in a passive clause regardless of the semantic role they bear. As we discussed in section 8.2.2, in Tigrinya, passivization reveals an important distinction between directly/genuinely affected and indirectly/incidentally affected objects; therefore, it should be regarded as a meaningful test of transitivity or affectedness. Based on this observation, we argue that the $\text{OBJ}_\theta$ classification can neither properly describe the theme nor the recipient object in Tigrinya. As the various syntactic realizations of the recipient object show, the recipient does not appear to be semantically restricted in the normal sense. Even though the prepositional marker $n_i$ is obligatory for the recipient, it does not uniquely identify the recipient. This case marker is also associated with definite theme objects and applied objects, as was discussed.
in section 6.3.1. Therefore, this marker cannot be regarded only as a semantic case for recipient objects.

Moreover, the two patient-like arguments of ditransitive clauses are distinctly coded through a complex interplay of word order, case marking and pronominal suffixes. However, the binary feature decomposition method that LMT employs to differentiate objects cannot adequately capture the interaction of the coding strategies. Using the binary feature decomposition, we cannot express the fact that both objects in ditransitive clauses are primary patient-like objects, and yet they are also distinct, without resorting to the OBJθ function. The interaction of the object coding strategies which was discussed in section 8.2.1 is summarized in Table 8.1.6

<table>
<thead>
<tr>
<th>Context</th>
<th>indef. OBJrecip</th>
<th>indef. OBJtheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case (ni-)</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Verbal suffix (OM1)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Word order</td>
<td>&gt;</td>
<td>or</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Context</th>
<th>def. OBJrecip</th>
<th>indef. OBJtheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case (ni-)</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Verbal suffix (OM1)</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Word order</td>
<td>&gt;</td>
<td>or</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Context</th>
<th>def. OBJtheme</th>
<th>indef. OBJrecip</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case (ni-)</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Verbal suffix (OM1)</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Word order</td>
<td>&gt;!</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Context</th>
<th>def. OBJtheme</th>
<th>def. OBJrecip</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case (ni-)</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Verbal suffix (OM1)</td>
<td>+</td>
<td>or</td>
</tr>
<tr>
<td>Word order</td>
<td>&gt;!</td>
<td></td>
</tr>
</tbody>
</table>

Table 8.1: Coding pattern of objects in ditransitive clauses

**Context 1**

The two objects can be distinguished, since an indefinite OBJrecip is marked with case, while an indefinite OBJtheme is not. Moreover, the two objects can also switch their positions in order to derive a pragmatically marked reading. However, since both objects are indefinite, they cannot be pronominally marked. In Context 1, the OBJtheme can be analyzed as the primary object (OBJ) since it resembles the indefinite/unmarked object of a monotransitive clause, whereas the OBJrecip can be

6The symbol ‘>’ represents a precedence relation and the symbol ‘>!’ represents an obligatory precedence relation.
assumed to be a restricted object (OBJθ) due to its prepositional marking, as illustrated in (279).

(279) Indefinite theme and recipient objects

<table>
<thead>
<tr>
<th>theme</th>
<th>recip</th>
</tr>
</thead>
<tbody>
<tr>
<td>OBJ</td>
<td>OBJθ</td>
</tr>
</tbody>
</table>

**Context 2**

In this context, since OBJ\textsubscript{recip} is definite, it acquires pronominal marking. As in Context 1, the objects can switch their order since they are identified with different case patterns: OBJ\textsubscript{recip} is marked, whereas OBJ\textsubscript{theme} is unmarked. There are various alternative ways in which the two objects can be analyzed based on the marking patterns. If we take pronominal marking as a signal of primary objecthood, then the OBJ\textsubscript{recip} would assume the primary object function (OBJ), and the theme object would be restricted (OBJθ) since it is not preferred for pronominal marking (280a). On the other hand, if pronominal marking is interpreted as a signal of discourse topicality, the recipient can retain the OBJθ function, and in addition, it can be analyzed as a topic object (280b).

(280) Indef. theme object and def. recipient object

<table>
<thead>
<tr>
<th>Topic</th>
<th>Theme</th>
</tr>
</thead>
<tbody>
<tr>
<td>OBJθ</td>
<td>OBJ</td>
</tr>
</tbody>
</table>

Notice, however, that these objects are given the restricted and unrestricted interpretations based on different grammatical properties. In (279) the restricted object analysis of the OBJ\textsubscript{recip} is based on its obligatory case marking, whereas in (280a) the restricted object analysis of the theme argument is based on its not being preferred for pronominal marking. In contrast, in Context 1 the theme object is analyzed as OBJ since it resembles the indefinite object of a monotransitive clause, as it does not involve case marking and pronominal indexation. Yet, the same properties are interpreted as motivating the restricted status of the theme argument in
(280a). For the time being, we can say that for Context 2 the second option (280b) appears to be the optimal analysis. Here the grammatical function of the objects is resolved on the basis of their semantic restrictedness. The theme object is analyzed as OBJ since it is not inherently associated with the prepositional marker. On the other hand, pronominally marked objects can be analyzed as discourse topics.

**Context 3**

In this context, since the theme object is definite, it involves case marking and pronominal indexation. In this pattern, both objects are identified with the same case marker, and as a result their word order becomes fixed. The theme object reflects a case marking and pronominal suffix pattern similar to that of a definite object of a monotransitive clause, and therefore, it can be analyzed as a primary object (281a). Moreover, since the definite theme object has precedence for pronominal indexation, it can be analyzed as a topical object.

(281)  Definite theme object

<table>
<thead>
<tr>
<th>a. Theme analyzed as OBJ and Topic</th>
<th>b. Theme analyzed as OBJθ and Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Theme</td>
<td>theme</td>
</tr>
<tr>
<td>OBJ</td>
<td>OBJθ</td>
</tr>
<tr>
<td>Topic</td>
<td></td>
</tr>
</tbody>
</table>

An alternative interpretation could be that both objects become OBJθ since both bear the same case marker, as in (281b). This analysis infers that an unmarked/indefinite object and a marked/definite object of a monotransitive clause assume different grammatical functions. However, since in Tigrinya these objects do not show further different grammatical properties on the basis of their definiteness status, the coding difference cannot be taken as a signal of their difference in grammatical function. This discussion will be taken up later in section 8.3.3.

**Context 4**

In this context both objects are definite, and thus are marked for case. Further, they are coded by a fixed word order as in Context 3. However, in Context 4 either of
the objects can be selected for pronominal marking, depending on the discourse topicality they are accorded. The object that has high discourse topicality will be selected for pronominal marking, and accordingly the marked object can assume the primary object function (OBJ) and also be the topic of the discourse, whereas the object that is dispreferred for pronominal marking can appear as OBJθ. This is represented in (282).

(282) both definite objects

<table>
<thead>
<tr>
<th>a. Theme analyzed as OBJ and Topic</th>
<th>b. Recipient analyzed as OBJ and Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>theme</td>
<td>theme</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Obj</td>
<td>OBJθ</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Topic</td>
<td></td>
</tr>
</tbody>
</table>

The analysis of the grammatical function of the objects is resolved on the basis of their discourse status, i.e. the object that is marked on the verb is taken to be a primary object (OBJ). However, these analyses do take into consideration the prepositional marker of these objects. If we consider case marking, then we get the following patterns (283).

(283) both definite

<table>
<thead>
<tr>
<th>a. Recipient analyzed OBJθ and Topic</th>
<th>b. Both analyzed as OBJθ</th>
</tr>
</thead>
<tbody>
<tr>
<td>theme</td>
<td>theme</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Obj</td>
<td>OBJθ</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Topic</td>
<td></td>
</tr>
</tbody>
</table>

The analysis (283a) treats the recipient object as an OBJθ function due to its inherent case marking. Similarly, due to its case marking the definite theme object can also be assumed to be restricted. Consequently, both object arguments may be restricted functions, as in (283b). Moreover, either object can assume a topic function for being cross-referenced on the verb. These contexts illustrate the difficulty
of identifying the OBJ and OBJ\textsubscript{θ} function in the Tigrinya ditransitive clause. Either of the objects can assume OBJ or OBJ\textsubscript{θ}, due to the alternative interpretation that the coding strategies (case marking and pronominal suffixation) acquire on the basis of their definiteness status and discourse topicality. The ambiguity arises because of the overlapping analysis given to the markers, as in the following:

- \textit{ni-} is inherent case which marks the semantic role of the recipient object
- \textit{ni-} is a structural case which identifies a definite object of a monotransitive clause
- object verbal suffixes signal primary objecthood
- object verbal suffixes signal discourse topicality

The descriptive facts in Tigrinya reveal that the marker \textit{ni} is a semantic case for the recipient object which distinguishes it from the theme object in the contexts where the theme object does not bear this marker. In LFG, objects that are obligatorily marked with semantic case are analyzed as OBJ\textsubscript{θ} – the grammatical function given to a secondary patient-like argument. On the other hand, since in monotransitive clauses \textit{ni-} associates only with a definite theme object, it is taken as marking individuation, not semantic restrictedness. Thus, in monotransitive clauses both realization – marked/definite and unmarked/indefinite – of the theme object are resolved as OBJ (refer to section 8.3.3 for further discussion). When we carry this reasoning over to ditransitive clauses, the OBJ\textsubscript{recip} that triggers verbal agreement can be considered to have an OBJ function. In this case, we can interpret the \textit{ni-} marker as a polysemous preposition which functions as a semantic case marker for recipient arguments and as a marker of accusative definite objects.

On the other hand, if we take the passivization property of the recipient object into consideration, neither of the object arguments should be identified as OBJ\textsubscript{θ}. The restricted object category cannot capture the fact that both object arguments reflect primary patient-like traits. Therefore, we conclude that as it is currently laid out in LMT the object classifications as OBJ and OBJ\textsubscript{θ} cannot properly account for the property of symmetric objects in Tigrinya ditransitive clauses.

8.3.2 Affectedness of asymmetrical objects

In applicative constructions, only the theme argument can become a subject in passive clauses. Thus, with respect to passivization, only the theme object can be regarded as the OBJ function. The applied object is obligatorily cross-referenced on
the verb through the applicative suffix (OM₂), and it is also obligatorily marked with the case marker ni-. The case marker is not inherently related to applied objects, since the semantic roles that are associated with applied objects are marked with distinct prepositions when they are expressed as prepositional phrases. The coding pattern of objects in double object applicative clauses is summarized in Table 8.2.

<table>
<thead>
<tr>
<th>Context 1</th>
<th>indef. OBJ_theme OBJ_them</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case (ni-)</td>
<td>-</td>
</tr>
<tr>
<td>Verbal suffix (OM₂)</td>
<td>-</td>
</tr>
<tr>
<td>Word order</td>
<td>&gt; or &lt;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Context 2</th>
<th>def. OBJ_theme OBJ_them</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case (ni-)</td>
<td>+</td>
</tr>
<tr>
<td>Verbal suffix (OM₂)</td>
<td>-</td>
</tr>
<tr>
<td>Word order</td>
<td>&gt; or &lt;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Context 3</th>
<th>def.OBJ_theme OBJ_them</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case (ni-)</td>
<td>+</td>
</tr>
<tr>
<td>Verbal suffix (OM₁)</td>
<td>+</td>
</tr>
<tr>
<td>Word order</td>
<td>&gt;!</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Context 4</th>
<th>indef. OBJ_theme OBJ_instr/loc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case (ni-)</td>
<td>-</td>
</tr>
<tr>
<td>Verbal suffix (OM₂)</td>
<td>-</td>
</tr>
<tr>
<td>Word order</td>
<td>&gt; or &lt;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Context 5</th>
<th>def. OBJ_theme OBJ_instr/loc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case (ni-)</td>
<td>+</td>
</tr>
<tr>
<td>Verbal suffix (OM₂)</td>
<td>-</td>
</tr>
<tr>
<td>Word order</td>
<td>&lt;!</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Context 6</th>
<th>def. OBJ_theme OBJ_instr/loc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case (ni-)</td>
<td>+</td>
</tr>
<tr>
<td>Prep. (Yab, bi-)</td>
<td>-</td>
</tr>
<tr>
<td>Verbal suffix (OM₁)</td>
<td>+</td>
</tr>
<tr>
<td>Word order</td>
<td>&gt; or &lt;</td>
</tr>
</tbody>
</table>

Table 8.2: Coding pattern of applied objects

**Contexts 1, 2 and 3**

The default word order is the one in which the beneficiary object precedes the theme object, but the objects can also switch position in order to express a pragmatically marked meaning. However, when the verb bears the suffix for the theme object, their word order becomes fixed. The beneficiary object bears the prepositional marker ni- even when it is not cross-referenced on the verb. Since the theme
object and the beneficiary object are coded with different forms of verbal suffixes, they do not reflect the ambiguity found in ditransitive clauses.

(284)  Beneficiary applied objects

\[
\begin{array}{c|c|c|c}
\text{ben} & \text{theme} & \text{ben} & \text{theme} \\
\hline
\text{OBJ} & \text{OBJ}_θ & \text{OBJ}_θ & \text{OBJ} \\
\hline
\text{Topic} & \text{Topic} & \text{Topic} & \text{Topic} \\
\end{array}
\]

In (284a), the beneficiary argument can be regarded as a non-restricted function because it is obligatorily marked on the verb. However, since it cannot undergo passivization, it can also be analyzed as a restricted function, as in (284b). In these patterns, only the beneficiary applied object can be associated to the topic function.

**Contexts 4, 5 and 6**

The applied objects which bear locative, source and instrumental roles canonically appear before an indefinite theme object, but they can switch position with the theme object when they code a pragmatically marked meaning. However, in a context with a definite theme object, their word order becomes fixed. The ni-case marker is associated with the applied objects only when they are cross-referenced on the verb. Since applied objects are obligatorily cross-referenced on the verb, they can be analyzed as primary objects, as in (285a).
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(285) Instr, loc and source applied arguments

<table>
<thead>
<tr>
<th>a. Pronominalization</th>
<th>b. Passivization</th>
</tr>
</thead>
<tbody>
<tr>
<td>instr/loc/source</td>
<td>theme</td>
</tr>
<tr>
<td>OBJ</td>
<td>OBJ_θ</td>
</tr>
<tr>
<td></td>
<td>OBJ_θ</td>
</tr>
<tr>
<td></td>
<td>OBJ</td>
</tr>
<tr>
<td>Topic</td>
<td>Topic</td>
</tr>
</tbody>
</table>

When the verb marks the theme object, the applied semantic roles are expressed with distinct prepositions that mark their semantic relations. The asymmetrical pattern reflected by objects in applicative clauses is manifested by their behavior in passivization and also the type of verbal suffix with which they are associated. The suffix OM₂ marks non-passivizable applied objects. Therefore, based on these properties, these applied objects should assume the OBJ_θ function, as in (285b). Moreover, since they have highly individuated referents, they are also analyzed as discourse topics.

In standard LMT, since applied objects are obligatorily marked through the applied suffix, and verbal marking is interpreted as a behavior of primary objects, applied objects are thought to assume the OBJ function. The fact that the object argument that is selected for passivization does not correspond to the argument prioritized for pronominal marking further indicates that diagnostics such as passivization and pronominal/case marking do not detect correlated grammatical properties of objects.

The properties which distinguish OBJ from OBJ_θ in the symmetrical constructions are different from those used to identify similar categories in the asymmetrical constructions. In the asymmetric applicative, the object argument’s ability to passivize and the type of verbal suffixes that are associated with non-passivizable objects support the OBJ vs. OBJ_θ distinction according to the theoretical assumptions maintained in LMT. However, in the symmetrical constructions, since passivization cannot distinguish between the two object functions, we have attempted to ascertain whether such a distinction may be based on the complex interplay of word order, case and pronominal marking. However, since restrictions on coding strategies can acquire alternative interpretations, these strategies are not well suited to identify the OBJ vs. OBJ_θ functions. Nevertheless, the complex coding interplay shows that the two objects in ditransitive clauses are identifiable even though their distinctness cannot be properly classed into the OBJ and OBJ_θ functions. The fact
that the object classified as OBJ\(_\theta\) cannot simultaneously be analyzed as affected object indicates that LMT cannot properly account for the properties of objects in symmetric constructions. On the other hand, the object properties reflected in asymmetrical applicatives can be easily accounted for in LMT if we assume that applied objects correspond to restricted objects (OBJ\(_\theta\)). The pattern reflected in asymmetrical applicatives suggest that in Tigrinya only object arguments that are semantically denoted as affected objects in the verbal event can be analyzed as primarily patient arguments, whereas applied objects are perceived as discourse patients, and by virtue of their verbal coding they assume a topic discourse function.

8.3.3 Affectedness of monotransitive objects

In Tigrinya, definite objects trigger both case and pronominal suffix marking, whereas indefinite objects do not. This is discussed under the phenomenon of differential object marking (DOM) (refer to chapter 9 for detailed discussion on this topic). In monotransitive clauses, the marked/definite objects and the unmarked/indefinite objects do not reflect differences in syntactic behavior. For example, both objects can participate in an object control construction such as the purposive complement. In this structure, the subject of the purposive dependent clause is interpreted as the object of the main clause, regardless of whether the objects are indefinite/unmarked (286a) or definite/marked (286b).

(286) a. እቲ እኳስ እንጉስ እኳስ በናብኡ በናብኡ ሰበይቲ ሰበይቲ እኳስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እኳስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እኳስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እኳስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉስ እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እንጉ.ls እnoticeable differences in grammatical function, or in other words, they do not indicate
a primary object status. In addition, patient/theme arguments are associated with the passivized subject regardless of whether these have definite or indefinite referents. This suggests that in both instances the objects may be associated with the undergoer arguments which are implied in the lexical meaning of the verb. Instead, case/pronominal marking of objects in monotransitive clauses indicate a difference in the information structure reading of objects. The unmarked object correspond to objects that have non-topical referents, whereas the marked ones are associated with objects that have topical referents.

Næss (2004) argues against the claim that DOM is motivated by a degree of individuation or the referential properties of the referents of marked objects. She maintains that variation in object marking signals affectedness of objects in the sense of being participants in verbal events. According to her, affectedness of objects is based on semantic considerations. Marked/definite objects code a higher degree of affectedness than unmarked/indefinite objects. Yet, as the Tigrinya data show, marked/definite objects do not seem to be semantically more involved or affected than indefinite/unmarked objects in the semantic sense. For example, when we compare the readings of a clause with an indefinite object (287a) and a clause with a definite object (287b), we do not get an opposition to the effect that in (287a) the participant is partially affected, and in (287b) it is completely affected. On the contrary, there is no such difference in affectedness.

(287)  

a. ኦ-repeat የጭ። ኝተ፣-ያ የሆ።  

Saba may 易 ብት-ያ  
Saba water PerfS.drink-SM.3FSg  
‘Saba drank water.’

b. ኦ-repeat የጭ። ኝተ፣-ያ ኝተ፣-ያ የሆ።  

Saba n-it-i  may 易 ብት-ያ-ስ  
Saba Obj-Det-3MSg water PerfS.drink-SM.3FSg-OM 3MSg  
‘Saba drank the water.’

The utterance with an indefinite object (287a) expresses the mere fact that Saba drank water without specifying which water is being drunk and how much of it is being drunk. On the other hand, the use of the definite object (287b) marks a discourse reading of referentiality or individuation since the definite form expresses that the speaker and the listener share information about which water is being drunk by Saba. Moreover, the utterance with the definite object does not express a semantically restricted reading, e.g. that all of the water is being drunk. In these monotransitive clauses, case marking and pronominal indexation do not differentiate objects in terms of their syntactic functions, but rather in terms of their
discourse functions. Both instances of these objects assume the same grammatical function as primary object (OBJ), but they assume different discourse functions. The indefinite/unmarked ones correspond to a focus discourse function, and the marked/definite ones to a topic discourse function.

On the other hand, in Tigrinya, when the verb bears the suffix OM₂ for the object, we get a semantically restricted reading of the object in question. In (288), the referent of the object is perceived as being partially affected.

(288) ከትታታ ከታትለ።
Saba n-ii-t-i ከሃትለ-ስ-
may sii-ty-a-tlu
‘Saba drank from the water.’

Turkish expresses a similar partitive reading with the ablative case (Çetinoglu and Butt 2008). As was shown earlier, in Tigrinya applied objects that are coded with OM₂ reflect a lower degree of affectedness than those coded with OM₁. They also reflect a contrasted semantic behavior under passivization, that is, objects coded by OM₂ resist passivization. Therefore, OM₂ marks restricted or secondary objects (OBJθ). As with the objects coded with OM₁, objects coded with OM₂ correspond to individuated referents, thus they are discourse topic objects. This fact indicates that semantic affectedness and discourse affectedness are grammaticalized in Tigrinya, and they are not always correlated.

8.3.4 Conclusion

The kind of asymmetrical pattern reflected in Tigrinya applicative clauses indicates that controlling a verbal suffix may not be regarded as a property of primary objecthood. Pronominal object marking has other motivations than merely identifying categories of objects in Tigrinya. Only definite and individuated referents are identified with case and pronominal marking, and these objects are accorded discourse salience. Therefore, applied objects, by virtue of their pronominal coding, are accorded a topic discourse status. However, since the semantic roles they bear are not semantically lexicalized as affected object arguments, these applied arguments are not accessible for passive expression. Thus, they are characterized as secondary patient-like arguments. Similarly, case marking in Tigrinya cannot systematically distinguish between primary and secondary objects since a core object that bears the objective case ṇi- may bear any semantic relation – theme, recipient, beneficiary, instrumental or locative. Like pronominal marking, objective case marking in monotransitive clauses arises when the object is definite. The objective
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case marker serves to differentiate a topical object from a topical subject. On the other hand, when an object is more topical than the subject, it occurs clause initially, i.e. the default position of a topical subject. In this position the objective case marker becomes optional, which is a tendency observed in possessor and experiencer applicative expressions (more discussion on this is found in section 4.4.6).

Furthermore, word order cannot differentiate between objects in terms of primary and secondary functions in Tigrinya. Neither base nor applied objects are contingent on verb adjacency. When objects have the right marking conditions in terms of case and verbal suffixes, they can occur in alternative positions to code various information structures. Moreover, since relativization applies equally to both objects, it cannot be used as a diagnostic of primary and secondary objecthood, even though their extractability evidences their status as core objects. Further, the symmetry that relativization indicates in beneficiary, source and locative applicative constructions contradicts their behavior with respect to passivization. Since relativization is not sensitive to object affectedness, it applies to all core objects alike. Nevertheless, the restrictions on admitting object suffixes on relative verbs conform to restrictions on admitting object suffixes on main verbs. The clause that embeds the relative clause codes an applied object only when the relative verb bears a suffix for it. If the relative verb bears an object suffix for the theme object, then the main clause cannot code an applied object. Even with extracted theme objects, the relative verb must bear the suffix for the applied object in order for the main clause to express an applied object reading. When the relative verb bears an object suffix for a theme argument, the applied semantic role which otherwise may be expressed as an applied object, would appear as an oblique expression. Similarly, in applicative clauses the main verb obligatorily bears the applicative suffix for the applied object to give it core object status, but not necessarily primary object status.

Therefore, since passivization is the only grammatical process that is sensitive to an object affectedness, we postulate passivization to be the primary property of affected objects. Hence, objects that undergo passivization will be regarded as primary objects, and objects that do not reveal this property will be analyzed as secondary objects. In the case of symmetrical objects, since passivization cannot distinguish between the primary and secondary objects, this study concludes that the object classification OBJ and OBJθ cannot account for the symmetrical objects. In the following section, we will demonstrate the linking pattern of objects in Tigrinya according to the linking principles laid out in LMT.
8.4 Tigrinya applicatives according to LMT

In the previous section, we established passivization as a property of primary object-hood in Tigrinya. Passivization reveals that Tigrinya has a symmetric pattern in ditransitive applicatives and an asymmetric pattern in applicatives formed out of transitive base verbs. The symmetric applicatives typically involve recipient and goal applied objects, whereas the asymmetric applicatives involve beneficiary, maleficiary, source, locative and instrumental semantic roles, among others. In the following sections, we will demonstrated how LMT deals with the applicative patterns found in Tigrinya. Asymmetric applicatives can be straightforwardly accounted for by using the alternative linking specifications given in Alsina and Mchombo (1990:25-26) and the general principles of standard LMT proposed by Bresnan and Kanerva (1989) and Bresnan and Moshi (1990) (these are referred to in section 7.5.1, p. 222–223). However, as was pointed out earlier (chapter 7.5.3, p. 232) symmetric applicatives present a problem not only for the standard version of LMT developed by Bresnan and Kanerva (1989), Bresnan and Moshi (1990) and Alsina and Mchombo (1990) but also for the model proposed by Kibort (2004, 2007, 2008). In the following sections, we will show how LMT handles the various types of applicative patterns found in Tigrinya.

8.4.1 Linking pattern in symmetric applicatives

Symmetric applicatives contain two arguments that reflect primary patient-like properties, as they can function as subjects in passivization (this was illustrated in sections 4.4.1, 5.3.2 and 8.2.2). In Tigrinya, this pattern characterizes ditransitive applicatives that code an object with a recipient or a goal semantic role in addition to the theme object. In the standard version of LMT, semantic roles that alternate between unrestricted grammatical functions, i.e. SUBJ and OBJ, in active and passive transitive clauses receive the feature [−r] as their syntactic specification. According to Alsina and Mchombo (1990) semantic roles such as recipient and beneficiary that traditionally are associated with the indirect object relation are semantically restricted from acquiring the alternative feature classification [+o]. Bresnan and Moshi (1990:72) endorse this description, and they state in a footnote that these semantic roles must appear as unrestricted because they are inherently more topical than other object roles. In Tigrinya even though this description can account for the pattern reflected in applicative clauses with a recipient and a goal semantic role, it cannot apply to a beneficiary applicative clause since beneficiary
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Applicatives reflect an asymmetric pattern. The beneficiary semantic role cannot be associated with the subject in passive constructions (refer to section 8.4.2 for more information on the pattern of objects in asymmetric applicatives).

Tigrinya symmetric applicatives are not adequately analyzed in standard LMT for the same theoretical reasons which we discussed in chapter 7.5.3 with regard to symmetric applicatives in languages such as Kichaga. Below (289) we give the representation for Tigrinya symmetric applicatives for the sake of illustration.

(289)  a. Active ditransitive predicate

give-to/load-on  \(\langle\text{agent theme recip/goal}\rangle\)
\([-o][-r][-r]\)

SUBJ OBJ* OBJ

b. Passive ditransitive predicate

give-to/load-on  \(\langle\text{agent theme recip/goal}\rangle\)
\([-o][-r][-r]\)

Ø SUBJ OBJ or

Ø OBJ SUBJ

As was discussed earlier, in standard LMT, the assignment of two [-r] features for object roles (289a) is ruled out on the basis of the bi-uniqueness condition, whereas it is allowed in the passive applied predicate as shown in (289b), since one of the arguments with [-r] feature will be mapped to the subject function. Thus, according to Bresnan and Moshi (1990), in order to satisfy the bi-uniqueness condition the theme semantic role must get the alternative [+o] classification in the active applied predicate. However, this analysis contradicts the empirical evidence of theme arguments, both the fact that they passivize and also that they possess patient-like properties with respect to pronominal marking. Kibort (2008:329) assumes that her proposed extension to LMT can mend such a drawback in the analysis of symmetric applicatives. However, we argue that Kibort’s analysis does not provide a proper characterization of symmetric applicatives in Tigrinya. As is illustrated in the following representation (290), in Kibort’s method semantic roles change order in order to realign to the argument position that holds the correct syntactic specification in the morphosyntactic context to which they are applied.
Either the theme or the recipient/goal semantic role can map to the argument position specified as [–r]. However, it should be noted that since the model does not allow two positions to be simultaneously specified as [–r] in a given morphosyntactic context, whenever one of the object semantic roles maps to the unrestricted position [–r], the other one is restricted to map to the second object position specified as [+o]. According to this model, the two objects cannot show primary object properties simultaneously. Therefore, Kibort’s model cannot adequately represent symmetric applicatives in Tigrinya. In fact, Kibort does not provide examples to show in which morphosyntactic contexts (the recipient/beneficiary and the theme map to [–r] and [+o] argument positions, respectively, and vice versa) such representations can be applicable. Moreover, it is not clear why the two object roles in symmetric applicatives should alternatively map to the [+o] function, even though both of them simultaneously reflect a patient-like property. Aligning either of the semantic roles to the [+o] description is not empirically motivated in symmetric applicatives such as those found in Tigrinya. For this reason, as with standard LMT, the representation proposed by Kibort cannot adequately characterize symmetric applicatives in Tigrinya.

8.4.2 Linking pattern in asymmetric applicatives in LMT

In Tigrinya, double constructions that involve a beneficiary, a maleficiary, a source, a locative or an instrumental applied object reveal asymmetric properties. Even though the object that corresponds with these applied roles is obligatorily marked on the verb through the suffix OM₂, these semantic roles cannot be associated with the subject in the passive. Furthermore, the fact that they employ a different pronominal suffix type than is associated with theme and recipient objects (OM₁), suggests that they do not reflect a prototypical patient-like property. For this reason, these
applied roles get the restricted [+o] specification, whereas the theme role in these constructions gets the unrestricted [–r] specification, since they reveal a patient-like property by being able to be associated with the subject in a passive clause. The linking pattern of these asymmetric applicatives is shown in (291).

(291)  a. Applied active predicate

\[
V \langle \text{agent, theme/exp, ben/mal/loc/instr} \rangle \\
\begin{array}{ccc}
[-o] & [-r] & [+o] \\
| & | & \\
\text{SUBJ} & \text{OBJ} & \text{OBJ}_\theta
\end{array}
\]

b. Applied passive predicate

\[
V \langle \text{agent, theme/exp, ben/mal/loc/instr} \rangle \\
\begin{array}{ccc}
[-o] & [-r] & [+o] \\
| & | & \\
\emptyset & \text{SUBJ} & \text{OBJ}_\theta
\end{array}
\]

As was mentioned earlier, it should be noted that Bresnan and Moshi (1990:72) propose that the beneficiary and the recipient roles cannot be specified with the [+o] classification. They assume that since these arguments inherently have topical and individuated referents, they occupy a higher position in the topicality/thematic hierarchy. However, this cannot apply to applied beneficiaries in Tigrinya. Applied beneficiaries are not initial arguments of the main verb, but nevertheless they are related to it pragmatically or through the discourse context, and therefore are expressed as a topical element in the discourse. Yet since they do not code a prototypical patient property that allows them to passivize, they cannot be analyzed as primary objects. Only the theme argument possesses this property. This asymmetric pattern shows that discourse prominence may not necessarily correlate with semantic prominence, as was discussed in sections 5.3 and 5.3.1. In Tigrinya, the notion of affectedness is rooted in the lexical semantics of the verb. Only arguments that register the magnitude of changes associated with the event described by the verb are perceived as prototypically affected objects. On the other hand, beneficiary, source, locative or instrumental arguments control verbal suffixes not because they code a more patient-like property than the theme argument, but because they are expressed as prominent participants in the discourse. The same syntactic specification [+o] is given to the applied roles in the passive representation (291b), and thus they are always linked to restricted objects (OBJ_\theta).
Interestingly, passive predicates that code such applied arguments reflect a similar pattern to that of applicatives that involve unaccusative base verbs. In both constructions, applied arguments cannot be associated with the subject in the passive. Moreover, the two predicates can alternatively allow the suffixes OM\textsubscript{1} and OM\textsubscript{2} to express implicatively affected and ethically affected readings of the applied object, respectively. For example, transitive predicates such as ኣንበረ ፊንብర ‘he placed/put/set’ and ቆርጹ ዕርጹ ‘he cut’ can only allow the suffix OM\textsubscript{2} to code an applied object, as in ኣንብር-ዕ-_workers’he put on it.F’ and ዕርጹ-ዕ-_workers’he cut with/from it.F’ (this pattern of coding is summarized in Table 5.1). In contrast, their respective passive forms, such as ግንብር-ሆ-_workers’It has been put on it.F’ and ዕርጹ-ሆ-_workers’It has been cut with/from it.F’, allow either OM\textsubscript{1} or OM\textsubscript{2} with different readings of affectedness. The object coded with OM\textsubscript{1} is perceived as being directly or implicatively affected, whereas the object coded with OM\textsubscript{2} is understood as being incidentally or ethically affected. Similarly, applicative predicates formed out of unaccusative verbs can allow either of the suffixes to make a comparable semantic distinction. Nevertheless, although these applied arguments are perceived as directly affected objects, and are coded through the suffix OM\textsubscript{1} since they are not inherently lexicalized patient arguments of the base verb, they are specified as restricted [+o] arguments. The linking pattern of applicatives with intransitive bases is given in the following section.

8.4.3 Linking pattern in applicatives of intransitive bases

Applied arguments that are added to intransitive applied predicates can get either the [-r] or [+o] specification. Usually, it is assumed that applied arguments of unaccusatives cannot undergo passivization, whereas applied arguments of unergatives can. In Tigrinya, there is a certain class of unaccusative verbs that can be coded as passive predicates, but since the state that the applied argument undergoes is not brought about or caused by the action of an agent, the applied semantic roles cannot be expressed as subjects. The passive predicate of such verbs bears a subject suffix for an impersonal subject and an object suffix for the applied object. There are also certain unaccusative predicates that cannot be passivized at all. These do not have passive predicate forms. On the other hand, unergative verbs can be passivized, but not all unergative verbs can express applied arguments as subjects in the passive. Applied predicates that are formed out of unergative predicates that lexicalize agent-like participants and applied participants that have a characteristic of affectedness can be passivized, and thus can express the applied arguments as subjects in
the passive. Mostly, applied arguments coded by unergative predicates of motion verbs can undergo passivization. However, unergative predicates that code participants that perform actions or undergo states that only involve themselves, cannot code applied arguments as subject in passivization. For more discussion on this topic refer to section 5.3.2, p. 150.

Unaccusative applied predicates such as ደቂሱዋ/ላ dāqis-u-wa/la ‘He slept on her’, መዪቱዋ/ላ máiyit-u-wa/la ‘He died on it[fem]/for her’, ለሳቁሱዋ/ላ wādiq-u-wa/la ‘it has been fallen upon/on/for her’ and ወዲቑዋ/ላ ነቁq-u-wa/la ‘it has been fallen upon/on/for her’ may bear the object suffixes -wa or -la, which in this study are designated as OM₁ and OM₂, respectively. Depending on the semantics of the unaccusative verb it attaches to, OM₁ may code an affected goal, or it may code an ethically affected applied object which bears a maleficiary semantic role. On the other hand, OM₂ expresses a mere beneficiary, source, locative or instrumental semantic role reading without indicating that these are in some way affected. An active applied predicate with an unaccusative base verb codes a patient-like argument as a subject, and applied arguments as objects. Bresnan and Zaenen (1990:52) propose that the basic patient-like argument of the unaccusative verb gets the [–r ] syntactic classification to enable it to map to the subject, similar to the pattern of a passive predicate. On the other hand, since normally the applied argument does not link to the subject in a passive, the applied semantic roles of an unaccusative base verb are specified as [+o] so that they are associated to a restricted object (OBJθ), as is shown in (292).

(292) Unaccusative active applied predicate

\[ V \langle \text{theme ben/mal/loc/instr} \rangle \]
\[ \langle \text{–r} \rangle \]
\[ \langle \text{+o} \rangle \]
\[ \text{SUBJ} \]
\[ \text{OBJ}_\theta \]

Unaccusative verbs such as ደቂሱዋ/ላ dāqisass ‘he slept’ and መዪቱዋ/ላ máiyit ‘he died on/for her’ which code a sentient experiencer argument have passive predicate forms. However, the passive counterparts ተደቂሱዋ/ላ tā-dāqis-u-wa/la ‘it has been slept on it’ and ተመዪቱዋ/ላ tā-máiyit-u-wa/la ‘it has been died for her’ cannot express an applied argument as a subject. The subject marker in these predicates corresponds with an athematic subject, i.e. a null ‘pro’ subject. Sometimes, the subject suffixes in these predicates can correspond to a cognate subject argument, as in ‘Sleep has been slept on it’ or ‘Death has been died for her’. Yet since most cognates
are usually indefinite elements, they do not overtly appear in the active unaccusative clause. However, in the passive clause they appear as placeholders of the subject argument position. The original subject argument, i.e. the person that sleeps or dies, remains unexpressed or is suppressed by the passive operation. The object verbal suffix corresponds with the applied object. The applied object may bear a beneficiary, a maleficiary or a locative semantic role depending on the semantics of the base verb. Such clauses stylistically express sarcasm or irony. Unaccusative verbs that code arguments with referents that have the ability to affect others, such as ቦዲቑ -wadj-u ‘He/it fell’ behave like unergative verbs. In the passive ተወዲቑ tawadj-u ‘he has been fallen upon’, the subject suffix corresponds with the applied argument. The applied argument is perceived to undergo a state that is caused by an agent-like argument, as in ቢሉ ከሽክ ተወዲቑ blu nshk tawadj-u ‘he has been ambushed (attacked) by soldiers’. We propose that such predicates be treated like unergative predicates. The mapping pattern of the applied object of unergative applicatives is schematically shown (294b). However, passive forms of unaccusative verbs that code non-sentient arguments, as in *ተፈሊሑ tafali-u ‘it has being boiled’, *ተመኺሑ tamanik-u ‘it has been melted’ are not allowed in the language. In (293) we illustrate the linking pattern of passivized unaccusative predicates.

(293) Unaccusative impersonal passive applied predicate

\[ V \rightarrow \langle \text{theme/exp ben/mal/loc/instr} \rangle \]
\[ \begin{array}{c|c|c}
-\text{r} & -\text{r} & +\text{e} \\
\hline
\text{SUBJ} & \emptyset & \text{OBJ} \\
\end{array} \]

Tigrinya does not have an impersonal pronoun like the English it. Impersonal subjects are coded through the third person masculine singular subject suffix. Therefore, we analyze the subject suffix of these predicates as marking an impersonal subject. It supplies the agreement values for a null ‘pro’ subject, as is the case in pro-drop languages. Since the argument coded with the subject suffix does not correspond to any of the semantically (i.e. a theme) or morphosyntactically (i.e. an applied argument) entailed arguments of the unaccusative predicate, it is specified with the [–r] feature, a specification which is assigned to athematic arguments. Since athematic arguments are semantically vacuous, they cannot be listed within the argument structure together with the semantically meaningful arguments (Bresnan 2001:309). Thus, as the representation in (293) shows, the nature of a non-

\[ ^{7}\text{‘boil’ is not in the causative form, thus cannot reflect a causative reading here.} \]
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The thematic argument is signaled by representing it outside the argument structure, i.e. outside the angled brackets. In this representation, the initial argument of the unaccusative verb is suppressed, and since the applied object cannot be mapped to the subject in passivization, it is given the [+o] specification so that it appears as a restricted object OBJθ.

As was discussed in section 5.3.2, unergative applied predicates such as ኢንብስ-ዜላ ‘He swam for/in/with/for her/it.F’, ኢታታን-ሁሉ ‘He clapped with/for her/it.F’, ኣታታው-ያ ‘He whistled at/with/for her/it.F’, ከንጋደ-ዜላ ‘He bowed at her’ admit applied objects through the suffix OM2, and since they cannot semantically lexicalize an affected object, they do not allow the suffix OM1. When these predicates are passivized, as in የትንብስ-ዜላ ‘It has been swum for/in/with/for her/it.F’, የታታው-ያ ‘It has been clapped with/for her/it.F’, የታታው-ያ ‘It has been whistled at/with/for her/it.F’, የትንጋደ-ዜላ ‘It has been bowed at her’, the subject suffix codes an impersonal subject similar to the unaccusative passives we discussed above. On the other hand, the applied object is expressed through the applied object suffix (OM2) on the passive predicate, and thus it holds the feature [+o] to allow it to be linked with a restricted object only, whereas the initial argument of these unergative predicates get the [–o] specification which is typical of agent-like arguments. The following representation illustrates the mapping pattern of active (294a) and passive (294b) unergative applied predicates.

(294) a. Mapping in unergative applied predicate

\[
\begin{align*}
V & \langle \text{agent} \backslash \text{ben/mal/loc/instr} \rangle \\
& \mid \mid \\
& \text{SUBJ} \quad \text{OBJ}_θ
\end{align*}
\]

b. Mapping in passive unergative applied predicate

\[
\begin{align*}
V & \langle \text{agent} \backslash \text{ben/mal/loc/instr} \rangle \\
& \mid \mid \\
& \text{SUBJ} \quad \emptyset \quad \text{OBJ}_θ
\end{align*}
\]

In contrast, unergative verbs such as ያስስ-ያል እስትን-ዜላ ‘he laughed at/about/with her/it/F’, ያጎታ-ያል ከጎን-ዜላ ‘he ran after/for/on’, ትትክስ-ያል ከጎን-ዜላ ‘he came to/for her’, ያስስ-ያል እስትን-ዜላ ‘he arrived at/for her/it.F’ and ያስስ-ያል ከጎን-ዜላ ‘he went to/for her’ can code a patient-like
applied argument to expresses a goal semantic role through the suffixes \( \text{OM}_1 \). These goal arguments are specified as \([-r]\), which allows them to alternate between an object and a subject in active and passive clauses, respectively. On the other hand, semantic roles such as beneficiary, maleficiary, locative, instrumental and reason, that can be applied through the suffix \( \text{OM}_2 \) to these unergative verbs, cannot appear as subjects in passive predicates. Thus, these unpassivizable roles are specified as \([+o]\), and they reflect the unergative pattern given in (294a). Passivizable unergative applicatives are modeled as in (295).

\[(295)\]

\[\begin{array}{ll}
\text{a. Active unergative applied predicate} \\
V \langle \text{agent goal/patient } \rangle \\
[-o] & [-r] \\
\mid & \mid \\
\text{OBJ} & \text{OBJ}
\end{array}\]

\[\begin{array}{ll}
\text{b. Passive unergative applied predicate} \\
V \langle \text{agent goal/patient } \rangle \\
[-o] & [-r] \\
\mid & \mid \\
\text{Ø} & \text{SUBJ}
\end{array}\]

As the discussion above shows, object variability in intransitive applicatives results from the semantic property of the initial argument of the base verb and the nature of the event that the verb codes. In other words, it is not enough to have an agent-like argument in order to code an affected applied object. The event involved or the action that the agent-like argument performs must also be transferrable or transmittable to affect the applied object argument. This is reflected, for instance, in the distinction between unergative predicates such \( \text{ долготулад}/\text{d}\text{q}^\text{q}^\text{u}-\text{lala}/\text{wa} \) ‘he danced on/for her/it/F’ and \( \text{ хөдөлгө}/\text{h}\text{d}^\text{q}^\text{q}^\text{u}-\text{wa}/\text{lala} \) ‘he laughed at/about/with her/it/F’. With the former verb the event is not transferrable, and thus the verb cannot code an undergoer goal applied argument. Thus, the meaning *he danced at her is blocked, whereas since in with latter verb the event is transmittable, the verb can code an undergoer applied object to express the sense he laughed at her.
8.5 Conclusions

In this chapter, we have discussed morphosyntactic properties of applied objects with respect to various object diagnostics. We have considered some of the standard object diagnostics, such as word order, case marking, pronominal object suffixes, passivization, relativization and clefting to determine the grammatical status of objects in applicative double object constructions. It is assumed that the object that is primarily implicated in these grammatical processes has the status of primary object. After analyzing applicative clauses that result from different verb classes, however, we have found that only passivization shows a significant contrast between objects. Word order appears to be governed by information structure constraints. Grammatical functions are ordered according to their discourse prominence from left to right. Switching the order of objects affects neither the grammaticality of the clause, nor the grammatical function status of the object, but it changes the information structure reading of the grammatical functions. When the various grammatical functions are coded distinctly in terms of case and pronominal object suffixes, they can leave their default position in order to render various pragmatically marked readings. This tendency indicates that the primary and secondary grammatical status of objects cannot be determined on the basis of their relative position with respect to the verb, since verb adjacency is not a property of primary objecthood in Tigrinya. Moreover, we have also argued that case marking and verbal affixation of objects do not signal the primary and secondary functions of objects, although they do confirm their core object status. Similarly, since both objects, in applicative double object constructions can be relativized and clefted, these diagnostics cannot help to identify primary and secondary objects in Tigrinya.

Passivization reveals that Tigrinya has both symmetrical and asymmetrical applicative constructions. Double object constructions that involve prototypical ditransitive verbs such as give, distribute, teach and tell involve symmetrical objects. In these constructions the two objects exhibit the morphosyntactic behavior of a single object of a monotransitive clause. In section 8.4.1, we noted that symmetric applicatives pose a problem for LMT, both the standard version developed by Bresnan and Kanerva (1989), Bresnan and Moshi (1990), Alsina and Mchombo (1993) and Bresnan (2001) and the extended version proposed by Kibort (2007, 2008). According to the analysis given by Bresnan and Moshi (1990), even though in principle the two semantic roles that are associated with objects in symmetric applicatives can be assigned a [−r] feature in order to allow them to be linked to a
subject in passive predicates, since the assignment of two \([-r]\) features to semantic roles would violate the biuniqueness condition, this is ruled out in practice, and instead the theme/patient semantic is assigned the \([+o]\) on an ad hoc basis.

In her revised version Kibort (2008) suggested that syntactic specifications should be assigned to fixed positions in the argument structure window (see (238)), instead of to individual semantic roles. In this way, her model does not posit the universal thematic role hierarchy as a principle in linking semantic roles to grammatical functions. Instead, she proposes that the argument slots in the argument structure should be ordered according to the markedness hierarchy of grammatical functions, as shown in (217). In this way, semantic roles will freely align to grammatical functions that bear the right syntactic feature specification in a given morphosyntactic context. Nevertheless, as we have pointed out earlier, this proposal does not solve the issue of symmetric objects in Tigrinya ditransitive clauses. As we can see from the assignment of the syntactic specification in (238), only one object position gets the \([-r]\) feature, and thus the semantic roles that correspond to objects can be associated with this position only alternatively. Such an analysis does not reflect the syntactic properties that objects show in symmetric applicatives. Since, according to passivization, both object semantic roles reflect patient-like properties, it remains unclear which of the semantic roles link to which position, to \([-r]\) or \([+o]\). In Kibort’s model these semantic roles seem to be linked to either \([-r]\) or \([+o]\) in an arbitrary fashion.

In this study, we do not intend to suggest a revision to the binary feature decomposition method employed in LMT in order to accommodate symmetric applicatives. We agree with Börjars and Vincent’s (2008) observation that “Failing a genuinely viable proposal involving different features, for the present we conclude that the way forward is not to be found by devising new binary feature sets.” However, the different coding patterns that identify symmetrical objects can be implemented by using the general constraint specifications system in LFG. The different conditions under which objects are coded can be stated as constraints to identify objects in symmetric applicatives. As we shall see in chapter 10, the two objects are identified as OBJ and OBJgoal, and these are associated with the theme argument and the recipient argument, respectively. The two objects can be assigned the affectedness property, and at the same time their distinctness can be stated through constraints. This is possible because in XLE, the computational platform for implementing LFG grammars, enables complex interaction of constraints declared at different levels of the grammar. In this way, we can state that OBJ\textsubscript{goal} is associated
with a passivizable argument via a lexical rule, and at the same time retaining its
semantic contentfulness. Therefore, in our analysis, we do not assume that OBJ\textsubscript{goal}
is an instance of OBJ\theta. We wish to propose a third category of object that does not
reflect semantic affectedness, and therefore does not passivize. This object category
is identified as OBJ\textsubscript{appl}.

The second type of applicative construction codes asymmetric objects. In these
constructions, only one object, i.e. the base object, exhibits the morphosyntactic
property of the single object of a monotransitive clause. This type of asymmetry is
uncommon, since what is expected is that the applied object has a primary object
property, whereas in Tigrinya it reflects a secondary object property. The applied
object can bear a beneficiary, a locative, a goal, a source or an instrumental seman-
tic role. These semantic roles will never be associated with the subject in passive
clauses. Therefore, according to pronominal marking, the applied object would be
considered the primary object in these applicative types, but because these cannot
be passivized we consider them to be linked to a restricted object (OBJ\theta). Based
on these observations, we have argued that pronominal object marking in Tigrinya
indicates the topical status of objects, rather than identifying them as primary or
secondary objects. The fact that the applied object is cross-referenced on the verb
demonstrate that it functions as a core object, and thus cannot be analyzed as an
oblique. The only diagnostic that consistently indicates the affectedness of objects
is passivization, and with respect to this, only the theme argument assumes a pri-
mary object function. Therefore, we propose that in Tigrinya the applied object of
asymmetric applicative clauses is analyzed as a restricted object.
CHAPTER 9

Object topicality and DOM in Tigrinya

9.1 Introduction

In chapter 6 we observed that applicatively expressed discourse participants possess a higher degree of salience than their obliquely expressed counterparts. In this chapter, we will elaborate on the discourse properties of applied arguments discussed in (Nazareth 2007). We will discuss applicable coding in relation to Differential Object Marking (DOM) Nazareth (2008). We maintain that the criteria that determine DOM in monotransitive clauses also determine object marking in double object and applicative clauses. In Tigrinya when a double object clause involves two definite objects that display similar affectedness properties, either of the objects can be indexed on the verb depending on which participant is topical in the discourse context. In applicative clauses formed out of transitive bases applied objects are prioritized for verbal indexation since they correspond to salient referents in the discourse. This behavior indicates that DOM is motivated by discourse salience.

We will adopt the theory of DOM and information structure proposed by Dalrymple and Nikolaeva (2005, 2007, 2011) in order to account for the topicality of objects in double object and applicative clauses. Dalrymple and Nikolaeva maintain that there is a correlation between grammatical functions and information structure roles. Based on their observation of data from Ostyak and Chatino, they argue that
topical objects assume primary object (OBJ) status, whereas the non-topical (focus) objects are associated with secondary objects (OBJθ). However, Tigrinya appears to be different from these languages in the way grammatical functions are associated with a topic role in information structure. As was illustrated in 8.3.2, in asymmetrical applicative constructions, applied objects do not reflect primary patient-like properties, but they are prioritized for verbal indexation since they correspond to most salient discourse participants.

This chapter will be organized in the following way. In section 9.2 the concept of DOM will be presented, and it will be illustrated by examples from different languages. In section 9.3 we will discuss factors that are assumed to motivate DOM. In section 9.4 we will show the pattern of alignment between marked objects and topic information structure roles in clauses that involve ditransitive, transitive and intransitive base verbs. Finally, in section 9.5 we will give some concluding remarks.

9.2 Differential Object Marking

Differential Object Marking is a designation given to the phenomenon where objects are variably marked (Comrie 1979, Khan 1984, Bossong 1985, 1991, Croft 1988, Aissen 2003, Naess 2004). The term was first used by Bossong (1985) in his investigation of the phenomenon in Romance and Semitic languages. However, the phenomenon itself had been discussed previously in relation to a wide range of unrelated languages long before Bossong. For example, it was noted by Gair (1970) in reference to Sinhalese (in which only animate objects are case marked), by Comrie (1977) in reference to Uralic languages, by Givón (1978) in reference to Hebrew (in which only definite objects are obligatorily case marked), by Farkas (1978) in reference to Romanian (in which only pronouns and proper nouns referring to animate entities acquire case marking), and by Khan (1984) in reference to several Semitic languages which employ case marking and/or pronominal indexation to mark discourse prominent objects which may correspond to animate, definite or specific referents depending on individual languages. Khan notes that in Amharic, a language closely related to Tigrinya, definiteness and discourse prominence trigger case and pronominal marking in direct objects. Morimoto (2002) observes that in Bantu languages animacy and definiteness/specificity determine pronominal marking of objects.

Some studies indicate that the motivation for DOM goes beyond the mere mark-
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...ing of the semantic features humanness, animacy, definiteness or specificity. For instance, Khan (1984:470) observes that object markers in Semitic languages are conditioned not only by the inherent individuation or salience status of the nominals that code object referents, but also by the discourse status of the clause that contains them. Dalrymple and Nikolaeva (2005, 2011) express a similar view in a recent study that proposes an information structure approach to DOM. They maintain that marked objects are associated with the information structure role of topic and un-marked objects with non-topic (2011:14). Most of the time, the semantic features (animacy, definiteness, and specificity) that are associated with marked objects tend to characterize topic objects as well. Languages may employ case marking and/or pronominal indexation to code objects with such semantic features. Below we give examples from languages that employ either case marking, pronominal indexation, or both strategies for DOM. The Turkish example (296) shows that a noun phrase bears an accusative case marker -u when referring to a definite object (296a), and is unmarked when referring to an indefinite object (296b).

(296) Turkish: accusative case with definite objects (Comrie 1989:132)

a. definite object
   Hasan öküz-ü aldi
   Hasan ox-Acc bought
   ‘Hasan bought the ox.’

b. indefinite object
   Hasan bir öküz aldi
   Hasan a ox bought
   ‘Hasan bought an ox.’

The Swahili example in (297) illustrates that an animate object triggers pronominal indexation on the verb (297a), while an inanimate object does not produce such an effect (297b).

(297) Swahili: Verbal indexation with animate objects (Vitale 1981:123-124)

a. animate object
   Juma a-li-m-piga risasi tembo jana usiku.
   Juma SM-PAST-OM-hit bullet elephant yesterday night
   ‘Juma shot an/the elephant last night.’
b. inanimate object
risasi i-li-piga mti karibu na sisi.
bullet SM-PAST-hit tree near us
‘The bullet struck the tree near us.’

Amharic employs both case marking and pronominal indexation to mark definite objects. Amberber (2005) notes that the accusative case is obligatory with definite objects, but the object pronominal marker is optional.

(298) Amharic: case and pronominal indexation with definite objects Amberber (2005:298-299)
a. definite object
lämma tärmus-u-l sääbär-ä(-w)
Lemma bottle-DEF-ACC Perf.break-SM.3MSg(-OM.3MSg)
‘Lemma broke the bottle.’
b. indefinite object
lämma ?and tärmus sääbär-ä
Lemma one bottle Perf.break-SM-3MSg
‘ Lemma broke one/a bottle.’

Khan (1984:472) gives a slightly different account of case marking in Amharic. In the Biblical texts he analyzed, he notes that case marking is obligatory only when the noun phrase is formally determined and is associated with textually and discourse prominent referents. Further, it occurs more frequently with human referents than with non-prominent inanimate referents. Moreover, he observes that, in Amharic, verbal indexation is optional with non-finite verbs (e.g. gerundive or converbs), but it is obligatory with ‘peak’ verbs.\(^1\)

In Tigrinya DOM is determined by definiteness/specificity. Pronominal indexation and case marking can occur simultaneously as in Amharic. In (299a) the definite object is case marked \(n\)-, and also indexed on the verb -to, whereas the indefinite object is unmarked (299b).

(299) Tigrinya: case marking and verbal indexation
a. definite object
\[
\begin{array}{cccc}
\text{ḥ, ḫ} & \text{ḥy} & \text{ḥ} & \text{ḥy} \\
?it-a & lam & n-īt-i & bīray \\
\text{Det-3FSg cow.FSg Obj-Det-3MSg bull.MSg}
\end{array}
\]

\(^1\)Peak verbs are described as finite verbs that express the culmination of events or actions, or close a chain of events or actions in a clause (Khan 1984:484).
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In functional typological literature there are alternative views concerning the function of DOM. Some propose that DOM has a discriminatory function which is motivated by the need to distinguish between an object and a subject, for example, when an object reflects prominence properties (animacy/definiteness) that are not typical of an object, but are inherently present in a subject (Van Valin 1992). Others assume that DOM via case marking has an indexing or coding function that aims to indicate a property that the marked object possesses, and the unmarked object lacks. However, these views have little to say about the function of DOM manifested via pronominal indexation or through both case marking and pronominal indexation.

In functional typological research it is assumed that DOM, especially when it involves case-marking, has a discriminatory function in the sense that it serves to...
mark object arguments with semantic properties (e.g. animacy and definiteness) which are typical of subjects (Comrie 1975, 1977, 1979, 1989, Silverstein 1976, 1981, Aissen 2003). Normally, in a default clause where subjects and objects are unmarked, subjects are associated with arguments that are high in prominence features, whereas objects are associated with arguments that are low in prominence features. According to this view, DOM signals a deviation from the norm or from the prototype. In line with this perspective, Aissen (2003) formulates an optimality theory model to capture the markedness pattern that characterizes this phenomenon. Her analysis predicts the relative markedness of objects based on the degree of prominence on the dimensions of animacy and definiteness (300).

(300)  a. Animacy Scale (Aissen 2003:442)
      Human > Animate > Inanimate

      b. Definiteness Scale (Aissen 2003:444)
      Pronoun > Name > Definite > Indefinite Specific > NonSpecific

These animacy and definiteness scales indicate that the higher a direct object occurs in the hierarchy, the more likely it is to be case marked. Here, the emphasis is on the correlation between grammatical functions and the semantic conditions that induce grammatical marking. Aissen characterizes the type of relationship where subjects are likely to be high in prominence and objects are low as "markedness reversal". It denotes that the semantic features that are marked for subjects are un-marked for objects, and vice versa. The relative markedness of grammatical functions is expressed through "harmonic alignment" of the relational hierarchy (given in 300) either on the animacy or the definiteness dimension. For example, the harmonic alignment for the definiteness features (300b) is schematized in (301).

(301)  Aissen (2003:445)
*Su/Pron >> *Su/Name >> *Su/Def-Spec >> *Su/Non-spec
*Obj/Non-spec >> *Obj/Def-Spec >> *Obj/Name >> *Obj/Pron

In the harmonic alignment, each element in the hierarchy of grammatical functions is associated with each element in the hierarchy of animacy/definiteness to generate sub-hierarchies which express the relative markedness of each such association. Thus, the double arrows represent the harmonization/association of the two dimensions on the basis of which the sub-hierarchies are generated. The asterisks indicate markedness constraints. For instance, in this harmonic alignment the most
highly ranked constraints ban pronominal subjects and nonspecific objects from being overtly marked, for example, for morphological case. This diagram shows that subjects positioned on the left-most edge of the hierarchy are more marked than those at the right-most edge, while the opposite holds for objects. The main point behind such a representation of DOM is to underline the function of grammatical marking, i.e. in order to differentiate subjects from objects. Consequently, since definite objects are functionally similar to subjects in terms of prominence, they carry grammatical marking that contrasts them with subjects.

Næss (2004:1190) argues that Aissen’s analysis of DOM in terms of markedness reversal contradicts the established notion of transitivity, as well as some basic assumptions of markedness theory. Næss (2004, 2007) proposes a notion of transitivity consistent with that maintained by Hopper and Thompson (1980) which was also discussed earlier in this work (see p. 141, chapter 5.2). According to this view a prototypical transitive clause is one which involves a highly affected object, and unlike the analysis given by functional typologists, this is considered as the prototypical object. Næss (2004:1191) considers this notion of transitivity as crucial to the definition of direct objects which are regarded as being affected by a verbal action. Following Hopper and Thompson, she argues that there is a correlation between affectedness and individuation, as an action can be transferred more effectively to an individuated referent than to a non-individuated one. The reason that animate, definite or specific objects tend to attract grammatical marking is that these have highly individuated referents, and thus are highly affected.

However, Næss recognizes that regarding marked objects as prototypical objects in turn conflicts with standard markedness theory (2004:1192). In order to settle this conflict she proposes that DOM should be regarded as marking affectedness by involvement in the verbal event, and not individuation as manifested by definiteness or animacy (2004:1202). Næss claims that Aissen’s theory of markedness reversal applies only when participants are defined in relation to the verbal event (2004:1210). According to Næss, the properties that characterize the relation of the unmarked subject and the unmarked object in a prototypical transitive construction are the following: an unmarked subject is controlling and non-affected and an unmarked object is affected and non-controlling. She states that a deviation from this pattern is reflected in the formal coding, for example, manifested by DOM. Næss further assumes that affectedness is the basic property of unmarked objects by virtue of their involvement in the verbal event.

Therefore, in our view the kind of affectedness property that DOM is signal-
ing in marked objects has to be different from that of basic affectedness. If the unmarked object is considered as being affected without implying that it lacks semantic properties such as animacy and definiteness, it means that objects are inherently perceived as being affected because of the transitive entailment of the verb. Consequently, DOM cannot be taken as indicating variation in object affectedness. On the other hand, if we consider affectedness as a matter of degree or gradience, it would mean that affected unmarked objects are less affected than marked affected objects. Ness seems to imply this, since she assumes that formal marking does not imply functional marking (e.g. definiteness), and thus formally marked objects are highly affected/individuated prototypical objects. The manifestation of DOM in Tigrinya suggests the need to distinguish between inherent affectedness and individuation. Let us consider the contrast between the formally unmarked and marked object in Tigrinya (302).

(302)  a. ገንዘብ በብሮአ። ገንዘብ
   gänzäb waä tô-ä
   money Perf-finish-SM.1Sg
   ‘I ran out of money./Lit. I finished money.’

b. እቲ እት-ወዲአዮ። በብሮአ
   P1 t-i/Waä tô-ä
   Det-3MSg/Obj-Det-3MSg (aż-hab-ka-nni)
   gänzäb money
   z(i-hab-ka-mni) Perf-finish-SM.2MSg-OM1.1Sg
   ‘I finished/used up the money (which you gave me).’

The transitive clause in (302a) codes two participants, the pronominally expressed first person subject and the object argument gänzäb ‘money’. The object argument is understood as affected by the verbal action since the money that the speaker owned before is no longer available to him/her. The speaker is not informing the addressee about some specific money that he/she identifies from earlier discourse. Thus, it is a kind of generic expression. However, the clause with the marked object (302b) is about some certain money that the addressee can identify. The relative clause modification makes the identifiability of the object referent to the addressee even more explicit. The verb waä tô-ä ‘he finished’ cannot express a partitive or partial affectedness reading (in the sense that the money is not all used up). The partitive reading is incompatible with the meaning denoted in this verb. Therefore, the objects cannot be contrasted in terms of affectedness to say that the
unmarked object (302a) is affected, but the marked object is even more highly affected (302b). The difference that DOM is indicating is the relative salience in terms of object individuation in the discourse context, but also, interestingly, the objective case marker become optional with the relativized object, which signals its greater discourse salience in this clause.

We noted in chapters 4.4.5 (page 288) and 8.3.3 that Tigrinya expresses partial-affectedness by means of the suffix OM₂ when the semantics of the verb is compatible with the partitive reading. Usually this reading is possible with verbs that allow allative semantics; for example, እሆስት ወሲዱሉ ‘he took from it/him’ in contrast to እሆስት ወሳዱዎ ‘he took it/him’, እስትን በሊዑሉ ‘he ate from it’ in contrast to እስትን በሊዎ ‘he ate it’, and እስትን ሰትዩሉ ‘he drank from it’ in contrast to እስትን ሰትዎ ‘he drank it’. This constraint is illustrated in (303).

(303)

a. ነቲ እሸትን ወስትን ወሳዱሉ። ወስትን ወሳዱዎ።

‘I took from the money.’

b. ነቲ እሸትን ሰትዩሉ። ወስትን ወሳዱዎ።

‘I took the money (which you gave me).’

Therefore, in Tigrinya degree of affectedness is expressed by means of the two types of verbal suffix forms, rather than through the contrast between the unmarked and the marked forms. The object indexed through OM₁ is perceived to be more affected than the one indexed through OM₂. The phenomenon of marking partial vs. total affectedness by means of different markers is not unique to Tigrinya. Çetinoğlu and Butt (2008) discuss a type of differential coding in Turkish which resembles the degree of affectedness expressed by the two suffix forms in Tigrinya. In Turkish objects of psych verbs marked with dative case express partial affectedness, and objects of verbs of consumption marked with the ablative case express high affectedness.

Functional typology studies suggest an alternative interpretation of DOM which considers case marking as an indexing/coding function. Case markers are taken to be coding a specific semantic reading of an argument. According to De Hoop and
Narasimhan (2005) this applies to both inherent case (prepositional) markers and structural case (nominal) markers. They say, for example, that the dative case tends to mark goal and experiencer arguments, the ergative marks volitional or controlling arguments, and the accusative marks patient arguments. According to Hopper and Thompson (1980), DOM featured by case marking signals individuation or high transitivity property. However, De Hoop and Narasimhan (2005:323) also note that case marking plays both roles (i.e. discriminatory and indexing) in many languages. Based on this observation, they propose an argument strength model which integrates both functions. Argument strength distinguishes between strong arguments and their weak counterparts, and it is measured by discourse prominence. In their view, differential marking involves strong arguments, i.e. subjects and objects.

Most literature that proposes these alternative functions as motivations for DOM do not elaborate on the role of pronominal marking, which is also a cross-linguistically attested strategy for DOM. In addition, these notions are formulated based on the relative markedness of the subject and the object, and say little about the relations between objects in multiple object constructions. Since some languages employ case marking while others alternatively employ pronominal indexation in DOM, these may be viewed as alternative strategies. However, it is also widely observed that some languages employ both case marking and pronominal indexation in this phenomenon. Indeed, Tigrinya is one of them. These two strategies should not be regarded as having an overlapping function, in the sense that they are doubly marking a single feature, for as we have seen, Tigrinya data manifest an interesting interdependence between the two markers. Furthermore, the different patterns that arise from the absence and presence of case marking and pronominal indexation encode different grammatical properties.

Dalrymple and Nikolaeva (2011:14) argue that the various criteria, such as semantic features (humanness, animacy, definiteness, specificity) or discourse prominence (as manifested by individuation), that are proposed as motivations for grammatical marking could not explain the cross-linguistic variations manifested in DOM since previous studies considered a limited set of features. They claim that the information structure approach they propose can account for most of the variations that previously examined features cannot adequately account for. In their

Nichols (1986), for example, discusses dependent marking (case) and headmarking (verbal indexation) as alternative strategies.

For a detailed discussion on the interdependence of case marking and pronominal indexation in Tigrinya, refer to chapter 8.3.1, and Nazareth (2007, 2008).
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view, DOM indicates variation in information structure which concerns topic objects. They also maintain that DOM has a different functional motivation than what has been proposed by functional typological studies. According to Dalrymple and Nikolaeva (2011:15), “DOM was originally motivated by the need to highlight similarities between subjects and topical objects, which tend to be grammatically marked, as opposed to nontopical objects.” Hence, they assert that DOM codes a property which is common to subjects and to some objects, but less common to noncore grammatical functions.

Similarly, based on his observation of Tukang Besi, an Austronesian language of central Indonesia, Donohue (2001:236) argues that the function of the applicative morpheme is to indicate that the argument it refers to has greater discourse salience or topic continuity than otherwise would be expected of it in a neutral discourse context. He observes a significant interaction between applicativization and relativization that supports the core status as well as the topic status of applied objects. He states that in order to topicalize an oblique argument by means of a relative clause, that argument must assume core object status by means of the applicative process (Donohue 1996:160). As was discussed in chapters 6 and 8.3, a similar tendency is observed in the Tigrinya applicative construction. An argument that is normally associated with a non-core grammatical function, is coded as an applied object through verbal indexation and objective case when it corresponds to a discourse salient referent. Moreover, only applicatively coded peripheral semantic roles have access to relativization, as the relativization test we employed in chapter 8.2.3 shows.

In the following section we will discuss the relatedness of information structure roles and DOM.

9.3.1 Information structure roles: topic and focus

Halliday (1967:199) uses the label information structure as a definitional element of theme. He defines theme as the discourse component of grammar concerned with the information structure of the clause. Lambrecht (1998:2) uses the term information structure in his influential book entitled Information structure and semantic form: Topic, focus and the mental representations of discourse. Lambrecht remarks that this term (as opposed to other rubrics such as “theme”, “information packaging” (Chafe 1976) and “discourse pragmatics” (Vallduvi 1992)) emphasizes the structural/formal characteristics of the discourse/pragmatic analysis. He defines information structure as:
That component of sentence grammar in which propositions as conceptual representations of states of affairs are paired with lexicogrammatical structures in accordance with the mental states of interlocutors who use and interpret these structures as units of information in given discourse contexts. (Lambrecht 1998:5)

Information structure is a formal/structural representation of the pattern of propositions in a clause. According to Lambrecht (1998:6), speakers organize the message of their utterance into components, namely: (i) presupposition and assertion, the portions of propositions which represent what is already familiar and known to the addressee, and what is not familiar and known; (ii) identifiability and activation, the assumptions that the speaker maintains at the time of utterance about the mental representation of discourse referent in the addressee’s mind; and (iii) topic and focus, the speaker’s evaluation of what is predictable or unpredictable concerning the relations between propositions and their elements in a given discourse. These different units of information structure are related to each other. Presupposition and assertion correspond to old information and new information, respectively, which in turn is related to topic and focus.

Lambrecht (1998:118) defines topic as the entity that the proposition expressed in an utterance is about. According to him, this definition is related to the definition of the subject in traditional grammar in the sense that the aboutness that relates an entity to a proposition has been regarded as a property of the subject. Nonetheless, he maintains that the two concepts, topic and subject, do not always converge. Grammatical subjects may not always correspond to topics, and vice versa. He argues that syntactic arguments other than the subject can assume the role of a topic, and a clause can also code several topics (Lambrecht 1998:146). Lambrecht (1998:206) defines focus as the element coinciding with new information which is added to the pragmatic presupposition. He argues against the notion of focus given by Chafe (1976), who considers focus as a complement of topic or new information about the topic. According to Lambrecht, sentences always convey new information, i.e. they must always have a focus, but the new information cannot always be about a topic, since sentences do not necessarily code a topic. Therefore, focus must be regarded independently of topic.

Dalrymple and Nikolaeva (2011:45) describe information structure as the main function of language, which aims to facilitate exchange of information or communication. Speakers structure their utterances in a discourse situation according to what they perceive as the addressee’s current state of knowledge. The speaker’s evalua-
tion of information according to what is already known to the addressee (old knowledge), and what is novelty (new knowledge) is linguistically indicated. Dalrymple and Nikolaeva (2011:45) state that “[...] propositions can receive different formal expression (are packaged) in accordance with what the speaker assumes to be old or new information for the addressee”. According to Lambrecht (1998:6), clause constituents that convey information structure roles tend to be formally marked for this function; for example, by the position they hold in a clause, morphological inflections (case, verbal indexation) or prosody. Similarly, Dalrymple and Nikolaeva (2011:45) maintain that DOM is a formal coding of the information structure role that corresponds to a topic object. According to them, even though differentially coded objects tend to correspond to prominent or salient referents (such semantic features as animate, definite or specific), such properties alone do not grant them topic status.

Nikolaeva (2001:26) designates the information structure role pertaining to the object as a secondary topic in order to distinguish it from the information structure role designated as a primary topic that may be assumed by the subject in a clause that realizes both. Nikolaeva defines secondary topic as “an entity such that the utterance is construed to be ABOUT the relationship between it and the primary topic”. As this definition implies, the realization of the secondary topic depends on the existence of a primary topic. Dalrymple and Nikolaeva do not assume, however, that primary topic and secondary topic are ordered with respect to each other in terms of salience. The classification as primary topic and secondary topic may be well motivated in discourse situations where there are two topical elements: one associated with a subject and another with the object; however, these categories cannot neatly describe the discourse situation where there is only one topic which corresponds to the object. For example, Tigrinya applicative clauses with intransitive verbs code the applied object as the only salient entity in the discourse. In such a clause the object corresponds to the primary topic role. It is beyond the scope of this thesis to provide a thorough discussion of information structure roles. Our aim is rather to provide a preliminary discussion of objects and the information structure roles with which they may be associated.

A vast body of research predicts a correlation between grammatical agreement and discourse functions (Givón 1976, Rude 1986, Bresnan and Mchombo 1987, Comrie 2003, Morimoto 2009). Givón’s (1976) typological study has proven to be particularly influential. Givón systematically explained various diachronic data and demonstrated that agreement markers evolved from topic pronouns to clitic
pronouns and finally to redundant agreement markers. Following Givón, Bresnan and Mchombo (1987) propose a “theory of agreement” in order to account for the function of subject and object verbal markers in Chichewa within the framework of LFG. Their approach has influenced a wide body of research in LFG. Bresnan and Mchombo’s study of Chichewa subject and object verbal markers does not directly address DOM, but since their aim is to account for the distribution of grammatical agreement and pronominal incorporation, their work has some relevance to the discussion of DOM, on the one hand, and information structure roles, on the other. Bresnan and Mchombo convincingly demonstrate that subject pronominal affixes are ambiguous markers of grammatical and anaphoric agreement, whereas object pronominal suffixes are only topic/anaphoric markers. In Chichewa, subject verbal affixes are obligatory and the subject nominal may not always be present in the clause. On the other hand, object verbal affixes only occur under certain conditions. When the verb does not bear an agreement marker for the object, the object nominal must be present in the clause. The object nominal becomes optional in the presence of object pronominal affixes. Therefore, the discourse function that they assume for the pronominally marked object resembles the information structure role assumed by the differentially marked object.

9.3.2 Verbal indexation: agreement vs. anaphoric marking

Givón (1976:149) argues that agreement and anaphoric marking are essentially the same process and that they cannot be distinguished either diachronically or synchronically. His proposal regarding the differences between the pronominal and nominal structure found in the imperfective and perfective verb conjugation systems in Semitic languages has been influential in Semitic studies. Tigrinya, like other Semitic languages, has two types of verb conjugation system: the imperfective and the perfective (see chapter 2.4.1). The imperfective verb conjugation is known as a prefix system even though it displays partial agreement specification as a prefix and partial specification as a suffix. However, in the perfective verb form the subject pronominal marker is a suffix. This is illustrated in Table 9.1.

As these examples show, the person, gender and number markers in the perfective historic and perfective simple forms are all suffixes. On the other hand, in the imperfective forms the person marker is a prefix and the gender-number markers are suffixes. The suffix morphemes in the perfective simple forms, and partially in the perfective historic and imperfective forms are similar to the agreement morphemes found in independent person pronouns. For example, -u in ንሱ nis-u ‘he’,
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<table>
<thead>
<tr>
<th>Values</th>
<th>Perf. Historic</th>
<th>Perf. Simple</th>
<th>Imperfective</th>
</tr>
</thead>
<tbody>
<tr>
<td>3MSg</td>
<td>አለር</td>
<td>አለር</td>
<td>እስራት</td>
</tr>
<tr>
<td>3MPI</td>
<td>አለር-ሃ</td>
<td>አለር-ሃ</td>
<td>እስራት</td>
</tr>
<tr>
<td>PerfH.break-SM.3MSg</td>
<td>PerfS.break-SM.3MSg</td>
<td>Imperf.3-break.SM.3MSg</td>
<td></td>
</tr>
<tr>
<td>አለር</td>
<td>አለር-ሃ</td>
<td>እስራት</td>
<td></td>
</tr>
<tr>
<td>አለር-ሃ</td>
<td>አለር-ሃ</td>
<td>እስራት</td>
<td></td>
</tr>
<tr>
<td>PerfH.break-SM.3MPI</td>
<td>PerfS.break-SM.3MPI</td>
<td>Imperf.3-break-SM.3MPI</td>
<td></td>
</tr>
</tbody>
</table>

Table 9.1: Prefix and suffix subject markers

<table>
<thead>
<tr>
<th>Values</th>
<th>Perfective</th>
<th>Imperfective</th>
</tr>
</thead>
<tbody>
<tr>
<td>3MSg</td>
<td>አስበሮ</td>
<td>እስራት</td>
</tr>
<tr>
<td>3MPI</td>
<td>አስበሮ-መ</td>
<td>እስራት-መ</td>
</tr>
<tr>
<td>PerfH.break-SM.3MSg</td>
<td>PerfS.break-SM.3MSg-OM1.3MSg</td>
<td>Imperf.3-break-SM.3MSg-OM1.3MSg</td>
</tr>
<tr>
<td>አስበሮ-መ</td>
<td>አስበሮ-መ</td>
<td>እስራት-መ</td>
</tr>
<tr>
<td>አስበሮ-መ</td>
<td>አስበሮ-መ</td>
<td>እስራት-መ</td>
</tr>
<tr>
<td>PerfH.break-SM.3MPI-OM1.3MPI</td>
<td>PerfS.break-SM.3MPI-OM1.3MPI</td>
<td>Imperf.3-break-SM.3MPI-OM1.3MPI</td>
</tr>
</tbody>
</table>

Table 9.2: Suffix object markers

Similarly, the second set of pronominal suffixes (OM2) bears the same agreement morpheme as the OM1 forms (See Table 4.2 in chapter 4.3). In addition to agreement morphemes, OM2 is marked with the prepositional particle -l- which together with the agreement morphemes, constitute the OM2 form. This particle is etymologically related to dative personal pronouns which are evident in Semitic languages such as Tigre and Ge’ez. For example, the marker -la in አስብራ-ነል-መ “he broke (something) for/on her’, which codes a beneficiary or an adversely affected.

---

In some of the forms epenthetic segments such as -w- appear between the subject and the object pronominal suffixes; these are motivated by syllabic constraints on word formation in Tigrinya.
Object topicality and DOM in Tigrinya

Object, can be identified in the Tigre feminine singular third person pronoun *?ig-l-a ‘to her (dative)’ which, in turn, is formed out of the dative preposition *?ig-l- ‘to/for/in order to’ and the pronominal suffix -a ‘3FSg’.

The morphological similarity between independent pronouns and object pronominal affixes in Tigrinya seems to support Givon’s claim that pronominal affixes evolved from topic pronouns/anaphoric pronouns to agreement markers. It is beyond the scope of this thesis to outline the historical development of agreement markers in Tigrinya. Suffice it to say that the conjugation systems in the two perfective verb forms, as well as that of the imperfective verb form, reflect different grammaticalization processes in Tigrinya.

Bresnan and Mchombo (1987) argue that the fact that anaphorically linked arguments and pronominal affixes in a discourse are required to show gender, number and person agreement indicates the anaphoric function of pronominal affixes. In languages like Tigrinya, object pronominal markers are triggered by semantic features such as definiteness or specificity which are also properties of salient or individuated object referents. In accordance with Bresnan and Mchombo’s proposal, the object verbal marker should be assumed to be a topic marker rather than a grammatical agreement marker. On the other hand, the subject marker is obligatory, and it can correspond to a non-referential and non-topical subject. For example, Lambrecht (1998:137) argues that in a context where the whole predicate is focused, the subject is not a topic since the whole proposition is covered by the focus discourse function. The subject marker functions as an anaphoric marker when it corresponds to topical subject NPs in a discourse. We will illustrate this by way of examples from a real discourse context as in (304).

(304) a. ኣብ ወላዕድ譬 : ኣይፈን ሕመስል ጲዕድጋ ᄉጾ ሕማዕሙ።

‘At a distance, I saw a white thing which resembled a ghost.’

b. ናባይ ወላዕድ譬 : ኣይፈን ሕመስል ጲዕድጋ ፀለስ ሕማዕሙ።

‘But when it neared me, I realized that it was a child who wore a djellaba (robe).’
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In this discourse, the antecedent of the referent coded via the subject verbal suffix (SM.1Sg) that the verbs rīʔa-ku ‘I saw’ and tā-gānizābi-ku ‘I realized’ bear is not overtly realized. The referent can only be recovered from the discourse context. Since the text is a narrative discourse and is told in the first person, the speaker is backgrounded in the discourse, and is therefore coded through the incorporated pronoun. Thus, the pronominal suffix has an anaphoric function here.

The evidence that Bresnan and Mchombo (1987:652) take to support their argument for the anaphoric function of pronominal affixes is ‘locality’. They state that in order “to satisfy the completeness and coherence conditions [such] argument functions (SUBJ, OBJ, etc.) must be expressed syntactically within the phrase structures headed by the predicator, or expressed morphologically on the head itself, or else remain unexpressed”. Morphologically expressed argument functions are anaphorically or functionally controlled by structures outside the clause that contains the predicator that bears affixes for them. They stress that only anaphoric agreement relations can be non-local to the agreeing predicator. Under these conditions, then, the subject pronominal suffix (SM.1Sg) in the first sentence (304a) functions as an anaphor or a topic marker since it agrees with an argument which is not locally present in the same clause.

In the same sentence (304a), the object argument is new information in this discourse context. The numeral ḥadā ‘one.M’ introduces an indefinite object, and the verb does not bear a suffix for it. The object is required to be in the same clause as the predicator and assumes a focus discourse function. The second sentence (304b) consists of a dependent and an independent clause which are demarcated by the sentence adverbial ‘but/however’. The dependent and independent clauses denote old and new information, respectively. The verb ‘near-SM.3MSg’ in the dependent clause contains a subject incorporated pronoun which corresponds to the object antecedent ḥadā mitiḥati z-i-mūsiliba nāǧāri- ‘a white thing which resembles a ghost’, which is mentioned in the previous discourse (304a). The independent clause on the other hand, adds new information about the object ġlālībiya zi-lišišu-qa liši’a mi-kan-u ‘that it was a child who wore a djellaba’, and thus the main verb ‘PerfH.realize-SM.1Sg’ does not bear an object suffix, it only contains a subject suffix which refers to the narrator. The object of the main clause is coded as a subject via the subject suffix on the relative verb. Therefore, as is illustrated in these examples, the subject and the object pronominal affixes have an anaphoric function, and link to topic NPs or even to another incorporated pronoun in a discourse.
The subject pronominal affixes can also function as grammatical agreement markers. In Tigrinya, applicative constructions which involve psych verbs code non-referential subjects through the subject verbal affix. When there is an overt subject phrase in the clause, the construction shows a subject-object reversal word order pattern, i.e. O(S)V, where the salient object is obligatorily preposed before a non-referential/athematic subject, as in (305).

Example (305a) shows that the main verb ደኹሙኒ ‘tired-it-me’ and the locative auxiliary verb ያለው ‘Loc.be/exist.it’ code a non-referential or athematic subject through the ‘3MSg’. The object suffix corresponds to an experiencer object argument. In such constructions, either the nominative or objective case can be employed to mark the object nominal. In Tigrinya, topical objects are often marked with the nominative case, which makes them comparable to subjects. In contrast, in the non-applicative clause (305b) the objective pronoun is ungrammatical since the experiencer argument is expressed as a subject via the verbal suffix.

In the following section we will discuss the correspondence between differentially coded object functions and information structure roles in applicative and double object clauses in Tigrinya.

9.4 DOM and information structure roles

As was mentioned earlier, DOM in Tigrinya involves case marking and pronominal affixation. In section 9.3 we discussed two different interpretations – discriminatory and coding – of the function of DOM. In the discriminatory function view, marking arises from the need to distinguish between arguments that possess similar properties. Since salience is assumed to be a typical property of a subject, a salient object is identified by some sort of marking in order to distinguish it from the subject. In contrast, according to the coding/indexing function view, marking is assumed to index certain properties of objects that their unmarked counterparts lack. These functional interpretations are often given for case marking, but rarely
for pronominal indexation. In addition, these interpretations have little to say about languages which employ both strategies. In section 9.3.2 we discussed studies that associate pronominal indexation with discourse topicality, such as those of Givón (1978) and Bresnan and Mchombo (1987:652).

Based on our observation of Tigrinya, we argued that case marking and pronominal indexation have separate functions. Double marking signals double function, and thus when these strategies are involved in the same language, they must not be thought of as alternative strategies. As was discussed in chapter 8.2, coding strategies such as word order, pronominal indexation and case marking work together to identify grammatical function. Additionally, they signal the presence or the absence of certain grammatical properties. For example, a difference in word order signals a difference in the pragmatic reading of object referents, and the presence of pronominal indexation indicates salience of objects. In section 8.3, we discussed the different grammatical function analyses that an object argument may yield if we posit pronominal indexation or case marking as properties of primary objecthood in isolation. This supports our proposal that these strategies identify different grammatical properties of objects. In the following section, we will motivate the alignment of object functions with the topic information structure role. In this work we will only represent the alignment of the marked object to topic roles. We will not consider the alignment of the subject or of the unmarked object. We assume that marked objects can associate with TOPIC$_1$ or TOPIC$_2$. Marked objects that co-occur with a prominent/salient subject will align to TOPIC$_2$, and marked objects that appear in a clause where there is no thematic subject will align to TOPIC$_1$.

9.4.1 Alignment in monotransitive clauses

In chapter 8.3.3 we demonstrated that, in Tigrinya, DOM does not correlate with a difference in the grammatical function of objects. Thus, the unmarked object and the marked object assume the same grammatical function. Instead we argued that marking differences correlate with topicality or definiteness of objects. We repeat example (302) in (306) in order to restate this point.

(306) a. ገንዘብ መዓል ኣን ቦሉ።
   gänzäb wädiʔ-ä
   money Perf-finish-SM.1Sg
   ‘I ran out of money./Lit. I finished money.’

b. ነቲ ዓለ ከ.Tele ከ TELE ገንዘብ
   nät-i (zi-hab-ka-nni)
   Obj-Det-3MSg (Rel.PerfH.give-SM.1Sg-OM.1Sg.3MSg) money
   bànte ränge, ገንዘብ ኣን ቦሉ።
   bànte ränge, gänzäb wädiʔ-ä
   ‘I ran out of money./Lit. I finished money.’
As was discussed in chapter 8.3.3 and 9.3, both in the clause with the unmarked object (306a) and in the clause with the marked object (306b), the object gänzā ‘money’ is affected, in the sense that in both cases it is consumed. However, these two structures are contrasted, as the indefinite/unmarked object codes a general sense that the speaker ran out of money. Hence, the money that has been used up is not identifiable by the addressee. In contrast, in the marked structure the addressee identifies the money that has been used up. Thus marking does not indicate a difference in the basic semantic affectedness of the object argument, but rather their discourse individuation. Therefore, in montransitive clauses the unmarked and marked objects assume the same grammatical function (OBJ), but are correlated with different information structure roles: the unmarked is non-topic/non-individuated and the marked is topic/individuated. Definite objects of montransitive verbs are marked with the suffix OM, which indicates semantic affectedness of the argument. The linking pattern between semantic roles and object functions is given in chapter 8.3.3. Below, we add the information structure role of the marked object to the representation (307).

(307) **Alignment in montransitive clauses**

<table>
<thead>
<tr>
<th>unmarked</th>
<th>marked</th>
</tr>
</thead>
<tbody>
<tr>
<td>patient</td>
<td>patient</td>
</tr>
<tr>
<td>OBJ</td>
<td>OBJ</td>
</tr>
<tr>
<td></td>
<td>TOPIC₂</td>
</tr>
</tbody>
</table>

In Tigrinya we assume that the topicality of objects is indicated by pronominal marking. There are two facts that support this reasoning, namely the optionality of case marking and the obligatoriness of pronominal marking in the coding of definite objects. Case marking is optional when the object referent is the most salient entity in a clause. This tendency was discussed in relation to applicative clauses formed out of intransitive verbs where the referents of applied objects are more prominent or reflect a higher animacy property than the subject referent. For example, a pos-
sessor object is rated higher on the animacy/prominence scale than a possessee subject in possessive applied constructions, and an experiencer object that co-occurs with an athematic subject is semantically prominent (see chapters 4.4.7 and 4.4.6). On the other hand, pronominal markers are obligatory as in all other applicative constructions. We repeat example (140b) in (308) in order to restate these points.

(308) 

\[ (\text{ni-})\text{Aster} \quad \text{čañiq-u-wa} \]

\[ (\text{Obj-})\text{Aster.F PerfS.(become-tense)-SM.Sg-OM}_{1},3\text{FSg} \]

‘Aster is stressed/worried./ Lit. It has become tense to Aster.’

In this expression, the experiencer is the only semantic argument of the applied predicate. The subject is athematic, and is indexed through the third person masculine singular subject verbal suffix. This clause has OV order, and such clause initial objects get optional case marking. The subject pronominal suffixes occur regardless of whether the subject itself occurs overtly, or not. In clauses where the object is the only prominent/salient argument, the marked object assumes the TOPIC\textsubscript{1} role, as shown in (309):

(309) **Alignment in applicative of intransitive bases**

\[ \text{marked} \]

\[ \text{experiencer} \]

\[ \text{|} \]

\[ \text{OBJexper} \]

\[ \text{|} \]

\[ \text{TOPIC}_{1} \]

The predicates in these constructions are not base transitive verbs. They are applied verbs formed out of unaccusative/intransitive bases. Therefore, the object arguments that these predicates are subcategorized for are associated with restricted objects which bear labels for the semantic role they are restricted to; for example, the experiencer objects will be identified as OBJexper, and the possessor as OBJposs.

9.4.2 Alignment in ditransitive clauses

We assume that the same criteria that motivate DOM in monotransitive clauses also motivate marking of objects in ditransitive clauses. Pronominal indexation is obligatory, and only salient/definite objects control pronominal marking. The goal
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Object controls pronominal marking only when it is definite. On the other hand, objects in ditransitive clauses are governed by different case marking constraints than objects in monotransitive clauses. Goal/recipient objects are obligatorily case marked independently of the definiteness status of their referents. In some situations, case marking can also be optional for definite/salient goal objects (similar to theme objects in monotransitive clauses). The ditransitive clauses in (310) illustrate the coding of an indefinite and a definite goal object. The theme object is indefinite in both sentences.

(310) a. መንግስቲ ሰታኝ ማስ እስ-
miängstî ni-zákta-mat ካጆኝ hib-u
government.Sg obj-orphan-Pl aid/help PerfS.give-SM.3MSg
‘The government gave aid/help to orphans.’

b. እቲ ህንን ከት ህክ ገስ ተና እስ-
?it-i hārāstay n-īt-an käbi sa’ri hib-u-wān
Det-3MSg farmer.Sg Obj-Det-3FPl cattle grass PerfS.give-SM.3MSg-OM.3FPl
‘The farmer gave the cattle grass.’

In (310a) the goal object bears the prepositional case marker n-, but since both objects are indefinite, neither of them can control pronominal marking. In (310b) the definite goal object is indexed on the verb and bears the same case maker as the indefinite goal object. Due to the fact that goal objects (both definite and indefinite) must be case marked in Tigrinya, we assume that the OBJ\textsubscript{goal} is semantically restricted to the goal/recipient reading, and thus the theme bears the OBJ function.

In clauses where both objects are definite, the object suffix is associated with the object that is most salient in the discourse. In such clauses the order of the two objects becomes fixed, as is shown in (311).

(311) a. እቲ ኢሮጆ ባን ተኦ ከት ህክ ገስ ተና እስ-
?it-i hārāstay n-īt-i sa’ri n-īt-an käbi
Det-3MSg farmer.Sg Obj-Det-3MSg grass Obj-Det-3FPl cattle
PerfS.give-SM.3MSg-OM.3FPl
‘The farmer gave the cattle the grass.’

b. እቲ ኢሮጆ ባን ተኦ ከት ህክ ገስ ተና እስ-
?it-i hārāstay n-īt-i sa’ri n-īt-an käbi
Det-3MSg farmer.Sg Obj-Det-3MSg grass Obj-Det-3FPl cattle
PerfS.give-SM.3MSg-OM.3MSg
‘The farmer gave the grass to the cattle.’
In (311a) the pronominal marker agrees with the goal object, whereas in (311b) it agrees with the theme object. In these examples, since the two objects have different agreement values, the markers are unambiguous. When the two objects reflect the same gender, number and person agreement values, the clause becomes ambiguous. The agreement suffix is understood to mark the definite theme object when the goal object is indefinite (312a), but when both objects are definite, either of them can be interpreted to agree with the verb (312b).

(312)  

a. ሳባ ሳባ ወዐ ከወ ይዎ ሹባቶ።
Saba Saba mishaf ni-sa hib-a-to
‘Saba gave the book to someone. Lit. Saba gave the book to a person.’

b. ሳባ ሳባ ወዐ ከወ ይዎ ሹባቶ።
Saba Saba mishaf ni-yonas hib-a-to
‘Saba gave the book to Yonas./Saba gave Yonas the book.’

In (312b) we can only decipher what has been marked by reference to the actual discourse context, and thus the pronominal marker would code the most salient object. The theme object is optionally case marked when the referent of the theme is equally semantically prominent/salient as the goal object, as is shown in (313).

(313) ይናስ ከሳት ውለዳ ከሳት ሹቡዣ/*ዎ።
Yonas n-gal-u ni-wdi ‘ark-u
‘Yonas gave his daughter to his friend’s son.’

In this context, the verb obligatorily agrees (-wa) with the theme object. The clause becomes ungrammatical if the verb agrees with the goal object (-wo).

Based on the pattern discussed above and the proposals for the alignment of semantic roles to grammatical functions outlined in chapter 8.3.1, we propose the following alignment pattern of objects and topics in ditransitive clauses (314):
9.4.3 Alignment in applicatives of transitive bases

The alignment pattern of objects and information structure roles in clauses that involve applied predicates formed out of transitive bases differs significantly from the alignment patterns found in monotransitive and ditransitive clauses illustrated above (see chapter 9.4.1 and 9.4.2). Applied objects in these clauses may be associated with beneficiary, locative, source or instrumental semantic roles. Further, the applied object can control pronominal marking. Applied objects are marked with the objective case ni-, like recipients/goals and definite theme objects. In chapter
8.3.2 we proposed that the applied argument is associated with the restricted object OBJ because they do not possess the kind of patient-like property that the recipient object and theme object have. In this study, we group applied objects that express these semantic roles under the rubric OBJ\textsubscript{appl}. Our use of OBJ\textsubscript{appl} is motivated by the ambiguity that the pronominal suffix OM\textsubscript{2} reflects. This suffix is underspecified for the semantic roles with which the applied object is associated. In clauses where the semantics of the base verb allow several of these readings, the applied object becomes ambiguous (315).

(315)

\begin{verbatim}

\textit{እቲ} P1 t-i sib\textsubscript{i}ay n-ät-a sābiyti dārho
Det-3MSg man Obj-Det-3FSg woman Sg

\textit{አንይ} ā

sāyti-u-la

perfS.sell-SM.3MSg-OM\textsubscript{2}.3FSg

“The man sold a chicken to/for/on the woman.”

\end{verbatim}

In this example, the applied object can have a goal, a beneficiary or a maleficiary semantic role reading. Therefore, the OBJ\textsubscript{appl} category allows the applied object to be underspecified for the semantic roles it expresses. The theme object is analyzed as OBJ in these applicative clauses. The linking pattern in this type of applicatives is schematically shown below (316):

(316) \textit{Alignment in applicative clauses with transitive bases}

\begin{center}

<table>
<thead>
<tr>
<th>theme</th>
<th>ben/mal/source/loc/instr</th>
</tr>
</thead>
<tbody>
<tr>
<td>OBJ\textsubscript{appl}</td>
<td></td>
</tr>
<tr>
<td>TOPIC\textsubscript{2}</td>
<td></td>
</tr>
</tbody>
</table>

\end{center}

Definite theme objects cannot be indexed on the verb when they co-occur with an applied object, unlike in ditransitive clauses. Thus, the theme object cannot assume a topic role in these constructions. When the theme object is marked on the verb, the construction ceases to be an applicative expression. This supports our assumption that the applicative expression is discourse motivated. The applicative expression gives semantic participants access to topicalization. Semantic participants that are involved in this phenomenon normally are not associated with core grammatical functions, and thus through applicativization these are coded as argument functions. The Tigrinya data indicate that applied objects are marked for their
topic status, rather than primary objecthood status.

Furthermore, the behavior that the applied arguments displayed in passivization supports the view that the applied verbal suffix does not code a primary patient-like property of the object. Applied arguments subcategorized by applied verbs that are formed from transitive bases cannot undergo passivization. The applied verb codes applied arguments with the object suffix (OM₂), and the theme argument with the subject suffix. The applied objects are salient in such discourse (317).

\[
\text{(317) } \text{አት/ንት} \text{ ኩሎዎ እወዎ} \text{ ከት-ሸይጡላ።}
\]

\[
\text{Det.3FSg/Obj-3FSg woman chicken DT-perfS.sell-3MSg-OM₂.3FSg}
\]

‘A chicken was sold to/for/on the woman.’

Therefore, the clause structure is OSV, and as we have noted before, clause prominent applied objects involve optional case marking and assume the TOPIC₁ information structure role.

\[
\text{(318) Applied objects in passive clauses}
\]

\[
| \text{theme} | \text{ben/mal/source/loc/instr} |
| \text{SUBJ} | \text{OBJ_{appl}} |
| \text{TOPIC₁} |
\]

Therefore, preference for pronominal indexation cannot be posited as evidence for primary objecthood, even though it indicates the core grammatical function status of objects. On the other hand, passivization indicates semantic affectedness of object arguments, as it engages arguments that reflect primary patient-like properties. The type of pronominal marker (OM₁ or OM₂) that identify objects in double object clauses reflect differences in the affectedness properties of objects. However, the correlation is not entirely consistent in applicative clauses formed from intransitive bases. This will be illustrated in the following section.

9.4.4 Alignment in intransitive applicatives

Applied objects that occur in applicative clauses formed from intransitive verb bases display divergent properties. Their object properties can be predicted from the semantics of the intransitive predicates that are subcategorized for them. With verbs of movement, such as በአ ከት ከስ ረ-

\[
\text{አወ ከት ቤሸን ከስ ረ-ሸ።}
\]

‘he came to/at her/it’, ከት ረ-ሸ-ሸ

\[
\text{he came to/at her/it, he came to/at her/it}
\]
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käyid-u-wo ‘he went to her’, የአዎ ረቡካ-ው ‘he visited/arrived (at) her/it’, የታዎም ቀዎ ረቡካ-ው ‘he ran/chased her’, etc. the applied object is coded with the suffix OM and reflects similar affectedness properties as the object (OBJ) of monotransitive causes and the goal object (OBJgoal) of ditransitive clauses. In addition, these predicates can be passivized. The applied arguments can therefore be associated with the subject, similar to the behavior observed with the patient/theme arguments in monotransitive and goal and theme arguments in ditransitive clauses.

Interestingly, these applicative predicates can only exhibit a genuine transitive property when they have animate or agent-like subjects (319a). There cannot exist a truly affected applied object without the verbal event involving an entity that brings about the affectedness state (see chapters 5.3.2 and 8.4.3). Only applied predicates with agentive base arguments can allow a passive with the same meaning (319b).

(319) a.  
(ን)ሳባ (n1)-Saba.F (Obj)-Saba በጺሑዎ ቀዎ ረቡካ-ው የተበጺሓ።
\(\text{‘Saba, her father visited her.’}\)

b. ሳባ (babo-P-a) ቅላት ረቡካ-ው የተበጺሓ።
\(\text{‘Saba has been visited (by her father).’}\)

As we noted earlier, the reading of the suffix OM does not always correlate with semantic affectedness arguments in applied predicates formed from intransitive bases. With ergative verbs of movement the suffix codes direct affectedness. The referent of the applied argument is understood to be a goal towards which the referent of the agent argument moves.

However, when the initial argument corresponds to an inanimate/theme referent, the predicate cannot express a passive reading (320).

(320) a.  
(ን)ሳባ (n1)-Saba.F ቤታር የተበጺሓ።
\(\text{‘Saba won a lottery./ Lit. Saba, a lottery arrived to her.’}\)

b. *ሳባ (b1-Q1 c) ቤታር የተበጺሓ።
\(\text{‘Saba has been visited (by her father).’}\)

With inanimate referents the verb reflects unaccusative semantics. The referent of the applied argument is understood as an abstract goal. Thus, it is not a directly
affected goal argument since the referent of the theme argument does not physically move towards it. For this reason, the passive reading is blocked (320b).

We analyze applied objects that display genuine affectedness properties as OBJ\textsubscript{goal}, and those that display ethical or abstract affectedness as OBJ\textsubscript{appl}. In addition, applied objects formed from intransitive base verbs correspond to the TOPIC\textsubscript{1} role. These normally occur in clause initial position and involve an optional case marker ni-. The applicative clause is characterized by the subject-object reversed word order: OSV. In this clause, the applied object is the most topical element in the discourse. The mapping pattern in the applicative clause is schematically represented in (321) below:

(321)  
\begin{itemize}
  \item \textit{Directly affected}
  \begin{itemize}
    \item goal
    \begin{itemize}
      \item OBJ\textsubscript{goal}
    \end{itemize}
    \begin{itemize}
      \item TOPIC\textsubscript{1}
    \end{itemize}
  \end{itemize}
  
  \item \textit{Ethically affected}
  \begin{itemize}
    \item goal/exper/poss/mal
    \begin{itemize}
      \item OBJ\textsubscript{appl}
    \end{itemize}
    \begin{itemize}
      \item TOPIC\textsubscript{1}
    \end{itemize}
  \end{itemize}
\end{itemize}

Applied predicates formed out of intransitive bases can also allow the suffix OM\textsubscript{2} to express a beneficiary or locative semantic role (322). The applied object’s reading depends on whether the referents have a semantic disposition to be interpreted as either a beneficiary or a locative.

(322)  
\begin{itemize}
  \item \textit{a. Directly affected}
    \begin{itemize}
      \item 
      \begin{itemize}
        \item baby.Sg
        \begin{itemize}
          \item Obj-Saba.F
          \begin{itemize}
            \item perfS.sleep-SM.3MSg-OM.3FSg
            \begin{itemize}
              \item The baby has slept for Saba. (She is a beneficiary of him being asleep.)'
            \end{itemize}
          \end{itemize}
        \end{itemize}
      \end{itemize}
    \end{itemize}
  
  \item \textit{b. Ethically affected}
    \begin{itemize}
      \item 
      \begin{itemize}
        \item bed.Sg
        \begin{itemize}
          \item Det-3FSg
          \begin{itemize}
            \item Obj-3FSg
            \begin{itemize}
              \item Saba.F
              \begin{itemize}
                \item sleep-SM.3MSg-OM.3FSg
                \begin{itemize}
                  \item 'The baby has slept for Saba. (She is a beneficiary of him being asleep.)'
                \end{itemize}
              \end{itemize}
            \end{itemize}
          \end{itemize}
        \end{itemize}
      \end{itemize}
    \end{itemize}
  \end{itemize}
\end{itemize}
Since in (322a) the applied object corresponds to a human referent, it is interpreted as a beneficiary, whereas in (322b) it is associated with a referent that has a spatial sense/semantics, and thus it gets interpreted as a locative argument. The objective case (\( n_i \)) is obligatory when the applied object occurs in the canonical object position.

These semantic roles cannot be associated with the subject in a passive applied predicate. The passive applicative predicate involves a subject verbal suffix which codes an athematic expletive subject (323).

(323) ነታ/እታ/ንእታ
\( n\text{-}ät-a/tit-a \) ኦርጉ በ- директор
Obj-Det-3FSg/Det-3FSg bed DT-perfS.sleep-SM.3MSg-OM\(_2\).3FSg
‘The bed has been slept on.’

The passive predicate has only one thematic argument which is expressed as an applied object. This clause is characterized by the OV structure and the optionality of case marking since either case marked determiner \( n\text{-}ät-a \) or \( ?ít-a \) can be used in this structure. We analyze applied arguments of this type as OBJ\(_{appl}\) and they assume the TOPIC\(_1\) role. In (324) we illustrate the alignment pattern in applied intransitive predicates that mark applied objects with the suffix OM\(_2\).

(324) a. Active: OBJ\(_{appl}\) marked with OM\(_2\)

\[
\begin{array}{c}
\text{ben/loc} \\
\mid \\
\text{OBJ}\(_{appl}\) \\
\mid \\
\text{TOPIC}\(_2\)
\end{array}
\]

b. Passive: OBJ\(_{appl}\) marked with OM\(_2\)

\[
\begin{array}{c}
\text{ben/loc} \\
\mid \\
\text{OBJ}\(_{appl}\) \\
\mid \\
\text{TOPIC}\(_1\)
\end{array}
\]
Applied objects of intransitive applied predicates can be associated with either of the object suffixes OM\textsubscript{1} or OM\textsubscript{2}. Applied objects coded through the suffix OM\textsubscript{1} fall into two groups. When OM\textsubscript{1} is attached to intransitive verbs of movement that code an agent-like initial argument, the applied object displays genuine patient-like properties. Applied objects of these kinds of verbs are associated with OBJ\textsubscript{goal}. When OM\textsubscript{1} attaches to intransitive verbs with unaccusative semantics, where the initial argument does not reflect agent-like properties, the applied object is understood to be an ethically or psychologically affected object. These arguments do not show genuine affectedness properties, and thus cannot be analyzed as OBJ or OBJ\textsubscript{goal}. These are instances of the restricted objects that are grouped together under OBJ\textsubscript{appl}. In our implementation of the grammar, we refer to them also by the specific semantic role reading they express; for example, OBJ\textsubscript{exper}, OBJ\textsubscript{poss}, OBJ\textsubscript{goal}, etc. Unaccusative verbs also allow the suffix OM\textsubscript{2} to code beneficiary and locative readings. The beneficiary and the locative applied objects are also classified as OBJ\textsubscript{appl}. They do not correspond to genuinely affected arguments.

9.5 Conclusion

This chapter discussed how marked objects align to information structure roles. We have argued that the same criteria that motivate DOM in monotransitive clauses also motivate object marking in ditransitive and applicative clauses. Tigrinya employs case marking and pronominal indexation to mark definite and specific objects that correspond to salient/individuated discourse referents. Our claim is supported by patterns of objects that occur in clauses with ditransitives, as well as applicatives formed from transitive and intransitive base verbs. When two objects that have referents with similar semantic dispositions, occur in a ditransitive clause, the clause becomes ambiguous, as the objects compete to control pronominal marking. This ambiguity can only be resolved by referring to the discourse context. The object that is perceived to be salient in the discourse context wins over for pronominal marking. Moreover, in applicative clauses formed from intransitive bases, as well as in passive constructions that involve applied verbs formed out of transitive bases, applied objects occur in clause initial position. In this position, applied objects are optionally case marked. We regard such behavior to be typical of primary topics (TOPIC\textsubscript{1}). When the applied object is the most salient argument in the clause, it tends to be unmarked for the objective case, like the subject.

In this chapter, we only considered the alignment of marked objects to infor-
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...tion structure roles. However, we acknowledge that marked objects and the information structure roles that are assumed to be associated with them must be examined in relation to other objects as well as to the subject when they co-occur in the same structure. We plan to investigate these issues in future research.
Part IV

Implementation and conclusion
CHAPTER 10

XLE implementation of Tigrinya

10.1 Introduction

In this chapter we will present the computational implementation of Tigrinya grammar. The grammar is implemented on the Xerox Linguistics Environment (XLE), a computational grammar development platform for LFG. XLE was designed at PARC – the Palo Alto Research Center. The system has been regularly updated to address issues that emerge as many typologically diverse languages start to use the platform (Kaplan and Maxwell 1996, Butt and King 2007). XLE allows the grammar developer to define a grammar based on LFG notations. The international research network the Parallel Grammar project (ParGram), and the Parallel Semantics project (ParSem), which is concerned with the implementation of semantics, meet twice a year to discuss LFG grammar implementation issues on the XLE platform. This initiative aims to standardize grammatical features used in the development of wide coverage parallel (comparable) grammars for diverse languages including Arabic, Chinese, English, German, Georgian, Hungarian, Indonesian, Japanese, Norwegian, Tigrinya, Turkish and Urdu, among others. The common features that are agreed upon by ParGram members can be found on the project’s website.¹

The Tigrinya grammar is at its earliest stage of development; however, it proves to be a useful testing ground for the linguistic phenomena dealt with in this study. In

¹ParGram’s standard common features can be found in this link: http://www2.parc.com/isl/groups/nltt/xle/doc/PargramStarterGrammar/common.features.lfg
order to implement Tigrinya applicative constructions, it was necessary to have in place a basic grammar for the language. The grammar accounts for various word order patterns and agreement conventions which involve verbs and their dependents, determiners and adjectives with nouns, and so on. The grammar can also handle complex nominal phrases that involve various types of specifiers and modifiers. Special emphasis was given to the representation of verbs that involve different types of subcategorizational patterns, for example, unaccusative and ergative intransitive verbs, transitive, ditransitive, raising and copulative predications. Various valency alternating operations such as passivization, reflexivization, causativization and applicativization are also accounted for in the grammar. In this chapter we will not be able to produce a detailed documentation of all phenomena dealt with in the implementation. In order to place double object and applicative constructions in the broad context of Tigrinya grammar, we will present the implementation of the basic clause.

This chapter is organized as follows. First, we will give a brief overview of the XLE parser and grammar development in this platform. Following that we will present the structure of the nominal phrase. Next, we will present the grammar of the basic clause. After that, we will illustrate the implementation of the passive. Finally, we will outline the implementation of double object and applicative constructions.

10.2 Implementing an LFG grammar in XLE

XLE is implemented in C, and it consists of a parser, a generator, a transfer module, and a rich grammar development environment. Since we will use the Tigrinya grammar only for parsing, we will focus on the parser and the grammar writing environment. Grammars can be written in Emacs, or any other editor. The grammar is loaded into the system which compiles it and employs its specifications to process a sentence or a string. The sentence to be analyzed is sent to the system via a tcl/tk user interface which provides powerful viewing and debugging utilities. The system produces windows which contain c-structure, f-structure, f-chat and packed solutions.

A sentence can also be analyzed via the XLE-Web interface, a web-based tool which uses the XLE parser and XLE grammars to display c-structure and f-structure along with a list of various discriminants which allow the user to dynamically choose the intended analysis of a sentence. XLE-Web is implemented by
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Paul Meurer as part of the LOGON and TREPIL projects.² XLE-Web is publicly available and it is used by some of the ParGram grammars: Norwegian, English, German, Arabic and Tigrinya.³

In order to parse a sentence in the XLE system, grammar rules and lexical entries are the minimal requirements. Other possible components, such as templates, a morphological analyzer and a feature declaration can also be utilized. The XLE system enables the integration of external modules such as a tokenizer, Finite State (FST) morphology, and a guesser. In addition, XLE is also capable of dealing with large lexical databases. Currently, the Tigrinya grammar contains only grammar rules, lexical entries and templates. So far, morphological information is generalized through the use of template macros. We will illustrate the format of the basic components of an XLE grammar: the configuration, grammar rules, lexical entries and templates. As shown in the screenshot of an Emacs page in Figure 10.1, each grammar component begins with an instantiation line or a heading that shows a grammar version ID (e.g. MINI), a language ID (e.g TIGRINYA), a component ID (e.g. CONFIG, RULES, LEXICON or TEMPLATES) and the XLE version number (1.0).

```
MINI  TIGRINYA CONFIG (1.0)
RULES (MINI TIGRINYA).
ROOTCAT ROOT.
FILES TIGRINYA-lex.txt TIGRINYA-lex.txt TIGRINYA-templates.txt.
LEXENTRIES (MINI TIGRINYA).
TEMPLATES (MINI TIGRINYA).
MORPHOLOGY "MINI TIGRINYA",
GOVERNABLES SUBJ OBJ Objgoal Objparr Objprocs Objkeeps Objgoals Objgoal COMP COMPCOMP PREDPRED.
SEMICANTELENCODING "TOPIC FOCUS ADJ"
FEATURES (set def):
NOMINATIVES/NUM PLUR CONJ: FORM COORD POSTCOORD- FORM COORD- LEVEL GEND.
DPSPAN +.
OPTIMALITY/ORDER "NEUTRAL NOCODD"
GENSPECIALITY/ORDER "NEUTRAL NOCODD"
CHARACTERENCODING "UTF-8"

-----
MINI  TIGRINYA RULES (1.0)
-----
MINI  TIGRINYA LEXICON (1.0)
-----
MINI  TIGRINYA TEMPLATES (1.0)
-----
```

Figure 10.1: Basic components

The grammar version ID and the language ID may vary according to the version

²The LOGON and the TREPIL webpages can be checked in http://www.emmtee.net/ and http://gandalf.uib.no/trepil/ respectively.
³XLE-Web can be checked here: http://maximos.aksis.uib.no:8000/iness/xle.xml
name and the type of the language used by the writer; however, the component IDs (RULES, LEXICON, TEMPLATES) cannot be arbitrarily modified since these are placeholders of components that interact with the parser module. Each component section must be terminated with four dashes (----). The grammar is entered under the respective headings (RULES, LEXICON and TEMPLATES), i.e. between the heading and the four dashes.

10.2.1 CONFIG

This is the configuration section of the grammar, which contains information that tells the XLE system about the files to be used with the grammar, and the type of components integrated in the grammar. It also gives information about some grammatical features and their functional classification.

ROOTCAT gives information about the the default category taken as the starting point in parsing. In the demo grammar we will use S as the default root category. We declare file names of components that are composed in separate files under FILES. Such files end with the .lfg extension because XLE expects all files to be saved in this format. The components of the Tigrinya grammar stored in three separate files. TIGRIGRAM-lex.lfg contains transliterated lexical entries, TIGRIGRAM-lexfidel.lfg contains lexical entries written in Ge’ez (fidel) script, and TEMPLATES.lfg is the template file.

In addition, the CONFIG component informs the system about which grammar rules, lexical entries and templates are to be used by specifying the relevant components under RULES, LEXENTRIES and TEMPLATES (MINI TIGRINYA). Under GOVERNABLERELATIONS the system is informed about the subcategorizable functions such as SUBJ, OBJ and OBL, and in way these are made to obey LFG’s well-formedness conditions (biuniqueness, coherence and completeness). Governable relations are grammatical functions that appear inside the subcategorization frame of a predicator (e.g. a verb).

Governable relations that are linked to arguments in a frame have to contain a PRED feature as their value. The specification SEMANTICFUNCTION lists attributes whose value must contain the PRED feature. These include the non-argument function ADJ and the discourse functions TOPIC and FOCUS, among others. In the CONFIG section the XLE parser is also informed about category notations that are covert in the c-structure; for example, it is informed that the notation e is to be used for the empty category symbol.

The last line in the CONFIG section CHARACTERENCODING informs the
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system about the type of the character coding used to enter the grammar. For Tig-риня we use UTF-8 (8-bit Unicode Transformation Format) encoding because this is a universal standard for languages that employ a non-ASCII character encoding.

10.2.2 RULES

The RULES section contains c-structure rules along with corresponding f-structure annotations. Since grammar rules in XLE are encoded only in pure ASCII characters, most of LFG’s non-ASCII notational symbols have to be changed. In XLE each c-structure node in a rule is followed by its respective f-structure annotation, and the two parts are separated by a colon. A daughter with annotation is demarcated with a semicolon to enforce linear order, or a with a comma when the order of the daughters is free. Every rule is terminated with a full stop. The template in (325) illustrates the annotation of phrase structure rules in XLE.

(325) Category --> Cat1: Schema1, Cat2: Schema2; Cat3: Schema3.

Cat1, Cat2 and Cat3 stand for phrase structure categories, and Schema1, Schema2 and Schema3 stand for their corresponding f-structure annotations, as is demonstrated by the S rule in (326), where NOM and V are categories, and the annotation schemata are put after the colon (:

(326) Phrase structure rules

S --> NOM*: { (\^ SUBJ)=! (! CASE)=nom 
| (\^ OBJ)=! 
~(! DEF) 
(! CASE)=nom 
~(\^ OBJ) <ch (\^ SUBJ) }; V: `=!.

NOM= [NP | DP | PROP | PRON].

The ‘‘’ and ‘!’ are equivalent to LFG’s ↑ and ↓ arrows, respectively. NOM is not a standard syntactic category per se. It is a metacategory defined as a set of

---

4LFG notations and their XLE-equivalents are given in the online XLE-documentation: http://www2.parc.com/isl/groups/nltt/xle/doc/notations.html#N0A
alternative values such as a noun phrase, a determiner phrase, a proper noun and a
pronoun that function as nominal arguments in a clause.

10.2.3 LEXICON

The lexicon entries specify idiosyncratic lexical information, for example, subcategorization properties for verbs and count vs. mass information for nouns. The following template (327) illustrates the format of lexical entries in XLE.

(327)  
 lexical entry Cat1 Morphcode1 Schema1;
               Cat2 Morphcode2 Schema2.

When the grammar uses an external XLE morphology, the morphcode is normally ‘XLE’, and when the grammar does not use external morphology, the star symbol ‘*’ is used. In the former case, the word form in the parse string is checked against morphological information coded in the morphology section, and the result is looked up in the lexicon. In the latter case, the lexicon entries will literally match with locally present tokens. A lexical entry may belong to more than one word category. For example, the English word walk can be V and N, thus this information is supplied as Cat1 and Cat2. A full lexical entry ends with a full stop, while different category specifications within the same entry are demarcated by a semicolon. In (329) we illustrate lexical entries in XLE for the words given in example (328).

(328)  
 Yonas N * (ˆPRED)=‘Yonas’
               (ˆNUM)=sg
               (ˆCASE)=nom
               (ˆGEND)=masc.

 banana N * (ˆPRED)=‘banana’
               (ˆNUM)=sg.

bilinear-u V * (ˆPRED)=bilinear-u<`SUBJ` (ˆOBI)>`
               (ˆSUBJ NUM)=sg
               (ˆSUBJ PERS)=3
               (ˆSUBJ GEND)=masc
               (ˆASPECT)=perf.

‘Yonas ate a banana.’
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Lexical entries in the current Tigrinya grammar are specified in their full forms since the grammar does not have external XLE morphology. Thus, morphological information such as NUM and GEND are given as f-structure annotations for each entry. Grammatical features that repeatedly occur in lexical entries can be generalized by the use of a template, which will be discussed in the following section 10.2.4.

10.2.4 TEMPLATES

Templates are a way of bundling f-structure annotations that are common to some rules and lexical entries. Templates help to generalize over grammatical specifications that a group of words may bear as a result of morphological affixes or semantic properties. The use of templates saves the grammar writer from repeatedly entering f-structure annotations for entries that have common grammatical properties. For example, the (¬ NUM)=sg and the (¬ GEND)=masc annotations in (329) can be shortened as in (330):

(330)
\[
\begin{align*}
\text{SG} &= (\neg \text{NUM})=\text{sg}. \\
\text{M} &= (\neg \text{GEND})=\text{masc}. \\
\text{F} &= (\neg \text{GEND})=\text{fem}.
\end{align*}
\]

When these templates are called with the tags @SG, @M and @F, the functional annotations written after the equal sign will be factored out for the entries with which they are used. We can also call up already defined templates in order to bundle more features together, as in (331).

(331)
\[
\begin{align*}
\text{SG-M} &= @\text{SG} @\text{M}. \\
\text{SG-F} &= @\text{SG} @\text{F}.
\end{align*}
\]

Templates may also be used to generalize over grammatical features that are encoded by inflectional affixes. For example, Tigrinya verbs specify gender, number and person agreement values for the subject. The verb form 0\text{A,0} bãliš-u is specified for a masculine, singular third person subject, and the verb form 0\text{A,9} bãliš-a is specified for a feminine, singular third person subject. These features are coded by the two vowel patterns -u and -a in the simple perfective verb form. This information can be summarized in a template, as in (332).

(332)
Templates may also contain parameters. For instance, we can specify entries of
different noun types or subcategorization frames of different verb classes by provid-
ing their semantic predicate as a parameter at each invocation of a template. Each
instance of a predicate will then appear in the semantic form of the PRED schema.
For example, in (333) the parameter (P) is used to summarize the annotation of
singular nouns and transitive verbs.

When the @TRANS-V(P) template is invoked in the lexicon for individual
instances of transitive verbs subcategorized for a SUBJ and an OBJ, the particular
instances of verbs will replace P. The lexicon is much more concise when repetitive
details are summarized by means of templates, as shown in (334).

Employing a template is also efficient since, when we need to modify specifications
for the entries, we only have to make changes in the templates, and those changes
will take effect in all the sections that employ those templates.

10.2.5 Parsing

Now that we have the main components in place, we will illustrate how parsing
is done in the XLE system. First, we need to load the grammar in the XLE parser
in order to parse. In Emacs we can choose `create a parser` from the menu given
under LFG, and then we enter the file name of the grammar, for example, the demo
grammar file name Tig-demo.lfg. After the grammar is loaded, XLE produces a
process report, like the one given in Figure 10.2.

```
XLE loaded from /Users/nki001/xmlib/bin/xle.
XLEPATH = /Users/nki001/xmlib/bin.
Copyright (c) 1993-2001 by the Xerox Corporation and
Copyright (c) 2002-2008 by the Palo Alto Research Center.
All rights reserved. This software is made available AS IS,
and PARC and the Xerox Corporation make no warranty about
the software, its performance or its conformity to any specification.
Type 'help' for more information.
loading /Users/nki001/porgram/grommars/tigrinya/TIGRIGRAM.lfg...
Grammar has 26 rules with 257 states, 3877 arcs, and 44591 disjuncts (44591 DNF).
MORPHOLOGY/CONFIGFILE = /Users/nki001/xmlib/bin/default-morph-config.
Morph transducer files relative to /Users/nki001/xmlib/bin/
0.25 CPU seconds
/Users/nki001/porgrom/grommars/tigrinya/TIGRIGRAM.lfg loaded
Grammar last modified on Mar 07, 2011 17:29.
/Users/nki001/.xlicr loaded.
```

Figure 10.2: XLE process report

The XLE process report contains information about the size of the grammar (26
rules with 257 states and 3877 arcs, etc.), among other things. The grammar loaded
here is the actual Tigrinya grammar (TIGRIGRAM.lfg), not the demo grammar.
When the process report says that the grammar files are loaded, the XLE buffer is
ready to receive a sentence to be parsed at the prompt line indicated by the percent
symbol %. At this command XLE returns a parsing report about the number of
f-structure solutions, the computing time and the number of subtrees. A screenshot
of the parsing report is shown in Figure 10.3.

```
parsing "רֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶנֶн
1 solutions, 0.03 CPU seconds, 7 subtrees unified
1
```

Figure 10.3: XLE parsing message

In addition to this it produces the four separate parse windows for a c-structure
tree, an f-structure, an f-structure chart and differences between solutions, as shown
in Figure 10.4.
XLE implementation of Tigrinya

Figure 10.4: XLE parse window

The title bars of the c-structure and f-structure windows tell us that the parsed sentence has only one valid analysis. The fchart (f-structure chart) gives indexes of the packed solutions by their constraints. In this case, since the f-structure annotations assigned to the parsed sentence do not contain competing constraints, there are no indexed constraints in the fchart window. Thus, the fchart window prints the same analysis as in the f-structure window. Similarly, since there are no indexed ambiguous constraints, we do not get any alternative solutions of indexed constraints in the solutions window.

In the following section we will present the implementation of the Tigrinya grammar. Screenshots of parsed outputs from XLE-Web will be used to illustrate the analyses of the phenomena being discussed.

10.3 The nominal phrase in Tigrinya

The nominal phrase is predominantly a head-final structure. Noun specifiers and modifiers precede their head, except in the N-N modification structure. The NP rule in (335) shows that the noun head can be modified by an optional relative complement, possessive or adjective phrase.
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(335)

\[ \text{NP} \rightarrow (\text{CPrel: } (^\text{\small{ADJUNCT}})), \]
\[ (\text{POSS: } (^\text{\small{SPEC}})=!)), \]
\[ (\text{AP*: } (! ^\text{\small{ADJUNCT}})); \]
\[ \text{Nhead: } '='=! . \]

The different modifiers are not ordered with respect to each other. The order they follow here is their default position, although they can shift position in order to mark different pragmatic readings. Here we will illustrate the default order only. The different modifiers can be expanded as follows.

(336)

\[ \text{AP} \rightarrow (\text{Adv*: } (^\text{\small{ADJUNCT}})) \]
\[ @\text{CONCORD} \]
\[ A: '='=! . \]

In Tigrinya most adjectives are inflected for gender and number. In addition, some intensifying adverbs bear pronominal agreement marking for gender, number and person (e.g. ኢዝየ开发利用 ’very much I’, ኢዝዮም开发利用 ’very much they (masculine)’ etc.). These adverbs therefore need to agree with the adjective, and the adjective phrase has to agree with the noun head. This is taken care of by the concord @CONCORD template which contains the following constraints (337).

(337)

\[ \text{CONCORD} = (! \text{NUM})=(^\text{\small{NUM}}) \]
\[ (! \text{GEND})=(^\text{\small{GEND}}) \]
\[ (! \text{PERS})=(^\text{\small{PERS}}) . \]

In order to parse a noun phrase such as the one given below (338), we need to enter each word that constitutes this phrase in the lexicon section, as shown in (339).

(338)

\[ ኢዝየ开发利用 ኢዝዮም开发利用 እለ \]
\[ ’azziy-a sibbiq-ti gʷal \]
\[ very-3FSg beautiful-FSg girl.FSg \]
\[ ’very beautiful girl’ \]
We annotate animate and inanimate nouns with (¬ ANIM)=+ and (¬ ANIM)=− to capture the fact that inanimate plural nouns can agree with a singular masculine determiner, adjective or verbal pronominal affix in order to express a collective reading of a noun (refer to chapter 2.3.1 for a discussion of number agreement in Tigrinya). In addition, nouns are also annotated as common, and as either count or mass. Given the rules and lexical entries above, we can show the c-structure tree and f-structure analysis of the noun phrase given above in Figure 10.5.

The noun phrase can also contain a possessive specifier. The possessive reading can be expressed either through independent possessive pronouns or possessive pronominal suffixes which optionally agree with an overt possessor nominal. We provide some lexicon entries in order to illustrate possessive specifiers below.
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The possessive pronoun specifies a possessum noun. The possessive pronoun is realized as a daughter of the NP, and it projects the information about the possessor into the grammatical function POSS(essor) in the mother’s f-structure. The possessum noun can also be dropped, and in this case, the possessive pronoun provides a PRED which is expressed as an optional annotation {\(^\hat{\text{PRED}}\)='pro'\}. The c-structure and f-structure analysis of a possessive expression with a possessive pronoun (341) is shown in Figure 10.6.

(340) Possessive expression

\[
\begin{array}{l}
\text{Poss} \quad \overset{\text{PRED}}{\text{\textprime{}}} = \text{pro'} \\
\text{\overset{\text{NUM}}{\text{Sg}}} = 1 \\
\text{\overset{\text{DEF}}{+=}} \\
\text{\overset{\text{PRON-TYPE}}{=}} = \text{poss} \\
\text{\overset{\text{POSS-FORM}}{=} = \text{natey}} \\
\{\overset{\text{PRED}}{\text{\textprime{}}} = \text{pro'}\}. \\
\end{array}
\]

\[
\begin{array}{l}
\text{መጽሒማ N} \quad \overset{\text{PRED}}{\text{\textprime{}}} = \text{መጽሓፍ-book} \\
\text{\overset{\text{ANIM}}{= -}} \\
\text{\overset{\text{NTYPE NSEM COMMON}}{=} = \text{count}} \\
\text{\overset{\text{NTYPE NSYN}}{=} = \text{common}.} \\
\end{array}
\]

\[
\begin{array}{l}
\text{መጽሓለhift N} \quad \overset{\text{PRED}}{\text{\textprime{}}} = \text{መጽሓፍ-book} \\
\text{\overset{\text{ANIM}}{= -}} \\
\text{\overset{\text{NTYPE NSEM COMMON}}{=} = \text{count}} \\
\text{\overset{\text{NTYPE NSYN}}{=} = \text{common}} \{\overset{\text{SPEC POSS PRED}}{\text{\textprime{}}} = \text{pro'}\} \\
\text{\overset{\text{SPEC POSS PRED FN}}{=} = \text{c obj}} \} \\
\text{\overset{\text{SPEC POSS NUM}}{=} = \text{Sg}} \\
\text{\overset{\text{SPEC POSS PERS}}{=} = \text{1}} \\
\text{\overset{\text{SPEC POSS AGR}}{=} = \text{+}} \\
\text{\overset{\text{SPEC POSS DEF}}{=} = \text{+}} \\
\text{\overset{\text{SPEC POSS POSS-FORM}}{=} = \text{pronominal}.} \\
\end{array}
\]

The possessive pronoun specifies a possessum noun. The possessive pronoun is realized as a daughter of the NP, and it projects the information about the possessor into the grammatical function POSS(essor) in the mother’s f-structure. The possessum noun can also be dropped, and in this case, the possessive pronoun provides a PRED which is expressed as an optional annotation \{\overset{\text{\textprime{}}} {\text{PRED}} = \text{pro'}\}. The c-structure and f-structure analysis of a possessive expression with a possessive pronoun (341) is shown in Figure 10.6.

(341) \[
\begin{array}{l}
\text{Poss.1Sg book.Sg} \\
\text{nat-iyy mus}lafhaf \\
\text{\textprime{my book}} \\
\end{array}
\]
When the possessor is expressed through a pronominal suffix, information about the possessor is expressed on the head noun through the functional annotation (\( \text{\`SPEC POSS} \))=!\( \text{\`\text{`SPEC POSS} \})\). In this regard, the possessive pronominal suffix acts as an incorporated pronoun. Thus, it follows from principles of completeness and coherence that the suffix contributes a referential PRED provided by the annotation (\( \text{\`SPEC POSS PRED} \))=‘pro’. The c-structure and f-structure in Figure 10.7 illustrate the analysis of the possessive expression via a possessive pronominal (342).

(342) \( \text{mashaf-ay} \)  book.Sg-Poss.1Sg

‘my book’

The possessive pronoun and the possessive suffix cannot coexist since the possessive pronominal suffix cannot corefer with an overt possessive pronoun. An expression that contains these two possessive expressions will get an f-structure analysis where the two possessive expressions provide conflicting specifier PREDs in the f-structure of the POSS.

On the other hand, the pronominal suffix can correspond to an overt nominal expression which is obligatorily marked with the objective case (343). This is taken care of by constraining this predicate form to be in the objective case. In this case,
the possessive suffix acts as a mere agreement marker, and thus it does not contribute a referential PRED in the f-structure of the POSS. The PRED feature in this structure is supplied by the possessor nominal ንዓይ n1- qa-y 'to me' which must agree with the possessive pronominal suffix marking the possessee nominal to yield the possessive reading, as shown in Figure 10.8.

\[(343)\]
\[
\begin{array}{l}
\gamma \beta \varepsilon n \text{n}\neg \text{ay} \quad \text{masaf-ay} \\
\text{Obj-Pro.3MSg book.Sg-Poss.1Sg} \\
\text{‘to me, my book’}
\end{array}
\]

Figure 10.8: Nominal possessor expression

The possessor nominal should agree with the pronominal suffix that marks the possessum expression. Here the objective pronoun form ንዓይ n1- qa-y 'to-Pro-1Sg' has the same agreement features as the pronominal suffix -iy that marks the possessum noun masaf 'book'.

Like other modifiers, the relative clause also precedes the noun it modifies. The relative reading is morphologically expressed through a suffix, for example ከ ከ z-y, which may attach to a verb, as shown below (344), or to a noun. Tigrinya does not have independent relative pronouns such as that, who, whom, whose, etc. The relative suffix ambiguously marks these different readings. Like other main verbs, the relative verb obligatorily bears a subject suffix. It may also bear an object suffix for a relativized definite object. The relative clause is treated as an instance of long distance dependency since there is dependency between the relativized element and the arguments of the relative verb. This is illustrated through the c-structure and f-structure analyses given in Figure 10.9.

\[(344)\]
\[
\begin{array}{l}
\text{ተስፋይ t}a \text{sfay} \\
\text{Tesfay} \\
\text{ዚገዝኣ z-1-ga} \\
\text{P-ay} \\
\text{Rel-PerfS.buy.SM.3MSg-OM.3FSg book.Sg} \\
\text{‘(the) book that Tesfay bought’}
\end{array}
\]
This dependency is expressed in the f-structure by associating the object that corresponds to the relativized element with the discourse function TOPIC-REL. In Tigrinya the grammatical function information is supplied by the pronominal suffixes for the object function of the relative verb.

Determiners are realized at the leftmost position in the nominal structure. The c-structure and f-structure analyses of the determiner phrase in (345) is presented in Figure 10.10.

(345) ይት-ወ እት-ጻ ወና ወር-ፋ
P1 t-a Ⴭ ወና ወር-ፋ Det-3FSg Tesfay Rel-PerfS.buy.SM.3MSg-OM.3FSg nice-SgF book.Sg
‘The nice book that Tesfay bought’
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The phrase that contains the determiner is identified as a DP. The determiner is analyzed as the functional head of the DP constituent and the noun it specifies is the lexical head of the phrase. In the f-structure the adjectival and the relative modifiers are presented as members of the set value of the ADJUNCT function, whereas the determiner provides the SPEC function.

In this section we have outlined the analyses given to the various modifiers and specifiers in our implementation. In the following section we will present the implementation of the basic clause in Tigrinya.

10.4 The simple clause

The implemented grammar currently can account for simple clauses. The implementation takes into consideration most of the grammatical properties of Tigrinya discussed in chapter 2. However, here we will only focus on the basic components of a simple clause. This will help us to lay the ground for the implementation of the phenomena dealt with in this thesis. The default word order in Tigrinya is identified as SOV; however, this order can vary according to different pragmatic or discourse contexts (refer to chapter 2.5 for a brief description of Tigrinya simple clauses). We assume a flat phrase structure for Tigrinya, which entails that the verb, its subcategorized arguments and adjuncts all occur at the same level dominated by an exocentric S. The following rule encodes a simple Tigrinya clause.

\[(346)\quad S \rightarrow \text{NOM}, \text{PP}, V.\]

The meta-category NOM is used to generalize over the nominal categories that serve as arguments of the verb. It is defined as a set of alternative values, as shown in (347).

\[(347)\quad \text{NOM} = \{ \NP, \DP, \QP, \PRON, \PROP, \PRO-INT \}\]

NOM can take any of the categories in the set as its value. NOM is marked with a Kleene star because the verb can have zero or more overtly realized arguments. A clause can also have one or several prepositional phrases (PP). The comma between categories is a shuffling operator which shuffles the ordering of the constituents. Since not all word order possibilities that are generated by this rule are allowed in the language, the grammar imposes constraints as f-structure annotations in order to rule out ungrammatical structures. For example, in Tigrinya only definite objects can precede the subject. This condition is stated as follows.
Subjects and unmarked objects are assigned a nom(inative) case. Unmarked objects are not allowed to precede the subject (condition one). On the other hand, definite objects are required to be marked with the objective case and agree with the verb. When objects are marked in this manner (condition two), they can leave their canonical position and be preposed before the subject or postposed after the verb. Subjects and unmarked objects should occur in the word order shown in (349a). In this structure neither noun phrase distinguished by case marking, and the verb marks the subject only. Thus, if we switch the order, as in (349b), the clause becomes ungrammatical. In order for the the proper noun Tesfay to be coded as an object, it must bear the objective case in this position. The noun book cannot be semantically selected as head of a subject.

(349)  
\begin{align*}
\text{a. } & ደስፋይ መጽሓፍ ማናእከ።
\text{Tesfay bought a book.}'
\end{align*}

\begin{align*}
\text{b. } & መጽሓፍ ደስፋይ ማናእከ።
\text{Tesfay bought a book.}'
\end{align*}

A sentence with an unmarked subject and object, as in (349a), will get the c-structure and f-structure analysis in Figure 10.11. However, the clause with a preposed object (349b) will not be parsed.

Since indefinite objects, like subjects, are unmarked for case, the CASE feature of both the SUBJ and the OBJ attributes has a nom(inative) value.

When the object is definite, it is case marked and cross-referenced on the verb (350a), and in this structure the object can be fronted (350b).
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Fig. 10.11: An unmarked clause

(350) a. ተስፋይ ነታ መጽሐፍ ጌዜው።
   Tesfay.MSg Obj-Det-3FSg book.Sg PerfS.buy-SM.3MSg-OM₁.3FSg
   ‘Tesfay bought the book.’

b. ነታ መጽሐፍ ጌዜው።
   Obj-Det-3FSg book.Sg Tesfay.MSg PerfS.buy-SM.3MSg-OM₁.3FSg
   ‘The book, Tesfay bought it.’

Essentially, the elements in the clause can occur in any order, such as OSV, SVO, VSO, VOS and OVS. Furthermore, neither the subject nor the object needs to be overtly realized in the clause. The morphological information expressed by the verbal object suffix (OM₁) is given in the template section, as in (351).

(351)

\[
\begin{align*}
\text{WA} & = (\ ^* \text{OBJ GEND})=\text{fem} \\
& (\ ^* \text{OBJ NUM})=\text{sg} \\
& (\ ^* \text{OBJ PERS})=3 \\
& (\ ^* \text{OBJ AGR})=+ \\
& \{ (\ ^* \text{OBJ PRED FN})=\text{c pro} \\
& \sim (\ ^* \text{OBJ PRED FN})=\text{pro} \\
& (\ ^* \text{OBJ DEF})=\text{c +} \\
& (\ ^* \text{OBJgoal CASE})=\text{c obj} \}
\end{align*}
\]

The annotation for WA contains constraining equations that state the conditions for its realization, in addition to the specifications of agreement information. The object marked with this suffix either has a PRED feature which has a ‘pro’ as its value, or it has an overt semantic form as its value, thus it is not a ‘pro’. In the later case, OBJ must be definite. This constraint expresses the interdependence of the object verbal suffix and the definiteness feature. The c-structure representations
for sentence (350a) and sentence (350b) are given in Figure 10.12.

\[ \text{Figure 10.12: C-structures with definite objects} \]

Since the grammar currently does not provide discourse/pragmatic function analyses for the different discourse/pragmatic readings coded by these word orders, the two c-structure representations correspond to the same f-structure analysis shown in Figure 10.13.

\[ \text{Figure 10.13: F-structure with definite object} \]

When the object is definite the f-structure contains an AGR (agreement) feature with a + value, and a CASE feature with obj as its value. The agreement suffixes bear the annotation (\( ^{\prime} \) OBJ AGR)=+ which is checked by the constraining equation (\( ! \text{AGR} )=c + given as an annotation of a definite OBJ in the c-structure.

The nominals that express the subject and the object can also be dropped, leaving only the verb (352).
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(352) ገዉዎ።
   gảziʔ-u-wo
   PerfS.buy.SM.3MSg-OM1.3MSg
   ‘He bought it.’

In this case, the arguments of the predicate are satisfied by a phonologically
null category ‘pro’, which is a functional specification of the pronominal argu-
ments to which the inflection suffixes of the verb are bound. The c-structure and
f-structure representation for pro-dropped subject and object functions are given in
Figure 10.14. In the c-structure there are no nodes to represent either a subject or

an object, while the f-structure contains SUBJ and OBJ attributes with the PRED
feature that has a null ‘pro’ as its value. It is a null ‘pro’ in the sense that it does
not correspond to a c-structure node. The GEND, NUM and PERS features acquire
their values from the verbal pronominal suffixes.

The number and type of arguments that verbs may take is expressed in the
lexicon for each verb entry. The lexicon contains representative verb entries from
different verb classes. These entries are marked with template macros that define
their subcategorization frames. The templates section contains a definition of
subcategorization frames for different verb types such as intransitive, transitive,
ditransitive, locative verbs, etc. Below we list some of these (353).
A template is invoked by its name, which is the part on the left-side of the entry before the equal sign. The different subcategorization frames contain parametrized macro (e.g. P and P prp) definitions whose values are determined by the call of individual verb entries that reflect the appropriate subcategorization frame. For example, when the template macro @V-TRANS is invoked with transitive predicates such as ገዚኡዋ ገዚአ-buy ‘he bought it’ in (354), the system will find the template definition and will copy the annotations coded by it into the place of the macro call.

The templates @U and @WA are called to access the agreement feature for the subject and the object, respectively. Information about tense and aspect is also annotated on the verb. Verbs are also annotated as to whether they are finite or not, and main or not.

In addition to SUBJ and OBJ, some verbs are subcategorized for OBLθ functions (in chapter 6.2 we discuss the distinction between obliques and adjuncts). OBLθ functions are semantically restricted to given semantic roles. The different semantic relations are indicated by distinct prepositions, for example, the locative preposition Pab and the instrumental preposition Pbi. In (355) the verb load selects a semantically marked OBL that is associated with a locative argument.
10.4. THE SIMPLE CLAUSE

(355) ጓስፋይ ሲ፣ እኽሊ እታ እኤ הדי ፈጋ
Tesfay MSg Obj-Det-3MSg grain.Sg on Det-3FSg donkey.Sg
Twigin-u-wo
PerfS.load.SM.3MSg-OM.3MSg
‘Tesfay loaded the grain on the donkey.’

The f-structure associated with the PP ብወር ወጥ-ሉ ወወጓ ‘on the donkey’ is assigned a PRED value to express the fact that the preposition that marks this OBL function has semantic content. Such an analysis is achieved by using the rules given below (356).

(356)
S --> NOM*: { (˘ SUBJ)=! |
| (˘ OBJ)=! },
PP*: (˘ (! PCASE))=!,
V : ˘=! .
PP --> P : ˘=! (˘ PTYPE)=c sem
NOM : (˘ OBJ)=! .

The annotated (˘ (! PCASE))=! gives the attribute of which the PP’s f-structure is a value. OBL functions are semantically restricted to prepositions that head the PP. Thus, the lexical entry of the individual preposition supplies the specific instantiation of PCASE. We illustrate this with the entry of the locative preposition (357).

(357)

PCASE will be instantiated to OBL-loc, which will appear as the f-structure attribute. Similarly, all semantically restricted distinct prepositions will contribute the semantic case that mark OBL functions. This makes it possible to avoid annotating the PP in the c-structure with all the different OBL functions (Falk 2001:75). In order to be able to parse the sentence in (355), we will need to specify the lexical entry for the the locative verb ወስ ወን-ወወ ‘he loaded it’.
In the context of the clause that we want to parse, the verb will invoke the subcategorization frame for locative arguments. Alternatively, it can also be associated with another subcategorization frame where the locative is applicatively expressed. This will be discussed in subsequent sections. Here we will focus on the analysis of the OBL function. In a clause with a prepositional locative the object marker -wo (OM₁) cross-references with the theme object. The c-structure and f-structure analyses of the sentence with the locative OBL (355) is given in Figure 10.15.

Figure 10.15: Agreement with OBJ

OBL-loc is featured by the locative preposition within the argument structure of the main PRED together with the other governable grammatical functions such as SUBJ and OBJ. Since the preposition is the head of a phrase, the OBL-loc has the locative preposition and its subcategorization frame as the value of its PRED feature. The object of the preposition appears in the same f-structure as the PRED, as required by the completeness condition of LFG. In the following section we will present the analysis of the passive clause.
10.5  The passive clause

The Tigrinya grammar also accounts for operations that alter the alignment of grammatical functions to the arguments in the subcategorization frame of the verb. Here we will illustrate the implementation of the passive because we have used this phenomenon as a diagnostic for objecthood in applicative clauses. As noted earlier, passivization is morphologically coded in Tigrinya. For example, in the perfective aspect the verb is marked with the prefix ግ- to derive the passive reading, as in (359).

(359) እታ መጽሓፍ ደ-
Det-3FSg book.Sg DT-PerfS.buy.SM.3FSg
‘The book has been bought.’

The passive predicate is associated with the same subcategorization frame as the active verb. Thus, the passive predicate ግ- ደ- እ-
‘it has been bought’ uses the template invocation @(V-TRANS ገጌሆ-buy) as its active counterpart in (354). Passive predicates are annotated with (ˆ PASSIVE)=+, a feature that effects the passive rule. The lexical rule will realign the initial arguments of a predicate to grammatical functions according to the pattern coded by the passive. The template definition of the passive given below characterizes the passive pattern in Tigrinya (360).

(360) Passive lexical rule

\[
\text{PASS (SCHEMATA) = } \{ \neg(\ˆ\text{PASSIVE})=+ \}
\]
\[
\text{SCHEMATA “nothing happens”}
\]
\[
| (\ˆ\text{PASSIVE})=c + \}
\]
\[
\text{SCHEMATA “passive operates”}
\]
\[
\text{\{ (\ˆ\text{OBJ)} -->(\ˆ\text{SUBJ})
\}
\]
\[
\text{\{ (\ˆ\text{OBJgoal}) -->(\ˆ\text{SUBJ})\}
\}
\]
\[
\text{\{ (\ˆ\text{SUBJ)} --NULL\}
\]
\[
\text{\{ (\ˆ\text{OBJ)} -->(\ˆ\text{OBL-AG})
\}
\]
\[
\text{\{ (\ˆ\text{OBL-AG CASE})=c instr\).
\]

In this template, SCHEMATA is used as a parameter which takes the template definition of a verb subcategorization frame such as those given in (353) as its input. This is illustrated by the subcategorization frame of a transitive predicate (361).

(361) V-TRANS (P) = (PASS [(\ˆ\text{PRED})=’P<(\ˆ\text{SUBJ}) (\ˆ\text{OBJ})]
\[
\text{\{ (\ˆ\text{SUBJ PRED})=’pro’ \}
\]
\[
\text{\{ (\ˆ\text{OBJ PRED})=’pro’ \}).
\]
When an active predicate appears in place of the P, the passive rule will not perform any remapping, but when a passive predicate appears in place of the P, the rule will perform the remapping operation. The rewriting symbol (--->) indicates that a logical object, i.e. the argument that corresponds with a theme/patient semantic role, or the goal/recipient object of a ditransitive clause will be rewritten as a SUBJ function when the passive rule is applied. In the subcategorization frame the designators SUBJ and OBJ correspond to the default arguments of an active predicator. The passive rule takes the initial syntactic arguments (i.e arguments of the active predcate), and realigns them with the pattern coded by the passive. The initial subject is either phonologically unexpressed (NULL), or it is realized as an OBL-AG(ent) function, which in Tigrinya is marked by an instr(umental) prepositional case. The c-structure and f-structure representations in Figure 10.16 are given to the passive sentence in (359). Since, in this passive expression, the agent argument is not syntactically realized, the absence of the agent argument (the logical subject) is indicated by the NULL symbol in the f-structure. The theme argument assumes the SUBJ function, which is evidenced by the subject pronominal suffix that it cross-references with and the nominative form of the determiner that specifies it.

10.6 Applicative clauses

In this section we will present the implementation of three types of clauses. The first type involves inherent ditransitive verbs that are subcategorized for two objects. The second type involves transitive base verbs that are subcategorized for applied objects through the suffix OM₂. The third type involves intransitive predicates that

![Figure 10.16: Passive of transitive predicate](image_url)
can host either $OM_1$ or $OM_2$ to express different semantic role readings of the applied argument.

10.6.1 Analysis of ditransitive clauses

As discussed earlier (8.2.1 and 8.3.1), objects in ditransitive clauses are coded through an interplay of word order, case and pronominal marking. In a ditransitive clause the two objects are not strictly ordered with respect to each other. Depending on whether the theme object is definite or not, we get different word order constraints. (1) When the theme object is indefinite, the default order is one in which the theme follows the recipient object. However, that order can be reversed to express a contrastive focus reading of the theme object. In this structure, only the recipient object can be pronominally marked, depending on its salience in the discourse context. (2) When the theme object is definite, it obligatorily precedes the recipient object, and either of these objects can be selected for pronominal marking. The c-structure rule in (362) captures these word order patterns of objects in ditransitive clauses. It is an expansion of the rule which was given in (348) in order to include f-structure annotations and constraints to capture the structure of the ditransitive clause. The functions OBJ and OBJgoal correspond to theme argument and recipient arguments, respectively. As noted in (8.5), OBJgoal is semantically restricted to the goal semantic role. It reflects the same primary objecthood properties as the theme OBJ function with respect to passivization.

(362)

\[ S \rightarrow \text{NOM}^*; \{ \text{\`SUBJ}$\rangle$=! \]
\[ \{ \text{\`OBJ}$\rangle$=! \]
\[ \{ \{\sim(! \text{DEF})\Rightarrow c + \text{\`Condition 1"} \}
\sim(\`\text{OBJ}) < h (\`\text{SUBJ}) \}
\{(! \text{CASE})\Rightarrow c \text{nom} \}
\{(! \text{DEF})\Rightarrow c + \text{\`Condition 2"} \}
\{(! \text{CASE})\Rightarrow c \text{ obj} \}
\{(! \text{AGR})\Rightarrow c + \}
\{(\`\text{OBJ}$\rangle$goal)$\Rightarrow c \text{\`Condition 3"} \}
\{(! \text{DEF})\Rightarrow c + \}
\sim(\`\text{OBJ}$\rangle$goal)$ < h (\`\text{OBJ}) \}
\{\{B_{\text{OBJ}$\rangle$goal})=! \}
\{(! \text{OBJ}$\rangle$goal) \Rightarrow c \text{ obj} \}
\{(! \text{OBJ}$\rangle$CASE)\Rightarrow c \text{ obj} \},
\]
\[ V: \begin{array}{c}
\`=!,
\end{array}\]
The S rule in (348) includes the (\( ^\ast \) OBJgoal)=! annotation, in addition to the SUBJ and OBJ, for the meta-category NOM* in order to license object arguments of ditransitive predicates. The equation \( (\hat{\ast} \text{OBJgoal CASE})=c \text{obj} \) constrains OBJgoal to obligatorily bear the objective case marking. Generally, OBJ and OBJgoal are not ordered with respect to each other, but when OBJ is definite, it obligatorily precedes OBJgoal and bears case marking. This word order phenomenon, known also as ‘word order freezing’ (see chapter 8.2.1), is expressed as a condition (Condition 3) under the annotation of OBJ through the head precedence constraint. The head precedence rule restricts the head of the OBJgoal function from preceding the head of the OBJ function in c-structure. The head in this constraint refers to the constituent that corresponds with the f-structure where the semantic form ‘PRED’ is instantiated.

In addition to the annotated rules, ditransitive predicates are also supplied with information about their subcategorization pattern, sub-lexical rules that direct the linking of argument to relevant grammatical function in voice altering phenomena (such as the template tag @PASSIVE), and agreement patterns (such as those given as template tags @U and @WA), among other things. This information is provided in the lexical entries of the verbs. The lexical entries for the active and passive forms of a ditransitive predicate are given (363).

(363) Ditransitive lexical entry

\[
\begin{align*}
\chi_{\ast \cdot \cdot} & \quad V & \ast & \@ (\text{V-DTRANS \#b-give}) \\
& & \@U & @\text{WA} \\
& & \@\text{PERFECT-GERUND} \\
& & (\hat{\ast} \text{VFORM})=\text{fin} & (\hat{\ast} \text{VTYPE})=\text{main}. \\
\end{align*}
\]

\[
\begin{align*}
\ast \cdot \chi_{\ast \cdot} & \quad V & \ast & \@ (\text{V-DTRANS \#b-give}) \\
& & \@U & @\text{WO} @\text{PASSIVE} \\
& & \@\text{PERFECT-GERUND} \\
& & (\hat{\ast} \text{VFORM})=\text{fin} & (\hat{\ast} \text{VTYPE})=\text{main}. \\
\end{align*}
\]

In the grammar, lexical entries are listed in their full morphological form. Inflectional and derivational patterns of verbs are generalized in the template section, and thus lexical entries are marked with template tags that define these patterns. Both object arguments of ditransitive predicates are identified with the same verbal suffix (OM₁) as the object argument in monotransitive predicates, thus the template tags @WA and @WO may be associated with either object, OBJ or OBJgoal. In order to illustrate this, we will extend the template definition for the third person feminine object pronominal suffix which was given in (351) to include the agreement specification for OBJgoal, as in (364).
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(364) Cross-referencing with OBJ or OBJgoal

\[
\text{WA} = \{ (\sim \text{OBJ GEND})=\text{fem} \\
(\sim \text{OBJ NUM})=\text{sg} \\
(\sim \text{OBJ PERS})=3 \\
(\sim \text{OBJ AGR})=+ \\
\} (\sim \text{OBJ PRED FN})=c \propto \\
| \sim (\sim \text{OBJ PRED FN})=c \propto \\
(\sim \text{OBJ CASE})=c \text{obj} \\
(\sim \text{OBJ DEF})=c + \}
\]

This template definition given in the form of two disjunctions specifies that the object suffix \( OM_1 \), here instantiated by the third person feminine form (WA), can correspond to either OBJ or OBJgoal. In addition, the marker is specified either as an agreement marker or a pronominal suffix in the absence of overt expressions for these arguments. When the expression of OBJ or OBJgoal is overtly realized, i.e., not a ‘pro’ \( (\sim(\sim \text{OBJ PRED FN})=c \propto \text{ or } \sim(\sim \text{OBJgoal PRED FN})=c \propto \)\), the overt expression is required to be definite \( (\sim \text{OBJ DEF})=c + \text{ or } (\sim \text{OBJ DEF})=c + \)\), and bear the objective case suffix \( (\sim \text{OBJ CASE})=c \text{ obj} \text{ or } (\sim \text{OBJgoal CASE})=c \text{ obj} \).

Now that we have the syntactic rules along with their functional annotations and lexical descriptions in place, we will demonstrate how ditransitive clauses are parsed by the grammar. The following example (365) involves an indefinite theme object and a definite recipient object in their neutral order.

(365) \text{Yonas n-saba mиштаф hib-u-wā} \text{ Sg PerfS.give-SM.3MSg-OM1.3FSg} \text{‘Yonas gave Saba a book.’}
The c-structure on the left shows the neutral order, with the recipient object preceding the theme object, and the one on the right shows the switched order. The f-structure representation for the two c-structures is the same, as shown in Figure 10.18, since our grammar does not give different representations for the information structure reading that the two clauses encode at this point.

The attribute-value pair AGR + in the subsidiary f-structure that is the OBJgoal [AGR +] codes that it is the OBJgoal that cross-references with the object suffix in this clause. When the theme object is definite, the order of the objects becomes fixed, as in (366).

(366) ይናስ ከት ከማሸ ከው ከስጠብ ከጠቡዋ።
Yonas n-ii-ti mishaf n-saba hib-u-wii
Yonas.M Obj-Det-3MSg book.Sg Obj-Saba.F PerfS.give-SM.3MSg-OM.3FSg
‘Yonas gave Saba the book.’
Both objects bear the obj(ective) case marker, therefore they can only be distinguished by their word order. The grammar assigns only one c-structure analysis in which the theme object precedes the recipient object, as in shown in Figure 10.19.

Figure 10.19: Definite theme objects in ditransitive clause

The object verbal suffix can cross-reference with either of the objects when both are definite, given that they code the same agreement features. In (366) it is the OBJgoal that shows agreement with the verb, as is shown by the [AGR+] listed under OBJgoal function.

When the two objects reflect the same agreement features as the object suffix, the suffix becomes ambiguous, and a clause with these properties gets two f-structure analyses. The parser produces packed f-structure solutions where two possible f-structures are indicated, as in Figure 10.20.

Figure 10.20: Agreement with OBJgoal and OBJ
The indices a1 and a2 indicate the constraints that differentiate the two f-structure solutions. Hence, in solution 1 OBJ (index a1) will have the attribute-value pair $\text{AGR} +$, and in solution 2 OBJgoal (index a2) will have it.

In Tigrinya either of the object arguments of ditransitive predicates can be expressed as the subject in a passive clause. In addition, the passive predicate can also bear a suffix to index an object when it has a definite referent. The c-structure and f-structure analyses in Figure 10.21 show the analysis of a passive with the theme argument realized as the SUBJ.

![Figure 10.21: Ditransitive passive with theme SUBJ](image)

In the PRED representation of a passive predicate, the first argument, i.e. the agent, is suppressed, which is signaled by the NULL label. The second argument, which is the theme, is realized as the subject, and the recipient argument is realized as OBJgoal. OBJgoal is cross-referenced on the verb, as is indicated by the $\text{AGR} +$ in the OBJgoal f-structure. It should be noted that in the ditransitive passive clause, when the theme argument is mapped to the subject, the recipient is consistently analyzed as the OBJgoal. In this analysis it is assumed that the theme argument is the prototypical OBJ. In Figure 10.22, since the recipient is realized as the SUBJ, the theme is analyzed as the OBJ.

The PRED representation codes a suppressed agent argument (NULL), a theme argument which corresponds with the OBJ, and a recipient which is associated with the SUBJ. The f-structure that is associated with the OBJ does not contain the $\text{AGR} +$ since the OBJ is indefinite.

In the ditransitive clause the OBJgoal is associated with arguments that display patient-like properties such as the ability to be expressed as a subject in passive clauses and to be indexed with the pronominal suffix like the theme objects that co-occur with it. Since the OBJgoal function is underspecified for the semantic
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roles it expresses, the subscript ‘goal’ is not meant to indicate semantic restriction as is the convention in LFG. We assign this function to object arguments other than the theme that reflect genuine patient-like properties. OBJgoal co-occurs with the OBJ in ditransitive predicates such as ሃበ ከ ባ ከ ‘he gave’ and ዓደለ እ ከ ከ ከ ከ ከ ‘he distributed’, ወ ለ ወ ወ ለ ‘he taught’ and ወ ለ ከ ‘he told’, ቀ ከ ከ ከ ‘he stole’, ወ ‘he loaded’, ወ ‘he extracted/drew’, etc. (refer to Table 5.1 for the classification of verbs).

Even though OBJ and OBJgoal are regarded as symmetrical with respect to the primary objecthood properties discussed in chapter 8.3, there are other coding differences such as obligatory case marking that distinguish OBJgoal from OBJ (see chapter 8.3.1), such as the word order freezing constraint which distinguishes them when both objects bear the objective case. The grammar employs word order, case marking and pronominal indexation constraints to achieve the correct analysis of these apparently symmetrical objects. Where ambiguities exist, the parser outputs ambiguous solutions, as was illustrated in Figure 10.20.

10.6.2 Analysis of applied objects in transitive clauses

As was discussed in chapter 8.2.1 and 8.3.2, an object that can be associated with semantic roles such as beneficiary, maleficiary, locative, instrumental or source, among others, reflects different properties than the base object of a monotransitive clause and the recipient object of a ditransitive clause. In the grammar, objects that are associated with these semantic roles are given the category label OBJappl. OBJappl is underspecified for the semantic roles with which it is associated. OBJappl bears the same objective case as the OBJgoal and the definite OBJ. Applied objects that assume these semantic roles are obligatorily indexed on the verb through the pronominal suffix OM2. However, when the transitive predicate
bears OM₁, the applied roles are expressed by a prepositional phrase. In this clause a beneficiary argument is associated with the OBL function. In the default word order OBJappl precedes OBJ as in the ditransitive clause. In most cases, these objects can switch order or can be fronted before the subject in order to effect various information structure readings, although certain applied arguments are constrained to appear in fixed order when the theme object is definite. An applied object with a beneficiary/maleficiary semantic role reading can switch order even when it co-occurs with a definite theme object; however, an applied object that assume other roles (e.g. locative and instrumental) must precede a definite theme object. In (367) we modify the c-structure rule given in (348) in order to account for the OBJappl.

(367) Annotation of OBJappl

\[
S \rightarrow \text{NOM}^\ast: \{ (\text{SUBJ})^! \}
\]

“SUBJ annotation”

(\text{CASE})=\text{nom}

\[
\{ (\text{OBJ})^! \}
\]

“OBJ annotation”

\{ \{ \sim(! \text{DEF})=c + \}
\{ \sim(! \text{OBJ})=h (\text{SUBJ}) \}
\}

(\text{CASE})=\text{nom}

\{ (! \text{CASE})=c \text{ obj} \}

(\text{DEF})=c +

\{ (\text{OBJappl}) “stipulates presence of OBJappl”
\}

\{ \sim(! \text{DEF})=c + \}

\{ (! \text{DEF})=c + \}

\{ \sim(! \text{OBJgoal} \text{SEM-role})=\text{ben} \}
\{ \sim(! \text{OBJ})=h (\text{OBJappl}) \}
\{ (! \text{OBJgoal} \text{SEM-role})=c \text{ ben} \}
\}

\{ \sim(! \text{OBJgoal} \text{DEF})=c + “constraints on OBJgoal”
\}
\{ (! \text{AGR})=c + \}
\{ (\text{OBJgoal} \text{AGR})=c + \}
\}

\sim(! \text{OBJgoal})=h (\text{OBJappl})

\}

\{ (! \text{OBJgoal})=c \text{ obj} \}

“OBJgoal annotation”

(\text{CASE})=c \text{ obj}

(\text{AGR})=c +

\sim(! \text{OBJgoal})=h (\text{OBJappl}).

There are two constraining equations that are associated with the annotation for OBJappl. The first one, (! \text{CASE})=c \text{ obj}, requires OBJappl to appear marked with obj case, and the second one, (! \text{AGR})=c +, requires OBJappl to obligatorily cross-reference with object verbal suffixes. OBJappl obligatorily precedes OBJgoal when the two objects co-occur in the same clause, and thus the annotation \sim(! \text{OBJgoal})=h (\text{OBJappl}) prevents them from switching order. The c-structure
rule also includes word order constraints that prevent a definite OBJ from preceding an OBJappl (“OBJ annotation”). We extract the word order constraints that apply to OBJ vs OBJappl from the rule in (367) for the sake of illustration in (368).

(368)

\[
\begin{align*}
\{ & \text{”stipulates presence of OBJappl”} \\
& \sim(! \text{DEF})=+ \text{”disjunct 1”} \\
| & (! \text{DEF})=c \text{”disjunct 2”} \\
& \sim(\text{OBJ})<\text{OBJappl} \text{”disjunct 2”} \\
& \sim(\text{OBJ})<\text{OBJappl} \text{”disjunct 1”} \\
& \{ \text{”OBJappl SEM-role}=\text{beneficiary} \} \\
& \{ \text{”OBJappl SEM-role}=\text{source} \}
\end{align*}
\]

The annotation (“OBJappl) requires the presence of an OBJappl, and conditions on the co-occurrence of OBJappl and OBJ are stated. In the context where the OBJ is indefinite, indicated through \(\sim(! \text{DEF})=+\), no word order constraint is involved (“disjunct 1”). However, when the OBJ is definite and the applied object argument is not a beneficiary, OBJ must not precede OBJappl, as expressed by the second disjunct (“disjunct 2”). The semantic role reading of an OBJappl usually depends on the semantics of the base verb. Thus, verb entries are annotated with information about the semantic reading of OBJappl that they may express. For example, verbs that allow a beneficiary reading are annotated with (“OBJappl SEM)=ben, and such annotations are employed in order to express constraints that concern applied objects. For example, the suffix -la, which is the OM₂ suffix form, attached to the predicate የጎወኡላ ገጳአ-buy “He bought (for/from) her something” can express either a beneficiary or a source semantic role reading, as illustrated by the lexical entries in (369).

(369) Lexicon entry for applied verbs with transitive base

\[
\begin{align*}
\text{ወጎወኡላ V} & \text{ @(V-TRANS-OBJappl } \text{ የጎወኡለ-buy)} \\
& @U@LA \\
& @\text{PERFECT-GERUND} \\
& (\text{” VFORM}=\text{fin} (\text{” VTYPE})=\text{main} \\
& \{(\text{” OBJappl SEM-role}=\text{beneficiary} (\text{” OBJappl SEM-role})=\text{source}\}.
\end{align*}
\]

The template @/(V-TRANS-OBJappl የጎወኡለ-buy) refers to the subcategorization frame of applied verbs derived from transitive bases which is defined in the template
section of the grammar, as shown in (370).

(370) Transitive predicate subcategorized for OBJappl

\[
V-\text{TRANS-OBJappl} (P) = (\hat{\text{PRED}})=P<\hat{\text{SUBJ}}) (\hat{\text{OBJ}}) (\hat{\text{OBJappl}})>' \]

\{ (\hat{\text{SUBJ}} \text{ PRED})='\text{pro}' \}
\{ (\hat{\text{OBJ}} \text{ PRED})='\text{pro}' \}
\{ (\hat{\text{OBJappl}} \text{ PRED})='\text{pro}' \}

The templates @LA and @LU refer to the agreement information of a third person feminine singular OBJappl and a third person masculine singular OBJappl, respectively. The agreement information represented by these templates is given in (371).

(371) OM₂ applicative suffix

\[ LA = \{ (\hat{\text{OBJappl}} \text{ GEND})=\text{fem} \]
\{ (\hat{\text{OBJappl}} \text{ NUM})=\text{sg} \}
\{ (\hat{\text{OBJappl}} \text{ PERS})=3 \}
\{ (\hat{\text{OBJappl}} \text{ AGR})=+ \}
\{ (\hat{\text{OBJappl}} \text{ CASE})=c \text{ obj} \}
\{ (\hat{\text{OBJappl}} \text{ DEF})=c + \} \]

\[ LU = \{ (\hat{\text{OBJappl}} \text{ GEND})=\text{masc} \]
\{ (\hat{\text{OBJappl}} \text{ NUM})=\text{sg} \}
\{ (\hat{\text{OBJappl}} \text{ PERS})=3 \}
\{ (\hat{\text{OBJappl}} \text{ AGR})=+ \}
\{ (\hat{\text{OBJappl}} \text{ CASE})=c \text{ obj} \}
\{ (\hat{\text{OBJappl}} \text{ DEF})=c + \} \]

The syntactic rule (367), lexical entries (369) and template specifications (370) and (371) will enable us to parse the applicative clauses in example (372), which codes the default order of OBJappl and OBJ. This analysis is shown in Figure 10.23.

(372) ꋂንስ የሉ ከል ዓይ ይሮ ብ፪ ከል ይሮ፵፫-
Yonas n-ارة-a ፪ ál mishaf gäzzi-u-la
Yonas,M Obj-Det-3FSg girl.book.Sg PerfS.buy-SM.3MSg-OM₂.3FSg
‘Yonas bought the girl.F a book.’

The c-structure on the left shows the default order, whereas the one on the right shows the reverse order of OBJappl and OBJ. The OBJappl is ambiguous between the beneficiary and the source reading. Therefore, the SEM-role feature can have two possible values, one with a beneficiary reading (a1) and another with a source reading (a2), as in Figure 10.24.
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Figure 10.23: Word order of indefinite OBJ and OBJappl

Figure 10.24: A source semantic role reading of OBJappl
When the verb indexes a definite theme object, the beneficiary argument assumes an OBL function. As noted in chapter 8.3.1 the preposition ni- is a polysemous marker. It functions as a marker of a direct case when it marks definite theme objects and applied objects, whereas it functions as a prepositional marker when it codes beneficiary arguments that are not indexed through verbal suffixes. The c-structure and f-structure in Figure 10.25 show the OBL analysis of the beneficiary argument (373).

(373) ያናስ ይግብ ከተ መጽሓፍ ገወ።
Yonas n-ii-ti mishaf ni-Saba gazi-u-wo
Yonas.M Obj-Det-3MSg book.Sg Dir-Saba PerfS.buy-SM.3MSg-OM.3MSg
‘Yonas bought the book for Saba.’

Figure 10.25: Beneficiary OBL expression

In Tigrinya when a preposition is composed of a single syllable, such as ni- or bi-, it directly adjoins to the NPs or the DPs which are the complements of the prepositions (refer to chapter 6.3). The nominals to which the preposition attaches will still be, NP or DP category, analyzed as an obliquely marked nominal. The lexical entries of nouns and determiners that are directly marked with ni- bear alternative annotations which express that the marker can function either as an objective case, (ˆCASE)=obj, or as an oblique case, (ˆPCASE)=dat. The ‘obj’ case is used when the marked object is also pronominally indexed on the verb, and the ‘dat’ will be used when the marked object is not cross-referenced on the verbs, and thus has an OBL function. A similar analysis is proposed by Spencer (2005) for postpositions adjoined to NPs or DPs in Hindi.
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OBJappl obligatorily precedes a definite OBJ when it expresses a semantic role other than the beneficiary, for example, a source, a locative or an instrumental, and in this pattern, the OBJappl is obligatorily indexed on the verb (374). The analysis of this type of applied objects looks like the one given in Figure 10.26.

(374)

\[
\text{Yonas n-ät-i südäği n-ät-i mäsihaf} \\
\text{Yonas.M Obj-Det-3MSg desk.Sg Obj-Det-3MSg book.Sg} \\
?ambil-u-lu \\
\text{PerfS.put/place-SM.3MSg-OM}_{2}.3MSg} \\
\text{‘Yonas put the book on the desk.’}
\]

Figure 10.26: OBJappl co-occurring with definite OBJ

As with the beneficiary argument, locative, instrumental and source arguments are coded as OBLs when the verb indexes the theme object. The analysis of an obliquely expressed locative argument that co-occurs with a pronominally indexed OBJ (375) is shown in Figure 10.27.

(375)

\[
\text{Yonas n-ät-i mäsihaf ?ab südäği} \\
\text{Yonas.M Obj-Det-3MSg book.Sg Loc.on desk.Sg} \\
?ambil-u-wo \\
\text{PerfS.put-SM.3MSg-OM}_{2}.3MSg} \\
\text{‘Yonas put the book on the desk.’}
\]
XLE implementation of Tigrinya

The locative preposition ኣብ P is realized as an independent preposition, unlike the directional ni- and the instrumental bi-. In the c-structure the independent locative preposition is the head of the PP and takes the NP as its complement. In the f-structure the PP is assigned an OBL function whose semantic relation is specified by a preposition, which in this example is a locative preposition.

As we noted in chapters 4.4.5 and 8.3.3, some transitive verbs, for example, እንስወ ኩዎ/ሉ ከፈር እኳዎ/ሉ ‘he took it/he took a portion of it (from it)’, ኪልስ ከፈር እኳዎ/ሉ ‘he ate it/he ate a portion of it (from it)’ and ከስት ኩዎ/ሉ ‘he drank it/he drank a portion of it (from it)’, allow either of the object pronominal suffixes – OM1 to code a completely affected object, and OM2 to code a partially affected object. In these instances, the object coded with OM1 is analyzed as OBJ, and the object coded with OM2 is analyzed as OBJappl (376). The c-structure and f-structure representation of the partially affected OBJappl reading is given in Figure 10.28.

\[(376)\]  

\[
\text{ይኖርስ} \quad \text{ዮናስ} \quad \text{ኩታ} \quad \text{ወስወዎ/ሉ} \quad \text{በሊወል።}
\]

‘Yonas ate from the bread.’ (He ate a portion of the bread.)
In the case of passivization, an object argument with a partitive reading cannot be expressed as a subject. There are two indications that the partially affected argument does not correspond to the subject. First, the nominal that codes the partitive object can optionally bear the objective case marker, which is not possible with a nominal that is associated with a subject. Second, the subject pronominal suffix on the passive predicate specifies an expletive subject coding a third person singular masculine agreement feature. On the other hand, the object pronominal suffix OM\textsubscript{2} is associated with the object that has the partitive reading (377).

\begin{equation}
\text{እታ/ሰለ}
\text{qča t-a-bi}li\text{-u-la}
\end{equation}

\text{Det-3FSg/Obj-Det-3FSg bread DT-PerfS.eat-SM.3MSg-OM\textsubscript{2}.3FSg}

\text{‘From the bread, it has been eaten.’}

The subject pronominal suffix on the passive predicate is specified for a third person masculine singular subject, while the object pronominal suffix is specified for a third person feminine singular object which corresponds with the agreement values of the nominal that codes the object. The analysis of this sentence is given in Figure 10.29.

In the main PRED of the clause, which is the representation of the predicate subcategorization frame, expletive subjects are represented outside the angled brackets to indicate their athematic nature (only semantic arguments can be listed inside the brackets). The grammar defines an alternative verb subcategorization frame for transitive applied verbs that allow the partitive reading which is shown in (378).
Figure 10.29: Analysis of partitive OBJappl in passive clause

(378) Expletive subjects of applied passive predicates

\[
\text{V-TRANS-OBJappl (P)} = \{ (\text{PRED}) = \text{P} < (\text{SUBJ}) (\text{OBJ}) (\text{OBJappl}) > \\
\quad \text{PRED} = \text{pro'} \\
\quad \text{OBJ PRED} = \text{pro'} \\
\quad \text{OBJappl PRED} = \text{pro'} \\
\quad (\text{PRED}) = \text{P} < \text{NULL} (\text{OBJappl}) > (\text{SUBJ}) \\
\quad \text{PASSIVE} = \text{c} + \\
\quad \sim (\text{SUBJ PRED FN}) \\
\quad \text{SUBJ SUBJ-TYPE} = \text{expl} \\
\quad \text{OBJappl PRED} = \text{pro'} \}
\]

The first part of the disjunct is an argument structure for transitive applied predicates, and the second part of the disjunct is an argument structure for passive predicates with expletive subjects. The constraint \( \sim (\text{SUBJ PRED FN}) \) will prevent an overt nominal from becoming the semantic head of an expletive subject (i.e. to disallow it to associate with overt nominal expressions). In addition, the \( (\text{SUBJ SUBJ-TYPE}) = \text{expl} \) feature identifies an expletive subject, and it is used to express constraints in syntactic structures that implicate it. For example, it is required in head precedence rules such as \( (\text{OBJappl}) > h (\text{SUBJ}) \) from which expletive subjects are exempted.

In the normal situation where there are distinct theme and applied arguments in the applicative clause, the passive predicate codes the theme argument as a subject, and the applied argument as an applied object. An ordinary applicative passive clause (379), will get c-structure and f-structure analyses similar to the ones shown in Figure 10.30.
In a passive clause, when the applied object is more topical than the subject, the applied object tends to appear in clause initial position, and in this pattern the prepositional case marker becomes optional. In this example, the definite OBJappl comes before the indefinite subject, and the OBJappl Saba is unmarked for case, and thus it is assigned the nom(inative) case. The same word order and case marking pattern is also observed in applicative clauses formed out of intransitive predicates.

In the following section we will present the analysis of applied objects that are subcategorized for intransitive base verbs.

10.6.3 Analysis of applied objects in intransitive clauses

Intransitive verbs can host OM1 or OM2 to expresses various semantic role readings of applied objects. The suffix OM1 can code a maleficiary, an experiencer, a possessor, circumstance/event time or a goal reading of an applied object, whereas the suffix OM2 can code a beneficiary, a locative, a source or a time-span (corresponding to adverbials of time: hour, day, year, etc.) reading of an applied object (refer to chapter 5.3.1, 8.4.3). The kind of semantic role reading expressed by these pronominal markers depends on the meaning of the base intransitive verb. For example, the suffix OM1 marking intransitive verbs such as እሚሙዋ amim-u-wa ‘he got sick on her’ and መዪቱዋ mąyit-u-wa ‘he died on her’ expresses a malefi-
ciary, an argument understood as psychologically affected by the event described by the verb, but not an argument undergoing physical adversities. On the other hand, with intransitive verbs such as ወዲቑዋ 'it fell on her' and ኣትዮው 'it went in/into her' /'it pierced her' the applied object argument is interpreted as being directly affected. In ወዲቑqua it can be understood as being psychological affected when the entity coded as the subject does not directly fall on the referent of the applied argument’s body. For example, when a glass falls on the ground from the hands of the referent of the applied argument. Moreover, the referent of the applied argument can also be interpreted as being directly affected in a situation where the entity coded as a subject falls directly on the referent, causing physical harm or pain. In contrast, with እስሎል ከአምuisse 'he got sick for her' OM2 can express a beneficiary or a time span (e.g. the day/time he was sick), and with እሸሎል ከዓሬt 'he/it died for/on her/it.F' it can express a beneficiary, a time-span or a location (e.g. the bed he died on).

In the grammar applied objects coded by intransitive base verbs through the suffix OM2 are identified as OBJappl. Like the OBJappl subcategorized for by transitive predicates, OBJappls of intransitive predicates are underspecified for the semantic roles they can express. It ambiguously expresses a beneficiary, a locative, a source or an event time reading of the applied argument. In Figure 10.31 we provide a parse output for an applied clause with a locative OBJappl (380).

(380)

Yonas n-it-a ስርጆ የስራስ።
Yonas.M Obj-Det-3FSg bed.Sg PerfS.sleep-3MSg-OM2.3FSg
‘Yonas slept on the bed.’

Figure 10.31: Analysis of OBJappl hosted by intransitive verb
In addition, an applied argument with a beneficiary, a locative, a source or a time span semantic reading cannot be coded as a subject of an applied passive predicate with an intransitive verb base (refer to chapter 2.4.4. With intransitive predicates that can allow the passive prefix, the subject pronominal suffix corresponds to an athematic argument, i.e. a null subject, and the object pronominal suffix corresponds to the applied argument, as in ተደቂሱላ ወሚ-

\[ \text{t} \text{a-d} \text{aqis-u-la} \] ‘it has been slept on’ (the argument structure for applied passive predicates is modeled in chapter 8.4.3). Intransitive applied predicates are assigned an alternative subcategorization frame to handle the realization of the expletive subject, which is shown in (381).

\[
\begin{align*}
\text{V-INTRANS-OBJappl (P)} & = (\hat{\text{PRED}})='P' < \text{NULL} (\hat{\text{OBJappl}}) > (\hat{\text{SUBJ}}) \\
& (\hat{\text{PASSIVE}})=\mathcal{c} + \\
& \sim (\hat{\text{OBJappl}} \text{ PRED} FN) \\
& (\hat{\text{SUBJ}} \text{ SUBJ-TYPE)}=\text{expl} \\
& \{ (\hat{\text{OBJappl}} \text{ PRED)}='\text{pro}' \}
\end{align*}
\]

The c-structure and f-structure analyses of an OBJappl in an intransitive passive clause (382) is shown in Figure 10.32.

\[
\text{እታ} \text{t-a} \text{ะ-3FSg} \\
\text{ት-ስ} \text{aru} \text{t-

\text{diqis-u-la} \text{2.3FSg} \text{DT-PerfS.sleep-SM.3MSg-OM2.3FSg} \text{‘The bed was slept on.’}}
\]

Moreover, it should be noted that passive applicative predicates may not always be able to express all the applied object readings possible with their active counterparts. For example, ደቂሱላ ቢ-

\[ \text{d} \text{aqis-u-la} \text{‘He slept for/on her/it.’} \] can express a
beneficiary or a locative reading, while the passive form ተዳቂሱላ ተدافع-ህል-ላ ‘it has been slept on it’ can only express a locative reading. The expression of a beneficiary appears to be incompatible with the semantics of the intransitive passive predicate.

The suffix OM₁ can express a maleficiary, an experiencer, a possessor or a goal applied object reading, depending on the lexical semantics of the intransitive verb that allows this suffix. Applied arguments that cannot be associated with a subject in a passive applied predicate are analyzed as object functions that bear labels that signal their semantic restrictedness such as OBJmal, OBJexper and OBJposs, whereas those that can be associated with a subject are analyzed as OBJgoal. OBJmal, OBJexper and OBJposs reflect behavior similar to that of OBJappl with respect to passivization, but they denote a higher degree of affectedness than OBJappl. For example, the argument of OBJmal is perceived to be adversely affected, the argument of OBJexper is perceived to be psychologically affected, and the argument of OBJposs is perceived to be spatially affected by containing the referent of the possessee argument. The analysis of an intransitive applicative clause that codes an OBJmal (383) is given in Figure 10.33.

(383) የኖስ ትልቅ ከባሆን በመጽሓፍ በመስENOቁ-ሁብ በጠቀባዊ በመጽሓፍ ጥቀፋዎ።

Figure 10.33: OBJmal in an intransitive passive clause

The applied objects of such intransitive verbs tend to appear clause initially, and in this position, the objective case becomes optional. Applied objects that are more topical than subjects reflect this kind of coding pattern, and so they assume the primary topic function in such structures. The meaning of the predicate ሥታይ-ሣም
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\( \text{täfi?-u} \) ‘it got lost’ is incompatible with passivization, and thus it does not allow the passive prefix. Therefore *ተንክሮክት/ንተንክሮክት \( \text{tä-tä fi?-} \) wo/lu is an ill-formed passive predicate in Tigrinya.

As with OBJmal, OBJexper is analyzed as a restricted object. OBJexper corresponds to arguments that are perceived to undergo psychological or emotional adversities (refer to chapter 4.4.6 for more information). OBJexper is subcategorized by psych verbs that employ a subject suffix which indexes an athematic subject. The semantic vacuity of the subject is expressed by representing it outside the subcategorization frame of the predicate. In this structure, the OBJexper is also discourse topical in the clause. As a result, it can optionally be marked by the objective case as we saw with OBJmal. The analysis of an applicative clause with OBJexper (384) is given in Figure 10.34.

(384) እላ ከጋምراجع።
Saba አሬሚዩው።
Saba.F PerfS.perf=quiet-SM.3MSg-OM.3FSg

‘Saba is lonely. /Lit: It became quiet for Saba.’

Figure 10.34: Analysis of the applicative OBJexper

In the f-structure, only the OBJexper appears inside the angled brackets which code semantic argument positions within the PRED representation, whereas the SUBJ appears outside the representation of semantic arguments within the PRED. Active predicates with athematic subjects are also incompatible with passivization. Therefore, attaching the passive prefix to such predicates results in an ill-formed passive form, as in *ተጋምراجع እላ-ሬሚዩው.

Another object that shows a syntactic structure similar to the OBJmal is the possessor applied object. The possessor applied object reading is derived from the copula \( \text{አሬ} \) ‘all-o ‘it exists’ /‘it is’, which is also used in locative and existential constructions. In possessive constructions the copula is obligatorily marked by the affected object pronominal suffix OM\(_1\), as in \( \text{አሬሚurances} \) all-o-\( \text{u} \) ‘it exists in/on her’...
there is in/on her’, which co-references with a possessor applied object. In addition, the subject suffix corresponds to a possessee argument (see chapters 4.4.7 and 6.4.2). Following the analyses proposed by Bresnan (1994, 2001) for locative inversion, and Falk (2007) for Hebrew possessive copula constructions, we assume that complements of the locative copula are not predicative complements (XCOMPs), but arguments that can be associated either with an OBL or an OBJposs. Since possessive expressions have syntactic structure similar to that of applicatively coded locative arguments, they are analyzed as applicative constructions. This view is confirmed by the structure of an abstract possessor expressed as an applied object (385b), which can otherwise also be coded as a complement of a preposition (385a).

\[(385)\]

\[a. \; \lambda t-i \; \text{mithaf} \; ?a-b \; \text{tabl} \; \text{all-o} \]
\[\text{Det-3MSg book.Sg loc.on table.Sg Pres.loc=be-SM.3MSg} \]
\[\text{‘The book is/exists on the table.’} \]

\[b. \; \lambda t-a \; \text{tabl} \; \text{mithaf} \; ?a-l-o-wa \]
\[\text{Det-3FSg table.Sg book.Sg Pres.loc=be-SM.3MSg-OBJ.3FSg} \]
\[\text{‘The table has a book on it./There is a book on the table.’} \]

When the locative complement is expressed in a prepositional phrase, the locative copula cannot bear the suffix \(OM_1\) to index it (385a). In this structure, the copula can only agree with the subject. The analysis of this clause is shown in Figure 10.35.
When the locative argument is more topical in the discourse, it is expressed in an applicative clause (385b). In this clause the locative applied object is indexed on the copula verb through the OM₁. The locative argument in this applicative clause is perceived as an abstract possessor since its referent has spatial semantics. The analysis with the applicative expression of the locative argument is given in Figure 10.36.

When the complement of the locative applied copula is an animate entity or a human, the applied object has a genuine possessive reading. This indicates that it is the semantic properties of the referent that yields the different readings of the applied objects, rather than their morphosyntactic structure. The possessive applicative clause with a human possessor argument (386) has the same syntactic structure as in (10.36). Consequently, it is given the same syntactic and functional analysis, as Figure 10.37 shows.

(386) ሸባeba ከቀሸት ከሎውሸ።
Saba ይላውት ይሎውሸ-ው-
Saba.F sibling.Pl Pres-exist-SM.3MPl-OM₁.3FSg
‘Saba has siblings. /Lit: Siblings exist for Saba.’

In the possessive construction, normally the object precedes the subject. Since the possessor is more topical than the possessee, the OBJposs appears in clause initial position and bears an optional objective case. Like the other intransitive predicates with adversely or psychologically affected arguments, the possessive predicate does not have a passive counterpart.
With some unergative applicative predicates the applied argument displays genuine patient-like properties (refer to chapter 8.4.3). Unergative verbs that denote some sort of transferable actions, gestures or sounds performed or produced by agent-like arguments. The applied arguments coded with OM undergone the events caused by the agent-like arguments. Unergative predicates such as ከተርሬ ከሬ። ‘he laughed at her’, ከጝሬ ከሬ። ‘he ran after her’/ ‘he chased her’, ከኳንስ ከሬ። ‘he came to her’, ከጝሬ ከሬ። ‘he arrived at her/ he visited her’ and ከሬ ከሬ። ‘he went to her’ code applied arguments that denote a goal semantic role. As with the recipient and goal arguments of ditransitive predicates, the applied arguments that display genuine patient-like properties are associated with the OBJgoal. The applied arguments of such unergative predicates can be associated with the subject of a passive predicate. Figure 10.38 (page 387) shows the c-structure and f-structure analysis of an unergative applicative clause (387).

(387) እቲ ከዪዱዋ ከዪዱዋ ከዪዱዋ

The subject and object of unergative applicative clauses such as the ones given above are characterized by the same word order as the subject and the object of a monotransitive clause. In the default order the subject appears clause initially followed by the object. The applied argument can be expressed as a subject in a passive clause, and the initial agent argument can either remain unexpressed or can be coded as an OBL-agent (388). Figure 10.39 and Figure 10.40 show the two alternative analyses of this sentence.
Figure 10.38: OBJgoal with unergative predicates

(388) ገፋ (].[ንአንን) ኢትላጌያ ጎወ ከበር
  Saba (bi-källbi) ከብር ከእ ከራ
  Saba (Instr-dog) DT-PerfS.run-SM.3FSg
  ‘Saba was run after (by a dog)./Saba was chased (by a dog).’

Figure 10.39: OBJgoal and NULL agent

Figure 10.40: OBJgoal and OBL-AG

In Figure 10.39 the agent argument is NULL, and thus only the OBJgoal is overtly realized in the clause. In Figure 10.40 the agent is expressed in prepositional phrase marked by the instrumental preposition ከ (which is assigned an OBL-
AG function. The applied arguments of such unergative predicates behave like the primary object of a monotransitive clause.

10.7 Conclusion

In this chapter we presented the implementation of the Tigrinya grammar. In 10.2 we gave a brief overview of grammar development on the XLE platform. We presented the formats for writing phrase structure rules, lexical entries and templates. In 10.3 the implementation of various types of nominal phrases such as adjectival, adverbial, possessive, relative and determiner phrases was illustrated. In 10.4 the analysis of the simple clause was presented. We have shown how word order, case marking and pronominal suffix constraints are employed to license a well-formed construction in Tigrinya. Issues such as word order variation, word order freezing, marking of indefinite and definite objects (differential object marking) and pro-drop are accounted for by the grammar. In 10.5 we presented the passive lexical rule for Tigrinya, and we have illustrated the analysis of the passive.

Section 10.6 presented the analysis of double object and applicative constructions that involve different verb types. Furthermore, we illustrated the different mapping patterns found in passive forms of ditransitive verbs and applied transitive verbs. The analysis of double object constructions which involve ditransitive predicates was given in 10.6.1. These predicates are subcategorized for an OBJ and an OBJgoal, and the arguments of both objects display genuine patient-like properties. Either of them can be expressed as a subject in a passive predicate. In 10.6.2 we presented an analysis of transitive predicates which are subcategorized for an OBJ and an OBJappl. In these clauses only the OBJ shows genuine patient-like properties. We also demonstrated that the OBJappl can also express a partitive reading of the theme argument, which is then perceived as being a partially affected argument.

Finally, in 10.6.3 we presented an analysis of applied objects subcategorized for intransitive predicates. In these constructions applied objects can correspond to either OM\textsubscript{1} or OM\textsubscript{2} to express various readings of affectedness. Depending on the meaning of the intransitive base, the suffix OM\textsubscript{1} can correspond to either an OBJgoal, an OBJexper or a OBJposs, and each is perceived to code an affected argument. The argument of an OBJgoal reflects genuine patient-like properties because the initial arguments of the unergative predicates that are subcategorized for OBJgoals code agent-like properties. The passive forms of such unergative predicates express the goal argument as a subject. On the other hand, the argument
of an OBJexper is perceived as being psychologically affected, and the argument of an OBJposs is understood as being spatially affected, but since the initial arguments of these predicates do not reflect agent-like properties, the experiencer and possessor arguments are not treated as genuinely affected arguments in passivization, which means they cannot passivize. In addition, the suffix OM\textsubscript{2} codes an OBJappl in intransitive applied predicates, as it does with predicates of transitive bases. The argument of an OBJappl can have a beneficiary, a locative, a source or an instrumental reading. Such arguments do not reflect genuine patient-like properties. Consequently, they cannot be expressed as subjects of passivized intransitive predicates. The passive forms of these predicates employ a subject suffix for athematic or expletive subjects and the object suffix OM\textsubscript{2} for an OBJappl.
CHAPTER 11

Conclusions

This thesis investigates the applicative constructions of Tigrinya. Applicatives in this language have never been systematically described nor analyzed in any linguistic framework. We present a detailed description of the phenomenon. Furthermore, we analyze ditransitive and applicative constructions as problematic data for the theory of object asymmetries formulated as the feature decomposition model in LMT (Bresnan and Moshi 1990, Alsina and Mchombo 1993). Our findings confirm remarks that were made by Börjars and Vincent (2008) with respect to the properties of objects in English and the inadequacy of the feature method to capture object properties. The applicative clause involves an applied verb which is subcategorized for an object argument that normally is not among its lexically entailed core arguments, or is denoted as a peripheral/unimportant participant. Depending on the type of the verb hosting the applicative marker, the resulting predicate may code one, two or more objects. The theoretical motivation for LFG is to characterize the functional category of these objects. Hence in the present work we study the conditions that instigate object marking in Tigrinya, and analyze the semantic, functional and discourse properties of objects.

In the remainder of this conclusion chapter we will briefly discuss and summarize the conclusions reached in previous chapters. Chapters included in the preliminary Part I, chapter 1 ‘Introduction’, chapter 2 ‘The grammatical profile of Tigrinya’, and chapter 3 ‘LFG basic’, will not be included in this conclusion. We will focus on Part II, III and IV which contain the chapters that discuss the applica-
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tive data of Tigrinya, the theoretical approaches to the phenomenon, the analysis of
Tigrinya applicatives and the implementation of Tigrinya grammar.

Part II, which consists of chapters 4 ‘The applicative phenomenon’, 5 ‘Trans-
tivity in applicative causes’ and 6 ‘Applicative vs. Oblique coding’, offers a de-
tailed description of the Tigrinya applicative constructions, and it reviews the exten-
tive literature on the subject. Since no study has previously been carried out on
Tigrinya applicative constructions, the present research started by surveying these
constructions. In chapter 4 applicative constructions are investigated with respect to
their morphosyntactic coding and the type of semantic roles and discourse readings
they express. We also offer cross-linguistic comparison in order to illustrate some
of the parameters of variation on the types of semantic roles that languages allow
and the type of markers they employ to code applied objects. Some languages have
distinct markers for each applied argument, but some have polysemous markers
that express several semantic role readings. In some languages applicable mark-
erers are object pronominal affixes, while in other languages applicable and object
pronominal affixes are separate morphemes. The semantic roles that languages may
admit by applicable coding include a recipient, benefactor, malefactor, goal, loca-
tive, directional, allative, ablative, source, comitative, reason, experiencer, circum-
stantial, possessor, etc. The most attested applied roles cross-linguistically are the
beneficiary and the recipient/goal, followed by the locative and the instrumental.

Tigrinya employs two types of pronominal object suffixes which are termed as
OM$_1$ and OM$_2$ in this work. The suffix OM$_1$ is commonly associated with patient-
like arguments. It identifies the theme/patient object in monomorphemic clauses, the
theme and the recipient objects in ditransitive clauses, and the goal object in ap-
pllicative clauses formed out of unergative movement verbs. In addition, it identi-
fies ethically/psychologically affected applied objects which express a malefactor,
an experiencer or a possessor semantic role reading. The suffix OM$_2$ corresponds
with secondary patient-like objects which are interpreted as indirectly implicated
or partially affected applied arguments. This expresses semantic roles such as a
beneficiary, a source, a locative or an instrumental applied object.

Chapter 5 discusses the transitivity property of applicative clauses from a ty-
pological point of view. The applicative phenomenon is often referred to as a tran-
stitivizing or valency-increasing device. We argued that these terms are somewhat
too vague as a description of the various types of transitivity properties reflected
by applicative clauses. We regard the transitivity that arises due to the applicative
affixation as an increase in semantic valence and/or increase in syntactic valence
in the argument structure of applied predicates. We argued that not all applicative clauses are equally transitive. The transitivity effect that the applicative marker creates depends on the type of semantic roles it advances to core grammatical functions, and also on the semantics of the base verb. When the pronominal suffix OM₁ codes a recipient object of a verb like wāḥabī ‘he gave her (something)’, ṭadālī ‘he distributed’, it does not lead to an increase in the number of arguments, neither semantic nor syntactic. The recipient object is a core grammatical function inherently marked with the objective case ni-. Both the theme and the recipient objects can be marked on the verb, but only one object at a time. Thus, the most salient/individuated object in the discourse context is prioritized for pronominal indexation. Because of this property the ditransitive clause can also be regarded as a basic clause.

Another type of transitivity property is reflected by applicative clauses that involve verbs such as sādídī ‘he sent’ and ḥanibārī ‘he put’. These verbs are lexically subcategorized for agent-theme-goal and agent-theme-locative arguments, respectively. When the verbs do not bear the suffix OM₂, the goal and the locative arguments are obliquely expressed in prepositional phrases that mark their specific semantic relation, but when the verb bears the object suffix to code the goal and locative arguments, these arguments are expressed as core object functions – i.e. as applied objects, and like other objects are coded with the objective case ni-. Hence, in these applicative predicates the syntactic valence is affected. On the other hand, when the object suffix codes an argument that is not entailed in the lexical reading of the verb, both the semantic and syntactic valences of the verb are affected. In applied verbs such as gūṣīt-u-la ‘he bought for her’, ṭāfīt-u-wa/la ‘he/it disappeared on/for her’ and gʷâˈiyu-y-u-wa/la ‘he ran after/for her’, the object suffix brings about an increase both in the number of semantic arguments, and also in the number of syntactic arguments. In Tigrinya the object suffixes can attach to ditransitive, transitive and intransitive verbs. With some ditransitive verbs the suffix OM₁ codes both the theme and the recipient objects, and both objects display primary patient-like properties. With some ditransitive verbs the suffix OM₂ is used for non-theme arguments, and these objects display secondary patient-like properties. Transitive verb bases allow the suffix OM₂ only. With these predicates this suffix codes a beneficiary, a maleficiary, a locative or an instrumental applied object. These applied arguments display secondary patient-like properties. Intransitive verbs allow either suffixes. The suffix OM₂ can be associated with secondary patient-like arguments, and the suffix OM₁ can be associated with primary patient-like arguments when
the intransitive verb is unergative, or when it expresses ethically/psychologically affected arguments with verbs whose semantics does not bring about genuine affectedness of objects.

Chapter 6 explores the dynamic and non-dynamic applicative systems in Tigrinya. The dynamic system refers to the existence of a productive parallelism between an applicative and a prepositional or an oblique expression of semantic participants. In contrast, the non-dynamic system refers to the lack of such parallelism, and thus the applicative expression becomes the only grammatical device to express certain arguments. Tigrinya possesses distinct prepositions to express locative, goal, source, instrumental, concern (about) and comitative semantic roles. In addition, it has a directional preposition \( n \)- which expresses a range of semantic relations such as beneficiary, direction, purpose and reason readings. It is also used as a dative case of recipient objects and as an objective case of definite theme objects and applied objects. Out of these, concern, reason, purpose and comitative cannot be expressed by the applicative expression. On the other hand, the applicative expression of maleficiary, experiencer and possessor arguments is a non-dynamic system. The lack of systematic parallelism between oblique and applicative expressions justifies the non-derivational approach to the analysis of applicative constructions. Furthermore, the choice between the two strategies is argued to have semantic and functional motivation. The applied object selects distinct, referential and individuated referents. It expresses nuances such as distinctness, discreteness, containment, intensity and partiality, among others. The oblique expression is used to code indistinct, non-discrete and abstract. In addition, the applied object has discourse salience. Moreover, the actions affecting the applied argument are understood to be central in the discourse context.

Part III contains three chapters (7, 8 and 9) that present the analysis of applicative constructions. In chapter 7, ‘Morphosyntactic approaches’ we give a brief review of the analysis of to applicative constructions in Relational Grammar and Government and Binding theories. Furthermore, we present Lexical Mapping Theory, the theory that is concerned with semantic argument to grammatical function mapping issues in LFG. RG posits grammatical relations such as subject, direct object, indirect object and oblique as theoretical primitives in terms of which rules, principles and constraints are formulated. In RG there is no separate level of representation between semantic arguments and their syntactic expression. It was mainly dedicated to showing the relation between alternative expressions such as the active-passive and oblique-applicative. It assigns a derivational analysis to such sentences
in which some of the grammatical relations are re-evaluated in the process. The applicative is regarded as an instance of advancement: oblique to applied object. However, as noted with respect to the Tigrinya data, the applicative and oblique expressions reflect semantic and discourse differences. Moreover, some applicative expressions do not have prepositional alternatives. Hence, RG cannot adequately characterize the applicative phenomenon. GB’s account of applicatives is mainly credited to the work of Baker (1988a,b, 1990) on Bantu languages. Baker (1988a) analyzes the applicative phenomenon as an instance of head movement, where an adpositional marker moves from its structural position to incorporate into the verb. In GB changes in government or case relations are given configurational explanations. It posits an initial or underlying prepositional structure which is the base for the derivation of the applicative structure. Thus, both RG and GB offer derivational accounts of this phenomenon. However, we argue that the applicative construction needs an approach that treats it independent of the prepositional expression.

LFG makes possible such independence. Furthermore, LFG posits levels of representation which contain different linguistic information: argument structure, functional structure, and discourse structure. The applicative phenomenon is regarded as an operation that affects the mapping between the semantic participants in the argument structure and the grammatical function of the surface syntactic expression. However, there has been little research that accounts for the discourse function of applied objects in LFG. This chapter, 7.5, discusses LMT in detail, and reviews the analyses of Bantu applicative constructions proposed by Bresnan and Moshi (1990) and Alsina and Mchombo (1993), and the analysis of symmetrical applicatives given by Kibort (2007, 2008) in a version that she proposes as an extension to LMT. Applicative constructions vary with respect to the behavior of the objects they code. In asymmetrical type applicative languages the applied and the base objects display different primary object properties, whereas in symmetrical type applicative languages both object show similar primary object properties. Grammatical properties such as appearing adjacent to a verb, controlling pronominal indexation and undergoing passivization are assumed to compose a single primary object property, formalized as a [–r ] feature. Thus, in asymmetrical applicatives only the applied object is assumed to get the [–r ] classification, but in symmetrical applicatives both of them can get the [–r ] classification. Bresnan and Moshi propose that in symmetrical applicative constructions the theme/patient argument will get different intrinsic classifications based on whether the applied verb is active or passive. In the argument structure of the active applied predicate the pa-
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In chapter 8, ‘Tigrinya objects and LMT’, we confront LMT with data from Tigrinya. Objects are investigated with respect to diagnostics such as word order, case marking, pronominal indexation, passivization and relativization. The default word order in Tigrinya is SOV. Verbal adjacency cannot be posited as a primary property of objects in this language. Clausal elements appear to be governed by the information structure roles they hold in the clause. Salient and topical referents appear in clause initial position, and non-salient and focus elements follow them. When grammatical functions are distinctly coded, in terms of case and pronominal indexation, they can leave their default position in order to render various pragmatically marked readings. Objects in double object clauses are distinguished by a complex interplay between word order, case marking and pronominal indexation. Recipient objects are obligatorily case marked with the objective case ni-, whereas theme objects are case marked only when they are definite. A recipient object and a definite theme object are coded in a fixed order, where the theme object obligatorily precedes the recipient object, since both appear identical in their case marking. In these clauses either of the objects can be cross-referenced with the pronominal marker OM₁, and both object arguments can undergo passivization. Moreover, relativization cannot distinguish between objects in Tigrinya since all core objects can be relativized; however, it confirms the core grammatical status of applied objects. The only property that distinguishes the two objects of ditransitive clauses is the obligatoriness of the case marker ni- with the recipient object. In contrast, the applicative clause that involves a beneficiary object and a theme object does not reflect such restriction even when both appear the same in their case marking since only the beneficiary can be cross-referenced with the object pronominal suffix OM₂. Moreover, since the pronominal suffix used with the beneficiary objects is different from the one that identifies theme object (OM₁), the clause cannot be ambiguous. The word order of the theme object and the applied object that bears a locative, a source or instrumental semantic role becomes fixed when the theme
object is definite. In this pattern, the applied object precedes the theme object. In the applicative expression of these semantic roles, only the theme argument can undergo passivization. Thus, pronominal indexation and passivization indicate uncorrelated properties with these objects.

The binary feature decomposition method cannot adequately capture all the complex patterns revealed by objects in Tigrinya. The recipient argument is restricted with respect to its case marking, but it is unrestricted with respect to pronominal indexation and passivization. The beneficiary, locative, instrumental and source arguments are unrestricted with respect to pronominal indexation and case marking, but are restricted with respect to passivization. We maintain that the different coding strategies work together to distinguish between objects, but they do not converge to form a single primary object property. Therefore, on the basis of coding strategies the primary and secondary object distinction cannot be maintained. Instead, we argue that pronominal indexation is discourse motivated. It associates only with salient and individuated objects. The discourse motivation for coding object is explored in chapter 9. On the other hand, passivization seems to target genuinely affected objects in Tigrinya. On the basis of passivization we can distinguish between genuinely/directly affected objects, and ethically/incidentally affected objects.

Chapter 9, 'Object topicality and DOM in Tigrinya', discusses the relationship between differential object marking (DOM) and discourse topicality of objects in Tigrinya. Some functional typologists assume that DOM is motivated by the need to distinguish the atypically prominent/individuated object from the subject which is regarded as the default topic. The strategy that is usually dealt with in these studies is case marking. We argued that the discriminatory view does not properly explain the motivation of pronominal indexation. Pronominal indexation is the behavioral potential of subjects. In Tigrinya subject indexation corresponds also with non-thematic, non-topical subjects. However, objects can only be marked when they correspond to highly individuated/prominent referents. Tigrinya involves both strategies in DOM. We assume that case marking has more of a discriminatory function. When grammatical functions are different with respect to their case marking, they can shift position. However, when they look similar, either because they are unmarked or are identically marked, they are coded in a fixed position. On the other hand, pronominal indexation codes a property which is not present in the unmarked object, and that is individuation. In monotransitive clauses only objects that have definite/specific referents can acquire case marking and pronominal indexa-
tion, and those which lack such properties are unmarked. DOM does not induce change in the grammatical function of marked objects. Both unmarked and marked objects assume the same object function. We use the same reasoning in analyzing objects in double object and applicative clauses. We maintain that the same criteria that motivate DOM in monotransitive clauses also motivate object marking in ditransitive and applicative clauses. Patterns of objects that occur in clauses with ditransitive, as well as applied verb formed from transitive and intransitive base verbs support this claim. In Tigrinya when two objects that display similar semantic dispositions, such as definiteness/humanness, occur in a ditransitive clause, the object that is most salient in the discourse context wins over the other for pronominal marking. The object that controls pronominal indexation is the most topical entity in the discourse. Moreover, applied objects that co-occur with athematic or with less prominent subjects tend to appear in clause initial position. In most clauses that show the OSV or OV word order pattern, case marking becomes optional. We regard such behavior to be typical of topic objects. When the applied object is the most salient argument in the clause, it tends to be unmarked for the objective case, as the subject is. Therefore, the discourse motivation for pronominal indexation explains why applied arguments that do not possess primary object properties with respect to passivization can control pronominal indexation. Applied objects may or may not correspond to primary patient-like arguments, but they are all unified under the topic function.

Chapter 10 and this conclusion chapter are grouped under Part IV. Chapter 10, ‘XLE implementation of Tigrinya’, presents the implementation of the computational grammar of Tigrinya. The implemented LFG grammar situates the description and analysis of applicative constructions in the context of the general grammar of Tigrinya. The grammar has limited coverage. It can account for various nominal phrases, and the basic clause. This grammar can account for word order, case marking and pronominal suffix constraints that are employed to license a well-formed construction in Tigrinya. Issues such as word order variation, word order freezing, marking of indefinite and definite objects (differential object marking) and pro-drop are accounted for. We have also illustrated the analysis of the passive. We have shown the different mapping patterns found in passive forms of ditransitive verbs and applied predicates of transitive and intransitive verbs. Ditransitive predicates are subcategorized for an OBJ and an OBJgoal, and the arguments of both objects display genuine patient-like properties. Either of them can be expressed as subject in a passive predicate. Applicatives formed from transitive predicates are
subcategorized for an OBJ and an OBJappl. In these clauses only OBJ shows genuine patient-like properties. With transitive predicates OBJappl can also express a partitive reading of the theme argument which is perceived as being partially affected argument. We have also presented analysis of applied objects subcategorized for by intransitive applied predicates. In these constructions applied objects can correspond either OM$_1$ or OM$_2$ to express various readings of affectedness. However, due to time constraints our implementation does not included the information structure role allotted to marked objects. We postpone this for future research.

Our finds suggest that LMT’s account of object asymmetries via feature decomposition needs revision. LFG provides a suitable model that assumes various inter-related parallel representations that can handle the different linguistic information coded by applicative clauses. Linguistic information about the word order of elements, the argument structure of applied predicates, the grammatical functions and information structure roles that the arguments of applied predicates may assume in the applicative clause can be handled with the general theoretical apparatus of LFG. However, the theory of object asymmetries formulated as LMT within LFG, restricts the general declarative nature of LFG by assuming strict binary categories of object functions, namely OBJ and OBJ$_\theta$, on the basis of properties that do not appear to converge to a single feature across languages. In our analysis of Tigrinya we assume that there can be subtypes of objects that reflect genuine affectedness properties in the same clause, as there can be several OBJ$_\theta$ functions. In ditransitive clause the theme object and the recipient object reflect genuine affectedness properties with respect to passivization and pronominal indexation, but they cannot be analyzed as having a unique grammatical function (OBJ) on the basis of these properties alone since they are also distinguishable by their case and word order patterns. Therefore, further research is required to explore the implications of our assumptions of object classifications to other languages.
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