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Abstract

Supersymmetry (SUSY) is a beautiful mathematical concept which binds internal symmetries of a quantum field theory with global symmetries of the space-time. Applications of this approach may stretch from unsolved puzzles in particle physics to global problems in cosmology. The elimination of the hierarchy problem in Supersymmetric versions of the Standard Model was the initial strongest motivation to explore SUSY. However, there are other philosophical and technical problems that may found a solution if SUSY is proven to be the part of physical reality. This includes improved ultraviolet convergence of the theory, a way out of the strong restrictions imposed for field-theoretical models by general Coleman-Mandula theorem, potential solution of the so-called “cold dark matter problem” in cosmology, and many others.

Building a (realistic) supersymmetric quantum field theory model normally requires introduction of new particles (“superparticles”), and it is not yet clear how one can confirm supersymmetry without detecting some of them. The regular search for supersymmetric events started back in 1980th, but, unfortunately, no direct evidence is still found. Yet, the SUSY studies contribute a big part of particle physics activities; the search for Supersymmetry is one of the main focuses of the on-going experimental program at CERN and at proposed electron–positron linear collider. In particular, it is currently believed that the known sources of CP-violation inside the Standard Model are not sufficient to explain the observed dominance of matter over anti-matter, while SUSY extensions of the Standard Model provide additional sources of CP-violation. It is known that the complex phases of the higgsino and gaugino mass parameters in the Minimal Supersymmetric Standard Model (MSSM) allow for CP violation at low orders of perturbation theory, without invoking the Cabibbo–Kobayashi–Maskawa matrix or the Higgs sector. If the phases are significant, one may expect experimental evidence of CP violation that does not fit the explanation within the (non-supersymmetric) Standard Model.

In the light of the International Linear Collider project, it is natural to consider the products of electron–positron annihilation. Typically, to detect a CP-odd observable in a two particle creation process one has to detect spin component (polarization) of some of the particles in addition to the particle momenta, since any scalar product of momenta is even under C and P. It is shown, however, that for chargino pair creation in electron-positron annihilation it is in principle possible to detect CP-violation without measuring polarizations, provided the two final charginos have different masses.

It is shown that one can construct a CP-odd observable out of unpolarized cross-sections. This observable, although vanishes at the tree level, acquires non-vanishing contributions starting from 1-loop order. Most of the results are obtained in the simplest version of unconstrained MSSM, however one can easily see that the results hold in a much larger class of less restricted Supersymmetric models.
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Throughout the thesis, ‘natural’ units are chosen, which means that the speed of light, $c$, and $\hbar$ are taken to be unity.

Vectors in three-dimensional Euclidian space are indicated by boldface letters.

Indices from the middle of the Greek alphabet ($\mu, \nu, \ldots$) usually run over the space-time labels $0, 1, 2, 3$ (Lorentz indices). It is assumed that raising and lowering of Lorentz indices is achieved by convolution with the conventional diagonal metric tensor $g_{\mu \nu}$ ($g_{00} = 1$, $g_{11} = g_{22} = g_{33} = -1$). Summation over repeated indices is implied, unless otherwise indicated.

$\varepsilon_{\mu \nu \rho \sigma}$ denotes completely anti-symmetric rank 4 tensor ($\varepsilon^{0123} = -\varepsilon_{0123} = 1$).

Unless otherwise indicated, the Dirac matrices $\gamma^\mu$, $\mu = 0, 1, 2, 3$, are defined such that $[\gamma^\mu, \gamma^\nu]_+ = 2g^{\mu \nu}$ and $\gamma_5 = i\gamma^0\gamma^1\gamma^2\gamma^3$.

We use the “Feynman slash-notations”: $p^\mu = p_\mu \gamma^\mu$.

For simplicity the chargino particle $\tilde{\chi}_i$ is often (in particular, in the diagrams) denoted as simple $\chi_i$ omitting “$\tilde{}$”.

The sparticles are indicated by double lines in the diagrams. To distinguish the spin we use dashed double lines for sfermions: $\equiv \equiv \equiv$, and solid double lines for chargino and neutralino: $\equiv$.

Other notations are defined in the text where appropriate.
Chapter 1

Introduction

Although it is more than 40 years old\(^1\), Supersymmetry (SUSY) is still a purely theoretical construct with, although intrinsically beautiful, complicated mathematical technique involved. The regular search for supersymmetric particles was largely inspired by the introduction of the SUSY extension of the Standard Model in the beginning of 1980th (see, e.g., \([2, 3, 4]\)). However, no direct evidence was found since then and a certain part of the scientific community started to become pessimistic about SUSY realization in Nature\(^2\). Yet, the SUSY studies contribute a big part of particle physics activities in the world, both theoretical and experimental\(^3\). One can ask: why a concept that was not supported by experiment for more than 40 years is still of major interest for many physicists? Why supersymmetric extension of the Standard Model (MSSM and beyond) is intensively studied? There are, of course, decent reasons for such an attention.

Historically, one of the main attractions of supersymmetry-driven extensions of the Standard Model was the way how supersymmetry eliminates the hierarchy problem\(^4\). The quadratic divergencies normally present in the theory got canceled by loops with super-particles, and the Higgs mass is then controlled by the SUSY breaking scale. As Steven Weinberg writes in his book \([4]\): “The hope of a solution of the hierarchy problem along these lines has been the single strongest motivation for trying to incorporate supersymmetry in a realistic theory”.

Nevertheless, supersymmetry is much more than a “trick to solve a technical problem”. There are other (big and small) benefits SUSY promises. The first and main one: generally good ultraviolet convergence and nonrenormalization of some of the coupling constants \([10]\), which ensures that certain relations between tree level couplings are still valid for “true” — renormalized — theory. This has very far-reaching consequences. For example, the gauge coupling unification is much more precise in supersymmetric theories. The string theories incorporating gravity behave much better when SUSY is incorporated. There are many other

\(^1\)The first publications by Golfand and Likhtman appeared in 1971; in 1974 Wess and Zumino independently proposed similar algebra \([1]\).

\(^2\)The new wave of skepticism towards supersymmetric theories arose recently when preliminary experimental results from CERN were reported and apparently ruled out one of the simplest classes of SUSY theories (cMSSM: see, e.g., \([5]\); for a review of recent experimental results see, e.g, \([6]\)). These results however cannot invalidate the SUSY concept itself, neither can they rule out other (perhaps more complicated) possible SUSY model modifications. We shall also mention here that the models considered in this Thesis do not belong to the cMSSM (also known as MSUGRA) type and thus not questioned by the just mentioned experimental results.

\(^3\)Recently announced Higgs boson detection at CERN \([7]\) puts the Higgs mass (around 125 GeV) in the range acceptable for SUSY extensions of the Standard Model (see, e.g., \([8]\)).

\(^4\)Interconnected to the so-called naturalness problem \([9]\)
benefits as well. And on top of all of them, there is a theoretical result, which shows, that SUSY (or perhaps, something even more sophisticated mathematically) is, in some sense, unavoidable. It is the celebrated Coleman-Mandula theorem [11] and its constructive extension by Haag, Lopuszanski, and Sohnius [12].

The Coleman-Mandula theorem was proven under quite general assumptions about the finiteness of the number of particle types below any given mass, the existence of scattering at almost all energies, and the analyticity of the S-matrix. The theorem states that the most general Lie algebra of symmetry operators that commute with the S-matrix, that take single-particle states into single-particle states consists of the generators $P_\mu$ and $J_{\mu\nu}$ of the Poincaré group, plus ordinary internal symmetry generators that act on one-particle states with matrices that are diagonal in and independent of both momentum and spin. For those trying to build a theory, this, in fact, leaves very little freedom: the internal symmetries will (by Noether’s theorem) enforce conserved charges, and the latter have to be confirmed by experiment. The Haag, Lopuszanski, and Sohnius theorem is a way out: relaxing the requirement of a Lie algebra, and allowing instead for larger class of Graded Lie algebras (which can transform fermions to bosons and vice versa), one is allowed to include a much richer class of symmetries: namely, supersymmetry. The history of physics repeatedly demonstrates that Nature seems to respect a general principle: “whatever is not explicitly forbidden, is implemented.” That is why even after so many years without experimental justification SUSY is expected to be a part of physical reality.

Apart from attractive features of SUSY for the field theory models, it may also offer explanations for observed phenomena outside the frames of particle physics. In particular, the solution of the so-called “cold dark matter problem” in cosmology may be provided by supersymmetry: in many SUSY breaking scenarios the lightest supersymmetric particles can serve as candidates for the cold dark matter constituent (a status of Dark Matter searches was recently summarized in [13]). These considerations, however, fall outside the scope of this Thesis.

As long as it applies to quantum field theory, so far there was not proposed any way of incorporating SUSY without introducing new particles (“superparticles”). It is not yet clear how one can confirm supersymmetry without detection of a supersymmetric particle, which the rich SUSY phenomenology predicts. Hence, all SUSY advantages cannot eliminate the need of SUSY particle detection. Supersymmetry is one of the primary targets of high energy experiments currently conducted and planned. After a long history of unsuccessful experimental attempts (which effectively reduced the amount of parameter space that Supersymmetry parameters are still allowed to occupy), the launched Large Hadron Collider at CERN and the widely appreciated $e^+e^-$ linear collider proposal give further hopes for detection of SUSY particles.

As mentioned above, a hope to solve the hierarchy problem in the Standard Model of Electroweak Interactions was one of the main drivers to incorporate SUSY in this model. Starting from the so-called MSSM (Minimal Supersymmetric Standard Model, see, e.g., [2, 14]), there were proposed many modifications of SUSY models, differing by gauge group content and, therefore, by particle spectrum. Only experiment can decide whether any of those models is actually realized in nature. Once a “new physics” event that can be potentially

---

5 We follow the treatment given in [4], where the (somewhat simplified) proof of Coleman-Mandula theorem is provided.

6 This wording is usually attributed to S. L. Glashow.
explained by SUSY will be observed, the first problem which will arise is to distinguish the SUSY scenarios that the detected event supports. CP-violation phenomena are considered as one of such “filters”.

The CP-transformation is a product of two discrete transformations of quantum states: the C conjugation, which transforms particles to anti-particles, and P (parity) conjugation, which mirrors particle 3-momenta in momentum space. If the theory (i.e., the S-matrix) is invariant under CP-transformation (CP-symmetric), then the matter and anti-matter have the same properties and thus have to be produced at the same rate. As argued by A. Sakharov [15], the CP-symmetry violation is necessary to produce baryons (“matter”) at the rates exceeding the production of anti-baryons and thus to explain the apparent matter-domination in the observed universe.

In contrast to supersymmetry, the existence of CP-violation phenomena for Weak interactions was confirmed long ago [16] and was studied well both theoretically and experimentally. The classical example is again provided by the Standard Model, where the CP-asymmetry is introduced by including a complex phase in the CKM matrix describing quark mixing of the three generations of quarks [17].

The detection of CP-violation phenomena usually requires quite advanced experimental setup and the effects one needs to measure are typically small (on the order of a percent). One may wonder why we study such small effects in a class of models, which is not even confirmed to have relation to nature. One of the answers is given by the fact that we lack a fundamental understanding of the origin of CP-violation in the universe and cannot yet explain the apparent dominance of matter over anti-matter. In particular, it is currently believed that the known sources of CP-violation inside the Standard Model are not sufficient to explain the observed baryon asymmetry [17]. SUSY extensions of the Standard Model are known to provide additional sources of CP-violation and this is another reason for Supersymmetry to attract attention: any CP-violating reaction not predicted by the Standard Model, if observed, would give a “new life” to SUSY models.

It is known that the complex phases of the higgsino and gaugino mass parameters in the Minimal Supersymmetric Standard Model (MSSM [18, 3]) allow for CP violation at low orders of perturbation theory, without invoking the Cabibbo–Kobayashi–Maskawa matrix or the Higgs sector. If the phases are significant, one may expect experimental evidence of CP violation that does not fit the explanation within the (non-supersymmetric) Standard Model, leave alone the consequences for CP-conserving processes. It has long been known that these phases, if $O(1)$, could lead to values for the electron and neutron electric dipole moments that would violate the experimental bounds unless the superparticles had masses of $O$(TeV) or higher [19]. However, it has recently been realized that there could well be cancellations among various contributions to such CP-violating effects [20, 21], such that the experimental constraints are respected, even with some phases of $O(1)$ and some superparticles light.

The couplings with potentially CP-violating phases affect many cross sections and rates. However, the most informative way to study such couplings would be in some CP-odd observable that would be accessible in future experiments. In the light of the International Linear Collider project [22], it is natural to consider the products of $e^+e^-$ annihilation. The chargino pair creation

$$e^+ + e^- \rightarrow \tilde{\chi}_i^+ + \tilde{\chi}_j^-$$

then immediately comes to mind. At tree level the neutralino couplings do not enter in the amplitude and the only CP-violating phase that enters is $\phi_\mu$ due to the higgsino mass
CHAPTER 1. INTRODUCTION

parameter

\[ \mu \equiv |\mu| e^{i\phi_\mu}. \]  \hspace{1cm} (1.2)

This phase is indeed accessible at tree level if one in mixed events \((i \neq j)\) measures the transverse polarization of one of the charginos \([23, 24, 25]\). There is also an additional CP violating effect in chargino decays, at the one-loop level \([26]\).

It, however, turns out that if one does not consider the decay of a final-state chargino, the tree-level cross section of the above process conserves CP (in the \(m_e = 0\) limit) \([23]\), even if one considers polarized electron-positron beams \([27]\). At the same time, there is no physical symmetry which would prohibit the cross section from acquiring a CP-odd part: the result of \([27]\) is mainly dictated by the V-A structure of the tree-level couplings (see the general discussion of the effective form factors given in \([28, 29]\)). Hence, the CP-violation may manifest itself starting from one loop, or at higher loop orders. Since by the very construction MSSM is renormalizable and the tree-level cross section is CP-even, any non-vanishing CP-odd contribution should be finite at one (and higher) loop orders — that is the logic of renormalization and that is why many regularization problems \([30]\) should drop out for this effect; of course, as long as it is present at higher loop orders.

Typically, to build a (scalar) CP-odd observable in a \(2 \to 2\) process one has to employ spin (polarization) of one of the particles in addition to the particle momenta, since any scalar product of momenta is even under \(C\) and \(P\) \([31, 17]\). However, the careful analysis in Section 2 shows, that when the mass indices of the two final charginos of the process (1.1) are different\(^7\), then the mass index interchange should also be accounted for in CP-transformation. In such case it turns out that a CP-odd observable is easily constructed out of unpolarized cross-sections. So, the CP-violation may in principle be observed in the reaction (1.1) without any spin detection and with unspecified polarization for the initial beams. Below we will show that such spin-independent observables do exist and they do not vanish at one-loop order. This is one of the main results of this Thesis.

While the identified effect is induced by loop corrections, and thus of \(O(\alpha)\), there could be enhancements due to factors \(\tan \beta\) or \(\cot \beta\). In any case, we think an independent CP-violating effect is worth attention, if some kind of supersymmetry should be realized in nature. In particular, it may provide information on whether the chargino sector contains more than two mass states, and information on the neutralino sector, including the phase of the \(U(1)\) gaugino mass parameter, \(M_1\), via the \(W^\pm \chi^+_i \chi^-_k\) couplings.

Following many authors we work within the simplest version of unconstrained MSSM making no assumptions about the symmetry breaking mechanisms \([32]\), neither do we impose any constraints on the CP-violating phases. The R-parity and the lepton flavor violation is not permitted, though, as noted in \([27]\), the modification for less constrained models can be done. Besides, just to simplify sample calculations we assume that all slepton masses are large,\(^8\) and, of course, neglect everything proportional to the electron mass. We do not calculate the one-loop cross section here, neither do we give a systemized review of the magnitude of the CP-odd observables in various parameter points. Instead, we pick a specific parameter set that allows us to neglect certain diagrams and show that the effect is indeed non-zero at the one-loop order.

\(^7\)We use a “mass index”, taking values 1 and 2, to distinguish the two chargino mass states.

\(^8\) One could refer to the parameter space area around the so-called SPS 2 benchmark point \([33]\), but remember that the latter classification assumes an mSUGRA breaking mechanism (which seem not to be favored by recent CERN results \([6]\)) with no CP-violating phases.
As mentioned above, there are other possible CP-violating contributions like chargino decay that may interfere with the effect we discuss in this Thesis. While this interference potentially increases or reduces the observed effect, it will become clear from the structure of one-loop diagrams considered below that the effect can never be totally (analytically) canceled.

The Thesis is organized as follows:

- In Chapter 2 we apply CP-transformation to the in- and out- states of the reaction (1.1), which gives us certain transformation rules for kinematical variables and the particle masses. These transformations shall be applied to the cross-section to get its CP-conjugated version. This approach identifies a candidate for the (polarization-independent!) CP-odd observable to be explored in the following chapters. We also briefly discuss possible kinematical structures that can contribute to polarization-dependent CP-violation observables.

- In Chapter 3 we calculate the tree-level approximation to the amplitude of the process (2.1) assuming polarized $e^+e^-$ beams. We demonstrate that: a) the observable we identified is zero at tree-level, and b) the amplitude of the reaction (1.1) is CP-even even if the initial electron and positron beams are polarized\(^9\). We argue that as long as there is no physical symmetry that prohibits the amplitude of the reaction to acquire a CP-odd part, we have to look at higher loop orders to see whether the CP-violating parts indeed cancel.

- In order to compute the 1-loop corrections, in Chapter 4 we assemble and classify all one-loop diagrams contributing to the amplitude of our process and in Chapter 5 we describe the technique which was used for automatic analytic calculations of our observable at the one-loop level.

- In Chapter 6 we discuss the obtained results. We show that to prove the existence of a CP-violation effect at one-loop level it is sufficient to compute the so-called box diagrams. This computation (under the assumption of heavy sleptons) is done as a part of this Thesis. Since the obtained analytical formulae for the box diagram contribution of the CP-violating observable are still too lengthy to reduce them to compact form, we instead provide the analytical expression for the part that involves the $Z$-boson exchange box diagrams and discuss its structure (which is representative for the entire box diagram contribution). Further, fixing some of the masses we study the entire box contribution to the observable as function of the higgsino complex phase $\phi_\mu$ and $\tan \beta$. Finally, we compare the obtained box contribution to the complete one-loop result for the observable; the latter was obtained with help of the numerical code by K. Rolbiecki and J. Kalinowski (see, e.g., [34] and references therein). As was predicted, the boxes turn out to provide the major contribution: we briefly discuss the reasons why it happens. The main results quoted in this chapter were published in [35, 36].

- Conclusions are given Chapter 7.

- In Appendix A we demonstrate how a Fiertz transformation can simplify the $t$-channel sneutrino exchange amplitude at the tree level, effectively getting rid of the C-conjugation matrices in the vertices. In Appendix B we employ relevant Ward-Takahashi

---

\(^9\)This (tree-level) result was first obtained in [27] using different analytical methods.
identities to illustrate a known fact (see, e.g., [37]) that the photon cannot couple to two
fermions of different masses: we use this fact when accounting for various loop diagrams.
Since Fiertz transformation turned out to be not efficient for 1-loop calculations, in
Appendix C we provide a modification to conventional Feynman rules that allow simple
automatic handling of the vertices with C-matrices (here we follow the approach from
[38]). For the sake of completeness in this Appendix we also list Lagrangian vertices
needed to obtain the analytical results quoted in Chapter 3 and Chapter 6 (the complete
collection can be found in, e.g., [39]).
Chapter 2

CP-odd observables

We shall consider chargino production in electron-positron annihilation with transversely polarized beams:

\[ e^+(p_1, P_+) + e^-(p_2, P_-) \rightarrow \tilde{\chi}_j^+(k_1) + \tilde{\chi}_j^-(k_2), \]

where \( \tilde{\chi}_j^+ \) and \( \tilde{\chi}_j^- \) denote charginos, and \( P_{\pm}^\mu \) are the positron and electron polarization vectors; the latter are convenient to define as four-vectors, which in the center-of-mass system look like \([40]\):

\[
P^\text{c.m.}_+ = \begin{pmatrix} 0 \\ P^\perp_+ \end{pmatrix}, \quad P^\perp_+ \cdot p^\text{c.m.}_1 = -P^\perp_+ \cdot p^\text{c.m.}_2 = 0,
\]

\[
P^\text{c.m.}_- = \begin{pmatrix} 0 \\ P^\perp_- \end{pmatrix}, \quad P^\perp_- \cdot p^\text{c.m.}_2 = -P^\perp_- \cdot p^\text{c.m.}_1 = 0,
\]

and, therefore, in any system of frame \( p^\mu_1, p^\mu_2, P^\pm_\mu = 0 \).

The crucial point here is that for \( i \neq j \), the charginos do not form a particle-antiparticle pair. Hence, while the initial state (for suitably chosen polarizations, \( P_+ \leftrightarrow P_- \)) is in the c.m. frame odd under charge conjugation, the final state has no such symmetry.

Let us take a closer look at this. The chargino mass matrix \( M_\chi \) is diagonalized by matrices \( X \) and \( Y \) producing two chargino (fermion) mass states in the MSSM Lagrangian (see also Appendix C):

\[
M_\chi = \begin{pmatrix} M_2 & \sqrt{2} m_W \sin \beta \\ \sqrt{2} m_W \cos \beta & \mu \end{pmatrix}, \quad Y^* M_\chi X^\dagger = \begin{pmatrix} m_{\chi_1} & 0 \\ 0 & m_{\chi_2} \end{pmatrix}, \quad 0 < m_{\chi_1} < m_{\chi_2}.
\]

For a given mass (mass index) \( i \), the chargino field operator \( \tilde{\chi}_i(x) \) permits conventional plane wave expansion:

\[
\tilde{\chi}_i(x) = \int \frac{d^3 p}{(2\pi)^3 2p_0} \sum_{\sigma = \pm \frac{1}{2}} \left\{ e^{-ipx} c(p, \sigma, i) u(p, \sigma) + e^{ipx} d^\dagger(p, \sigma, i) v(p, \sigma) \right\}
\]

\[
\bar{\chi}_i(x) = \int \frac{d^3 p}{(2\pi)^3 2p_0} \sum_{\sigma = \pm \frac{1}{2}} \left\{ e^{-ipx} d(p, \sigma, i) \bar{v}(p, \sigma) + e^{ipx} c^\dagger(p, \sigma, i) \bar{u}(p, \sigma) \right\}
\]

where \( c^\dagger(p, \sigma, i) \) creates the particle which is (conventionally) a positive chargino (with the spin projection \( \sigma \) and the mass \( m_{\chi_i} \)), while \( d^\dagger(p, \sigma, i) \) creates the antiparticle — the negative chargino with the same mass. Their conjugates \( c(p, \sigma, i) \) and \( d(p, \sigma, i) \), of course, annihilate particle and antiparticle, respectively.
The P conjugation acts on the creation operator of any particle with momentum \( p \), spin projection \( \sigma \) and other quantum numbers abbreviated as \( n \) in the following way:

\[
\mathcal{P}a^\dagger(p, \sigma, n)\mathcal{P}^{-1} = \eta_n a^\dagger(-p, \sigma, n),
\]

thus resulting only in a reversal of 3-momenta and a multiplicative factor \( \eta_n \), usually called intrinsic P-parity (see, e.g. [41], however the intrinsic P- and C- parities are not essential for the current discussion). The C conjugation acts on the creation operator of the positive chargino with mass \( m_i \) as

\[
C a^\dagger(p, \sigma, i)C^{-1} = \xi_i d\dagger(p, \sigma, i),
\]

where \( d\dagger(p, \sigma, i) \) is the creation operator for a negative chargino with otherwise the same quantum numbers (3-momentum, polarization, mass), and \( \xi_i \) is the corresponding intrinsic C-parity. Hence, under P and C, and CP conjugation the S-matrix element

\[
\langle \tilde{\chi}_i^+(k_1), \tilde{\chi}_j^-(k_2)|S|e^+(p_1, P_+), e^-(p_2, P_-)\rangle
\]

of the process (2.1) gets transformed into:

\[
P : \quad \eta^*_j \eta_i \eta_e \eta_s \langle \tilde{\chi}_i^+(k_1), \tilde{\chi}_j^-(k_2)|S|e^+(p_1, P_+), e^-(p_2, P_-)\rangle, \tag{2.4}
\]

\[
C : \quad \xi^*_j \xi_i \xi_e \xi_s \langle \tilde{\chi}_i^+(k_1), \tilde{\chi}_j^-(k_2)|S|e^+(p_1, P_+), e^+(p_2, P_-)\rangle
\equiv \langle \text{(phase)} \times \langle \tilde{\chi}_j^+(k_2), \tilde{\chi}_i^-(k_1)|S|e^+(p_2, P_-), e^-(p_1, P_+)\rangle \rangle, \tag{2.5}
\]

and

\[
CP : \quad \eta^*_j \eta_i \eta_e \eta_s \xi^*_j \xi_i \xi_e \xi_s \langle \tilde{\chi}_i^+(k_1), \tilde{\chi}_j^-(k_2)|S|e^-(p_1, P_+), e^+(p_2, P_-)\rangle
\equiv \langle \text{(phase)} \times \langle \tilde{\chi}_j^+(k_2), \tilde{\chi}_i^-(k_1)|S|e^+(p_2, P_-), e^-(p_1, P_+)\rangle \rangle, \tag{2.6}
\]

where the phase factors involving intrinsic parities \( \eta \) and \( \xi \) will not be discussed since they do not affect the rates.

From Eqs. (2.4)–(2.6) one sees, that the P-conjugation just results in the change of sign of the particle three-momenta, which can be written as

\[
p_{1,2} \leftrightarrow -p_{1,2}, \quad k_{1,2} \leftrightarrow -k_{1,2}; \tag{2.7}
\]

the C-conjugation amounts to the following substitution in the cross section:

\[
p_1 \leftrightarrow p_2, \quad k_1 \leftrightarrow k_2, \quad m_i \leftrightarrow m_j, \quad P_+ \leftrightarrow P_-. \tag{2.8}
\]

and, finally, the CP-transformation is equivalent to the change

\[
p_1 \leftrightarrow -p_2, \quad k_1 \leftrightarrow -k_2, \quad m_i \leftrightarrow m_j, \quad P_+ \leftrightarrow P_- . \tag{2.9}
\]

Alternatively, the transformations (2.7) – (2.9) can be written in 4-vector notations where, as usual, it is assumed that raising and lowering of indices is achieved by the conventional metrics \( g_{\mu \nu} = \text{diag}(1, -1, -1, -1) \):

\[
P : \quad p_{\mu_1}^a \leftrightarrow p_{\alpha}, \quad k_{\mu_1}^a \leftrightarrow k_{\alpha}, \quad a = 1, 2; \tag{2.10}
\]

\[
C : \quad p_{\mu_1}^a \leftrightarrow p_{\mu_1}^2, \quad k_{\mu_1}^a \leftrightarrow k_{\mu_1}^2, \quad m_i \leftrightarrow m_j, \quad P_+^\mu \leftrightarrow P_-^\mu ; \tag{2.11}
\]

\[
CP : \quad p_{\mu_1}^a \leftrightarrow p_{\mu_2}^2, \quad k_{\mu_1}^a \leftrightarrow k_{2\mu_1}, \quad m_i \leftrightarrow m_j, \quad P_+^\mu \leftrightarrow P_-^\mu ; \tag{2.12}
\]
(one can check that the Lorentz-invariance is maintained automatically).

Our goal is to find CP-sensitive observables. Let us write the cross section as

\[ d\sigma = d\sigma_0 + (\text{terms linear in } |P_-| \text{ or } |P_+|) + (\ldots) |P_-||P_+|, \quad (2.13) \]

where \( d\sigma_0 \) does not depend on polarization vectors and will be referred to as the unpolarized part. The second and higher power of \( |P_-| \) or \( |P_+| \) cannot arise, to see this we just note that the only way a polarization vector can enter the cross section is due to the “spin sums” (helicity projection operators) for the Dirac spinors:

\[ u(p)\bar{\nu}(p) = \frac{1}{2}(1 + \gamma_5 P)(\not{p} + m), \quad v(p)\bar{\nu}(p) = \frac{1}{2}(1 + \gamma_5 P)(\not{p} - m); \quad (2.14) \]

these terms appear in the cross section as a result of squaring the amplitude, and the latter contain only one Dirac spinor for each external particle.

Consider first the unpolarized part. Poincaré invariance forces it to depend only on masses \( m_i, m_j \) and on two independent scalar variables, say, on Mandelstam’s \( s \equiv (p_1 + p_2)^2 \) and \( t \equiv (p_1 - k_1)^2 \). The latter do not change under the transformations (2.7)–(2.9), so the CP-transformation for the unpolarized cross-section is reduced to the interchange of the chargino masses in the resulting formula\(^1\). Hence, for the equal mass fermions in the final state (\( m_i = m_j \)) the unpolarized cross section is always P-, C- and CP-even\(^2\). In contrast, if the chargino masses are different, CP-violating terms can arise even in the unpolarized cross-section. That is the effect we will consider in this Thesis, so unless otherwise stated the final chargino masses are taken non-equal.

As shown later in this Thesis, the tree-level cross section (polarized and unpolarized) of our process is CP even (this was also confirmed by results of [27]), but CP-odd terms do arise in the one loop contributions. Therefore, the natural building block for experimental observable is the ratio

\[ \frac{d\sigma^{\text{odd}}_0}{d\sigma_0}, \quad (2.15) \]

where \( d\sigma^{\text{odd}}_0 \) is the CP-odd part of corresponding cross-section:

\[ d\sigma^{\text{odd}}_0 = \frac{1}{2} \left[ d\sigma_0 - d\sigma_0^{\text{CP}} \right], \quad d\sigma_0^{\text{CP}} \equiv d\sigma_0(m_j \leftrightarrow m_i). \quad (2.16) \]

Since the CP-violation first enters at one loop, one should calculate \( d\sigma^{\text{odd}}_0 \) at the one-loop level to estimate the effect. In contrast, at least in the kinematical regions far from the resonance area, one can expect (see, e.g., [42]) that the tree level gives a reasonable approximation to \( d\sigma_0 \) in the denominator of Eq. (2.15). Since the one loop order of the cross section itself requires much more involved calculations than one loop \( d\sigma^{\text{odd}}_0 \) alone, we will deal only with the ratio

\[ \frac{d\sigma^{\text{odd}}_0}{d\sigma_0}_{\text{one-loop}}. \quad (2.17) \]

\(^1\)Of course, the coupling constants at vertices with charginos should be considered as functions of the chargino masses.

\(^2\)The famous forward-backward asymmetry term in the unpolarized cross-section of, say, \( e^+e^- \rightarrow \mu^+\mu^- \) scattering, which is often referred to as parity violating, in fact only indicates the presence of parity violating term in the interaction, the unpolarized cross-section itself being, of course, P-even.
In this research we are not going to focus on the polarization-dependent part of the cross-section (2.13). Let us, however, look which Lorentz structures may contribute to the latter part. Considering all possible ways to construct the Lorentz-scalar out of kinematical parameters, one may easily see that in addition to the masses and Mandelstam variables the cross-section can also depend on invariants linear and bilinear in the polarization four-vectors:

\[ P_{\mu} P^{\mu}, \quad \varepsilon_{\mu\nu\rho\sigma} a^\mu b^\nu P_+^\rho P_-^\sigma, \quad \text{and} \quad k_{1\mu} P_{\pm}^\mu = -k_{2\mu} P_{\pm}^\mu, \quad \varepsilon_{\mu\nu\rho\sigma} a^\mu b^\nu c^\rho P_+^\sigma, \] (2.18)

where \( a, b, c = p_1, p_2, k_1, k_2 \). According to Eq. (2.9), the first of the above terms is clearly CP-even. The others can lead to CP-violation.

To track the CP-behavior of the above invariants it is convenient to switch to the c.m. frame, where the polarization vectors satisfy the conditions (2.2). In this frame the initial and final-state momenta become, respectively, \( p_1 = p, p_2 = -p \) and \( k_1 = k, k_2 = -k \), while the CP-transformation (2.9) amounts to the interchange

\[ p \leftrightarrow p, \quad k \leftrightarrow k, \quad m_i \leftrightarrow m_j, \quad P_+^\perp \leftrightarrow P_-^\perp. \]

In that specific case when the final-state chargino masses are equal \((i = j)\), this is equivalent (c.m. frame only!) to \( P_+^\mu \leftrightarrow P_-^\mu \), so, for any momenta \( a \) and \( b \), the second term listed in Eq. (2.18) is CP-odd. The latter, of course, then holds in any frame, because the considered term is a Lorentz scalar. Therefore there is a possibility to have CP-violation even for the reaction producing two charginos with same mass index. Indeed, as an example one can take \( \varepsilon_{\mu\nu\rho\sigma} p_1^\mu p_2^\nu P_+^\rho P_-^\sigma \) term, which is P- and CP-odd in both \( i = j \) and \( i \neq j \) cases. In terms of three-vectors, the CP-odd behavior of the latter term is of course due to the vector product \( P_+^\perp \times P_-^\perp \). Besides, CP-odd quantities can be formed out of the last two terms in (2.18).

One can, therefore, conclude that the reaction (2.1) in principle permits CP-violating observables both linear and bilinear in polarization vectors. In the following Chapter we show that at the tree level the terms linear in polarization vanish in the limit \( m_e = 0 \) (one can attribute this fact to specific properties of V and A couplings: see [43], [27]), and, due to the structure of the model there is no CP violation in bilinear term. However, the loop contribution may in principle bring CP-violating terms both linear and bilinear in polarization vectors. We do not consider such observables, focusing instead on CP-violation in unpolarized cross-section.
Chapter 3

Polarized tree-level cross section

In this chapter we calculate the tree-level approximation to the process (2.1) assuming polarized $e^+e^-$ beams. It is only this chapter that deals with beam polarization. For the sake of simplicity and to match with results by other authors, the notations in this chapter differ slightly from those used in the rest of the Thesis. Those additional notations are introduced in the text below. The un-polarized part of the tree-level cross section is also used later to normalize physical observables at 1-loop level.

The graphs contributing to the tree amplitude $M_{\text{tree}}$ are pictured\(^1\) in Fig. 3.1. They are: $s$-channel Higgs (and the unphysical Goldstone), photon and $Z$ exchanges, and $t$-channel sneutrino exchange.

![Tree level diagrams](image)

Figure 3.1: Tree level diagrams for $e^+ + e^- \rightarrow \tilde{\chi}_i^+ + \tilde{\chi}_j^-$ process: superpartners of ordinary particles pictured by double lines for later convenience. Throughout the Thesis we drop “tilde” (“\(\sim\)” ) sign from the chargino symbols $\tilde{\chi}_i$ when drawn in diagrams.

We neglect the scalar exchange diagrams, because all the Higgs/Goldstone–electron–electron (as well as the charged Higgs/Goldstone–neutrino–electron) Lagrangian couplings

\(^1\)All pictures are drawn by the JaxoDraw tool [44].
are proportional to the electron mass, and the latter is small compared to the energies we are interested in: in the following we drop all the contributions proportional to $m_e$. In fact, this observation will allow us to exclude many diagrams at the one-loop level. Besides, the photon exchange contributes only if the final charginos have equal masses $m_i = m_j$ and therefore, as discussed in Chapter 2, will not contribute to unpolarized CP-violating observable (2.15).

### 3.1 Tree level approximation: notations

There are many ways to fix the coordinates. For example, one can associate the axes with particle three-momenta and thus let them transform under P conjugation. In this case the components of all momenta are unchanged, but the polarization vectors change sign. However, to make the P and C non-invariant terms show up explicitly in the cross-section (and to be able to apply simple substitution rules (2.7)–(2.9)), we prefer to fix a rigid coordinate system (unaffected by P or C transformations) in the c.m. frame with $\theta$ and $\phi$ the polar and azimuthal angles.

Keeping in mind, that the two final-state charginos can have different masses, $m_i$ and $m_j$, in the limit of zero electron mass, we parameterize the momenta in our process as

$$
e^+ : \quad p_1 = E(1, 0, 0, \omega),
$$

$$
e^- : \quad p_2 = E(1, 0, 0, -\omega),
$$

$$\tilde{\chi}_i^+ : \quad k_1 = E_+(1, \omega \beta_+ \sin \theta \cos \phi, \omega \beta_+ \sin \theta \sin \phi, \omega \beta_+ \cos \theta),
$$

$$\tilde{\chi}_j^- : \quad k_2 = E_-(1, -\omega \beta_- \sin \theta \cos \phi, -\omega \beta_- \sin \theta \sin \phi, -\omega \beta_- \cos \theta),$$

and it is implied that

$$E_+ + E_- = 2E, \quad E_+ \beta_+ = E_- \beta_-, \quad E^2_\pm (1 - \beta^2_\pm) = m^2_\pm,$$

with $m_+ \equiv m_i$ and $m_- \equiv m_j$. The factor $\omega = \pm 1$ in (3.1) is reserved for P and C transformation: it is equal to $+1$ as long as we work with the original process (2.1); to construct the cross section for the P-conjugated process one just has to take $\omega = -1$ (we shall discuss it below).

It is also convenient to introduce

$$\beta = \frac{E_+ \beta_+ + E_- \beta_-}{2E} = \frac{E_\pm \beta_\pm}{E};$$

this stresses that, in general, the final-state particles (charginos) will have different velocities, and that $\beta$ is the “energy-weighted” velocity. As usual, the Mandelstam variables are denoted as $s = (p_1 + p_2)^2 = 4E^2$, $t = (p_1 - k_1)^2$.

Furthermore, $\phi_+$ and $\phi_-$ denote the azimuthal orientations of the transversely polarized initial beams:

$$P_+ = |P_+|^+ \quad (0, \cos \phi_+, \sin \phi_+, 0),
$$

$$P_- = -|P_+|^+ \quad (0, \cos \phi_-, \sin \phi_-, 0).$$

The over-all minus sign leads to conventional formulas. The polarization-dependent projection operators look as follows:

$$u(p)\bar{\pi}(p) = \frac{1}{2}(1 + \gamma_5 P)(\not{p} + m), \quad v(p)\bar{\pi}(p) = \frac{1}{2}(1 + \gamma_5 P)(\not{p} - m).$$
As stated elsewhere, CP violation may enter in the two diagrams involving the Z and the sneutrino. The relevant Lagrangian terms are listed in Appendix C; here we prefer to extract additional factors from the couplings\(^2\). We rewrite the \(Z\tilde{\chi}^+\tilde{\chi}^-\) coupling (cf. (C.15)) as:

\[
i\frac{g}{4\cos\theta_W}\gamma^\mu\left\{G_{Vi,j} + \gamma^5G_{Ai,j}\right\} \equiv i\frac{e}{\sin2\theta_W}\gamma^\mu\left\{G_{v ij} - \gamma_5G_{a ij}\right\}.
\] (3.6)

The \(e^\pm\tilde{\chi}^\mp\tilde{\nu}\) coupling (cf. (C.19), assuming \(m_e = 0\)) for “electron in” is being rewritten as:

\[
-i\frac{g}{2}X_k^1C(1 - \gamma^5) \equiv ieC_{\tilde{\nu},k}C(1 - \gamma_5),
\] (3.7)

and for “positron in”:

\[
i\frac{g}{2}X_k^0(1 + \gamma^5)C^{-1} \equiv ieC_{\tilde{\nu},k}(1 + \gamma_5)C^{-1}.
\] (3.8)

Here \(C\) is the appropriate charge conjugation matrix\(^3\) and the subscripts \(i,j,k = 1,2\) indicate the chargino types; \(X\) is the chargino mixing matrix (see Appendix C). Henceforward, whenever it cannot lead to confusion, we use \(G_v\) and \(G_a\) instead of \(G_{v ij}\) and \(G_{a ij}\), as well as \(C_i\) instead of \(C_{\tilde{\nu},i}\).

Finally, we need the QED couplings for fermion – photon (cf. (C.8) and (C.14); we assume \(q_{\text{in}} = +1\) for electron and \(q_{\text{out}} = +1\) for positive chargino):

\[-ieq_{\text{in}}\gamma_\mu; \quad -ieq_{\text{out}}\gamma_\mu,\]

and the Standard Model coupling for electron – Z-boson (cf.\(^4\) (C.9)):

\[
-i\frac{g}{4\cos\theta_W}\gamma_\mu(-4\sin^2\theta_W + 1 - \gamma^5) \equiv -i\frac{e}{\sin2\theta_W}\gamma_\mu(g_v - g_a\gamma_5).
\] (3.9)

Following the most common convention, we treat the positive chargino as a “particle” (together with the electron); its antiparticle is, of course, the negative chargino with the same mass (mass index). Hence, the equality \(q_{\text{in}}q_{\text{out}} = -1\) always holds, but we shall keep these coefficients in the formulas, in order to more easily keep track of the various contributions.

The Standard Model constants, \(g_v, g_a\) are real, while \(C_i, G_v, G_a\) are in general complex constants, which we parameterize further as:

\[
\begin{align*}
C_i &= |C_i|\exp(i\phi_i), \\
G_v &= |G_v|\exp(i\psi_v), \\
G_a &= |G_a|\exp(i\psi_a).
\end{align*}
\] (3.10)

Their imaginary parts, proportional to \(\sin\phi_i, \sin\psi_v\) and \(\sin\psi_a\), may induce CP violation. Besides, it is convenient to define

\[
G_L \equiv \frac{1}{2}(G_a + G_v) \equiv |G_L|\exp(i\psi_L).
\] (3.11)

\(^2\)It is mainly to automatize the symbolic and, later, numerical calculations, as well as to match the notations by other authors.

\(^3\)We effectively remove it by Fiertz transformation (see Appendix A) at the tree level; at 1-loop level we use modified Feynman rules which do not include charge conjugation matrix in vertices (Appendix C.1).

\(^4\)The \(g_v\) and \(g_a\) couplings used in [36] are related to \(g_v\) and \(g_a\) (used above) as follows: \(g_V = 2g_v = (1 - 4\sin^2\theta_W), g_A = -2g_a = -1\).
### 3.2 The tree level cross section

The tree amplitude \( M \) of the process (2.1) is made up from photon and \( Z \) exchanges in the \( s \)-channel, and sneutrino exchange in the \( t \)-channel. Thus, the cross section is proportional to

\[
|M_{\text{tree}}|^2 \equiv \sum_{\tilde{\chi} \text{ spins}} \left[ M^* (\gamma) + M^* (Z) + M^* (\tilde{\nu}) \right] \left[ M (\gamma) + M (Z) + M (\tilde{\nu}) \right];
\]

as long as the final charginos have different masses \( m_i \neq m_j \), the photon exchange drops out. Note that we sum over the spins of resulting chargino, but do not average over the spins of incoming \( e^\pm \), so the extra \( \frac{1}{4} \) factor does not arise. This is because the initial beams are polarized. To get un-polarized cross section one would need to sum over the incoming polarizations and add the factor \( \frac{1}{4} \). One usually distinguishes between the squared graphs:

\[
X (\ell \ell') \equiv \sum_{\tilde{\chi} \text{ spins}} M^* (\ell) M (\ell'), \quad \ell, \ell' = \gamma, Z, \tilde{\nu},
\]

and the remaining interference terms. The latter are in general complex, however the imaginary parts cancel when the relevant contributions are taken in pairs:

\[
X (\ell \ell') \equiv \sum_{\tilde{\chi} \text{ spins}} [M^* (\ell) M (\ell') + M (\ell) M^* (\ell')], \quad \ell \ell' = \gamma Z, \gamma \tilde{\nu}, Z \tilde{\nu}.
\]

With the common normalization conditions the differential cross section (in the c.m. system) is:

\[
\frac{d\sigma}{d\Omega} = \frac{\beta}{64 \pi^2 s} |M|^2, \quad \beta \equiv \frac{|p_{\text{out}}|}{|p_{\text{in}}|}.
\]

Taking the \( e^4 = (4\pi\alpha)^2 \) factor out of \( |M|^2 \) and separating the polarization independent (“un-polarized”, \( X_0 \)) and polarization-dependent (“transverse”, \( X_t \)) parts:

\[
|M|^2 = (4\pi\alpha)^2 [X_0 (\ell \ell') + \left| P_+ \right|^2 \beta^2 \sin^2 \theta X_t (\ell \ell')]
\]

we re-write the cross section in the form:

\[
\frac{d\sigma}{d\Omega} = \frac{\alpha^2 \beta}{4s} \sum_{\ell \ell' = \gamma Z, \gamma \tilde{\nu}, Z \tilde{\nu}} [X_0 (\ell \ell') + \left| P_+ \right|^2 \left| P_- \right|^2 \beta^2 \sin^2 \theta X_t (\ell \ell')] = \frac{\alpha^2 \beta}{4s} [X_0 + \left| P_+ \right|^2 \left| P_- \right|^2 \beta^2 \sin^2 \theta X_t].
\]

To make the resulting expressions more compact, we introduce the following dimensionless products of coupling constants and propagators:\(^5\)

\[
\chi = \frac{1}{\sin^2 (2\theta_W)} \frac{s}{s - M_Z^2},
\]

\[
\chi_\tilde{\nu} = \frac{1}{2} |C_i| |C_j| \frac{s}{(t - M_\tilde{\nu}^2)}.
\]

\(^5\)\( \chi \) factor used in [36], p. 3 is less than this one by factor of 4.
Besides, it is convenient to abbreviate the QED angular distribution:

\[ A = 2 - \beta^2 \sin^2 \theta \]  
(3.16)

(in the relativistic limit \( \beta \to 1 \), consequently \( A \to 1 + \cos^2 \theta \)).

The calculation of the cross-section is quite cumbersome even at the tree level: one of the simplifying tricks, the Fiertz transformation, is demonstrated in Appendix A. Even with such simplifications, we had to use REDUCE [45] package to assemble the intermediate algebraic blocks, and the expressions were then simplified manually. The results are presented below.

The polarization-independent contributions are:

\[
X_0(\gamma\gamma) = \delta_{ij}q^2_{\text{in}}q^2_{\text{out}} A, \\
X_0(\gamma Z) = \delta_{ij}2q_{\text{in}}q_{\text{out}} \chi(g_v G_v A - 2g_a G_a \beta \cos \theta), \\
X_0(ZZ) = \chi^2 \left((g_v^2 + g_a^2) \left( |G_v|^2 [A - 2(m_i - m_j)^2/s] + |G_a|^2 [A - 2(m_i + m_j)^2/s] \right) \\
- 4g_v g_a (G_v^* G_a + G_v G_a^*) \beta \cos \theta \right), \\
X_0(\gamma \bar{v}) = -\delta_{ij}2q_{\text{in}}q_{\text{out}} \chi \bar{v} [A - 2\beta \cos \theta], \\
X_0(Z \bar{v}) = -2\chi \bar{v} (g_v + g_a) \text{Re} \{\exp[i(\phi_i - \phi_j)] \}
\times \left[ G_v (A - 2\beta \cos \theta - 2(m_i - m_j)^2/s) + G_a (A - 2\beta \cos \theta - 2(m_i + m_j)^2/s) \right], \\
X_0(\bar{v} \bar{v}) = 4\chi^2 [A - 2\beta \cos \theta - 2(m_i^2 + m_j^2)/s].
\]  
(3.17)

The polarization-dependent cross section is made up from:

\[
X_t(\gamma\gamma) = -\delta_{ij}q^2_{\text{in}}q^2_{\text{out}} \cos[2\phi - (\phi_+ + \phi_-)], \\
X_t(\gamma Z) = -\delta_{ij}2q_{\text{in}}q_{\text{out}} \chi |G_v| g_v \cos[2\phi - (\phi_+ + \phi_-)], \\
X_t(ZZ) = -\chi^2 (g_v^2 - g_a^2) (|G_v|^2 + |G_a|^2) \cos[2\phi - (\phi_+ + \phi_-)], \\
X_t(\gamma \bar{v}) = \delta_{ij}2q_{\text{in}}q_{\text{out}} \chi \bar{v} \cos[2\phi - (\phi_+ + \phi_-)], \\
X_t(Z \bar{v}) = 4\chi \bar{v} (g_v - g_a) \left\{ |G_L| \cos[2\phi - (\phi_+ + \phi_-) + \omega(\psi_L + \phi_i - \phi_j)] + \omega \sin(\phi_+ - \phi_-) [G_v \sin(\phi_i - \phi_j + \psi_v) + |G_a| \sin(\phi_i - \phi_j + \psi_a)] \right\}, \\
X_t(\bar{v} \bar{v}) = 0.
\]  
(3.18)

Note that for \( i = j \) the coupling constants \( G_v \) and \( G_a \) become real, and the angles \( \psi_v \) and \( \psi_a \) vanish. In the formulae above, \( \omega \) should be taken equal to +1 as long as the rate of the reaction (2.1) is computed. Terms odd in \( \omega \) violate parity (discussed below).

### 3.3 P, C, and CP Transformations at Tree-level

Let us first discuss parity transformation. As stated in Section 3.1, we prefer to fix the coordinate frame unaffected by the C and P transformations. Hence, from (3.1) and (2.7) it is easy to see that to construct the cross section for the P-conjugated process one just has to take \( \omega = -1 \) in Eq. (3.18), keeping the spin four-vectors \( P_\pm \) unchanged. It should be stressed that although it is the electron, and not the positron, that after the P conjugation moves in the direction of the third axis, the angles \( \theta \) and \( \phi \) should not be altered in the formulae for the cross-section: all the changes are taken care of by \( \omega \) and no further modification is needed.
There is no $\omega$ dependence in the un-polarized cross-section (3.17), so it is P-even. As discussed in Chapter 2, this is, in fact, a consequence of the Lorentz-invariance.

The parity violation manifests itself in the interference term $X_t(Z\tilde{\nu})$ of the polarization-dependent cross-section part (3.18). In four-vector notations, the latter is built of terms like

$$\varepsilon_{\mu\nu\rho\sigma} a^\mu b^\nu P_+^\rho P_-^\sigma, \quad P_\pm^\mu a_\mu,$$

which are P-odd, as well as of those like

$$P_+^\mu P_-^\mu, \quad a_\mu b_\mu, \quad \varepsilon_{\mu\nu\rho\sigma} a^\mu b^\nu c^\rho P_\pm^\sigma,$$

which are P-even. We note that there is a parity violating term in $X_t(Z\tilde{\nu})$ that has no dependence on the angle $\phi$ specifying the chargino momenta. This apparent lack of correlation between angular dependence and parity violation is possible, since, for example, a factor $\cos \theta$ can arise from P-even scalar products like $p_1^\mu k_1^\mu$, or from P-odd terms like $\varepsilon_{\mu\nu\rho\sigma} p_1^\mu k_1^\nu P_+^\rho P_-^\sigma$.

In the same way, the term $\varepsilon_{\mu\nu\rho\sigma} p_1^\mu p_2^\nu P_+^\rho P_-^\sigma$ gives no dependence on the angles $\theta$ and $\phi$ at all, being, however, odd under parity.

To consider charge conjugation, we note that in the notations of Section 3.1 the C-transformation (2.8) (or (2.11)) is equivalent to

$$\omega = -1, \quad \phi_+ \leftrightarrow \phi_- + \pi, \quad \beta_+ \leftrightarrow \beta_- \quad E_+ \leftrightarrow E_-,$$

$$m_i \leftrightarrow m_j, \quad C_i \leftrightarrow C_j, \quad G_{v,a \, ij} \leftrightarrow G_{v,a \, ji} = G_{v,a \, ij}^*, \quad (3.19)$$

This implies that the cross section for the C-conjugated process is obtained from Eqs. (3.17) – (3.18) by the following substitution:

$$\omega = -1, \quad \phi_+ \leftrightarrow \phi_- + \pi,$$

$$m_i \leftrightarrow m_j, \quad |C_i| \leftrightarrow |C_j|, \quad \phi_i \leftrightarrow \phi_j, \quad \psi_{v,a,L} \rightarrow -\psi_{v,a,L}. \quad (3.20)$$

In particular, one can see that the above substitution of the polarization azimuthal angles amounts to

$$\phi_+ + \phi_- \leftrightarrow (\phi_+ + \phi_-), \quad (\phi_+ - \phi_-) \leftrightarrow -(\phi_+ - \phi_-). \quad (3.21)$$

Recalling that due to the Lagrangian structure (see Appendix C) for $i = j$ the coupling constants $G_v$ and $G_a$ become real, and the angles $\psi_v$ and $\psi_a$ vanish, one immediately sees that in both cases $i = j$ and $i \neq j$ the C-conjugation (3.20) leaves the unpolarized contribution (3.17) unchanged. Since, as just discussed, the latter is also P-even, we conclude that the unpolarized cross-section is CP-even. Again, this conclusion we already made when looking at the symmetry properties of the cross section in Chapter 2.

Next step is to see that, while containing C-odd (and P-odd) terms, the polarized part (3.18) of the tree-level cross-section is still CP even. For all of the contributions, apart from $X_t(Z\tilde{\nu})$, it is straightforward just because there is no $\omega$ dependence (P-even) and, according to Eq. (3.21) the sum $(\phi_+ + \phi_-)$ is C-even. However, the remaining term, $X_t(Z\tilde{\nu})$, obviously contains P-odd terms. To demonstrate that the $X_t(Z\tilde{\nu})$ is CP-even it is enough to recall that due to the structure of the Lagrangian couplings the equality

$$\psi_L + \phi_i - \phi_j = 0 \quad (3.22)$$
always holds. Indeed, assembling the formulae (3.6)–(3.11), the expression of the couplings via
the mixing matrices (C.15), and dropping overall real factors (irrelevant to complex phases),
we see that
\[ G_L \sim X_{i1} X_{ij}^\dagger, \quad C_i \sim X_{1i}^\dagger, \quad C_j \sim X_{1j}^\dagger, \]
up to real coefficients. The mixing $X$-matrices are unitary, so $X_{i1}^\dagger = (X_{1i})^*$, and thus
\[ G_L \sim (C_i)^* C_j \]
up to a real coefficient. Thus, by definitions (3.10)–(3.11) of phases $\psi_L$ and $\phi_i$, $\phi_j$ the relation
(3.22) holds. Therefore (and since $(\phi_+ + \phi_-)$ is C-even), the first term of $X_t(Z\tilde{\nu})$ is C- and
CP-even. It is also easy to see, that the changes due to the C-transform (3.20) in the second
term of $X_t(Z\tilde{\nu})$ are compensated by changing the $\omega$ sign, which represents the P-transform.
Hence, the polarized part of the tree-level cross-section is CP-even.

The last result is somewhat surprising\(^6\): as we will show later, a CP-odd part does arise
in the unpolarized cross-section at 1-loop level, so there is no physical/parameter symmetry
that prohibits the CP-violation. Thus, the absence of CP-violation at tree-level can only be
attributed to the specific coupling structure of the model (see also relevant discussion in [27]).
On the other hand, the “good news” here is that the CP-even tree-level amplitude guarantees
that the CP-odd term will get only finite corrections during renormalization: this is because
the model (MSSM) is renormalizable by construction. We shall say more about it later on.

\(^6\)It is important to mention that the same (tree-level) result was obtained independently by [27] using
different analytical methods, which reduces the possibility of error in the calculations.
Chapter 4

The one-loop corrections: contributing graphs

4.1 Contributing graphs: overview

As we show in this Thesis, the one loop corrections do induce a CP-violating contribution to the process

\[ e^+ + e^- \rightarrow \tilde{\chi}^+_i + \tilde{\chi}^-_j \]  

(4.1)
even in the case when the initial beams are not polarized. It should, perhaps, be stressed that we do not calculate the full one-loop cross section here, neither do we give a review of the magnitude of the CP-odd observables in various parameter points. Our intention is to demonstrate that there are domains in the parameter space where the CP-violation is present at the one-loop level. Therefore the strategy is to pick a specific parameter set that allows us to neglect certain diagrams and show that the effect is indeed non-zero at the one-loop order. For this purpose we are free to chose any point in parameter space. The simplest choice turned out to be a (possible) point, where all slepton masses are large (“heavy slepton limit”).

It is essential that the results are obtained analytically, rather than by numerical accounting of all the contributing diagrams. In fact, it is the analytical properties of the results that ensure non-cancellation of the CP-violating terms arising from a certain set of contributing diagrams. However, the complete overview of the contributing graphs is, of course, required. With this purpose we introduce here some diagrammatic notations and classify contributing 1-loop diagrams in the following Sections.

The phenomenological structure of the model is complicated, and there are many graphs that contribute to our process at the one-loop level, thereby one requires suitable diagram drawing conventions and a convenient classification scheme to account for them all.

---

1One could refer to the parameter space area around the so-called “SPS 2” benchmark point [33], but remember that the latter classification assumes a specific (mSUGRA) breaking mechanism with no CP-violating phases. In this research we do not assume any particular SUSY-breaking mechanism, and of course, the phases do present. However, the existence of SPS 2 parameter point in (very constrained) mSUGRA model confirms that less constrained SUSY models indeed include heavy slepton limit as a part of the parameter space.

2Some results of numerical calculations of 1-loop cross-section to the process (4.1) can be found, e.g., in [34]. However, due to the very large number of contributing diagrams the authors obviously cannot analyze the analytical structure of the CP-odd contribution.
First, in the MSSM there are superparticles (sparticles) of spin 0 (sfermions) and $\frac{1}{2}$ (chargino and neutralino). We found it convenient to indicate sparticles by double lines which, since $R$-parity conservation is imposed\(^3\), should not break or branch through a diagram. More precisely, the total number of double lines — that of bosonic (dashed double lines: $===$ ) plus that of fermionic (solid double lines: $\overline{\ldots}$ ) — attached to each vertex must be even.

Next, the model involves Majorana fermions (neutralino), which leads to certain subtleties with particle-antiparticle identification [48, 49, 38]. Following [38] we do not indicate the (double) fermion line direction for neutralino; in Appendix C we shortly explain how the vertices with neutralino are constructed out of Lagrangian couplings.

Besides, there is a specific feature of this kind of models — the fermion line arrows "clashing". According to the standard convention, we define the positive chargino to be a particle, rather than antiparticle, and draw the arrows on the fermion lines in the direction of particle flow. Due to angular momentum conservation, the chain of fermion lines must be continuous, and in that specific vertex where electron meets chargino and sneutrino, the fermion arrows clash, say, due to charge conservation — see, e.g. the last diagram in Fig. 3.1. At the same time, this convention ensures that the clashing does not take place in, e.g., the triple vertex where neutrino meets chargino and selectron. Hence, the clashing of the fermion lines will always be present, whether the positive chargino is particle or antiparticle. It is, of course, caused by the $C$-matrix in the Lagrangian vertices. Appendix C.1 and references therein provide a recipe for selecting a consistent fermion line flow through the chains of fermion lines. However for correct application of the latter technique one shall first draw all diagrams with correct particle/antiparticle assignment, i.e., with arrow clashing.

To collect all the diagrams it is useful to classify them according to the fermion and the sparticle line topology, without explicit specification of the particles that correspond to each internal line. Due to the above-mentioned subtleties (e.g., “clashing” and Majorana fermions), the direction of a fermion’s arrow in these skeleton graphs is not always defined until the explicit particle assignment is made. In these cases we simply do not draw the arrow. In contrast, it also happens that the fermion lines themselves uniquely specify some particles in internal lines, in the latter situation we indicate them in the figures below.

Let us also note that the colored particles and the Faddeev–Popov ghosts can contribute to our process at the one-loop level only through loop corrections for the gauge boson propagator. As explained later in Chapter 6, the absence of CP-violation at the tree level ensures that the propagator corrections cannot induce CP-violation in our case\(^4\), neither can the (multiplicative) wave function renormalization. Hence, neither ghost nor color enters the diagrams we have to account for.

Further, there are neither 1PI triangle diagrams nor “fish-like” ones, because there are no four-point vertices with two fermions in the Lagrangian (renormalizability!). Thus, we are left with only two types of one-loop corrections that may contribute to $d\sigma_0^{\text{odd}}$ from Eq. (2.17): they are the (1PI) box diagrams, and the tree diagrams from Fig. 3.1 (Chapter 3) with a triangle loop instead of one of the vertices. Accordingly, we classify all possible fermion skeletons for these one-loop graphs in Sections 4.2 (boxes) and 4.4 (triangles), and in Sections 4.3 and 4.5

\(^3\)That is what the soft breaking terms are responsible for [46]. Recently the $R$-parity non-conserving extensions of the MSSM started to attract attention (see e.g. [47]), however here we do not consider these cases.

\(^4\)Higgs boson propagators could in principle bring CP-violating terms into the amplitude, but as we discuss below all such terms are suppressed by $m_e$ (electron mass) factor.
we make the specific particle assignments for boxes and triangles, respectively.

4.2 1PI one-loop graphs ("boxes"): skeletons

Let us first discuss the four-leg 1PI graphs contributing to the amplitude. Note, that since there is no four-point $e^+e^+\chi^+\chi^-$ Lagrangian vertex, renormalizability of the MSSM tells us that the sum of all these graphs should be finite.

As just discussed, there is only one type of 1PI graphs that can contribute to the amplitude of the process 4.1 at the one-loop level: the box diagrams (4-propagator loops). Since the fermion lines should be continuous, one can divide these diagrams into three categories: with fermion (lepton) lines being "vertical", "horizontal" or "crossed".

For those with "vertical" fermion lines, the $R$-parity conservation allows two different possibilities (classes) for skeletons: those with ordinary particle exchanges between the fermion lines, and those with sparticle exchanges. The first class can be represented by two skeletons in Fig. 4.1; here and in what follows the wavy line denotes a suitable gauge boson ($\gamma$, $Z$ or $W$). There are, of course, analogous diagrams with various scalars instead of gauge bosons, but it is trivially seen that those graphs involve the triple scalar-electron-electron or scalar-electron-neutrino couplings, thus proportional to the electron mass which we drop.

The second class involves chargino/neutralino-electron vertices, so the non-spinor internal lines can only be sleptons ($R$-parity!): the two relevant skeletons are shown in Fig. 4.2.

One should of course keep in mind that there are many possibilities for different vector bosons, sleptons, as well as for intermediate lepton and chargino/neutralino lines within each class (skeleton).

For "horizontal" fermion lines there are more possibilities, however in the first three skeletons the particles on the internal lines are automatically fixed by the graph’s topology and available vertices. Indeed, as one can see from Fig. 4.3, in these three cases the above-mentioned fermion arrows “clashing” is unavoidable, but it is only chargino and electron lines that the Feynman rules allow to clash. This, in turn, defines charges of the sleptons and gauge bosons. In principle, the gauge boson lines in these skeletons can also be replaced by scalar exchanges, but the resulting diagrams will vanish in $m_e = 0$ limit.

In the second "horizontal" class the internal fermions can only be charginos or neutralinos. According to our convention, we do not draw the fermion arrow until the explicit particle
Figure 4.2: “Vertical” skeleton with sparticle exchanges between initial and final states.

Figure 4.3: “Horizontal” fermion lines: “clashing” specifies intermediate particles.

assignment is made. For diagrams in this class the “clashing” alone cannot guide us in identifying the intermediate particles, and scalar exchanges are also possible, so there are two skeletons with various possibilities for all intermediate particles (Fig. 4.4).

At last, there are “crossed” boxes with crossing fermion lines. For the charge conservation these internal fermions must be neutral, only neutrino or neutralino are allowed. There is only one box with two internal neutrinos: Fig. 4.5 (the same diagram with $W$ replaced by Higgs vanishes in $m_e = 0$ limit). Besides, there are two possibilities for boxes with internal neutralino lines (here the Higgs coupling is, of course, not negligible): Fig. 4.6; and two possibilities for mixed neutrino-neutralino case: Fig. 4.7.
4.2. 1PI ONE-LOOP GRAPHS ("BOXES"): SKELETONS

Figure 4.4: “Horizontal” fermion lines: both the internal fermions are sparticles.

Figure 4.5: “Crossed” fermion lines: both the internal fermions are neutrino.

Figure 4.6: “Crossed” fermion lines: both the internal fermions are neutralino.
Figure 4.7: “Crossed” fermion lines: neutrino and neutralino.
4.3 1PI one-loop diagrams in the heavy slepton limit

The fermion skeletons classified in Section 4.2 contain internal lines with so far unspecified particle content. For actual calculations one, of course, needs to make the explicit particle assignment.

It is easy to see that all the box diagrams are finite by simple power counting. Hence, in the heavy slepton limit any box diagram that involves a slepton propagator shall be discarded: one can check that there are no scalar mass factors coming from the couplings. Consequently, among the diagrams considered in the previous Section, only those of the type shown in Figure 4.1 will contribute. These diagrams (now with specific particles assigned to the lines) are presented in Fig. 4.8.
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Figure 4.8: Box diagrams without slepton lines: all chargino and neutralino mass eigenstates contribute.

As we will show in Chapter 6, to verify the presence of CP-violation in the cross-section it is sufficient to calculate the above diagrams only.
4.4 One-loop corrections to the 3-point vertices: skeletons

The rest of the one-loop diagrams are formed when vertices of tree graphs in Fig. 3.1 acquire one-loop corrections. As we show in Chapter 6, the calculation of the latter loops is not required to demonstrate the CP-violation at one loop order. Still, the numerical computations accounting for all the 1 loop graphs (including triangle diagrams) has also been performed\(^5\): some details are discussed in Chapter 6. Therefore, here we classify the 1-loop 3-points vertices for completeness purposes.

In principle, each triple vertex of the tree graphs in Fig. 3.1 acquires a correction at one loop. However, some of the corrections obviously vanish.

First of all, as mentioned in Chapter 3, the Lagrangian triple couplings of all scalars with electron and positron, as well as those with electron and neutrino are proportional to the electron mass, thereby all one-loop graphs that involve these couplings can be neglected. Moreover, at any loop order the Higgs/Goldstone-\(e^+e^-\) three-point function is unavoidably proportional to the Yukawa coupling, since it is the Yukawa coupling that couples the Higgs sector to leptons\(^6\). This coupling is small, so the Higgs/Goldstone exchange (the first diagram in Fig. 3.1) should also be negligible at one loop and higher orders. Hence, one does not need to compute the one-loop corrections to Higgs/Goldstone-\(e^+e^-\) vertices, and neither those to the Higgs/Goldstone-\(\chi^+\chi^-\) vertices, since the latter ones are accompanied by tree level Higgs/Goldstone- \(e^+e^-\) vertices in the relevant exchange diagrams.

Next, it is known (see, e.g., [50], see also Appendix B of this Thesis) that at any loop order the photon is prohibited from coupling to two different-mass fermions (charginos) by the \(U(1)\) Ward identities. Thus, one would need to calculate the one-loop corrections to the \(\gamma\chi_i\chi_j\) vertex, and, therefore, those to the \(\gamma ee\) coupling only for \(i = j\), in which case the unpolarized cross-section is \(CP\)-even and therefore not considered here.

The remaining one-loop corrections — those to the vertices in the tree-level \(Z\) and \(\tilde{\nu}\) exchange diagrams (Fig. 3.1) — will, in general, contribute. As we have already noted, MSSM has no four-point couplings with two fermions, hence there are no “fish-like” (2-vertex) loops in this case and all one-loop corrections to triple vertices we need are those due to triangle diagrams. Again, we first classify the latter according to the geometry of their fermion lines.

The tree level triple vertices in the \(s\)-channel are those with two electrons or two charginos. There are four classes for the electron-electron vertex, shown in Fig. 4.9, where the unspecified wavy line denotes a suitable gauge boson. Note, that there are also diagrams with the same fermion skeleton, but with some of the internal wavy lines replaced by scalar (charged or neutral) ones. However, due to the presence of the above-mentioned scalar-electron vertices the latter diagrams vanish in the \(m_e = 0\) limit and therefore are not shown.

The chargino-chargino vertex corrections have similar fermion skeleton (Fig. 4.10), but the internal line content is richer, because there are also non-vanishing diagrams with scalar internal lines. Thus, in these skeleton graphs we use the zigzag line \(\rule[1ex]{0.7cm}{0.3mm}\) to denote suitable scalars (Higgs \(h, H, A, H_c\) or Goldstone \(G, G_c\) particles or vector bosons (\(\gamma, Z\) or \(W\)).

The skeletons for one-loop corrections to the upper \(t\)-channel vertex (\(e^+\chi_i^+\tilde{\nu}\)) are collected in Fig. 4.11. Again, the internal wavy lines denote suitable vector bosons, while the zigzag

\(^5\)The complete 1-loop results for the magnitude of CP-violating observable have been obtained in collaboration with J. Kalinowski and K. Rolbiecki using their numerical code. The obtained values have further confirmed the “box-only” results. See, please, [36], attached to this Thesis.

\(^6\)At one loop one can also verify it by considering odd-even properties of relevant loop integrand as a function of the loop momentum.
line can be either scalar or vector. Possible diagrams with some of the wavy lines replaced by scalars are proportional to electron mass and therefore dropped.

Finally, to obtain the lower $t$-channel vertex ($e^- \chi^- \tilde{\nu}$) corrections one just has to reverse the directions of all fermion lines in Figure 4.11 and replace the external particles: $e^+(p_1) \rightarrow e^- (p_2)$, $\chi^+(k_1) \rightarrow \chi^- (k_2)$. 

Figure 4.9: Electron-electron vertex corrections: skeleton graphs.
Figure 4.10: Chargino-chargino vertex corrections: skeleton graphs.

Figure 4.11: Electron-chargino vertex corrections: skeleton graphs.
4.5 One-loop corrections to the 3-point vertices

In this Section we make the specific particle assignment for the triangle skeleton graphs collected in Section 4.4. As discussed below, contrary to the box diagrams (Sections 4.2 and 4.3), the heavy slepton limit does not allow to drop that many triangle graphs in calculations. That is why we first draw all the graphs (including those with slepton lines), and then discuss simplifications caused by the large slepton masses.

The 4 skeletons in Fig. 4.9 for 1-loop corrections to the $eeZ$ vertex are represented by diagrams in Fig. 4.12. Note that the first 3 diagrams are just conventional Standard Model corrections, while the rest unavoidably involve sleptons. Of course, all eigenstates of intermediate sparticles shall be accounted for.
The number of 1-loop diagrams that contribute to the $Z\chi\chi$ vertex correction is larger. Grouping them by the skeleton structure (Fig. 4.10) we draw these graphs in Figures 4.13, 4.14, and 4.15.
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Figure 4.13: $Z\chi\chi$ vertex corrections (1st and 2nd skeletons from Fig. 4.10): all selectron and sneutrino mass eigenstates contribute. Note however that the first diagram vanishes for one of the internal selectron mass states ($\tilde{e}_1$) and the last diagram vanishes if the two internal selectrons have different masses.

The corrections to $e^+\chi_i^+\tilde{\nu}$ are collected in Figs. 4.16 and 4.17 (again, they are grouped according to their 4 fermion skeletons from Figure 4.11). At last, the corrections to $e^-\chi_i^-\tilde{\nu}$ vertex can easily be obtained from graphs in Figures 4.16 and 4.17 by reversing directions of the fermion lines and, of course, by substituting the external particles: $e^+(p_1) \rightarrow e^-(p_2)$, $\chi_i^+(k_1) \rightarrow \chi_j^-(k_2)$.

Contrary to the box diagrams, there are not that many triangles that can be discarded in the limit of the heavy sleptons. The main reason here is that the triangle diagrams by themselves are not finite by power counting. Hence, even if a particular diagram contains the slepton propagator, its divergent part may still be needed to ensure finiteness of the full 1-loop observable. Besides, some of the mass factors may come from couplings.

Still, some simplifications can be made. For example, the first three graphs in Fig. 4.12 constitute the pure Standard Model correction. When combined with the tree approximation (which in the heavy slepton limit consists of the $Z$-exchange graph alone) to form the cross-section, these three loop graphs will result in multiplying Eqs. (3.17)–(3.17) by a factor, which does not involve the chargino masses. Then, essentially repeating the arguments of Section 3.3 one will conclude that this contribution is CP-even.
Figure 4.14: $Z\chi\chi$ vertex corrections (3rd skeleton from Fig. 4.10): all chargino and neutralino mass eigenstates shall be accounted for.

There are a few other graphs that can be eliminated in a similar way once all the sleptons are made heavy. Besides, one can assume\textsuperscript{7} all the Higgs bosons except $h$ to be heavy (not to be mixed up with the Goldstones $G$ and $G_c$ which acquire, respectively, $M_Z$ and $M_W$ mass in our gauge), which leads to further simplifications. We do not focus further on these details, as they are not essential for confirming the presence of CP-violation.

\textsuperscript{7}Again, by analogy with the SPS 2 benchmark point [33].
Figure 4.15: $Z\chi\chi$ vertex corrections (4th skeleton from Fig. 4.10): all mass eigenstates of intermediate sparticles shall be accounted for.
Figure 4.16: $e^+ \chi^+_i \tilde{\nu}$ vertex corrections (1st and 2nd skeletons from Fig. 4.11): all chargino and neutralino mass eigenstates shall be accounted for.
Figure 4.17: $e^+ \chi_i^+ \tilde{\nu}$ vertex corrections (3rd and 4th skeletons from Fig. 4.11): all eigenstates of the intermediate sparticles shall be accounted for.
Chapter 5

Loop integral calculations

5.1 Passarino–Veltman-like integrals

As demonstrated in the previous Chapter, the 1-loop cross-section involves box and triangle diagrams with various topologies (described in Sections 4.2 and 4.4, respectively). It is well known, that the evaluation of those loop graphs can be reduced to handling the so-called Passarino-Veltman functions [51]. These are the scalar integrals, which we denote as:

\[ J_{\nu_1,\nu_2,\nu_3,\nu_4} \equiv \int d^nq \frac{1}{d_1^{\nu_1} d_2^{\nu_2} d_3^{\nu_3} d_4^{\nu_4}} , \]  

(5.1)

where \( d_i \equiv p_i^2 - m_i^2 \); \( i = 1, 2, 3, 4 \); are the corresponding propagator denominators and \( q \) is the loop momentum integration variable. Since the maximum number of propagators in the loops that we are going to deal with is 4 (box), we will not need \( J \)'s with more than 4 indices. Of course, for divergent integrals like, say, \( J_{1,1,0,0} \) we imply a regularization.

With some labor, we can reduce all the \( J \)'s to those with positive indices: the recipes of such a reduction will be given in Secs. 5.4–5.9, where we follow the algebraic approach developed in [52]. Once this reduction is done, the integrals with positive indices can be evaluated numerically\(^1\) and, in principle, no more analytical work is required. However, for tracking the contributions to the CP-odd observable (2.17) it is useful to establish some symmetries for this basic set of integrals, which is done in Section 5.3.

The calculations are cumbersome, and choice of appropriate parametrization often allows one to reduce the analytical work. That is why in Section 5.2 below we fix 4 “symmetric” parametrizations for the loop momenta and use these parametrizations in subsequent calculations.

5.2 Loop momenta parametrizations

For various cases met in calculations it is convenient to parametrize the momentum inside graphs in different ways. The parametrizations we use for square loop graphs\(^2\) are shown in Fig. 5.1. Note, that arrows on the lines here denote the momentum direction and have

---

\(^1\)For the numerical work we used the FORTRAN code provided by the LoopTools package [53, 54].

\(^2\)One would also need two more parametrizations for line topology like, e.g., in Fig 4.7. However, as long as we take the sleptons being heavy, diagrams of that type do not contribute.
nothing to do with the spin or charge flow. To adjust this conventions for triangle loops, we simply contract one of the inner box lines.

\[
\begin{align*}
\text{“s”} & : \quad Q = p_1 + p_2 = k_1 + k_2, \quad P_y = p_1 - p_2, \quad P_t = k_1 - k_2; \\
\text{“tx”} & : \quad U = k_1 - p_2 = p_1 - k_2, \quad W_u = -p_1 - k_2, \quad W_d = p_2 + k_2; \\
\end{align*}
\]

(5.2)

The corresponding loop integration variables \(q\) and \(q'\) differ by the shift:

\[
\begin{align*}
\text{“s”} \leftrightarrow \text{“t”} : \quad q - q' &= \frac{1}{2}(p_2 - k_1) = \frac{1}{2}(k_2 - p_1) = -\frac{1}{2}U, \\
\text{“sx”} \leftrightarrow \text{“tx”} : \quad q - q' &= \frac{1}{2}(k_1 - p_1) = \frac{1}{2}(p_2 - k_2) = -\frac{1}{2}T,
\end{align*}
\]

and it is, of course, impossible to establish such a connection between, say, “s” and “sx”.

Considering a particular diagram it is convenient to denote the masses of the particles propagating along the internal lines as \(m_1, m_2, m_3, m_4\), and to call the denominators of the corresponding propagators \(d_1, d_2, d_3, d_4\), so that \(d_i(p_i) = p_i^2 - m_i^2\), where \(p_i\) stands for the momentum of \(i\)-th internal line. Below we list some trivial, though useful relations between these \(d’s\) and loop momenta in various parametrizations.
5.2. LOOP MOMENTA PARAMETRIZATIONS

• “s”:

\[
d_1 \equiv (q - \frac{1}{2}Q)^2 - m_1^2 = q^2 - qQ + \frac{1}{4}Q^2 - m_1^2, \\
d_2 \equiv (q + \frac{1}{2}P_g)^2 - m_2^2 = q^2 + qP_g + \frac{1}{4}P_g^2 - m_2^2, \\
d_3 \equiv (q + \frac{1}{2}Q)^2 - m_3^2 = q^2 + qQ + \frac{1}{4}Q^2 - m_3^2, \\
d_4 \equiv (q + \frac{1}{2}P_t)^2 - m_4^2 = q^2 + qP_t + \frac{1}{4}P_t^2 - m_4^2,
\]

and, hence,

\[
q^2 = \frac{1}{2}(d_1 + d_3) - \frac{1}{4}Q^2 + \frac{1}{2}(m_1^2 + m_3^2), \\
qQ = \frac{1}{2}(d_3 - d_1) + \frac{1}{2}(m_3^2 - m_1^2), \\
qP_g = d_2 - q^2 - \frac{1}{4}P_g^2 + m_2^2 = d_2 - \frac{1}{2}(d_1 + d_3) + \frac{1}{4}(Q^2 - P_g^2) + \frac{1}{2}(2m_2^2 - m_1^2 - m_3^2), \\
qP_t = d_4 - q^2 - \frac{1}{4}P_t^2 + m_4^2 \\
\quad = d_4 - \frac{1}{2}(d_1 + d_3) + \frac{1}{4}(Q^2 - P_t^2) + \frac{1}{2}(2m_4^2 - m_1^2 - m_3^2),
\]

• “sx” (take “s” propagators and substitute \(P_t \rightarrow -P_t\)):

\[
d_1 \equiv (q - \frac{1}{2}Q)^2 - m_1^2 = q^2 - qQ + \frac{1}{4}Q^2 - m_1^2, \\
d_2 \equiv (q + \frac{1}{2}P_g)^2 - m_2^2 = q^2 + qP_g + \frac{1}{4}P_g^2 - m_2^2, \\
d_3 \equiv (q + \frac{1}{2}Q)^2 - m_3^2 = q^2 + qQ + \frac{1}{4}Q^2 - m_3^2, \\
d_4 \equiv (q - \frac{1}{2}P_t)^2 - m_4^2 = q^2 - qP_t + \frac{1}{4}P_t^2 - m_4^2,
\]

and, hence,

\[
q^2 = \frac{1}{2}(d_1 + d_3) - \frac{1}{4}Q^2 + \frac{1}{2}(m_1^2 + m_3^2), \\
qQ = \frac{1}{2}(d_3 - d_1) + \frac{1}{2}(m_3^2 - m_1^2), \\
qP_g = d_2 - q^2 - \frac{1}{4}P_g^2 + m_2^2 = d_2 - \frac{1}{2}(d_1 + d_3) + \frac{1}{4}(Q^2 - P_g^2) + \frac{1}{2}(2m_2^2 - m_1^2 - m_3^2), \\
qP_t = -\left(d_4 - q^2 - \frac{1}{4}P_t^2 + m_4^2\right) \\
\quad = -\left(d_4 - \frac{1}{2}(d_1 + d_3) + \frac{1}{4}(Q^2 - P_t^2) + \frac{1}{2}(2m_4^2 - m_1^2 - m_3^2)\right),
\]
• “t”:

\[ d_1 \equiv \left( q' + \frac{1}{2} V_u \right)^2 - m_1^2 = q'^2 + q' V_u + \frac{1}{4} V_u^2 - m_1^2, \]
\[ d_2 \equiv \left( q' + \frac{1}{2} T \right)^2 - m_2^2 = q'^2 + q' T + \frac{1}{4} T^2 - m_2^2, \]
\[ d_3 \equiv \left( q' + \frac{1}{2} V_d \right)^2 - m_3^2 = q'^2 + q' V_d + \frac{1}{4} V_d^2 - m_3^2, \]
\[ d_4 \equiv \left( q' - \frac{1}{2} T \right)^2 - m_4^2 = q'^2 - q' T + \frac{1}{4} T^2 - m_4^2, \quad (5.7) \]

and, hence,

\[ q'^2 = \frac{1}{2} (d_2 + d_4) - \frac{1}{4} T^2 + \frac{1}{2} (m_2^2 + m_4^2), \]
\[ q'T = \frac{1}{2} (d_2 - d_4) + \frac{1}{2} (m_2^2 - m_4^2), \]
\[ q'V_u = d_1 - q'^2 - \frac{1}{4} V_u^2 + m_1^2 = d_1 - \frac{1}{2} (d_2 + d_4) + \frac{1}{4} (T^2 - V_u^2) + \frac{1}{2} (2m_1^2 - m_2^2 - m_3^2), \]
\[ q'V_d = d_3 - q'^2 - \frac{1}{4} V_d^2 + m_3^2 = d_3 - \frac{1}{2} (d_2 + d_4) + \frac{1}{4} (T^2 - V_d^2) + \frac{1}{2} (2m_3^2 - m_2^2 - m_4^2), \quad (5.8) \]

• “tx” (take “t” propagators and substitute \( V_{u,v} \rightarrow W_{u,v} \) and \( T \rightarrow U \)):

\[ d_1 \equiv \left( q' + \frac{1}{2} W_u \right)^2 - m_1^2 = q'^2 + q' W_u + \frac{1}{4} W_u^2 - m_1^2, \]
\[ d_2 \equiv \left( q' + \frac{1}{2} U \right)^2 - m_2^2 = q'^2 + q' U + \frac{1}{4} U^2 - m_2^2, \]
\[ d_3 \equiv \left( q' + \frac{1}{2} W_d \right)^2 - m_3^2 = q'^2 + q' W_d + \frac{1}{4} W_d^2 - m_3^2, \]
\[ d_4 \equiv \left( q' - \frac{1}{2} U \right)^2 - m_4^2 = q'^2 - q' U + \frac{1}{4} U^2 - m_4^2, \quad (5.9) \]

and, hence,

\[ q'^2 = \frac{1}{2} (d_2 + d_4) - \frac{1}{4} U^2 + \frac{1}{2} (m_2^2 + m_4^2), \]
\[ q'U = \frac{1}{2} (d_2 - d_4) + \frac{1}{2} (m_2^2 - m_4^2), \]
\[ q'W_u = d_1 - q'^2 - \frac{1}{4} W_u^2 + m_1^2 = d_1 - \frac{1}{2} (d_2 + d_4) + \frac{1}{4} (U^2 - W_u^2) + \frac{1}{2} (2m_1^2 - m_2^2 - m_3^2), \]
\[ q'W_d = d_3 - q'^2 - \frac{1}{4} W_d^2 + m_3^2 = d_3 - \frac{1}{2} (d_2 + d_4) + \frac{1}{4} (U^2 - W_d^2) + \frac{1}{2} (2m_3^2 - m_2^2 - m_4^2). \quad (5.10) \]

Besides, the following equalities hold on the mass shell (we take \( m_e = 0 \), hence on the mass shell \( p_1^2 = p_2^2 = 0, \ k_1^2 = m_1^2, \ k_2^2 = m_2^2 \)):

for “s” and “sx” parametrizations:

\[ \begin{align*}
Q^2 &= s, \quad Q P_g = 0, \quad Q P_t = m_i^2 - m_j^2, \\
P_g^2 &= -s, \quad P_t^2 = 2(m_i^2 + m_j^2) - s, \quad P_g P_t = u - t;
\end{align*} \]

for “t” parametrization:

\[ \begin{align*}
T^2 &= t, \quad TV_u = m_i^2, \quad TV_d = m_j^2, \\
V_u^2 &= 2m_i^2 - t, \quad V_d^2 = 2m_j^2 - t, \quad V_u V_d = u - s;
\end{align*} \]

for “tx” parametrization:

\[ \begin{align*}
U^2 &= u, \quad UW_u = m_j^2, \quad UW_d = m_i^2, \\
W_u^2 &= 2m_j^2 - u, \quad W_d^2 = 2m_i^2 - u, \quad W_u W_d = t - s;
\end{align*} \]

(5.11)

here, as usual, \( s \equiv (p_1 + p_2)^2 \), \( t \equiv (p_1 - k_1)^2 \), \( u \equiv (p_1 - k_2)^2 \) are the conventional Mandelstam variables.

The above relations have been embedded into the REDUCE code which led to the simplifications of the results up to a level that allowed analytical analysis.

### 5.3 Some symmetries of the loop integrals

To simplify the automatic calculations, as well as for checking purposes, it is useful to establish some symmetries for the basic set of Passarino–Veltman-like integrals defined by Eq. (5.1). These symmetries are mainly dictated by the fact that the scalar\(^3\) \( J \)'s may depend only on the Lorentz scalars listed in Eq. (5.11) and, of course, on the inner masses \( m_1, m_2, m_3, m_4 \).

As noted in Chapter 2, the CP-transformation for the unpolarized cross-section is reduced to the interchange of the chargino masses in the resulting cross-section formula. As we show below, such interchange often transforms one \( J \)-integral into another, which often leads to substantial cancellations. This is, in fact, the main reason to identify such symmetries.

We shall first look how the loop topology affects the value of the integral. Suppose that the integral \( J_{\nu_1,\nu_2,\nu_3,\nu_4}(m_i, m_j) \) for “uncrossed” (with the line geometry like, e.g., “s” in Fig. 5.1) and the integral \( J_{\nu_1',\nu_2',\nu_3',\nu_4'}(m_i, m_j) \) for “crossed” (like, e.g., “sx”) box diagrams are defined by Eq. (5.1). The arguments in brackets indicate that the positive and negative (upper and lower) outgoing charginos carry the masses \( m_i \) and \( m_j \), respectively. Let us fix the inner masses \( m_1, m_2, m_3, m_4 \) and the powers \( \nu_1, \nu_2, \nu_3, \nu_4 \), and compare \( J \) and \( J^{ct} \).

We are free to chose any uncrossed parametrization for the uncrossed box and any crossed one for the crossed box, so let us chose “s” and “sx”, respectively. The immediate consequence is that \( J \) and \( J^{ct} \) differ only by the sign of \( P_t \) (note that when classifying graphs in Fig. 5.1, we always keep the external legs fixed!) or, in other words, under the transformation \( P_t \to -P_t \) these integrals transform into each other.

Next, as we already mentioned, \( J \) and \( J^{ct} \) may depend only on the scalar products (5.11) of the external 4-momenta (or, equivalently, those momenta that enter in \( d_i \)) and on the inner masses \( m_1, m_2, m_3, m_4 \). Among the relevant scalar products only \( Q P_t = m_i^2 - m_j^2 \)

---

\(^3\)For divergent \( J \)'s we assume some regularization consistent with the Lorentz symmetry.
and \( P_y P_t = u - t \) change value (sign) together with \( P_t \). Finally, again, due to the Lorentz invariance, in addition to the inner and external masses, the integrals may depend only on two independent scalar variables, so take \( m_1^2 \pm m_2^2 \), \( m_1, m_2, m_3, m_4 \) and Mandelstam’s \( t \) and \( u \) as independent quantities \((m_e = 0)\). Hence, \( J_{\nu_1,\nu_2,\nu_3,0}(m_i, m_j) = J_{\nu_r,\nu_s,0}(m_j, m_i) \), and neither of them is affected by \( m_i \leftrightarrow m_j \) or \( t \leftrightarrow u \) interchange.

Let us now make a few observations:

(i) As is clearly seen from Fig. (5.1) and Eq. (5.11), for \( \nu_4 = 0 \) the integrals are equal: \( J_{\nu_1,\nu_2,\nu_3,0}(m_i, m_j) = J_{\nu_r,\nu_s,0}(m_j, m_i) \), and neither of them is affected by \( m_i \leftrightarrow m_j \) or \( t \leftrightarrow u \) interchange.

(ii) Next, if \( \nu_2 = 0 \), the product \( P_y P_t = u - t \) can not contribute and, therefore both \( J \) and \( J^{cr} \) can be considered as functions of Mandelstam’s \( s \) and masses and transform into each other by \( m_i \leftrightarrow m_j \), while \( m_1, m_2, m_3, m_4 \) are kept fixed. Neither of the integrals is affected by the \( t \leftrightarrow u \) substitution.

(iii) Finally, if \( m_1 = m_3 \) and in addition \( \nu_1 = \nu_3 \), the integrals are even in \( Q \), and, therefore, also even in \( Q P_t = m_1^2 - m_2^2 \). Hence, in this case \( J \) and \( J^{cr} \) are connected by the \( t \leftrightarrow u \) interchange alone and neither of them is affected by \( m_i \leftrightarrow m_j \) interchange.

For processing the diagrams in Fig. 4.8 we will mostly need the integrals with \( m_1 = m_3 \), so let us consider this case in detail\(^4\). In Table 5.1 we summarize the properties of the basic \( J \)'s appearing in our calculations (the values \( m_1, m_2, m_3, m_4 \) should not be affected by the chargino mass interchanges below).

<table>
<thead>
<tr>
<th>Uncrossed</th>
<th>Transformation between ( J ) and ( J^{cr} )</th>
<th>Crossed</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J_{1,1,1,1} )</td>
<td>( t \leftrightarrow u )</td>
<td>( J^{cr}_{1,1,1,1} )</td>
<td>Both ( J )'s are ( m_i \leftrightarrow m_j )-even</td>
</tr>
<tr>
<td>( J_{0,1,1,1} )</td>
<td>( t \leftrightarrow u, m_i \leftrightarrow m_j )</td>
<td>( J^{cr}_{0,1,1,1} )</td>
<td>( J )'s are ( t \leftrightarrow u ) and ( m_i \leftrightarrow m_j )-even</td>
</tr>
<tr>
<td>( J_{1,1,0,1} )</td>
<td>( t \leftrightarrow u, m_i \leftrightarrow m_j )</td>
<td>( J^{cr}_{1,1,0,1} )</td>
<td>( J )'s are ( t \leftrightarrow u )-even</td>
</tr>
<tr>
<td>( J_{0,0,1,1} )</td>
<td>( m_i \leftrightarrow m_j )</td>
<td>( J^{cr}_{0,0,1,1} )</td>
<td>( J )'s are ( m_i \leftrightarrow m_j )-even</td>
</tr>
<tr>
<td>( J_{0,1,0,1} )</td>
<td>( t \leftrightarrow u )</td>
<td>( J^{cr}_{0,1,0,1} )</td>
<td>( J )'s are ( m_i \leftrightarrow m_j )-even</td>
</tr>
<tr>
<td>( J_{1,0,0,1} )</td>
<td>( m_i \leftrightarrow m_j )</td>
<td>( J^{cr}_{1,0,0,1} )</td>
<td>( J )'s are ( t \leftrightarrow u )-even</td>
</tr>
<tr>
<td>( J_{1,1,1,0} )</td>
<td>( t \leftrightarrow u, m_i \leftrightarrow m_j )</td>
<td>( J^{cr}_{1,1,1,0} )</td>
<td>( J )'s are ( t \leftrightarrow u ) and ( m_i \leftrightarrow m_j )-even</td>
</tr>
<tr>
<td>( J_{0,1,1,0} )</td>
<td>( t \leftrightarrow u, m_i \leftrightarrow m_j )</td>
<td>( J^{cr}_{0,1,1,0} )</td>
<td>( J )'s are ( t \leftrightarrow u ) and ( m_i \leftrightarrow m_j )-even</td>
</tr>
<tr>
<td>( J_{1,1,0,0} )</td>
<td>( t \leftrightarrow u, m_i \leftrightarrow m_j )</td>
<td>( J^{cr}_{1,1,0,0} )</td>
<td>( J )'s are ( t \leftrightarrow u ) and ( m_i \leftrightarrow m_j )-even</td>
</tr>
</tbody>
</table>

Table 5.1: \( J \)'s relations for \( m_1 = m_3 \).

Next, there are cross relations in the above table. For example, as long \( m_1 = m_3 \), the definition (5.1) and Eq. (5.11) state that for \( J^\text{any} = J, J^{cr} \)

\[
J^\text{any}_{0,0,1,1}(m_i, m_j) = J^\text{any}_{0,0,1,1}(m_j, m_i),
\]

where, as above, \( m_1, m_2, m_3, m_4 \) are kept fixed (just \( Q \to -Q \) change). On the other hand, Table 5.1 shows that \( J_{0,0,1,1}(m_i, m_j) = J^{cr}_{0,0,1,1}(m_j, m_i), J_{1,0,0,1}(m_i, m_j) = J^{cr}_{1,0,0,1}(m_j, m_i), \)

\(^4\)The box integrals for diagrams with mixed \( \gamma \) and \( Z \) exchange in Fig. 4.8 (here \( m_1 \neq m_3 \)) possess analogous properties, which, in fact, cause another big cancellation within CP-odd contributions due to these diagrams.
which gives the equalities:

\[ J_{0,0,1,1}(m_i, m_j) = J_{1,0,0,1}^{cr}(m_i, m_j), \quad J_{1,0,0,1}(m_i, m_j) = J_{0,0,1,1}^{cr}(m_i, m_j). \]

Using “t” and “tx” parametrization one can establish some additional relations, which we skip here. The above properties serve as good tests for numerical calculations.

### 5.4 Reduction of J’s with negative index (uncrossed box)

Consider the uncrossed box skeleton, like, e.g., one of the first two in Fig. 5.1 and look at the integral \( J_{-1,1,1,1} \). Note, that, since the “s” and “t” parameterizations differ from each other only by the integration variable shift, we can choose any of these two parameterizations. For this particular integral it is convenient to use the “t” one. Then, according to Eq. (5.8),

\[
J_{-1,1,1,1} \equiv \int d^n q \frac{d_1}{d_2 d_3 d_4} \\
= \int d^n q \frac{1}{d_2 d_3 d_4} \left( q^2 + q' V_u + \frac{1}{4} V_u^2 - m_1^2 \right) \\
= \int d^n q \frac{1}{d_2 d_3 d_4} \left[ \frac{1}{2} (d_2 + d_4) - \frac{1}{4} T^2 + \frac{1}{2} (m_2^2 + m_4^2) + q' V_u + \frac{1}{4} V_u^2 - m_1^2 \right] \\
= \frac{1}{2} \left( J_{0,0,1,1} + J_{0,1,1,0} \right) - \left[ \frac{1}{4} T^2 - \frac{1}{2} (m_2^2 + m_4^2) - \frac{1}{4} V_u^2 + m_1^2 \right] J_{0,1,1,1} \\
+ V_a^\mu \int d^n q' \frac{q'_\mu}{d_1 d_2 d_4}. \tag{5.12}
\]

The scalar products of the momenta are given by (on-shell) Eq. (5.11), while the last (tensor) integral is to be evaluated in Section 5.6 below.

In the same fashion, \( J_{1,1,-1,1} \) can be rewritten as (in fact, one may substitute \( d_1 \leftrightarrow d_3 \) or, equivalently, \( m_1 \leftrightarrow m_3 \), \( V_u \leftrightarrow V_d \) in Eq. (5.12), which also leads to the index change \( \nu_1 \leftrightarrow \nu_3 \) in the integrals on the RHS):

\[
J_{1,1,-1,1} = \frac{1}{2} \left( J_{1,0,0,1} + J_{1,1,0,0} \right) - \left[ \frac{1}{4} T^2 - \frac{1}{2} (m_2^2 + m_4^2) - \frac{1}{4} V_d^2 + m_3^2 \right] J_{1,1,0,1} \\
+ V_a^\mu \int d^n q' \frac{q'_\mu}{d_1 d_2 d_4}. \tag{5.13}
\]

Next, using the “s”-parametrization (Fig. 5.1) we obtain:

\[
J_{1,-1,1,1} \equiv \int d^n q \frac{d_2}{d_1 d_3 d_4} \\
= \int d^n q \frac{1}{d_1 d_3 d_4} \left( q^2 + q P_g + \frac{1}{4} P_g^2 - m_2^2 \right) \\
= \int d^n q \frac{1}{d_1 d_3 d_4} \left[ \frac{1}{2} (d_1 + d_3) - \frac{1}{4} Q^2 + \frac{1}{2} (m_1^2 + m_3^2) + q P_g + \frac{1}{4} P_g^2 - m_2^2 \right] \\
= \frac{1}{2} \left( J_{0,0,1,1} + J_{1,0,0,1} \right) - \left[ \frac{1}{4} Q^2 - \frac{1}{2} (m_1^2 + m_3^2) - \frac{1}{4} P_g^2 + m_2^2 \right] J_{1,0,1,1} \\
+ P_g^\mu \int d^n q \frac{q_\mu}{d_1 d_2 d_4}, \tag{5.14}
\]
and, at last (just substitute $d_2 \leftrightarrow d_4$ or, equivalently, $m_2 \leftrightarrow m_4$, $P_g \leftrightarrow P_t$ in Eq. (5.14), which also leads to $\nu_2 \leftrightarrow \nu_4$ in the integrals on the RHS):

$$J_{1,1,1,-1} = \frac{1}{2} \left( J_{0,1,1,0} + J_{1,1,0,0} \right) - \left[ \frac{1}{4} Q^2 - \frac{1}{2} (m_2^2 + m_4^2) - \frac{1}{4} P_t^2 + m_1^2 \right] J_{1,1,1,0}$$

$$+ P_t^\mu \int d^4q \frac{q_\mu}{d_{12}d_{23}} .$$

The tensor integral still remains on the RHS — it is evaluated in Section 5.6 below.

### 5.5 Reduction of $J$’s with negative index (crossed box)

Let us now consider the crossed box, like, e.g., the third or fourth in Fig. 5.1. Again, let us look at $J_{-1,1,1,1}$ first. A natural choice here is the “tx” parametrization, which (see Eq. (5.10)) is obtained from “t” by the $V_{u,v} \rightarrow W_{u,v}$, $T \rightarrow U$ substitution. Hence (cf. Eq. (5.12)):

$$J_{-1,1,1,1} = \frac{1}{2} \left( J_{0,0,1,1} + J_{1,1,0,1} \right) - \left[ \frac{1}{4} U^2 - \frac{1}{2} (m_2^2 + m_4^2) - \frac{1}{4} W_u^2 + m_1^2 \right] J_{0,1,1,1}$$

$$+ W_\mu U \int d^4q' \frac{q_\mu}{d_{12}d_{34}} .$$

The scalar products are again given by Eq. (5.11), and the last (tensor) integral is to be done in Section 5.7 below. Similarly (cf. Eq. (5.13)):

$$J_{1,1,-1,1} = \frac{1}{2} \left( J_{1,0,1,1} + J_{1,1,0,1} \right) - \left[ \frac{1}{4} U^2 - \frac{1}{2} (m_2^2 + m_4^2) - \frac{1}{4} W_u^2 + m_1^2 \right] J_{1,1,0,1}$$

$$+ W_\mu U \int d^4q' \frac{q_\mu}{d_{12}d_{34}} .$$

The “sx”-parametrization (Eq. (5.6)) is obtained from “s” by just $P_t \rightarrow -P_t$, so the appearance of the decomposition (cf. Eq. (5.14)):

$$J_{1,-1,1,1} = \frac{1}{2} \left( J_{1,0,1,1} + J_{1,1,0,1} \right) - \left[ \frac{1}{4} Q^2 - \frac{1}{2} (m_1^2 + m_3^2) - \frac{1}{4} P_g^2 + m_2^2 \right] J_{1,1,0,1}$$

$$+ P_g^\mu \int d^4q \frac{q_\mu}{d_{12}d_{34}} ,$$

is unchanged, while $J_{1,1,1,-1}$ is changed to:

$$J_{1,1,1,-1} = \frac{1}{2} \left( J_{0,1,1,0} + J_{1,1,0,0} \right) - \left[ \frac{1}{4} Q^2 - \frac{1}{2} (m_1^2 + m_3^2) - \frac{1}{4} P_t^2 + m_2^2 \right] J_{1,1,1,0}$$

$$- P_t^\mu \int d^4q \frac{q_\mu}{d_{12}d_{34}} .$$

The tensor integrals on the RHS will be evaluated in Section 5.7.

### 5.6 “Three-point” tensor integrals (uncrossed box)

Let us evaluate the tensor integrals we just encountered. Due to the Lorentz covariance the first one can be written as (in the “t”-parametrization):

$$J_{0,1,1,1}^\mu \equiv \int d^4q' \frac{q_\mu}{d_{23}d_{34}} = C_1^T T_\mu + C_1^{V_g} V_\mu^d ,$$

$$J_{1,1,1}^\mu \equiv \int d^4q \frac{q_\mu}{d_{12}d_{34}} = C_1^T T_\mu + C_1^{V_g} V_\mu^d .$$
where the $C$’s are some Lorentz scalars\(^5\). To obtain these scalars, dot the latter equation by $T$ and $V_d$, which gives the $2 \times 2$ linear system:

\[
T \cdot J \equiv \int d^aq' \frac{q'T}{d_2d_3d_4} = C_1^T T^2 + C_1^{V_d} TV_d ,
\]

\[
V_d \cdot J \equiv \int d^aq' \frac{q'V_d}{d_2d_3d_4} = C_1^T TV_d + C_1^{V_d} V_d^2 .
\] (5.21)

Note, that the scalar products on the RHS are given by Eq. (5.11), while the integrals on the left can be further reduced with the help of Eq. (5.8). Indeed, substituting for $q'T$ and $q'V_d$ from the latter equalities, we get for the LHS:

\[
T \cdot J = \int d^aq' \frac{1}{d_2d_3d_4} \left[ \frac{1}{2} (d_2 - d_4) + \frac{1}{2} (m_2^2 - m_4^2) \right]
= \frac{1}{2} \left( J_{0,0,1,1} - J_{0,1,1,0} \right) + \frac{1}{2} (m_2^2 - m_4^2) J_{0,1,1,1} ,
\]

\[
V_d \cdot J = \int d^aq' \frac{1}{d_2d_3d_4} \left[ d_4 - \frac{1}{2} (d_2 + d_4) + \frac{1}{4} (T^2 - V_d^2) + \frac{1}{2} (2m_2^2 - m_2^2 - m_4^2) \right]
= J_{0,1,0,1} - \frac{1}{2} \left( J_{0,0,1,1} + J_{0,1,1,0} \right) + \left[ \frac{1}{4} (T^2 - V_d^2) + \frac{1}{2} (2m_2^2 - m_2^2 - m_4^2) \right] J_{0,1,1,1} .
\]

Thus, to complete the reduction one can just substitute the latter relations in the solution of the system (5.21):

\[
C_1^T = \frac{V_d^2 (T \cdot J) - TV_d (V_d \cdot J)}{T^2 V_d^2 - (TV_d)^2} ,
\]

\[
C_1^{V_d} = \frac{T^2 (V_d \cdot J) - TV_d (T \cdot J)}{T^2 V_d^2 - (TV_d)^2} .
\]

Similarly, for the integral

\[
J_{1,1,0,1}^{\mu} \equiv \int d^aq' \frac{q'^\mu}{d_1d_2d_4} = C_3^T T^{\mu} + C_3^{V_u} V_u^{\mu}
\] (5.22)

the linear system is:

\[
T \cdot J = \int d^aq' \frac{q'T}{d_2d_3d_4} = C_3^T T^2 + C_3^{V_u} TV_u ,
\]

\[
V_u \cdot J \equiv \int d^aq' \frac{q'V_u}{d_2d_3d_4} = C_3^T TV_u + C_3^{V_u} V_u^2 ;
\] (5.23)

the simplest way to obtain this system is to substitute $d_3 \leftrightarrow d_1$ or, equivalently, $m_3 \leftrightarrow m_1$, $V_d \leftrightarrow V_u$ in Eqs. (5.20) and (5.21), which also amounts to $\nu_3 \leftrightarrow \nu_1$ in the integrals on the LHS of the linear system. Consequently, the solution of the system (5.23) is given by:

\[
C_3^T = \frac{V_u^2 (T \cdot J) - TV_u (V_u \cdot J)}{T^2 V_u^2 - (TV_u)^2} ,
\]

\[
C_3^{V_u} = \frac{T^2 (V_u \cdot J) - TV_u (T \cdot J)}{T^2 V_u^2 - (TV_u)^2} .
\]

\(^5\)In the “$s$”-parametrization we would have three independent momenta on the RHS of Eq. 5.20, that is why the “$t$” one is preferable here.
with
\[ T \cdot J = \int d^n q' \frac{1}{d_1 d_2 d_4} \left[ \frac{1}{2} (d_2 - d_4) + \frac{1}{2} (m_2^2 - m_4^2) \right] \]
\[ = \frac{1}{2} \left( J_{1,0,0,1} - J_{1,1,0,0} \right) + \frac{1}{2} (m_2^2 - m_4^2) J_{1,1,0,1} , \]
\[ V_u \cdot J = \int d^n q' \frac{1}{d_1 d_2 d_4} \left[ d_1 - \frac{1}{2} (d_2 + d_4) + \frac{1}{4} (T^2 - V_u^2) + \frac{1}{2} (2m_1^2 - m_2^2 - m_4^2) \right] \]
\[ = J_{0,1,0,1} - \frac{1}{2} \left( J_{1,0,0,1} + J_{1,1,0,0} \right) + \left[ \frac{1}{4} (T^2 - V_2^2) + \frac{1}{2} (2m_1^2 - m_2^2 - m_3^2) \right] J_{1,1,0,1} . \]

The remaining two tensor integrals of this kind are easily reduced in the "s"-parametrization. That is, for the integral
\[ J_{1,0,1,1}^\mu \equiv \int d^n q \frac{q_\mu}{d_1 d_3 d_4} = C_2^Q Q^\mu + C_2^{P_t} P_t^\mu \]  
(5.24)
we have to solve the system:
\[ Q \cdot J \equiv \int d^n q \frac{q Q}{d_1 d_3 d_4} = C_2^Q Q^2 + C_2^{P_t} Q P_t , \]
\[ P_t \cdot J \equiv \int d^n q \frac{q P_t}{d_1 d_3 d_4} = C_2^Q Q P_t + C_2^{P_g} P_g^2 . \]  
(5.25)

With Eq. (5.4) the LHS can be expressed as:
\[ Q \cdot J = \int d^n q \frac{1}{d_1 d_3 d_4} \left[ \frac{1}{2} (d_3 - d_1) + \frac{1}{2} (m_3^2 - m_1^2) \right] \]
\[ = \frac{1}{2} \left( J_{1,0,0,1} - J_{0,0,1,1} \right) + \frac{1}{2} (m_3^2 - m_1^2) J_{1,0,1,1} , \]
\[ P_t \cdot J = \int d^n q \frac{1}{d_1 d_3 d_4} \left[ d_3 - \frac{1}{2} (d_1 + d_3) + \frac{1}{4} (Q^2 - P_t^2) + \frac{1}{2} (2m_2^2 - m_1^2 - m_3^2) \right] \]
\[ = J_{1,0,1,0} - \frac{1}{2} \left( J_{0,0,1,1} + J_{1,0,0,1} \right) + \left[ \frac{1}{4} (Q^2 - P_t^2) + \frac{1}{2} (2m_2^2 - m_1^2 - m_3^2) \right] J_{1,0,1,1} , \]

and the solution of (5.25) is given by:
\[ C_2^Q = \frac{P_t^2 (Q \cdot J) - Q P_t (P_t \cdot J)}{Q^2 P_t^2 - (Q P_t)^2} , \]
\[ C_2^{P_t} = \frac{Q^2 (P_t \cdot J) - Q P_t (Q \cdot J)}{Q^2 P_t^2 - (Q P_t)^2} . \]

Finally, the integral
\[ J_{1,1,0,0}^\mu \equiv \int d^n q \frac{q_\mu}{d_1 d_2 d_3} = C_4^Q Q^\mu + C_4^{P_g} P_g^\mu \]  
(5.26)
gives rise to the system:
\[ Q \cdot J \equiv \int d^n q \frac{q Q}{d_1 d_2 d_3} = C_4^Q Q^2 + C_4^{P_g} Q P_g , \]
\[ P_g \cdot J \equiv \int d^n q \frac{q P_g}{d_1 d_2 d_3} = C_4^Q Q P_g + C_4^{P_g} P_g^2 . \]  
(5.27)
5.7. "THREE-POINT" TENSOR INTEGRALS (CROSSED BOX)

Again, to get this system one may just substitute $d_1 \leftrightarrow d_2$ or, equivalently, $m_1 \leftrightarrow m_2$, $P_1 \leftrightarrow P_2$ in Eqs. (5.24) and (5.25), which also changes indices $\nu_3 \leftrightarrow \nu_1$ in the integrals on the LHS of the linear system. The solution for the coefficients entering in Eqs. (5.27) is:

$$C_4^Q = \frac{P_g^2(Q \cdot J) - Q P_g(P_g \cdot J)}{Q^2 P_g^2 - (Q P_g)^2}, \quad C_4^P = \frac{Q^2(P_g \cdot J) - Q P_g(Q \cdot J)}{Q^2 P_g^2 - (Q P_g)^2},$$

with

$$Q \cdot J = \int d^4q \frac{1}{d_1 d_2 d_3} \left[ \frac{1}{2} (d_3 - d_1) + \frac{1}{2} (m_3^2 - m_1^2) \right]$$

$$= \frac{1}{2} \left[ J_{1,0,0,0} - J_{0,1,1,0} \right] + \frac{1}{2} (m_3^2 - m_1^2) J_{1,1,1,0},$$

$$P_g \cdot J = \int d^4q \frac{1}{d_1 d_2 d_3} \left[ d_2 - \frac{1}{2} (d_1 + d_3) + \frac{1}{4} (Q^2 - P_g^2) + \frac{1}{2} (2m_2 - m_1 - m_3^2) \right]$$

$$= J_{1,0,1,0} - \frac{1}{2} \left( J_{0,1,1,0} + J_{1,1,1,0} \right) + \left[ \frac{1}{4} (Q^2 - P_g^2) + \frac{1}{2} (2m_2 - m_1 - m_3^2) \right] J_{1,1,1,0}.$$

Thus, any "three-point" integral with one tensor index (for uncrossed box) one can encounter in these calculations can be reduced to conventional $J$’s with positive indices. In the next section we do this reduction for similar integrals arising from crossed boxes.

5.7 "Three-point" tensor integrals (crossed box)

The reduction formulae for the "crossed" tensor integrals can be obtained from the "uncrossed" ones by using the variable substitutions which connect the crossed and uncrossed parametrizations. Indeed, employing the Lorentz-covariance in exactly the same way as in the previous Section, but in the "tx"-parametrization, one can write:

$$J_{0,1,1,1}^{cr} = \int d^4q' \frac{q'_\mu}{d_2 d_3 d_4} = C_1^{U} U^\mu + C_1^{W_d} W_d^\mu. \quad (5.28)$$

It is easy to see that the latter integral is obtained from (5.20) by the change: $V_{u,v} \rightarrow W_{u,v}$, $T \rightarrow U$ (from "t" to "tx"). Thus,

$$C_1^{U} = \frac{W_d^2(U \cdot J^{cr}) - U W_d(W_d \cdot J^{cr})}{U^2 W_d^2 - (U W_d)^2}, \quad C_1^{W_d} = \frac{U^2(W_d \cdot J^{cr}) - U W_d(U \cdot J)^{cr}}{U^2 W_d^2 - (U W_d)^2},$$

with:

$$U \cdot J^{cr} = \frac{1}{2} \left( J_{0,0,1,1}^{cr} - J_{0,1,1,0}^{cr} \right) + \frac{1}{2} (m_2^2 - m_4^2) J_{0,1,1,1}^{cr},$$

$$W_d \cdot J^{cr} = J_{0,1,1,1}^{cr} - \frac{1}{2} \left( J_{0,0,1,1}^{cr} + J_{0,1,1,0}^{cr} \right) + \left[ \frac{1}{4} (U^2 - W_d^2) + \frac{1}{2} (2m_2^2 - m_1^2 - m_3^2) \right] J_{0,1,1,1}^{cr}.$$

Similarly, to obtain the result for

$$J_{1,1,1,1}^{cr} = \int d^4q' \frac{q'_\mu}{d_2 d_3 d_4} = C_3^{U} U^\mu + C_3^{W_u} W_u^\mu, \quad (5.29)$$
one performs the same substitution \( V_{u,v} \to W_{u,v}; T \to U \) in the expressions for the integral (5.22), obtaining

\[
C^U_3 = \frac{W^2_u (U \cdot J^cr) - UW_u (W_u \cdot J^cr)}{U^2 W^2_u - (UW_u)^2}, \quad C^W_3 = \frac{U^2 (W_u \cdot J^cr) - UW_u (U \cdot J^cr)}{U^2 W^2_u - (UW_u)^2},
\]

where

\[
U \cdot J^cr = \frac{1}{2} \left( J^cr_{1,0,0,1} - J^cr_{1,1,0,0} \right) + \frac{1}{2} (m_2^2 - m_4^2) J^cr_{1,1,0,1},
\]

\[
W_u \cdot J^cr = J^cr_{0,1,0,1} - \frac{1}{2} \left( J^cr_{1,0,0,1} + J^cr_{1,1,0,0} \right) + \left[ \frac{1}{4} (U^2 - W^2_u) + \frac{1}{2} (2m_1^2 - m_2^2 - m_4^2) \right] J^cr_{1,1,0,1}.
\]

The last two integrals shall be done in the “sx”-parametrization. If we expand the “crossed” integral as

\[
J^cr_{1,0,1,1} \equiv \int d^u q \frac{q_m}{d_1 d_3 d_4} = C^Q_2 Q^\mu + C^P_i P^\mu
\]

(5.30)

the appearance of the linear system for the coefficients \( C^Q_2 \) and \( C^P_i \) is the same as that of (5.25), and, therefore, the solution has the same form:

\[
C^Q_2 = \frac{P^2_i (Q \cdot J^cr) - Q P_i (P_i \cdot J^cr)}{Q^2 P^2_i - (Q P_i)^2}, \quad C^P_i = \frac{Q^2 (P_i \cdot J^cr) - Q P_i (Q \cdot J^cr)}{Q^2 P^2_i - (Q P_i)^2},
\]

while the scalar products with integrals are changed according to the \( P_t \to -P_t \) rule (which changes “s” to “sx”):

\[
Q \cdot J^cr = \frac{1}{2} \left( J^cr_{1,0,0,1} - J^cr_{0,0,1,1} \right) + \frac{1}{2} (m_2^2 - m_4^2) J^cr_{1,0,1,1},
\]

\[
P_t \cdot J^cr = -J^cr_{1,0,1,0} + \frac{1}{2} \left( J^cr_{0,0,1,1} + J^cr_{1,1,0,0} \right) - \left[ \frac{1}{4} (Q^2 - P_t^2) + \frac{1}{2} (2m_1^2 - m_2^2 - m_3^2) \right] J^cr_{1,0,1,1}.
\]

Finally, since the integral

\[
J^cr_{1,1,1,0} \equiv \int d^u q \frac{q_m}{d_1 d_2 d_3} = C^Q_4 Q^\mu + C^P_g P^\mu
\]

(5.31)

does not depend on \( P_t \), it numerically equals the \( J^\mu_{1,1,1,0} \) in (5.26), and one may use the reduction formulae given for the latter integral in Section 5.6. Moreover, there is no need to substitute the “sr” superscript to the latter formulae, since, as we already mentioned, for \( \nu_4 = 0 \) the crossed and uncrossed integrals are always equal: \( J^\mu_{1,1,1,0} \equiv J^\mu_{1,1,0,0} \).

5.8 “Three-point” \( J \) with one negative index

Consider the integral:

\[
I = \int d^u q \frac{d_a}{d_b d_c} \equiv \int d^u q \frac{d_a (q + \frac{1}{2} A)}{d_b (q + \frac{1}{2} B) d_c (q + \frac{1}{2} C)},
\]

(5.32)

where the indices \( a, b, c \) refer to different inner loop lines (1, 2, 3, or 4, see Fig. 5.1), and it is implied that one of the parametrizations from Section 5.2 is used (“s”, “sx”, “t” or “tx”). It
means that $A, B$ and $C$ denote some of the momenta $Q, T, U$ or $P, V, W$ from Fig. 5.1 up to a sign, as (depending on which parametrization is chosen) dictated by one of the the relations: (5.3), (5.5), (5.7), or (5.9).

To reduce this integral to a set of standard ones, let us first introduce two new momenta:

$$\alpha = \frac{1}{2}(B + C), \quad \beta = \frac{1}{2}(B - C),$$

so that:

$$B = \alpha + \beta, \quad C = \alpha - \beta,$$

(5.33)

and

$$I = \int d^n q \frac{d_a (q + \frac{1}{2} A)}{d_b (q + \frac{1}{2} (\alpha + \beta)) \cdot d_c (q + \frac{1}{2} (\alpha - \beta))} .$$

Then shift the integration variables $q \to q + \frac{1}{2} \alpha = k$:

$$I = \int d^n k \frac{d_a (k + \frac{1}{2} (A - \alpha))}{d_b (k + \frac{1}{2} \beta) \cdot d_c (k - \frac{1}{2} \beta)} .$$

Now, let us expand $d_a$ in the numerator:

$$I = \int d^n k \frac{k^2 + k(A - \alpha) + \frac{1}{4} (A - \alpha)^2 - m_a^2}{d_b d_c} ,$$

(5.34)

where for brevity we write $\tilde{d}_b$ and $\tilde{d}_c$ instead of $d_b(k + \frac{1}{2} \beta)$ and $d_c(k - \frac{1}{2} \beta)$, respectively.

The first term in the numerator can be expressed as follows:

$$k^2 = \frac{1}{2} (\tilde{d}_b + \tilde{d}_c) + \frac{1}{2} (m_b^2 + m_c^2) - \frac{1}{4} \beta^2 ,$$

hence, if one changes the integration variable back to $q$ on the RHS:

$$\int d^n k \frac{k^2}{d_b d_c} = \frac{1}{2} (J_c + J_b) + \left( \frac{1}{2} (m_b^2 + m_c^2) - \frac{1}{4} \beta^2 \right) J_{bc} ,$$

(5.35)

where the subscript of $J_{jk \ldots}$ indicates “1” at the position number $j, k \ldots$, the rest are zeros.

Next, the term linear in $k$ can be evaluated as follows. Due to Lorentz covariance

$$\int d^n k \frac{k^\mu}{d_b (k + \frac{1}{2} \beta) d_c (k - \frac{1}{2} \beta)} = W \beta^\mu ,$$

(5.36)

where $W$ is some scalar function of momenta, masses and dimension. Dotting Eq. (5.36) by $\beta_\mu$, and expressing

$$k \beta = \frac{1}{2} (\tilde{d}_b - \tilde{d}_c + m_b^2 - m_c^2) ,$$

one gets:

$$W = \frac{1}{\beta^2} \int d^n k \frac{k \beta}{d_b d_c} = \frac{1}{2 \beta^2} (J_c - J_b + (m_b^2 - m_c^2) J_{bc})$$
(assuming again that the variable is shifted back to \(q\)). Therefore

\[
\int d^{n}k \frac{k^{\mu}}{d_{b}d_{c}} = \frac{\beta^{\mu}}{2\beta^{2}} (J_{c} - J_{b}) + \frac{\beta^{\mu}}{2\beta^{2}} (m_{b}^{2} - m_{c}^{2})J_{bc}
\]

and, hence:

\[
\int d^{n}k \frac{k(A - \alpha)}{d_{b}d_{c}} = \frac{(A - \alpha)\beta}{2\beta^{2}} (J_{c} - J_{b}) + \frac{(A - \alpha)\beta}{2\beta^{2}} (m_{b}^{2} - m_{c}^{2})J_{bc}.
\]

Finally, the last two terms in the numerator of Eq. (5.34) trivially result in a contribution proportional to \(J_{bc}\).

Collecting all the above contributions, one gets:

\[
I = \frac{1}{2} (J_{c} + J_{b}) + \left( \frac{1}{2} (m_{b}^{2} + m_{c}^{2}) - \frac{1}{4} \beta^{2} \right) J_{bc} + \frac{(A - \alpha)\beta}{2\beta^{2}} (J_{c} - J_{b}) + \frac{(A - \alpha)\beta}{2\beta^{2}} (m_{b}^{2} - m_{c}^{2})J_{bc}
\]

\begin{equation}
= \frac{1}{2} \left( 1 - \frac{(A - \alpha)\beta}{\beta^{2}} \right) J_{b} + \frac{1}{2} \left( 1 + \frac{(A - \alpha)\beta}{\beta^{2}} \right) J_{c}
\end{equation}

\begin{equation}
+ \frac{1}{2} \left\{ (m_{b}^{2} + m_{c}^{2} - 2m_{a}^{2}) + \frac{(A - \alpha)\beta}{\beta^{2}} (m_{b}^{2} - m_{c}^{2}) + \frac{1}{2} \left[ (A - \alpha)^{2} - \beta^{2} \right] \right\} J_{bc}.
\end{equation}

As usual, regularization is implicitly assumed where necessary.

It is also useful to rewrite Eq. (5.37) solely in terms of \(A, B, C\). Using (5.33) one gets:

\[
\frac{(A - \alpha)\beta}{\beta^{2}} = \frac{(2A - B - C)(B - C)}{(B - C)^{2}}, \quad (A - \alpha)^{2} - \beta^{2} = (A - B)(A - C),
\]

and

\[
1 \pm \frac{(A - \alpha)\beta}{\beta^{2}} = \frac{(B - C)[B - C \pm (2A - B - C)]}{(B - C)^{2}};
\]

the last expression on the RHS is equal to

\[
2 \frac{(B - C)(A - C)}{(B - C)^{2}} \quad \text{in case of “+”, and}
2 \frac{(B - C)(B - A)}{(B - C)^{2}} \quad \text{in case of “−”}.
\]

Thus:

\[
I = \frac{(B - C)(B - A)}{(B - C)^{2}} J_{b} + \frac{(B - C)(A - C)}{(B - C)^{2}} J_{c}
\]

\begin{equation}
+ \frac{1}{2} \left\{ (m_{b}^{2} + m_{c}^{2} - 2m_{a}^{2}) + \frac{(B - C)(2A - B - C)}{(B - C)^{2}} (m_{b}^{2} - m_{c}^{2})
\end{equation}

\begin{equation}
+ \frac{1}{2} (A - B)(A - C) \right\} J_{bc}.
\end{equation}

(5.38)

Further rearrangement is hardly needed.
Let us now work out some particular cases of interest. Consider the integral

\[ J(-1,0,1,1) \equiv \int d^n q \frac{d_1}{d_3 d_4} \]  

in the “s”-parametrization, so \( d's \) are given by Eq. (5.3). Comparing it with the general formula (5.32), we establish the correspondence (below \( P \equiv P_t \)):

\[
\begin{align*}
\alpha &= 1, \quad A = -Q, \quad b = 3, \quad B = Q, \quad c = 4, \quad C = P; \\
B - C &= Q - P, \quad B - A = 2Q, \\
A - C &= -(Q + P), \quad 2A - B - C = -3Q - P.
\end{align*}
\]

Then Eq. (5.38) gives:

\[
J(-1,0,1,1) = 2 \frac{(Q - P)Q}{(Q - P)^2} J(0,0,1,0) - \frac{(Q - P)(Q + P)}{(Q - P)^2} J(0,0,0,1)
\]

\[
+ \frac{1}{2} \left\{ m_1^2 + m_2^2 - 2m_1 - \frac{(Q - P)(3Q + P)}{(Q - P)^2} (m_3^2 - m_4^2) + Q(Q + P) \right\} J(0,0,1,1)
\]

(5.40)

Another integral,

\[ J(1,0,-1,1) \equiv \int d^n q \frac{d_3}{d_1 d_4} , \]

is obtained from (5.39)–(5.40) by the substitution \( d_1 \leftrightarrow d_3 \), which is equivalent to \( Q \rightarrow -Q \) and \( m_1 \leftrightarrow m_3 \). Thus,

\[
J(1,0,-1,1) = 2 \frac{(Q + P)Q}{(Q + P)^2} J(1,0,0,0) - \frac{(Q + P)(Q - P)}{(Q + P)^2} J(0,0,0,1)
\]

\[
+ \frac{1}{2} \left\{ m_1^2 + m_2^2 - 2m_3^2 - \frac{(Q + P)(3Q - P)}{(Q + P)^2} (m_1^2 - m_3^2) + Q(Q - P) \right\} J(1,0,0,1).
\]

(5.42)

Similarly, for the integral

\[ J(1,0,1,-1) \equiv \int d^n q \frac{d_4}{d_1 d_3} \]

the correspondence with Eq. (5.32) gives:

\[
\begin{align*}
\alpha &= 4, \quad A = P, \quad b = 1, \quad B = -Q, \quad c = 3, \quad C = Q; \\
B - C &= -2Q, \quad B - A = -(Q + P), \\
A - C &= P - Q, \quad 2A - B - C = 2P;
\end{align*}
\]

which leads to:

\[
J(1,0,1,-1) = \frac{Q(P + Q)}{2Q^2} J(1,0,0,0) - \frac{Q(P - Q)}{2Q^2} J(0,0,1,0)
\]

\[
+ \frac{1}{2} \left\{ m_1^2 + m_3^2 - 2m_1^2 - \frac{QP}{Q^2} (m_2^2 - m_4^2) + \frac{1}{2}(P + Q)(P - Q) \right\} J(1,0,1,0).
\]

(5.44)
Other "three-point" integrals of this kind can be evaluated in the same manner employing Eq. (5.32), however they were not encountered in algebraic calculations in the heavy slepton limit.

### 5.9 \( J \) with two Lorentz indices

Finally, let us consider the tensor integral with two Lorentz indices: integrals with three and more indices do not arise in the calculation of the observable (2.17). To simplify the formulae, we demonstrate the reduction procedure on the integral with three propagators (which comes both from boxes and from triangle loops) in the "s"-parametrization (see Sec. 5.2).

It is easy to see that the only case where the two-index tensor structure cannot be factored out of the integration operation is represented by the following integral:

\[
J_{\mu_1 \mu_2} = \int d^n q \frac{q_{\mu_1} q_{\mu_2}}{d_1 d_3 d_4},
\]

(5.45)

which, by Lorentz invariance can always be expanded as (denoting \( P \equiv P_t \)):

\[
J_{\mu_1 \mu_2} = g_{\mu_1 \mu_2} D_{00} + Q_{\mu_1} Q_{\mu_2} D_{QQ} + P_{\mu_1} P_{\mu_2} D_{PP} + (P_{\mu_1} Q_{\mu_2} + Q_{\mu_1} P_{\mu_2}) D_{PQ}.
\]

(5.46)

Now, contracting the latter equality with \( g_{\mu_1 \mu_2} \) we get:

\[
\int d^n q \frac{q^2}{d_1 d_3 d_4} = n D_{00} + Q^2 D_{QQ} + P^2 D_{PP} + 2(P \cdot Q) D_{PQ};
\]

(5.47)

contracting with \( Q_{\mu_1} Q_{\mu_2} \) gives:

\[
\int d^n q \frac{(q \cdot Q)^2}{d_1 d_3 d_4} = Q^2 D_{00} + (Q^2)^2 D_{QQ} + (Q \cdot P)^2 D_{PP} + 2(P \cdot Q) Q^2 D_{PQ};
\]

(5.48)

contracting with \( P_{\mu_1} P_{\mu_2} \) gives:

\[
\int d^n q \frac{(q \cdot P)^2}{d_1 d_3 d_4} = P^2 D_{00} + (P \cdot Q)^2 D_{QQ} + (P^2)^2 D_{PP} + 2P^2 (P \cdot Q) D_{PQ};
\]

(5.49)

and, finally, contracting with \((P_{\mu_1} Q_{\mu_2} + Q_{\mu_1} P_{\mu_2})\) and canceling overall factor of two we get:

\[
\int d^n q \frac{(q \cdot P)(q \cdot Q)}{d_1 d_3 d_4} = (P \cdot Q) D_{00} + (P \cdot Q) Q^2 D_{QQ} + (P \cdot Q) P^2 D_{PP}
+ [P^2 Q^2 + (Q \cdot P)^2] D_{PQ}.
\]

(5.50)

The Equations (5.47)–(5.50) form a linear system for four scalar variables: \( D_{00}, D_{QQ}, D_{PP}, \) and \( D_{PQ} \). It is easy to check that the solution exist (e.g., the determinant is non-zero), and hence these four quantities are uniquely defined as linear functions of the scalar integrals that stand in the LHS of the equations. The latter integrals are of the type that we have evaluated in previous sections. Thus, the initial tensor integral (5.45) got reduced to the basic \( J \)'s with positive indices. It is easy to see that this also holds for all other loop momenta parametrizations defined in Section 5.2.
The integral with four propagators in the denominator is handled in completely analogous way: the linear system just becomes bigger (as there are more independent Lorentz tensors in the box).

This Section completes the demonstration of the integral reduction: as one can see, all the integrals encountered in calculations of the 1-loop observable (2.17) got reduced to $J$’s with positive indices. The latter can be computed numerically.

Since the considered 1-loop observable is finite, the final result does not depend on the regularization. This was further confirmed by cancellation of the divergent integral parts in the final result.
Chapter 6

Box contributions to CP-odd observables

6.1 Loop contribution overview

In Chapter 3 we have demonstrated that the tree-level cross section of the process (2.1) is CP even, even if the incoming $e^+e^-$ beams are polarized. This makes it evident that many of the one-loop correction to the unpolarized cross-section $d\sigma_0$ (cf. Eq. (2.13)) are actually being canceled in the CP-odd part of the 1-loop cross-section: $d\sigma_0^{\text{odd}} \big|_{\text{1 loop}}$, the numerator of the observable (2.17).

Indeed, the external wave function renormalization is multiplicative, so the propagator corrections result just in a propagator mass shift. Therefore we do not need to calculate the two-point functions and, hence, neither Faddeev–Popov ghosts nor coloured particles will be involved. Thus, there are only two types of one-loop corrections that may contribute to $d\sigma_0^{\text{odd}}$ (Eq. 2.16): the box diagrams and the tree diagrams from Fig. 3.1 with a triangle loop instead of one of the vertices. Both types of diagrams have been classified in Chapter 4. Before we take a closer look at the box diagrams (and later at the full 1-loop contribution), it is necessary to say a couple of words about the ultraviolet and infrared behavior of $d\sigma_0^{\text{odd}}$ at the one-loop order.

As we mention in the end of Chapter 3, $d\sigma_0^{\text{odd}}$ must be UV finite, since it vanishes at tree level: otherwise the counterterms required would mirror the tree level CP-odd contribution. So, no infinite (UV-divergent) counterterms are required. In fact, one can also see that any finite counterterm just results in corrections to the tree level vertices in Fig. 3.1. For example, in the $Z$-exchange term $X_0(ZZ)$, Eq. (3.17), only $g_{v,a}$ and $G_{v,a}$ (defined by Eqs. (C.9), (3.9) and Eqs. (C.15), (3.6), respectively) may get modified. Then, since the hermiticity property Eq. (C.16) should always hold (which is essential for C-transformation rules (3.19) to be valid), one can just duplicate the analysis of the Section 3.3 to see that the result will still be CP-even: no contributions to $d\sigma_0^{\text{odd}}$ will arise. In exactly the same way one can check that the unpolarized cross section with sneutrino exchange will also be unaffected by potential

\[\text{It is a bit more tricky if one sticks to precise one-loop order and does not allow for the Dyson resummation in the propagators. Then each of the tree graphs (Fig. 3.1) acquires different functional (CP-even) multiplier. It is actually the structure of the tree-level result [27] that ensures in this case that CP-odd terms cannot arise. We do not demonstrate it here as we discard the sneutrino exchange graph, and, therefore, will get a multiplicative correction anyway.}\]
UV-stabilizing counterterms.

These arguments also apply to finite counterterms which may be required to restore the symmetries of $d\sigma^\text{odd}_0$ violated by regularization in the so-called algebraic renormalization approach [30]. So, at least for the unpolarized cross section, one should not worry about the renormalization scheme (we assume that the on-shell normalization conditions are used) and the standard dimensional regularization will be adequate at the one loop order: all divergent pieces must cancel in $d\sigma^\text{odd}_0$.

The situation with infrared (IR) finiteness is slightly more complicated: there are many loops with massless particles inside. However, according to [30], all the IR singularities that appear at any loop order in our amplitude are of the standard type, namely, they arise due to the soft photons and cancel when real bremsstrahlung is accounted for. On the other hand, the bremsstrahlung photon emission from the tree diagram results in just an overall factor for the corresponding amplitude. Since the tree amplitude is CP-even, we conclude that $d\sigma^\text{odd}_0$ is free of IR singularities.

Each possible box diagram (see Section 4.2) turns out to be UV-finite just by power counting. Since we assume heavy sleptons, any box with a slepton line can be neglected. Thus, in such approximation the only box diagrams that may contribute to Eq. (2.17) are those drawn in Fig. 4.8, Section 4.3. The contribution of these box graphs to $d\sigma^\text{odd}_0$ will be evaluated in Section 6.2 below. Analytical results for the coefficients of the box type Passarino–Veltman–like functions presented in the next section ensure that the CP-odd contribution from box diagrams can not be completely cancelled by graphs with triangle loop corrections and, hence, the CP-violation is indeed present in the unpolarized cross section. Further, in Section 6.3 we present some plots for the full 1-loop contribution to the CP-odd observable (2.17). At last, in Section 6.4 we shortly discuss how the chargino decay can possibly affect the latter observable.

### 6.2 Analysis of box contributions

Loop amplitudes are conveniently evaluated in terms of Passarino–Veltman functions [51]. In [55] the cross section of the process (2.1) was parameterized in terms of those functions and calculated in various parameter points. However, the latter results were obtained assuming a CP-invariant theory (real couplings) and (to make the results compact) the reduction to scalar Passarino–Veltman functions was not done. Since only the scalar functions can be considered independent (differ from each other by singularity pattern) we performed this reduction in our formulae. Namely, using the relations we derived in Chapter 5 all integrals encountered in current calculations were reduced to a basic set of scalar (Passarino–Veltman) integrals.

At one loop order the cross section is defined by the conventional formula:

$$
\frac{d\sigma}{d\Omega} = \frac{\beta}{64\pi^2 s} |\mathcal{M}|^2_{\text{1-loop}}, \quad \beta \equiv \frac{|P_{\text{out}}|}{|P_{\text{in}}|},
$$

\[6.1\]

\[2\]There are, however, no such simple arguments for polarized amplitudes, as one of the potential CP-odd terms in this case is canceled due to the tree level SUSY relation between chargino and sneutrino couplings [27]. The symmetry-restoring counterterms may, in general, violate this relation and therefore can give an additional CP-odd term. We shall not discuss it here.

\[3\]These results were first presented in [35].

\[4\]Obtained in collaboration with K. Rolbiecki and J. Kalinowski: see [36].
where the “amplitude squared” involves both tree- and 1-loop-amplitude of the process:

\[ |\mathcal{M}^2|_{\text{1 loop}} = \mathcal{M}^*_\text{tree} \mathcal{M}_{\text{1 loop}} + \mathcal{M}_{\text{tree}} \mathcal{M}^*_{\text{1 loop}}. \]

Since in numerical studies we assumed heavy sleptons, the tree amplitude \( \mathcal{M}_{\text{tree}} \) contained only the \( s \)-channel \( Z \)-exchange graph of Fig. 3.1. Direct calculations show that the CP-odd part of \( |\mathcal{M}^2|_{\text{1 loop}} \) acquires four-point ("box") integral contributions. In particular, for the \( Z \)-exchange (uncrossed and crossed) box diagrams of Fig. 4.8, after reduction to scalar integrals one obtains (the subscript "D" refers to terms proportional to genuine box diagram functions, as defined below):

\[
|\mathcal{M}^2|_{CP-\text{odd, } Z-\text{box, } D} = \frac{1}{(2\pi)^4} 2 \text{Re} \left[ \frac{ig^6 m_i m_j}{(4 \cos \theta_W)^6} (G_{Aij} G_{V ji} - G_{A ji} G_{V ij}) \right.
\]
\[
\times \left( g_A (g_A^2 + 3g_V^2) m_Z^2 (G_{V ii} I_{i ji} + G_{V jj} I_{j ji}) + g_V (3g_A^2 + g_V^2) [2m_i^2 - m_Z^2 - 2t] G_{Aii} I_{i ji} \right.
\]
\[
+ (2m_i^2 - m_Z^2 - 2t) G_{A ji} I_{j ji}] + g_A (g_A^2 + g_V^2) m_Z^2 (G_{V ii} I_{i ji}^{\text{cr}} + G_{V jj} I_{j ji}^{\text{cr}})
\]
\[
- g_V (3g_A^2 + g_V^2) [2m_i^2 - m_Z^2 - 2u] G_{Aii} I_{i ji}^{\text{cr}}
\]
\[
+ (2m_i^2 - m_Z^2 - 2u) G_{A ji} I_{j ji}^{\text{cr}} \left. \right]. \tag{6.2} \]

Here, as above, \( m_i, m_j \) are the chargino masses \( (i, j = 1, 2) \); the other couplings are defined in Chapter 3. The origin of the factors is as follows: from the tree diagram there is a coupling \( g_V \) or \( g_A \) at the Zee vertex, and a \( G_{V ji} \) or \( G_{A ji} \) at the \( Z \chi_i \chi_j \) vertex, whereas the box diagrams contribute two Zee couplings \( (g_V^2, g_A^2 \text{ or } g_V g_A) \), and two \( Z \chi \chi \) vertices, one of which will be diagonal in mass index \( (G_{V ii}, G_{A ii}, G_{V jj} \text{ or } G_{A jj}) \), and one will be non-diagonal \( (G_{V ij}, G_{A ij}, G_{V ji} \text{ or } G_{A ji}) \). The two non-diagonal \( Z \chi \chi \) couplings factor out as the combination

\[
G_{Aij} G_{V ji} - G_{A ji} G_{V ij} = 2i \text{ Im} (G_{A ij} G_{V ji}). \tag{6.3} \]

This quantity is shown in Fig. 6.1, for the set of parameters:

\[
|\mu| = 300 \text{ GeV}, \quad M_2 = 200 \text{ GeV}. \tag{6.4} \]

We note that the quantity (6.3) increases with decreasing values of \( \tan \beta \).

The integrals \( I \) and \( I^{\text{cr}} \) of Eq. (6.2) are the Passarino–Veltman-like scalar four-point functions which correspond to “normal” and “crossed” box diagrams in Fig. 4.8, respectively. In the notations of Chapter 5 they are:

\[
I_{k;ij} \equiv J_{1,1,1,1}(i,j), \quad I^{\text{cr}}_{k;ij} \equiv J^{\text{cr}}_{1,1,1,1}(i,j),
\]

with \( m_1 = m_3 = m_Z \), \( m_2 = m_e = 0 \) (we used the zero electron-mass approximation), and \( m_4 = m_k \) (the mass of the chargino \( \tilde{\chi}_k \), \( k = 1, 2 \) at the right vertical propagator of the box loop). Note that according to Table 5.1:

\[
J^{\text{cr}}_{1,1,1,1}(m_i, m_j) = J_{1,1,1,1}(m_i, m_j). \tag{5.1} \]

In fact, the only diagrams from Figure 4.8 that actually bring \( J_{1,1,1,1} \) (or \( J^{\text{cr}}_{1,1,1,1} \)) contribution to the observable (2.17) are the box diagrams with two \( Z \)- or two \( W \)-boson propagators
(both un-crossed and crossed). It turned out that the remaining diagrams from Figure 4.8 can bring only integrals with three (“triangle”-type) and less propagators in denominator. Indeed, the box diagram with two photon propagators (Fig. 4.8) obviously vanishes if the final charginos are different: this is just because the $\gamma \tilde{\chi}_i \tilde{\chi}_j$ coupling is zero for $m_i \neq m_j$ (by QED-like Ward identities: see, e.g., [37]; see also Appendix B). Further, it turned out that the CP-odd $J_{1,1,1,1}^{1,1,1,1}$ coefficients arising from boxes with one photon and one Z-boson propagator add up to zero when all such diagrams are included. Note, however, that other $J$-integrals from the latter diagrams still contribute to the CP-odd part of the cross-sections. We do not write down the latter contributions here, as they shall be considered together with triangle diagrams. Besides, the expressions are very long and best handled numerically (see, e.g., Section 6.3 below).

The integrals $I_k$ from Eq. (6.2) above are simply related to the conventional Passarino–Veltman function $D$:

$$ I_{k;ij} \equiv D(p_1, p_2, -k_1, -k_2, m_Z, 0, m_Z, m_{\chi_k}) $$
$$ I_{k;ij}^{cr} \equiv D(p_1, p_2, -k_1, -k_2, m_Z, 0, m_Z, m_{\chi_k}), $$

where $D$ is defined in [51] as

$$ D(l_1, l_2, l_3, l_4, m_1, m_2, m_3, m_4) $$
$$ \equiv \int d^4q \{(q^2 - m_1^2)[(q + l_1)^2 - m_2^2][l_4^2][(q + l_1 + l_2)^2 - m_3^2][q + l_1 + l_2 + l_3)^2 - m_4^2]}^{-1}. \quad (6.5) $$

Analogous, though more cumbersome, pieces follow from the box diagram with $W$-exchange (as we just mentioned, the $D$-pieces of the $\gamma Z$-exchange box diagrams cancel) and one can check that all these four-point integral contributions do not cancel each other. Besides,
two- and three-point integrals (denoted $B$ and $C$ in [51]) also appear after reduction of tensor box integrals stemming from the diagrams in Fig. 4.8. What is essential, is that while the graphs with triangle vertex corrections may contribute to $B$ and $C$ (and, possibly, $A$ — the one-point) functions to $d\sigma_0^{\text{odd}}$, the $D$ function can never appear in triangle diagrams. As the function $D$ cannot be constructed out of $A$, $B$, $C$ integrals and rational functions, we may conclude that $d\sigma_0^{\text{odd}}$ is non-zero at the one-loop order.

Even assuming heavy sleptons the total box diagram contribution to $d\sigma_0^{\text{odd}}$ is too lengthy\(^5\) to provide here the complete formulae. Instead, to give an idea about the orders of magnitude, we shall provide some plots. We stress once more that the triangle loop corrections to the tree-level vertices are not accounted for in this Section, therefore the numbers given in this Section are purely illustrative. A similar plot for the full 1-loop observable is provided in Section 6.3. Below, the ratio (2.17) (with the amplitude $M_{1\text{loop}}$ built solely of the diagrams in Fig. 4.8) is plotted as a function of the CP-violating phase $\phi_\mu$, which is the phase of the higgsino mass parameter $\mu$, (see Eq. (C.13)). For simplicity the U(1) gaugino mass parameter appearing in the neutralino mass matrix is taken to be real in the plots below: $M_1 = 250$ GeV. The absolute values used for the remaining chargino and neutralino mass matrix parameters are given by Eq. (6.4).

Figure 6.2 shows the asymmetry resulting from the box diagrams (for the numerical work, we used the \texttt{LoopTools} [53, 54] package), as a function of $\phi_\mu$, for $\sqrt{s} = 600$ GeV, $\cos \theta = 0.5$ and a few values of $\tan \beta$. As anticipated, for $|\phi_\mu| \ll 1$, the effect is linear in $\phi_\mu$. Also, we note that the shape of these curves (i.e., dependence on $\phi_\mu$ and $\tan \beta$) is essentially given by the coupling constants (6.3) and shown in Fig. 6.1.

\(^5\)For many algebraic manipulations REDUCE and MATLAB packages were used.
When the energy increases, the effect is reduced, as illustrated in Fig. 6.3, where we show similar plots for $\sqrt{s} = 800$ GeV. The CP violation is related to the fact that the two charginos will have different velocities (due to different masses). At high energies, the difference in masses plays a lesser role.

The asymmetry demonstrates a smooth behaviour with respect to the polar angle (see Fig. 6.4).

Since the effect somehow is due to the fact that the two chargino mass states are different, one might think that it would vanish in the limit of equal chargino masses. This is not the case. First of all, because of the finite $W$ mass, there is a minimum splitting among the two chargino masses. The splitting would only vanish in the limit of $\mu M_2$ being real and negative, in which case there is no CP violation. Secondly, these coupling constants do not correlate very well with the mass difference, $\Delta m = m_{\chi_2} - m_{\chi_1}$. This is illustrated in Fig. 6.5, where we show the quantity (6.3) vs. $\Delta m$, for the cases of fixed $M_2$ and fixed $|\mu|$, scanning over the other, and two values of $\tan \beta$.

Since triangle diagrams have not been accounted for in this section, the results given in Figs. 6.2–6.4 are not to be seen as quantitative results, they are of a purely illustrative character. However, since the kinematic structure of the triangle diagrams is different from that of the box diagrams, when included, these can not cancel the contributions of the box diagrams. Thus, we conclude that the CP-violating asymmetry in the unpolarized cross section is non-zero. Furthermore, as we show in the next Section, the effect, which depends on the phases of both $\mu$ and $M_1$, is not dramatically altered by inclusion of the triangle loop corrections.
6.2. ANALYSIS OF BOX CONTRIBUTIONS

Figure 6.4: The ratio (2.17) for various values of the polar angle $\theta$. The other parameters are fixed as $\tan \beta = 5$, $\sqrt{s} = 800$ GeV.

Figure 6.5: The couplings of Eq. (6.3) vs. $\Delta m$, for two values of $\tan \beta$. Some points are obtained with fixed $|\mu| = 300$ GeV and varying $M_2$, others are obtained with fixed $M_2 = 200$ GeV and varying $|\mu|$. In all cases $\phi_\mu = \pi/2$. 
6.3 Full 1 loop CP-odd contribution

To obtain the complete one-loop result for the observable (2.15), one also needs to compute the (triangle) loop corrections for each of the tree-level vertices appearing in diagrams Fig. 3.1 (apart from the one with the Higgs coupling, which is negligible) assuming, of course, that higgsino and U(1) gaugino mass parameters are complex. Such a calculation involves 40–60 diagrams (depending on how one counts [55]), and the heavy-sneutrino limit does not lead to any obvious simplification. This calculation have been done in collaboration with K. Rolbiecki and J. Kalinowski (see [36]), exploring the code written by these authors (see, e.g., [34] and references therein).

In contrast to the box diagrams, individual triangle diagrams are divergent. However, as was argued above, since there is no contribution to the asymmetry (2.15) at the tree level, they have to combine to a finite quantity.

As was expected, the full result turns out to be of the same order as the “box-only estimates”. In Figure 6.6 the box-only and full one-loop values of the observable (2.17) are plotted as functions of the higgsino phase $\phi_\mu$ for $\tan \beta = 2$ and 10.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure6.6}
\caption{Box-only contribution (dashed lines) vs. full one-loop result (full lines) in the heavy sfermions limit for $\tan \beta = 2$ and 10. The other parameters are taken as: $\sqrt{s} = 600$ GeV, the polar scattering angle $\theta = \pi/3$, the higgsino mass parameter $\mu = |\mu|e^{i\phi_\mu}$, $|\mu| = 300$ GeV, the SU(2) gaugino mass parameter $M_2 = 200$ GeV, the U(1) gaugino mass parameter (taken to be real) $M_1 = 250$ GeV. The common SUSY breaking mass of the scalars (for the full one-loop calculation) is 1 TeV.}
\end{figure}

The qualitative agreement between the complete 1 loop result and the gauge box contribution alone can be (at least, partially) explained. Indeed, a closer look at the expression for the $Z$-boson exchange contribution (Eq. (6.2) gives the D-function part) shows, that only the imaginary part of the box integral can affect the observable. Since in the heavy slepton limit the position of the threshold singularity is high, the integral remains real in the kinematical region we consider.

The selectron exchange box diagram (Fig. 6.7) provides a nice illustration: when one raises
the c.m. energy above the selectron pair production threshold the selectron box diagram develops an absorptive part and its contribution to the asymmetry (2.17) is non-zero, see Fig. 6.8 (the selectron mass is 403 GeV).

Figure 6.8: The contribution of the selectron exchange box diagram to the observable (2.17) (here denoted as $A_{\text{CP}}$). The selectron mass is 403 GeV.

Similar statements can be made about most of the diagrams contributing to (2.17) at the one-loop order. That it why one could initially expect that the box diagrams alone will provide the major part of the contribution. Figure 6.8 confirms this.

It is important to note, however, that the above argument also indicates that in a scenario with lighter sparticles, other diagrams with vertex and self-energy corrections cannot be neglected. This is demonstrated in [34], where the authors, in particular, show that for the case of CP-violating origin in the top squark sector the box diagrams do not contribute and the CP asymmetry receives contributions only from vertex and self-energy diagrams. This is, however, a different sector of phenomenological parameters that we do not consider here.
6.4 Interference with chargino decay

Since charginos are not stable particles and decay finally to leptons/quarks and the LSP, in a realistic experiment one has to take into account also chargino decays. On the other hand it has been shown that in chargino decays it is also possible to obtain CP-violating effects at one-loop level [56]. Therefore one can worry if CP-violating effects in the decay would not cancel similar effects in the chargino production. However, a consideration similar to one presented in Section 6.2 helps here. As we demonstrated in that section, at the one-loop level the observable (2.17) among other pieces contains the $D$-function integral, which has very specific singularities in the complex space of kinematical variables. As long as this integral is not present in the chargino decay cross-sections, the analyticity dictates that the CP-violating effect we describe in this Thesis will be present, although, of course, it can be reduced (or enhanced) in some kinematical regions.

Indeed, to cancel such a contribution at any kinematical point, one needs a corresponding analytical contribution from the final particle decay. Thus, the only possible way is the box diagram (e.g., the $Z$- or $W$- exchange box as in Fig. 4.8) attached to one of the chargino external legs. But even if the mass splitting between charginos is larger than $2m_Z$, the kinematic configuration of the box diagram in the decay is completely different from the one in the production, so the cancellation of different CP-odd contributions is in general not possible.

To illustrate this statement, one can consider some specific cases. For example, the presence of CP-violation in chargino production becomes obvious if the mass splitting is smaller than $2m_Z$ and no CP asymmetry arises in the decay due to double $Z$ exchange diagram. Moreover, it was shown in [34] that it is even possible to arrange parameters in such a way that no 2-body decay channels remain open for charginos and therefore no CP-odd contribution due to chargino decays enter in the full production and decay process, but still allowing for CP-violating contributions to the observable (2.17).
Chapter 7

Conclusions

We considered the chargino creation process
\[ e^+ + e^- \rightarrow \tilde{\chi}_i^+ + \tilde{\chi}_j^- \]
in the frame of most general phenomenological MSSM. We demonstrated that for this process it is possible to identify the CP-violating observable (2.15), which is sensitive to specific SUSY model parameters and, at the same time, does not depend on the spin/polarization of the initial beams. This observable, while vanishing at the tree level, gets its first contribution from 1 loop graphs and thus UV-finite. By analytical computation of the main contribution to this observable (1-loop box diagrams) in properly selected points of the parameter space, we demonstrated that the CP-violation effect is indeed non-zero, provided the higgsino mass parameter \( \mu \) is complex. Further, we verified the results by numerical computation of the full 1-loop approximation of the CP-asymmetry in the cross-section.

All calculations have been performed within the simplest version of unconstrained MSSM making no assumptions about the symmetry breaking mechanisms [32], neither do we impose any constraints on the CP-violating phases. To reduce the amount of diagrams, we did assume conservation of the lepton flavor and R-parity. Further to this, when doing the numerical simulations we selected the parameter points where all the sleptons are heavy. However, from the mere structure of the observable (2.15) and the obtained results (Chapter 6) one can see that it is easy to relax all these constraints. It is safe to state that even in the most general case the considered observable will not vanish, although it will acquire contributions from a much richer class of diagrams and may, of course, also be damped kinematically at some domains of the parameter space.

To test these theoretical predictions by an experiment, one first needs to confirm the existence of the supersymmetric particles (charginos \( \tilde{\chi}_i \)). By the time of writing this Thesis, no SUSY particles were yet discovered. Further, one would need a machine capable of producing electron-positron beams with energies sufficient to pass the chargino creation threshold\(^1\). And, even when all these criteria are met, we still have to admit that from an experimentalist point of view, the chargino creation process analyzed in this Thesis is not an easy process to study. In one of the most commonly considered (today) scenarios where the lightest neutralino \( \tilde{\chi}_0 \) is the Lightest Supersymmetric Particle (LSP), each chargino will typically decay to a charged lepton and a neutrino, plus the LSP, thus giving two invisible particles. At the same time, to

\(^1\)More precisely, one needs the energies at which some of the box integrals analyzed in Chapter 6 develop the absorptive part; see the discussion in Section 6.3
measure the observable (2.15), one will obviously need to distinguish the outgoing particles (lepton, neutrino, and, perhaps, decay products of the unstable neutralino) created in the decay of charginos of different masses: see, e.g., (Eq. 2.16). So, it may turn out that the neutralino sector will be involved, which complicates the picture even further\footnote{A short review of CP violation in neutralino pair production (polarized beams) can be found in [57] and references therein. Further possibilities to study a suitable asymmetry in neutralino production, where one neutralino subsequently decays to a $\tilde{\tau}$ and a $\tau$ are discussed in [58] and [59].}

The magnitude of CP-violation in hypothetic electron-positron collision experiment can also be affected not only by the “observable” (2.15), but also by many additional factors. As a simplest example, at the one-loop level, CP violation is also induced in the decay $\tilde{\chi}_i^{\pm} \rightarrow \tilde{\chi}_0^i W^\pm$ [26]. The CP violation resulting from the latter decay has a strong dependence on the phase of the soft-SUSY-breaking trilinear parameter $A$, in particular that involving the third-generation quarks and leptons.

In fact, if the heavier chargino is considerably heavier than the lighter one, it might be easier to observe CP-violation in the production of equal-mass charginos, using polarized beams [60], however the one-loop corrections to polarized amplitudes of this process require a separate study.

A straightforward way to probe for complex phases of the model (such as those of the higgsino mass parameter $\mu$) would be to complete a whole model calculation of the process, including all final particles decay, and then test the results for the sensitivity to various input parameters. After this is done, the resulting cross-sections can be compared to experiment. For the chargino production discussed in this Thesis this task is too huge until some more parameters of the theory (such as tan $\beta$) are more strictly bounded by experimental observations.

However, apart from the theoretical interest, the results presented above have certain practical value. As we repeatedly emphasize, one of the main results presented in this Thesis (published in [35]) is the fact that CP-violation induced by SUSY model structure can potentially be tested in $e^+e^-$ collisions without observing the polarization of the initial beams. Apart from the simplifications that this fact brings into the calculations of the cross-sections, it potentially increases the number of CP-violating events that can be produced in this (yet hypothetic) collision experiment. The International Linear Collider project [22] may make such experiments possible. In this respect it is interesting to outline further ways to explore the discussed effect.

The first thing that comes to mind is the kinematical analysis: it would be very interesting to have a full overview of the regions of parameter space where the effect is possible to detect, and, as we just mentioned, the analysis of the sensitivity to various SUSY model parameters. In Chapter 6 (see also [35] and [36]) we presented a brief study of the magnitude of the CP-violation varying Arg$\{\mu\}$, tan $\beta$, and the beam energy, while the other theory parameters (like $|\mu|$, $M_2$, $M_1$, etc.) were normally kept fixed. However, even when considering the chargino sector alone, the couplings have non-trivial connections, which is illustrated by, e.g., Fig. 6.5. Such connections will, of course, have a strong effect on the overall sensitivity to the theory parameters, especially in case if one further consider variations of parameters in the neutralino sector (including Neutralino phases: U(1) gaugino mass parameter) and other couplings.

Next, all the numerical analysis sketched above was performed under the assumption that all sleptons are heavy, which allowed as to neglect a large class of diagrams in Chapter 4. Even partial relaxation of this assumption will bring new parameters into play, and, again,
affect the observables. The same can be said about allowing for R-parity and/or lepton flavor violation.

It may also turn out that the polarization-dependent observables briefly discussed in Chapter 2 will be easier to study experimentally. The 1 loop calculations described above will then have to be complemented by inclusion of the spin projection operators which will bring additional terms (linear and bilinear in polarization — see Chapter 2) into the CP-violating observables.
Appendix A

The Fiertz transformation

Here we present the general Fiertz transformations that has been used for calculations of the tree-level results. The derivation of these formulae for some special cases is sketched in, e.g., [61]; below we use the general case communicated to us by Prof. V. Vereshagin. As one will see from the example provided below, by applying these transformations to the tree amplitudes one is able to avoid computations that contain the charge conjugation matrix \( C \) explicitly. This, in turn, allows to maintain explicit Lorentz-invariance in the computation of traces at the tree level. For the loop graphs, however, this method turned out to be less efficient, that is why a special type of Feynman rules described in Appendix C.1 was used in loop calculations instead.

A.1 General Fiertz transformation

Using the properties of Dirac matrices \( \gamma_\mu, \gamma_5 \) it is possible to show that any \( 4 \times 4 \) matrix \( M \) can be decomposed as

\[
M = \frac{1}{4} \left( C_S \cdot I + C_P \cdot i\gamma_5 + C_V^\alpha \cdot \gamma_\alpha + C_A^\alpha \cdot \gamma_\alpha \gamma_5 + C_T^{\alpha\beta} \cdot \sigma_{\alpha\beta} \right),
\]

(A.1)

where \( I \) is the identity matrix, the summation over the repeated Lorentz indices \( \alpha, \beta \) is implied, and the definitions

\[
\gamma_5 \equiv -i \gamma^0 \gamma^1 \gamma^2 \gamma^3, \quad \sigma_{\alpha\beta} \equiv -\frac{i}{4} [\gamma_\alpha, \gamma_\beta].
\]

(A.2)

are chosen to ensure the following trace (“normalization”) conditions:

\[
\frac{1}{4} Tr \{ (\gamma_5)^2 \} = 1, \quad Tr \{ \sigma_{\alpha\beta} \sigma_{\tilde{\alpha}\tilde{\beta}} \} = g_{\tilde{\alpha}} g_{\tilde{\beta}} - g_{\alpha} g_{\beta}.
\]

(A.2)

The coefficients \( C_{\cdot\cdot} \) (which can carry Lorentz, but not matrix indices) are then obtained as traces:

\[
C_S = Tr \{ M \}, \quad C_P = -Tr \{ M(i\gamma_5) \}, \quad C_V^\alpha = Tr \{ M\gamma^\alpha \},
\]

\[
C_A^\alpha = -Tr \{ M\gamma^\alpha \gamma_5 \}, \quad C_T^{\alpha\beta} = 2 Tr \{ M\sigma^{\alpha\beta} \}.
\]

(A.3)

\[\text{Here we use a non-traditional convention for the Dirac matrices in order to preserve a convenient normalization. Note however that } \gamma_5 \text{ differs from one defined in [62] only by a sign.}\]
Note that the actual (sign) convention used to define $\gamma_5$ and $\sigma_{\alpha\beta}$ via $\gamma$-matrices is not that important here: the Eqs. (A.1) and (A.3) are consistent as long as the “normalization” (A.2) is maintained.

To avoid confusions we shall perhaps make another note. Namely: due to anti-symmetry of $\sigma_{\alpha\beta}$ there are only 6 linearly independent $\sigma$-matrices. Therefore, there are in total 16 linearly independent matrices in the expansion (A.1): this is sufficient to decompose any $4 \times 4$ matrix $M$. Still, to make the notations Lorentz-invariant, we have chosen to use all the 12 non-zero $\sigma$-matrices (and thus 22 matrices in total) in the decomposition (A.1). This is compensated by appropriate coefficient for $C_{\alpha\beta}^T$ in Eq. (A.3), which is 2, and not 4 as it would be if we, for example, would use only $\sigma_{\alpha\beta}$ with $\alpha < \beta$.

To proceed further, let us introduce more general notations. The (complete) set of Dirac matrices employed in Eq. (A.1) will be denoted as

$$\Gamma_Y = \{I, i\gamma_5, \gamma^\alpha, \gamma^\alpha\gamma_5, \sigma_{\alpha\beta}\};$$  \hspace{1cm} (A.4)

here the index $Y$ runs through the 5 matrix types $(S, P, V, A, T)$, while the “dots” ($\cdots$) stand for a Lorentz “hyper-index”: e.g., they are reserved for appropriate amount of Lorentz indices (e.g., none, one, or two). If we now define the “weight” factors as

$$\Delta_Y \equiv \{1, -1, 1, -1, 2\},$$  \hspace{1cm} (A.5)

then the Eq. (A.3) takes the following form

$$C_Y = \Delta_Y Tr \{M_\Gamma_Y\} .$$

Substituting the latter to the expansion (A.1) we finally get:

$$M = \frac{1}{4} \sum_Y \Delta_Y Tr \{M_\Gamma_Y\} \Gamma_Y ,$$  \hspace{1cm} (A.6)

where, again, the “dots” denotes a Lorentz (hyper-) index, and we, of course, made sure that all Lorentz indices are contracted.

So far we have been hiding the $(4 \times 4)$ matrix indices; by showing them explicitly in the expansion (A.6) we get:

$$M_{kr} = \frac{1}{4} \sum_Y \Delta_Y M_{ij} (\Gamma_Y)_{ji} (\Gamma_Y)_{kr} ;$$

as usual, the summation over the repeated indices (both: Lorentz and matrix ones) is implied. Switching the order of (scalar!) factors and dividing out the matrix $M$ we obtain the following equality:

$$\left[ \delta_{ik} \delta_{jr} - \frac{1}{4} \sum_Y \Delta_Y (\Gamma_Y)_{ji} (\Gamma_Y)_{kr} \right] M_{ij} = 0$$

which, by construction, **holds for any matrix** $M$. In other words, the following identity holds:

$$\delta_{ik} \delta_{jr} = \frac{1}{4} \sum_Y \Delta_Y (\Gamma_Y)_{ji} (\Gamma_Y)_{kr} .$$  \hspace{1cm} (A.7)
A.2. CROSS-CHANNEL S-NEUTRINO EXCHANGE VIA FIERTZ

This is, of course, nothing else but the completeness condition for the set of $4 \times 4$ Dirac matrices $\Gamma_Y$.

Let us multiply Eq. (A.7) by two arbitrary $4 \times 4$ matrices $A_{in}$ and $B_{mj}$: each of them is allowed to carry any additional (e.g., Lorentz) indices — only their matrix structure is important for us. Contracting the repeated matrix indices we obtain:

$$A_{kn}B_{mr} = \frac{1}{4} \sum_Y \Delta_Y B_{mj} (\Gamma_Y)^{ji} A_{in} (\Gamma_{Y...})_{kr} .$$

At last, let us multiply the last equality by 4 arbitrary Dirac spinors $(u_1)_k, (u_2)_n, (u_3)_m, (u_4)_r$ (each of them can be $u, \pi, v, \text{or } \overline{v}$), thus contracting the 4 remaining free matrix indices:

$$[ u_1 A u_2 ] [ u_3 B u_4 ] = \frac{1}{4} \sum_Y \Delta_Y [ u_1 (\Gamma_{Y...}) u_4 ] [ u_3 (B\Gamma_Y A) u_2 ] . \quad (A.8)$$

From the practical point of view it is important that the spinors $u_2$ and $u_4$ got effectively interchanged on the RHS. The price for this is, of course, the extra $\Gamma_Y$ (Dirac) matrices that enter the expression, and the sum over Lorentz (hyper-)index (“...”). However, as we will see in the next section, the expression on the RHS can often be simplified. Eq. (A.8), together with definitions (A.4) and (A.5) describe the general Fiertz transformation rule that we wanted to derive.

A.2 Cross-channel s-neutrino exchange via Fiertz

To demonstrate the usefulness of the Fiertz transformation derived above we sketch here the calculation of the $t$-channel sneutrino exchange graph (Fig. A.1) contributing to the process (2.1) at tree level. The relevant Lagrangian terms (vertices) can be read off from Appendix C, Eq. (C.19).

![Diagram](image)

Figure A.1: Tree level sneutrino exchange.

Eq. (C.19).

To simplify the formulae we will drop the propagator, as well as all the vertex factors but the Dirac matrices and the charge conjugation matrix $C$. Then the amplitude of the graph in Fig. A.1 reads (remember that the positive chargino is treated as a particle, rather than antiparticle):

$$\mathcal{M}(\tilde{\nu}) \sim [\tilde{\nu}(p_1)(1 + \gamma^5)C^{-1}\overline{u}(k_1)] \cdot [v(k_2)C(1 - \gamma^5)u(p_2)] . \quad (A.9)$$
This form is obviously inconvenient, since it contains $C$-matrix explicitly, therefore one may want to employ the spinor properties:

$$C^{-1} \bar{u} = v; \quad vC = -\bar{u}.$$  

However, the problem will then arise in calculations of the interference terms in the cross-section: Eq. (3.13) in Sec. 3.2. For example, the $\gamma$-exchange graph (Fig. A.2) is proportional to

\[
\frac{e^+(p_1)}{C\gamma^\alpha C^{-1}\bar{u}(k_1)} \frac{\gamma}{C\gamma^\alpha C^{-1}\bar{u}(k_1)} \frac{e^-(p_2)}{C\gamma^\alpha C^{-1}\bar{u}(k_1)}
\]

Figure A.2: Tree level photon exchange.

\[
\mathcal{M}(\gamma) \sim [\bar{u}(p_1)\gamma^\mu u(p_2)] \cdot [\bar{u}(k_1)\gamma_\mu v(k_2)].
\]

Thus, one can easily see that in the $\gamma\bar{\nu}$ interference term

\[
X(\gamma\bar{\nu}) \equiv \sum \chi_{\text{spins}} [\mathcal{M}(\gamma)\mathcal{M}(\bar{\nu}) + \mathcal{M}(\gamma)\mathcal{M}(\bar{\nu})]
\]

the traces will run over awkward spinor combinations like $u(k_1)v(k_1)$ and will involve non-convenient matrix transpositions. To solve it, one will actually need to explicitly carry the $C$-matrix throughout the traces, or, even worse, stick to a specific representation of the Dirac matrices. In either way the calculations will become lengthy.

Instead, one may apply the Fiertz transformation to the expression (A.9). Denoting

$$A = (1 + \gamma_5), \quad B = (1 - \gamma_5),$$

and using the Equation (A.8) we get:

\[
\mathcal{M}(\bar{\nu}) \sim \left[\bar{u}(p_1) A C^{-1}\bar{u}(k_1)\right] \cdot \left[v(k_2)C B u(p_2)\right]
\]

\[
= \frac{1}{4} \sum \Delta_Y [\bar{u}(p_1) (\Gamma_{Y\ldots}) u(p_2)] \cdot \left[v(k_2)C (B\Gamma_{Y} A) C^{-1}\bar{u}(k_1)\right]. \quad (A.11)
\]

It is easy to check, that the only products $(B\Gamma_{Y} A)$ that survive in the last expression are:

$$B\gamma_\alpha A = B\gamma_\alpha \gamma_5 A = 2\gamma_\alpha(1 + \gamma_5).$$

So, with the values of $\Delta_Y$ for $Y = \gamma_\alpha, \gamma_\alpha \gamma_5$ given by Eq. (A.5), the RHS of the Eq. (A.11) is equal to:

\[
\frac{1}{2} \left[\bar{u}(p_1)\gamma_\alpha(1 - \gamma_5)u(p_2)\right] \cdot \left[v(k_2)C\gamma^\alpha(1 + \gamma_5)C^{-1}\bar{u}(k_1)\right]. \quad (A.12)
\]

Finally, using the $C$-matrix “transposing” properties (that hold in any representation of Dirac matrices):

$$C\gamma^\alpha C^{-1} = -[\gamma^\alpha]^T, \quad C\gamma_\alpha \gamma_5 C^{-1} = [\gamma_\alpha \gamma_5]^T$$

one can rewrite Eq. A.12 as:

\[
-\frac{1}{2} \left[\bar{u}(p_1)\gamma_\alpha(1 - \gamma_5)u(p_2)\right] \cdot \left[\bar{u}(k_1)\gamma^\alpha(1 - \gamma_5)v(k_2)\right]. \quad (A.13)
\]
The latter result for s-neutrino exchange graph has exactly the same spinor content and order as the amplitudes of $\gamma$- and Z-exchange graphs (cf., e.g., Eq. (A.10)). Therefore all the traces appearing in the tree-level cross section can now be handled in the conventional way.

The Fiertz transformation can obviously be applied to the amplitude at any loop order. However, as we mentioned in the beginning of this Chapter, there is a more general method allowing to remove the $C$-matrix at the level of Feynman vertices. The latter method (which was actually used to calculate 1 loop graphs) is described in Appendix C.1.
Appendix B

**U(1) Ward identities and the $\gamma f_i \bar{f}_j$ coupling**

Here we sketch the derivation of the Ward-Takahashi identities that prohibit the photon from coupling to two different-mass charginos\(^1\). We apply a slightly modified version of the analysis used in the book by Pokorski \([64]\) to obtain Ward-Takahashi identities for Quantum Electrodynamics.

Let us denote the chargino fields obtained after the chargino mass matrix diagonalization by $\Psi_1$ and $\Psi_2$, and write down the generating functional for the full Green’s functions in the form:

$$W[J, \alpha_1, \overline{\alpha}_1, \alpha_2, \overline{\alpha}_2] = \int D(A_\mu \Psi_1 \bar{\Psi}_2 \Psi_1 \bar{\Psi}_2 \ldots) \exp(i S_{\text{eff}}),$$

with the action

$$S_{\text{eff}} = \int d^4x \left[ \mathcal{L}(A_\mu, \Psi_i, \ldots) + J_\mu A^\mu + \overline{\alpha}_1 \Psi_1 + \overline{\Psi}_1 \alpha_1 + \overline{\alpha}_2 \Psi_2 + \overline{\Psi}_2 \alpha_2 \right].$$

Here $J_\mu$ is the vector source for the photon field $A_\mu$, the $\alpha$’s are Grassmann sources for charginos, and the ellipsis denotes the other fields present in the MSSM. Since physical charginos have equal charge, in any covariant gauge the Lagrangian density can be expressed via the renormalized (physical) fields and charges (the subscripts “b” stand for “bare”):

$$A_\mu^b = (Z_3)^{\frac{1}{2}} A_\mu, \quad \Psi_{k,b} = (Z_2,k)^{\frac{1}{2}} \Psi_k, \quad (k = 1, 2), \quad e_b = \frac{Z_{1,k}}{Z_{2,k}(Z_3)^{\frac{1}{2}}} e, \quad m_b = \frac{Z_{0,k}}{Z_{2,k}} m$$

as

$$-\frac{1}{4} Z_3 F_{\mu \nu} F^{\mu \nu} + \sum_{k=1,2} \left[ Z_{2,k} \overline{\Psi}_k (i \not\partial - e \frac{Z_{1,k}}{Z_{2,k}} A) \Psi_k - Z_{0,k} m_k \overline{\Psi}_k \Psi_k \right] - \frac{1}{2a} (\partial_\mu A^\mu)^2 + \ldots,$$

where the $Z$’s are renormalization constants, $e$ and $m_k$ are renormalized charge and chargino masses, respectively, and $a$ is the gauge fixing constant\(^2\).

\(^1\)The fact that the photon can not couple to two fermions with different masses is mentioned, e.g., in the article by t’ Hooft \([50]\), but we are not aware of any reference for the detailed proof. Perhaps we shall also stress that the WI we are going to derive hold also off shell. The reason for this is that the conserved current we deal with here is the QED(-like) current, and not the SUSY current. For relevant discussion see, e.g., \([63]\).

\(^2\)More precisely, one of them: we do not need to show the remaining gauge fixing terms. The QED-like term we have shown does not require counterterms — this can be easily demonstrated with the help of the Ward identities we are going to derive in the same way as one does it in QED. For brevity we skip this part, relevant derivation can be found in, e.g., \([64]\).
The first step is to make an infinitesimal gauge transformation

\[ \Psi'_k = \exp(-i\vec{e}_k \Theta) \Psi_k \equiv (1 - i\vec{e}_k \Theta) \Psi_k + O(\Theta^2), \quad A'_\mu = A_\mu + \partial_\mu \Theta, \quad \vec{e}_k \equiv \frac{Z_{1k}}{Z_{2k}} \]  

(B.2)

under the functional integral (B.1). The change of variables can not affect the value of the integral, so, in particular,

\[ \frac{\delta W}{\delta \Theta(y)} \bigg|_{\Theta=0} = 0. \]  

(B.3)

Since, by the very construction, the MSSM is invariant under \( U(1) \) gauge transformations, the measure \( \mathcal{D} \) in the path integral is also gauge invariant, and the only gauge dependent terms in the generating functional are those with sources and, of course, the gauge fixing term. Thereby, up to the \( O(\Theta^2) \) terms, the change in \( W \) caused by the gauge transformation (B.2) is:

\[ \delta W = i \int d^4x \int \mathcal{D}(A_\mu \overline{\Psi}_1 \overline{\Psi}_2 \ldots) \exp(iS_{\text{eff}}) \times \left\{ J_\mu(x) \partial^\mu \Theta(x) - i \sum_{k=1,2} \tau_k \Theta(x) \left[ \overline{\sigma}_k(x) \Psi_k(x) - \overline{\Psi}_k(x) \alpha_k(x) \right] - \frac{1}{a} \partial_\mu A^\mu(x) \partial^2 \Theta(x) \right\}. \]

After we integrate it by parts and neglect surface terms, the last line becomes:

\[ \Theta \left\{ -\frac{1}{a} \partial^2 \partial_\mu A^\mu - \partial^\mu J_\mu - i \sum_{k=1,2} \tau_k \left[ \overline{\sigma}_k \Psi_k - \overline{\Psi}_k \alpha_k \right] \right\}, \]

and, thus, (B.3) requires

\[ \int \mathcal{D}(A_\mu \overline{\Psi}_1 \overline{\Psi}_2 \ldots) \exp(iS_{\text{eff}}) \times \left\{ \frac{1}{a} \partial^2 \partial_\mu A^\mu(y) + \partial^\mu J_\mu(y) + i \sum_{k=1,2} \tau_k \left[ \overline{\sigma}_k(y) \Psi_k(y) - \overline{\Psi}_k(y) \alpha_k(y) \right] \right\} = 0. \]  

(B.4)

By its very definition, the path integral of a field's derivative is the derivative of the Green's function, so (B.4) states that

\[ \frac{1}{a} \partial^2 \partial_\mu \frac{1}{i} \frac{\delta W}{\delta J_\mu(y)} + \partial^\mu J_\mu(y) W + \sum_{k=1,2} \tau_k \left[ \overline{\sigma}_k(y) \frac{\delta}{\delta \overline{\sigma}_k(y)} W - W \frac{\delta}{\delta \overline{\sigma}_k(y)} \alpha_k(y) \right] = 0; \]

in the following we prefer to use left derivatives only, so the last expression reads:

\[ \frac{1}{a} \partial^2 \partial_\mu \frac{1}{i} \frac{\delta W}{\delta J_\mu(y)} + \partial^\mu J_\mu(y) W + \sum_{k=1,2} \tau_k \left[ \overline{\sigma}_k(y) \frac{\delta W}{\delta \overline{\sigma}_k(y)} + \frac{\delta W}{\delta \alpha_k(y)} \alpha_k(y) \right] = 0. \]

Substituting \( W = \exp(iZ) \), where \( Z \) is the generating functional for the connected Green’s functions, we get:

\[ \frac{1}{a} \partial^2 \partial_\mu \frac{\delta Z}{\delta J_\mu(y)} + \partial^\mu J_\mu(y) + i \sum_{k=1,2} \tau_k \left[ \overline{\sigma}_k(y) \frac{\delta Z}{\delta \overline{\sigma}_k(y)} + \frac{\delta Z}{\delta \alpha_k(y)} \alpha_k(y) \right] = 0; \]  

(B.5)

it is these \( U(1) \) Ward identities that we are going to explore.
Differentiating (B.5) w.r.t. \( \frac{\delta}{\delta \alpha_m(x)} \frac{\delta}{\delta \alpha_n(z)} \equiv - \frac{\delta}{\delta \alpha_n(z)} \frac{\delta}{\delta \alpha_m(x)} \) and setting \( J = \bar{\alpha} = \alpha = 0 \), we obtain:

\[
\frac{1}{a} \partial_{(y)}^2 \frac{\partial^\mu}{\partial \alpha_m(x)} \frac{\delta^3 Z}{\delta \alpha_n(z) \delta J(y)} = i \tau_m \delta(y - x) \frac{\delta^2 Z}{\delta \alpha_n(z) \delta \alpha_m(y)} + i \tau_n \delta(y - z) \frac{\delta^2 Z}{\delta \alpha_m(x) \delta \alpha_n(y)}.
\]

Finally, recalling that

\[
\langle 0 | T \psi_m(x) \bar{\psi}_n(y) | 0 \rangle = i \frac{\delta^2 Z}{\delta \alpha_m(x) \delta \alpha_n(y)} \bigg|_{J = \bar{\alpha} = \alpha = 0}
\]

\[
\langle 0 | T A^\mu(y) \psi_m(x) \bar{\psi}_n(z) | 0 \rangle = \frac{\delta^3 Z}{\delta J(y) \delta \alpha_m(x) \delta \alpha_n(z)} \bigg|_{J = \bar{\alpha} = \alpha = 0},
\]

we rewrite the identity as:

\[
- \frac{1}{a} \partial_{(y)}^2 \frac{\partial^\mu}{\partial \alpha_m(x)} \langle 0 | T A^\mu(y) \psi_m(x) \bar{\psi}_n(z) | 0 \rangle
\]

\[
= \tau_m \delta(y - x) \langle 0 | T \psi_m(x) \bar{\psi}_n(z) | 0 \rangle - \tau_n \delta(y - z) \langle 0 | T \psi_m(x) \bar{\psi}_n(y) | 0 \rangle.
\]

(B.6)

For \( m = n \) one can easily recognize the Ward identities analogous to those in QED, which, of course, also hold in the MSSM. On the other hand, for \( m \neq n \) the right-hand side of Eq. (B.6) is zero, because the physical charginos do not mix — they are exactly the mass states obtained after the mass matrix diagonalization. So, the connected Green’s function of the photon and two different mass chargino fields is zero to all loop orders. That is what had to be proven.

The renomalization prescriptions are typically imposed on 1PI Green’s functions, so, for the sake of completeness, we shall derive also the identities analogous to (B.6) involving the so-called effective action — the generating functional for 1PI Green’s functions.

The arguments of the effective action \( \Gamma \) are the classical fields \( \bar{\psi}, \psi \) and \( A_\mu \), and \( \Gamma \) is defined as the Legendre transform

\[
\Gamma[A_\mu, \psi, \bar{\psi}] = Z[J, \alpha_k, \bar{\alpha}_k] - \int d^4x \left\{ J_\mu(x) A^\mu(x) + \sum_{k=1,2} \left[ \bar{\alpha}_k \psi_k + \bar{\psi}_k \alpha_k \right] \right\},
\]

(B.7)

so that

\[
A_\mu = \frac{\delta Z}{\delta J_\mu}, \quad \psi_k = \frac{\delta Z}{\delta \alpha_k}, \quad \bar{\psi}_k = - \frac{\delta Z}{\delta \bar{\alpha}_k}; \quad J_\mu = - \frac{\delta \Gamma}{\delta A_\mu}, \quad \alpha_k = \frac{\delta \Gamma}{\delta \psi_k}, \quad \bar{\alpha}_k = - \frac{\delta \Gamma}{\delta \bar{\psi}_k},
\]

therefore Eq. (B.5) can be rewritten as:

\[
\frac{1}{a} \partial_{(y)}^2 \frac{\partial^\mu}{\partial \alpha_m(x)} A^\mu(y) - \partial_{(y)}^\mu \frac{\delta \Gamma}{\delta A_\mu(y)} + i \sum_{k=1,2} \bar{\psi}_k \left[ \frac{\delta \Gamma}{\delta \psi_k(y)} \psi_k(y) + \frac{\delta \Gamma}{\delta \bar{\psi}_k(y)} \right] = 0.
\]

(B.8)

Taking the derivative \( \frac{\delta}{\delta \bar{\psi}_m(x)} \frac{\delta}{\delta \psi_n(z)} \) (\( \psi \)’s are Grassmann!) of this identity and setting \( A_\mu = \bar{\psi} = \psi = 0 \), we get:

\[
\partial_{(y)}^\mu \frac{\delta^3 \Gamma}{\delta A_\mu(y) \delta \bar{\psi}_m(x) \delta \psi_n(z)} + i \tau_n \delta(y - z) \frac{\delta \Gamma}{\delta \bar{\psi}_m(x) \delta \psi_n(y)} - i \tau_m \delta(y - x) \frac{\delta \Gamma}{\delta \bar{\psi}_m(y) \delta \psi_n(z)} = 0.
\]

(B.9)
In momentum space the first terms represents the three-point 1PI Green’s function with a photon and two charginos with masses $m_m$ and $m_n$ on the external legs times the momentum of the photon. The second and third terms contain two-point functions of those two charginos. Again, if $m = n$ we obtain the typical QED-like Ward-Takahashi identity, while for $m \neq n$ the second and third terms are identically zero due to the absence of mixing between the physical mass states, and, thus Eq. (B.9) forces the three-point function to vanish. This completes our proof.
Appendix C

The Lagrangian vertices and Feynman rules

C.1 Handling C-conjugate and Majorana fermions

The presence of Majorana fields (neutralinos) causes certain complications in constructing Feynman rules based on the Lagrangian vertices (see e.g. [14]). Due to two additional ways to pair Majorana fields: $\Psi \Psi$ and $\Psi \bar{\Psi}$, two additional types of propagators generally arise when the Wick theorem is applied directly. At the same time, the possibility to rewrite the Lagrangian in a few equivalent forms using the C-conjugation matrix and the anticommutativity of Majorana fermions can result in various confusions for relative signs of Feynman amplitudes [48]. Besides, there are vertices with fermion number violation in the MSSM Lagrangian, and they cause the explicit appearance of the charge-conjugation matrix, which complicates the automation of the calculations.

Several ways to evade these difficulties were proposed in the literature, see e.g. [49]; here we follow the approach by Denner et. al. [38], which naturally incorporates the charge-conjugated fields. The relevant Feynman rules are formulated in compact form using only one conventional propagator

$$S(p) = \frac{i(p + m)}{p^2 - m^2 + i\epsilon} \quad (C.1)$$

for internal fermion (Dirac or Majorana) line. Majorana lines do not possess graphical arrows but use the same propagator (see below). Following [38], we handle graphs with fermion lines in the following way:

1. Rewrite the Lagrangian via the original and/or charge-conjugated fermion fields, absorbing all occurrences of the $C$-matrix into the field operators, until no explicit $C$-matrices appear in the vertices.

2. Draw all possible diagrams for the process without the fermion arrow on Majorana lines. As usual, the arrow on the Dirac fermion lines should point in the direction of particle (rather than antiparticle) flow. Dirac particles here are the conventional ones, in our case they are the electron and the positive chargino.

3. Fix an orientation: an arbitrary (but continuous) fermion flow direction for each fermion chain.
4. Start at an external leg (or at some arbitrary propagator for a closed loop) and write down the Dirac matrices proceeding against the chosen fermion flow through the chain. The external fermion wave functions (spinors) should be chosen according to the fixed fermion flow direction, and not according the Dirac fermion arrow (even if present).

5. If a Dirac fermion line has the opposite direction to the chosen orientation, the reversed (or dashed) vertices $\Gamma' = CT^T C^{-1}$ (here $\Gamma$ comes from a Lagrangian vertex $\overline{\Psi}_a \Gamma \Psi_b \Phi$, where $\Psi_a$ and $\Psi_b$ can be either Majorana or Dirac fermions and $\Phi$ denotes scalar or vector particle) and the propagator with reversed momentum $S(-p)$ should be used (cf. Eq. (C.1) where, as usual, $p$ is the four-momentum in the direction of Dirac fermion arrow).

6. As usual, add factor $(-1)$ for every closed fermion loop.

7. For determination of symmetry coefficients the Majorana fermions can be treated like real scalar or vector fields.

Simply speaking, the trick behind the above rules is to consider a charge-conjugated field as an ordinary field when needed. Indeed, the charge-conjugated field, together with the Dirac conjugated of the latter, are expressed via the same creation and annihilation operators, the only difference with the original field is that the particle and anti-particle creation (annihilation) operators are interchanged. Then, being given a fermion chain with (arbitrarily) fixed orientation, we can always rewrite needed parts of the Lagrangian in a way that the original fields correspond to the lines where the particle flow coincides with our chosen “flow”, and charge-conjugated fields correspond to the lines where these flows are opposite. The explicit $C$-matrices do not appear anymore, being, instead, absorbed into the charge-conjugated fields. If one then applies the Wick theorem, “dashed” momentum space vertices arise when Lagrangian terms with ordinary fields are rewritten via charge-conjugated fields, and the reversed propagators (reverse sign of propagator argument) come from the fact (convention) that the momentum in a propagator for a given field is the momentum along the particle flow — this, in turn, comes from the explicit calculation of the pairings. When the charge-conjugated field is considered, the former anti-particle becomes a particle, so the propagator argument changes sign. The Majorana fields are self-conjugated, particles coincide with antiparticles, so nothing changes when we choose the opposite orientation. That is why Majorana lines should not carry any additional arrow, except that of the fermion flow we choose.

To demonstrate how all this works, let us consider an example. The diagram in Fig. C.1 contributes to the $Z \chi_i \chi_j$ vertex correction. We fix the fermion flow to coincide with the positive chargino flow, so, due to the arrow “clashing”, the electron arrows are opposite to the chosen orientation.

According to the above recipe, we shall start writing down the factors from the right upper corner, namely the wave function for the external $\chi^+_i$ leg comes first. In our case it is an outgoing particle (both according to the chosen orientation and the Dirac line direction), so the spinor is $\overline{\nu}(k_1)$. Next, there comes a vertex. The relevant Lagrangian term (see Eq. (C.19), Appendix C.2), is ($m_e = 0$):

$$L^{LC}_4 = -\frac{g}{2} \left\{ X^T_{1j} \overline{\Psi}_{\chi_j} C(1 - \gamma^5) \Psi_e \overline{\nu} + X_{j1} \overline{\Psi}_e (1 + \gamma^5) C \Psi_{\chi_j} \overline{\nu} \right\}, \tag{C.2}$$
where the elements of the mixing matrices $X$ are irrelevant for the current discussion and will be dropped in this Section. In any representation in 3 + 1 dimensions the $C$-matrix is conventionally defined in a way that

$$C^{-1} = C^\dagger, \quad C^T = -C, \quad C\gamma^\mu T C^{-1} = -\gamma^\mu, \quad (C.3)$$

besides, for real $C$ in the Weyl basis the relation $C = -C^{-1} = -C^\dagger$ also holds. The charge conjugated field is defined as:

$$\Psi_c = C\Psi^T, \quad (\Psi^c)^c = \Psi, \quad \overline{\Psi^c} = -\Psi^TC^{-1}, \quad (C.4)$$

where $\Psi_c$ is a charge conjugated field and the bar denotes Dirac adjoint. For the solutions of the Dirac equation Eqs. (C.3), the definition (C.4) lead to

$$v(p, \sigma) = C\pi^T(p, \sigma), \quad u(p, \sigma) = C\pi^T(p, \sigma),$$

which is justified by the plane wave expansions:

$$\Psi(x) = \int \frac{d^3p}{(2\pi)^32p_0} \left\{ e^{-ipx} c(p, \sigma)u(p, \sigma) + e^{ipx} d(p, \sigma)v(p, \sigma) \right\}$$

$$\overline{\Psi}(x) = \int \frac{d^3p}{(2\pi)^32p_0} \left\{ e^{-ipx} d(p, \sigma)v(p, \sigma) + e^{ipx} c(p, \sigma)u(p, \sigma) \right\}$$

$$\Psi^c(x) = \int \frac{d^3p}{(2\pi)^32p_0} \left\{ e^{-ipx} d(p, \sigma)v(p, \sigma) + e^{ipx} c(p, \sigma)u(p, \sigma) \right\}$$

($c^\dagger$ and $d^\dagger$ create particle and antiparticle, respectively).

Using Eq. (C.4) and dropping the numerical factors we can rewrite the Lagrangian vertex (C.2) as

$$\ldots \overline{\Psi^c}_{\chi_j} (1 - \gamma^5) \Psi_e \tilde{\nu}^\dagger + \ldots \overline{\Psi}_e (1 + \gamma^5) \Psi^c_{\chi_j} \tilde{\nu}. \quad (C.5)$$

However, as one can see from the picture, this vertex is not exactly the one we need to follow the strategy discussed in the beginning of this Section. Rather, we need it written in terms of $\Psi^c_e$ and $\Psi_{\chi_j}$; if these two are treated as the “ordinary” fields, then the chosen fermion flow will coincide with “ordinary” particle flow.
To get the desired expression, let us complete a simple exercise. Take two anticommuting spinor fields $\chi_a$ and $\chi_b$ and consider a bilinear product: $\overline{\chi_a} \Gamma_i \chi_b$, where $\Gamma_i$ is some Dirac matrix structure. We rewrite it as:

$$\overline{\chi_a} \Gamma_i \chi_b = (\overline{\chi_a} \Gamma_i \chi_b)^T = (-1) \chi_b^T \Gamma_i^T \chi_a = \overline{\chi_b} \Gamma_i \chi_a \equiv \eta_i \overline{\chi_b} \Gamma_i \chi_a$$  

(C.6)

(no summation over $i$); the $(-1)$ factor comes from anticommutation of spinor fields, $\eta_i = 1$ for $\Gamma_i = 1, \gamma^5, \gamma^\mu \gamma^5$ and $\eta_i = -1$ for $\Gamma_i = \gamma^\mu, \sigma^\mu\nu$. In particular, the vertex (C.5) (or (C.2)) can therefore be rewritten as

$$\ldots \overline{\Psi}_c (1 - \gamma^5) \Psi_j \tilde{\nu} + \ldots \overline{\Psi}_j (1 + \gamma^5) \Psi_c \tilde{\nu},$$  

(C.7)

(the momentum space vertex did not change, but obviously it is not always the case).

Next, we come to the propagator. The latter corresponds now to pairing of $C$-conjugated fields; one easily checks that the result is:

$$S(p) = \frac{i(p + m)}{p^2 - m^2 + i\epsilon}, \quad CS^T(p)C^{-1} = S(-p),$$

so the momentum sign in the propagator is opposite to the sign one would choose if the conventional Feynman rules for the graph at Fig. C.1 were used.

Further comes the $Zee$ vertex, which, according to the chosen fermion flow, we need to rewrite in the $Z\gamma e^c$ form. Eq. (C.6) says that it will lead to the sign change of the vector part (cf. Eq. (C.9), Appendix C.2):

$$\ldots \overline{\Psi}_e \gamma^\rho (4 \sin^2 \theta_W - 1 - \gamma^5) \Psi_e Z_\rho = \ldots \overline{\Psi}_e \gamma^\rho (4 \sin^2 \theta_W - 1 - \gamma^5) \Psi_c Z_\rho.$$

Next comes the second electron propagator which is again directed against the chosen fermion flow and, therefore, its momenta shall change sign. The lower vertex can again be read off from Eq. (C.7). Finally, the scalar propagator is, of course, unchanged.

Assigning loop momenta according to the “$s$”-parametrization of Section 5.2 (e.g., the first graph in Fig. 5.1 with propagator $d_2$ contracted to a point), and collecting all the contributions discussed above one gets the loop graph in Fig. (C.1):

$$\ldots \times \tau(k_1)(1 + \gamma^5) \times \frac{-(q - \frac{1}{2} Q) + m_e}{(q - \frac{1}{2} Q)^2 - m_e^2 + i\epsilon} \times \gamma^\rho (4 \sin^2 \theta_W - 1 - \gamma^5) \times \frac{-(q + \frac{1}{2} Q) + m_e}{(q + \frac{1}{2} Q)^2 - m_e^2 + i\epsilon} \times \frac{1}{(q + \frac{1}{2} P_t)^2 - m_e^2 + i\epsilon},$$

where “…” of course includes the loop integral over the momentum $q$, as well as all the algebraic factors and coupling constants left aside during this discussion (like, e.g., the mixing matrices). The (matrix) multiplication “$\times$” is used as delimiter to highlight the contribution coming from each of the graph elements. The $m_e$ terms are kept only for clarity, the limit $m_e = 0$ is always assumed.

One can show that the cross-section obtained in this way is independent of the chosen fermion flow direction. The proof of the latter statement, as well as all the necessary details of derivation of these rules can be found in [38].
C.2 MSSM Lagrangian vertices used in analytical calculations

In this Section, mainly for the sake of completeness, we assemble the MSSM Lagrangian vertices that are needed to obtain the analytical results quoted in Chapters 3 and 6. For Feynman vertices used in the full 1 loop contribution with vertex corrections the reader is addressed to [36, 34] and references therein as the complete MSSM Feynman rules set is very large (see, e.g., [39]).

The Feynman rules for MSSM in terms of component fields were first collected in [39]. Instead of using the diagrammatic vertices in momentum space quoted in the latter article, here we prefer to list the relevant Lagrangian vertices. Following [39], we work in the 't Hooft–Feynman gauge, where the gauge boson propagators have their simplest form:

\[ -ig_{\mu \nu} \left( \frac{1}{k^2 - M^2} \right) \]

while the neutral and charged (unphysical) Goldstones acquire masses \( M_Z \) and \( M_W \), respectively (see e.g. [50]). The notations below closely follow [65].

Since the 1-loop analytical calculations were done in the limit of heavy sleptons dropping all the (box) diagrams with internal slepton lines, we do no list the vertices that include sleptons (apart from \( e \tilde{\chi} \tilde{\nu} \) vertex used at tree level where we did not make any assumptions about the masses). Besides, as one can easily see from Chapter 3 (tree) and Chapter 4 (1-loop), the vertices with Higgs/Goldstone bosons do not enter the graphs that give the main CP-odd contribution we focused on. Indeed, it turned out that the Higgs (and Goldstone) lines either bring the \( m_e \) factors into the diagrams (and this factor we always drop), or enter together with slepton fields, and thus, again, the graph has to be dropped. That is why the vertices with Higgs/Goldstone fields were not needed and, hence, not listed below.

As usual, “∗” and “†” denote the complex and hermitian conjugation, respectively. The charge \( e \) is defined to be positive, equal to the charge of the positron. It is connected to the weak coupling by the Weinberg angle: \( g \sin \theta_W = e \).

For convenience, we divide the vertices into subsections: the Standard Model Lagrangian vertices we need, and the MSSM vertices with SUSY fields we need.

C.2.1 Standard Model vertices used at tree level and in box calculations

To obtain the analytical expressions analyzed in Chapters 3 and 6 one needs the following Lagrangian vertices involving Standard Model fields:

\((\gamma ee)\) QED-coupling:

\[ L_1^{GQ} = -e A_\rho \bar{\Psi}_e \gamma^\rho \Psi_e \]  

\((Zee)\) Z boson – electron – electron:

\[ L_3^{GL} = -\frac{g}{4\cos\theta_W} \bar{\Psi}_e \gamma^\rho (-4\sin^2\theta_W + 1 - \gamma^5) \Psi_e Z_\rho \]

\((We\nu)\) W boson – electron – neutrino:

\[ L_5^{GQ} = \frac{g}{2\sqrt{2}} \left( W_\rho \bar{\Psi}_\nu \gamma^\rho (1 - \gamma^5) \Psi_e + W_\rho^\dagger \bar{\Psi}_e \gamma^\rho (1 - \gamma^5) \Psi_\nu \right) \]
C.2.2 MSSM (SUSY) vertices used at tree level and in box calculations

The MSSM vertices we need involve chargino and neutralino mixing matrices, which diagonalize respective mass matrices that arise due to soft-SUSY-breaking terms [46].

The chargino mixing (unitary) matrices $X$ and $Y$ are chosen to diagonalize the tree level chargino mass matrix $M_{\chi}$, which is assembled out of quadratic Lagrangian (soft-SUSY-breaking) terms involving charged higgsinos and charged gauginos:

$$M_{\chi} = \begin{pmatrix} M_2 & \sqrt{2}m_W \sin \beta \\ \sqrt{2}m_W \cos \beta & \mu \end{pmatrix}$$

$$Y^* M_{\chi} X^\dagger = \begin{pmatrix} m_{\chi_1} & 0 & m_{\chi_2} \\ 0 & m_{\chi_1} & m_{\chi_2} \end{pmatrix}, \quad 0 < m_{\chi_1} < m_{\chi_2} \ . \quad (C.11)$$

Here $M_2$ is the soft-SUSY-breaking gaugino mass parameter, $\mu$ is the Higgs mixing parameter (higgsino mass parameter), $\tan \beta$ is the ratio of the two Higgs vacuum expectation values, $m_W$ is the mass of $W$ boson, $m_{\chi_i} (i = 1, 2)$ are the masses of the physical chargino states.

In the same manner, the neutralino mixing (unitary) matrix $U$ is chosen to diagonalize the tree level neutralino mass matrix $M_N$, which is assembled out of quadratic Lagrangian (soft-SUSY-breaking) terms involving neutral higgsinos and neutral gauginos:

$$M_N = \begin{pmatrix} M_1 & 0 & -m_Z \cos \beta \sin \theta_W & m_Z \sin \beta \sin \theta_W \\ 0 & M_2 & -m_Z \cos \beta \cos \theta_W & m_Z \sin \beta \cos \theta_W \\ -m_Z \cos \beta \sin \theta_W & m_Z \sin \beta \cos \theta_W & 0 & -\mu \\ m_Z \sin \beta \sin \theta_W & -m_Z \sin \beta \cos \theta_W & -\mu & 0 \end{pmatrix}$$

$$U^* M_N U^\dagger = \begin{pmatrix} m_{\chi_1}^0 & 0 & 0 & 0 \\ 0 & m_{\chi_2}^0 & 0 & 0 \\ 0 & 0 & m_{\chi_3}^0 & 0 \\ 0 & 0 & 0 & m_{\chi_4}^0 \end{pmatrix}, \quad 0 < m_{\chi_1}^0 < m_{\chi_2}^0 < m_{\chi_3}^0 < m_{\chi_4}^0 \ . \quad (C.12)$$

Here $M_1$ is the soft-SUSY-breaking gaugino mass parameter, $m_Z$ is the mass of $Z$ boson, $m_{\chi_i}^0 (i = 1, 2, 3, 4)$ are the masses of the physical neutralino states.

The SU(2) gaugino mass parameter $M_2$ can always be chosen real, while the higgsino mass parameter $\mu$ (as well as the U(1) gaugino mass parameter $M_1$ appearing in the neutralino mass matrix) is in general a complex quantity:

$$\mu \equiv |\mu| e^{i \phi_{\mu}} \ . \quad (C.13)$$

The phase $\phi_{\mu}$ is one of the main sources of CP violations analyzed in this Thesis; to simplify the calculations in Chapter 6 $M_1$ was always chosen real.

To obtain the analytical expressions analyzed in Chapters 3 and 6 one needs the following Lagrangian vertices involving SUSY fields:

$$(\gamma \tilde{\chi} \tilde{\chi}) \ photon–chargino–chargino:$$

$$L_1^{GCN} = e \Psi_{\chi_k} \gamma^\rho \Psi_{\chi_l} A_\rho \delta_{kl} \ . \quad (C.14)$$

Note that the sign is opposite to that of $\gamma ee$ vertex (C.8). This is because following the established convention we treat the positive charginos $\tilde{\chi}_i^+ (i = 1, 2)$ as particles, rather than
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antiparticles.

\((Z\tilde{\chi})\) Z boson – chargino – chargino:

\[
L_{GCN}^{2} = \frac{g}{4\cos{\theta_W}} \Psi_{\chi} \gamma^{\rho} \left\{ \left[ 2\delta_{kj} \cos{2\theta_W} + Y_{k1} Y_{1j}^\dagger + X_{j1} X_{1k}^\dagger \right] + \gamma^{5} \left[ Y_{k1} Y_{1j}^\dagger - X_{j1} X_{1k}^\dagger \right] \right\} \Psi_{\chi} Z_{\rho} \equiv \frac{g}{4\cos{\theta_W}} \Psi_{\chi} \gamma^{\rho} \left\{ G_{V_{k,j}} + \gamma^{5} G_{A_{k,j}} \right\} \Psi_{\chi} Z_{\rho},
\]

where \(X, Y\) are the chargino mixing matrices, defined by Eqs. (C.11). Note, that the first mass index of \(G_{V_{k,j}}\) and \(G_{A_{k,j}}\) refers to mass of the annihilated particle, which is the positive chargino. Besides, since \(X, Y\) are unitary matrices, the following equalities holds:

\[
\text{Hermiticity: } G_{V_{(A)j,k}} = (G_{V_{(A)k,j}})^*,
\]

\[
\text{Trace: } \sum_{i=1,2} G_{V_{i,i}} = 2 + 4 \cos{2\theta_W}, \quad \sum_{i=1,2} G_{A_{i,i}} = 0.
\]

\((W\tilde{\chi}_0)\) W boson – chargino – neutralino:

\[
L_{GCN}^{4} = \frac{g}{2} \left\{ \Psi_{\chi} \gamma^{\rho}(V + \gamma^{5}A) \Psi_{\chi} W_{\rho} + \Psi_{\chi} \gamma^{\rho}(V^* + \gamma^{5}A^*) \Psi_{\chi} W_{\rho}^\dagger \right\}
\]

with

\[
V = -U_{a2} Y_{1j}^\dagger - U_{2a} X_{j1} - \frac{U_{a3} Y_{2j}^\dagger}{\sqrt{2}} + \frac{U_{a4} X_{2j}}{\sqrt{2}},
\]

\[
A = -U_{a2} Y_{1j}^\dagger + U_{2a} X_{j1} - \frac{U_{a3} Y_{2j}^\dagger}{\sqrt{2}} - \frac{U_{a4} X_{2j}}{\sqrt{2}},
\]

where \(X, Y\) are the chargino mixing matrices, and \(U\) is the neutralino mixing matrix, defined by Eqs. (C.11) and (C.12), respectively.

\((e\tilde{\nu})\) electron – chargino – sneutrino:

\[
L_{GC}^{C (m_e=0)} = -\frac{g}{2} \left\{ \Psi_{\chi} \gamma^{\rho} C(1 - \gamma^{5}) \Psi_{e} \tilde{\nu} + X_{j1} \Psi_{e} (1 + \gamma^{5}) C^{-1} \Psi_{\chi} \tilde{\nu} \right\}
\]

\[
= -\frac{g}{2} \left\{ \Psi_{\chi} \gamma^{\rho} (1 - \gamma^{5}) \Psi_{e} \tilde{\nu} + X_{j1} \Psi_{e} (1 + \gamma^{5}) \Psi_{\chi} \tilde{\nu} \right\}
\]

\[
= -\frac{g}{2} \left\{ \Psi_{\chi} \gamma^{\rho} (1 - \gamma^{5}) \Psi_{e} \tilde{\nu} + X_{j1} \Psi_{e} (1 + \gamma^{5}) \Psi_{\chi} \tilde{\nu} \right\}
\]

where \(X\) is the chargino mixing matrix defined by Eqs. (C.11) and \(C\) is the charge-conjugation matrix. For convenience we also provided two versions of this vertex expressed via the charge conjugated fields.

\footnote{The additional terms proportional to \(m_e\) can be found in \[65\] (we drop these terms in the computations). Note, however, that the second term of this vertex gets a wrong sign in \[65\] (c.f. \[39\]).}
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