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Abstract Warm Atlantic water (AW) that flows northward along the Svalbard west coast is thought to
transport enough heat to melt regional Arctic sea ice effectively. Despite this common assumption,
quantitative requirements necessary for AW to directly melt sea ice fast enough under realistic winter
conditions are still poorly constrained. Here we use meteorological data, satellite observations of sea ice
concentration and drift, and model output to demonstrate that most of the sea ice entering the area over the
Yermak Plateau melts within a few weeks. Simulations using the Los Alamos Sea Ice Model (CICE) in a 1‐D
vertically resolved configuration under a relatively wide range of in situ observed atmospheric and ocean
forcing show a good fit to observations. Simulations require high‐frequency atmospheric forcing data to
accurately reproduce vertical heat fluxes between the ice or snow and the atmosphere. Moreover, we
switched off hydrostatic equilibrium to properly reproduce ice and snow thickness when observations
showed that ice had a negative freeboard, without surface flooding and snow‐ice formation. This modeling
shows that realistic melt rates require a combination of warm near‐surface AW and storm‐induced ocean
mixing. However, if AW is warmer than usual (>5°C), then lower mixing rates are sufficient. Our results
suggest that increased winter storm frequency and increased heat content of the AW may work together in
reducing future sea ice cover in the Eurasian basin.

Plain Language Summary Northwest of Svalbard, north of Norway, an area known as Whalers
Bay stays ice‐free in winter despite the negative air temperatures. It has been assumed that this open water is
maintained by inflow of warm Atlantic water (AW) along Svalbard's west coast; however, this
mechanism has never been demonstrated quantitatively. We combine observations and results from
modeling to calculate the rate of ice melting necessary to keep Whalers Bay ice‐free and the amount of heat
that must be transferred from the ocean to the ice to sustain such melting. We conclude that the presence
of AW combined with the occurrence of storms releases the amount of heat necessary to keep the area
ice‐free. When the AW is close to the surface and its temperature is above about 5°C, storms are no
longer necessary to enhance heat transfer and produce the required melting. Since the amount of heat
transported by theAWand the storm frequency have been increasing over several decades, we expect that the
ice‐free area will increase in the future, affecting air‐sea‐ice fluxes, water mass transformation, marine
ecology, sea ice cover, and commercial activity including transportation and fishing.

1. Introduction

The sea ice cover in the Arctic Ocean is in transition to a new, thinner regime. This entails a decrease in the
ratio of sea ice thickness to snow load, which increases the likelihood of sea ice flooding events (Granskog
et al., 2017; Maslanik et al., 2007; Merkouriadi, Liston, et al., 2020; Stroeve et al., 2012). Ice thinning implies
that the ice pack will be more fractured and mobile (Graham et al., 2019; P. Itkin et al., 2017; Spreen
et al., 2011), which will increase atmosphere‐ocean interaction, in turn enhancing ocean mixing and, poten-
tially, upper‐ocean vertical heat fluxes. It is therefore important to understand the interaction between the
atmosphere, snow, sea ice, and ocean in this evolving thin‐ice regime and to assess the quality of modeling
tools which have mostly been developed based on older in situ observations from times when the ice cover
was thicker. The Eurasian Basin has experienced large sea ice loss in recent years (Polyakov et al., 2017).
There has been a larger winter sea ice loss north of Svalbard than elsewhere in the Arctic Basin
(Onarheim et al., 2014), in line with changes taking place in the Barents Sea (Årthun et al., 2012; Lind

©2020. The Authors.
This is an open access article under the
terms of the Creative Commons
Attribution License, which permits use,
distribution and reproduction in any
medium, provided the original work is
properly cited.

RESEARCH ARTICLE
10.1029/2019JC015662

Key Points:
• Most of the sea ice entering the area

known asWhalers Bay, in the NW of
Svalbard, melts in less than amonth,
keeping it almost ice‐free

• Melting rates larger than
1.5 m month−1 result from a
combination of the presence of
warm Atlantic water and
storm‐enhanced mixing

• In the absence of storms, estimated
high sea ice melting rates require
ocean surface temperature
above 5°C

Supporting Information:
• Supporting Information S1
• Figure S1
• Figure S2
• Figure S3
• Figure S4
• Figure S5

Correspondence to:
P. Duarte,
pedro.duarte@npolar.no

Citation:
Duarte, P., Sundfjord, A., Meyer, A.,
Hudson, S. R., Spreen, G.,
& Smedsrud, L. H. (2020). Warm
Atlantic water explains observed sea ice
melt rates north of Svalbard. Journal of
Geophysical Research: Oceans, 125,
e2019JC015662. https://doi.org/
10.1029/2019JC015662

Received 16 SEP 2019
Accepted 4 JUN 2020
Accepted article online 11 JUL 2020

DUARTE ET AL. 1 of 24

https://orcid.org/0000-0001-7461-605X
https://orcid.org/0000-0002-6913-3368
https://orcid.org/0000-0003-0447-795X
https://orcid.org/0000-0002-6498-9167
https://orcid.org/0000-0003-0165-8448
https://orcid.org/0000-0001-7391-0740
https://doi.org/10.1029/2019JC015662
https://doi.org/10.1029/2019JC015662
http://dx.doi.org/10.1029/2019JC015662
http://dx.doi.org/10.1029/2019JC015662
http://dx.doi.org/10.1029/2019JC015662
http://dx.doi.org/10.1029/2019JC015662
http://dx.doi.org/10.1029/2019JC015662
http://dx.doi.org/10.1029/2019JC015662
http://dx.doi.org/10.1029/2019JC015662
http://dx.doi.org/10.1029/2019JC015662
http://dx.doi.org/10.1029/2019JC015662
http://dx.doi.org/10.1029/2019JC015662
http://dx.doi.org/10.1029/2019JC015662
http://dx.doi.org/10.1029/2019JC015662
http://dx.doi.org/10.1029/2019JC015662
mailto:pedro.duarte@npolar.no
https://doi.org/10.1029/2019JC015662
https://doi.org/10.1029/2019JC015662
http://publications.agu.org/journals/
http://crossmark.crossref.org/dialog/?doi=10.1029%2F2019JC015662&domain=pdf&date_stamp=2020-08-12


et al., 2018). The thin and highly variable ice cover in this region should thus be useful for model testing and
development.

The Fram Strait Branch of the North Atlantic Current is the major carrier of oceanic heat to the Arctic Basin
and likely responsible for the ice‐free conditions in the eastern Fram Strait (roughly between 0° and 10°E
longitude and as far north as ~80°N latitude) (Schauer et al., 2004; Spielhagen et al., 2011) (Figure 1) and
the recent decline in sea ice cover north of Svalbard (Onarheim et al., 2014; Tetzlaff et al., 2014).
Furthermore, the heat transported by the Atlantic water (AW) with this current appears to be increasing
and, thereafter, accelerating sea ice melting in the Eastern Nansen Basin (Polyakov et al., 2017).

In the Eastern Fram Strait and over the southern part of Yermak Plateau, AW is typically found between 50
and ~600 m depth, often with a thin layer of colder and fresher Arctic Water and/or sea ice melt water above
it (Meyer, Sundfjord, et al., 2017; Spielhagen et al., 2011). During winter, heat from warm AW is the only
factor that can melt ice in this region due to the lack of incoming shortwave radiation and predominantly
negative air temperatures (Onarheim et al., 2014; Walczowski & Piechura, 2011). There is evidence for a sig-
nificant warming of the uppermost AW in the Fram Strait Branch during the past ~120 years (Spielhagen
et al., 2011), amounting to about 2°C since the 1960s (Muilwijk et al., 2018). This warming is in line with
a trend of +0.6°C per decade at 78°50′N for the period 1997–2010 from a mooring time series
(Beszczynska‐Möller et al., 2012) and a trend of +0.3°C per decade for the period 1979–2012 found by
Onarheim et al. (2014), based on data collected west of Sørkapp—the southern tip of Spitsbergen (~76°33′
N). Therefore, it is likely that the role of AW in sea ice melting will increase if these warming trends persist.

Recent observations (Menze et al., 2019) and numerical model simulations (Crews et al., 2019; Koenig
et al., 2017) have provided a more detailed understanding of the AW pathways across the Yermak Plateau
(Figure 1b). The Svalbard Branch consistently transports ~1 Sv (1 Sv = 106 m3 s−1) over the shallower part
of the plateau all year. The Yermak Pass Branch, which follows a slight depression across the central part
of the plateau, shows a distinct seasonality where summer transport (~1.3 Sv) is similar to the Svalbard
Branch but autumn and winter transport is much larger (~2.4 Sv), indicating that this pathway is the most
important for annual AW volume flux from the West Spitsbergen Current into the Arctic Basin (Crews
et al., 2019).

Upper‐ocean heat fluxes in the AW inflow area north of Svalbard vary greatly over small distances as well as
temporally. The upper part of the continental slope, where the core of the AW inflow is found, stands out as
an area with high vertical heat fluxes. During the N‐ICE2015 expedition (Granskog et al., 2018), heat fluxes
measured in the ice‐ocean boundary layer varied between near zero during calm periods with no wind in the
deep basin and a 15 min average of almost 600 W m−2 during storms over shallow AW (Meyer, Fer,
et al., 2017; Peterson et al., 2017). Heat fluxes of 400 W m−2 were observed frequently over AW north of
Svalbard (Provost et al., 2017). Meyer, Fer, et al. (2017) identified the following key conditions that explain
changes in the magnitude of ocean heat fluxes in the area north of Svalbard during the N‐ICE2015 expedi-
tion: storms combined with the presence of shallow AW, the presence of shallow AW alone, and storms
alone, in contrast to the deep Nansen Basin where storms and shallow AW were absent. They estimated
the relative importance of each set of conditions relative to the deep Nansen Basin to follow the ratio
6:5:2:1, suggesting that the effect of storms combined with shallow AW increased ocean heat fluxes sixfold.
Even as far east as 30°E, Renner et al. (2018) reported vertical heat flux estimates over the AW boundary cur-
rent exceeding 100 W m−2 for week‐long periods extending well into winter.

The role of oceanic heat fluxes in the energy budget of the new thinner Arctic sea ice is a key question in
polar oceanography (Carmack et al., 2015; Polyakov et al., 2013). There is compelling evidence for the role
of AW in melting Arctic sea ice in the Eastern Fram Strait and over the southern part of the Yermak
Plateau based on (i) near absence of sea ice in winter, (ii) large sea ice loss in the Eurasian Basin in recent
years, and (iii) increasing heat content of AW (e.g., Onarheim et al., 2014; Polyakov et al., 2017;
Walczowski & Piechura, 2011). However, the role of oceanic heat fluxes in the energy budget of this area
has yet to be quantified using direct observations and detailed simulations.

Themain goal of this study is to quantify the role of the AW in sea ice melting in the region north of Svalbard
utilizing observed atmospheric forcing at intra‐annual time scales. Secondary objectives include the calcula-
tion of sea ice energy budgets in a wider region north of Svalbard, contrasting various hydrographic and
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meteorological conditions in order to gain further insights into the relative importance of AW in those
budgets. We use satellite data of sea ice concentration and drift to establish the role of local melting in
explaining the near absence of sea ice around the NW corner of Svalbard, sometimes referred to as
Whalers Bay. Estimated melting rates are then correlated with atmospheric observations to identify the

Figure 1. (a) Mean percentage of ice‐covered days for April over the period 1985–2015. Chart derived from daily sea
ice concentration data provided by the National Snow and Ice Data Center, USA. Ice frequency is defined as the
frequency of occurrence of sea ice concentration values equal or higher than 0.15. A value of 100% indicates areas where
every single day sea ice concentrations were equal or higher than 0.15, while a value of 0% indicates areas where such
sea ice concentrations have never been observed (data source: M. Itkin et al., 2014). The polygon in the northwest corner of
Svalbard was used to calculate sea ice melting from satellite data (see section 2.2) and is defined by the following
Coordinates A (8.8°E, 79.3°N), B (2.5°E, 80.6°N), C (8.1°E, 81.3°N), andD (12.3°E, 80.4°N) (center grid coordinates). (b) RV
Lance drifts (white lines) between 15 January and 22 June 2015 during the N‐ICE2015 expedition, from the Nansen
Basin and across the YermakPlateau, with underlying topography. Start and end dates of the drifts are given for the four ice
floes monitored during the N‐ICE2105 expedition. Vertical arrows with numbers are average heat fluxes (W m−2)
measured at the under‐ice boundary layer during the drift of the four ice floes (Peterson et al., 2017). The yellow arrows
show the approximate main pathways of the Atlantic water (Yermak and Svalbard pass branches) (refer to text).
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contribution of storms to melting. We use observations from the N‐ICE2015 expedition to assess how well
the Los Alamos Sea Ice Model (CICE) handles such highly variable conditions with respect to sea
ice/snow thickness and temperature and large and rapid changes in energy balance, due to storms and
the presence of shallow AW. Afterward, the CICE model is used to simulate various scenarios, attempting
to establish the relative role of weather and oceanographic conditions in ice melting in Whalers Bay.
Finally, empirical and model results are synthesized.

2. Methodology

Our study of the thermodynamic processes north of Svalbard uses detailed field observations (section 2.1)
and remote sensing products of sea ice and the ocean surface layer as well as atmospheric reanalysis data
(section 2.2). Some of these observations are used to force and evaluate the simulations carried out with
the CICE model (section 2.3).

2.1. Field Observations From N‐ICE2015

The field observations were collected in winter and spring 2015 during the N‐ICE2015 expedition with RV
Lance. Four drifting ice camps, referred to as Floes 1 to 4, were established in the southern Nansen Basin
of the Arctic Ocean to collect data sets of the atmosphere‐snow‐ice‐ocean‐ecosystem interactions in a thin-
ner Arctic sea ice regime (Granskog et al., 2018) (Figure 1b). This study uses the suite of field observations
listed in Table 1, for (i) model initialization, (ii) model forcing, and (iii) model evaluation. For model forcing,
we interpolated data sets linearly to fill in gaps and/or to properly synchronize with model data input rou-
tines. All model forcing and evaluation data were obtained on, in, and below the same ice floe, within a
radius of a few hundred meters. Most of the observations are described in detail in other papers (Cohen
et al., 2017, for meteorological observations; Gallet et al., 2017, and Merkouriadi, Gallet, et al., 2017, for
spring and winter snow conditions, respectively; P. Itkin et al., 2017, and Provost et al., 2017, for sea ice
and snow observations based on Ice Mass Balance (IMB) Buoys; Meyer, Fer, et al., 2017, Meyer,
Sundfjord, et al., 2017, and Peterson et al., 2017, for hydrographic observations and ocean heat fluxes;
Walden, Hudson, et al., 2017, for snow‐atmosphere sensible and latent heat fluxes). These data are publicly
available (see Table 1 and references therein). Water masses definitions follow the Rudels et al. (2000) clas-
sification and are shown in Meyer, Sundfjord, et al. (2017) as a temperature‐salinity diagram (their Figure
5a) and a section plot (their Figure 6). AW was defined as having a potential density anomaly
27.70 < σ0 < 27.97 kg m−3 and a potential temperature θ > 2°C. The upper boundary for AW was found
as shallow as 30 m depth and as deep as 300 m.

For the purposes of visualizing both observational and model data, we calculate freeboard with the
Archimedes buoyancy principle, based on snow and ice thicknesses and densities and on seawater density.
Details on how the calculations were performed and which parameters were used are given in supporting
information Text S1. Calculations were based on Assur (1958), Millero and Poisson (1981), Unesco (1983),
Notz (2005), Hunke et al. (2015), and Provost et al. (2017).

2.2. Remote Sensing, Reanalysis Data, and Deduced Melt Rates

We use satellite sea ice data and hindcasts from the global 1/12° real time operational system (PSY4), devel-
oped at Mercator Ocean for the Copernicus Marine Environment Monitoring Service (http://marine.coper-
nicus.eu/) in addition to atmospheric reanalysis data. PSY4 hindcasts included vertical temperature profiles,
sea surface salinity, and relative water velocity from PSY4 sea ice drift at 0.5 m depth. The reanalysis output
is from ERA5 and includes values of atmospheric pressure, temperature, total columnwater vapor, and wind
field velocity (Copernicus Climate Change Service (C3S), 2017).

We use sea ice concentration data on a 6.25 km grid obtained from the 89 GHz channels of the AMSR2 satel-
lite radiometer (Melsheimer & Spreen, 2019; Spreen et al., 2008) to calculate sea ice area IceA (ice concentra-
tion multiplied by grid cell area and summing up all grid cells within a given region). To calculate sea ice
area fluxes IceIn and IceOut of our study region, the sea ice drift data set from OSI SAF “OSI‐405‐c: Sea
Ice MotionMaps with 48 hours span, on 62.5 km Polar Stereographic Grid” is utilized (Lavergne et al., 2010).
Year‐round sea ice drift is obtained from a multisensor analysis of SSMIS (91 GHz H&V pol.), ASCAT
(C‐band backscatter), and AMSR‐2 (18.7 and 36.5 GHz) channels. IceIn and IceOut are calculated by
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multiplying the ice drift with ice concentration and grid cell length and summing them up along the
transects confining our study region (the polygon depicted in Figures 1a and 1b, with an area of 20,480 km2).

We represent the rate of change in sea ice area within a given region by the following equation:

LocalChanges ¼ ΔIceA
Δt

− IceInþ IceOut; (1)

where IceA is the ice area in the region (km2) and ΔIceA/Δt the change in ice area from one day to the
next, IceIn and IceOut are the import and export ice area fluxes into and out of the polygon depicted in
Figure 1 (km2 day−1), and LocalChanges (km2 day−1) may be due to melting, ice growth, and ice
deformation.

The ice concentration and drift satellite data were used to estimate daily values for IceA, IceIn, and IceOut,
and we then solved for LocalChanges. When these changes were negative, it was assumed they were a melt-
ing proxy, neglecting the contribution of mechanical deformation. Calculations were carried out from 1
January to 30 September 2015. Sea ice fluxes were estimated across the Lines AB, BC, and CD (Figure 1).
Sea ice fluxes across Line AD were assumed negligible as they are facing toward land and no significant
fluxes are possible here.

Ice area reduction by ice deformation mainly happens in short, episodic events, for example, by convergence
during storms. These might cause some of the short‐term variability in our time series. Some short‐term
variability might also be caused by the uncertainty of the satellite measurements. The uncertainty for the
ice concentration and therefore also the ice area of a single AMSR2 6.25 × 6.25 km2 grid cell varies between
5% and 25% depending on ice concentration (Spreen et al., 2008). Assuming errors that are uncorrelated
between cells, this results in an uncertainty of about 150 km2 for IceA in our study region for the daily data
set. The satellite ice drift data have very low bias (<100 m) when compared with ice buoy drift. The standard
deviation of the difference, however, is about 3 km for the 2 day data set (Lavergne et al., 2010). Supported by
the low bias, we again assume Gaussian (i.e., uncorrelated) error statistics using the standard deviation as
uncertainty estimate and assuming that on average, two out of the three satellite‐based drift observations
are available. With this reasoning for our three transects, we estimate an uncertainty of about 300 km2 for
the net ice area inflow IceIn‐IceOut for the daily data set. Together, this results in an uncertainty of
335 km2 day−1 for the daily LocalChanges estimates. This uncertainty is smaller but of the same order of
magnitude as our average daily LocalChanges estimates of −560 ± 30 km2 day−1 (section 3.1). Thus, some
of the day‐to‐day variability can be associated with the uncertainties of the satellite data. Known biases
for the ice area and ice drift data are low, and these uncertainties thus will get reduced when averaged over
longer time periods. If we assume uncorrelated ice drift observations every 2 days (i.e., the length of the ice

drift estimation data set), we end up with an uncertainty of 26 km2 day−1 (300 km2=
ffiffiffiffiffiffiffiffi

136
p

) for the January to
September mean ice area inflow into the region of 555 km2 day−1 (i.e., 550 ± 30 km2 day−1; section 3.1).

Table 1
Data Sets Collected During the N‐ICE2015 Expedition (Granskog et al., 2018) and Used in This Study

Data References

(a) Wind speed, precipitation, air temperature, and specific humidity Cohen et al. (2017) and Hudson et al. (2015)
(b) Incident surface shortwave and longwave radiation Hudson et al. (2016) Taskjelle et al. (2016)
(c) Sensible and latent heat fluxes from eddy‐covariance system deployed on the ice floes Walden, Hudson, et al. (2017) and Walden,

Murphy, et al. (2017)
(d) Ice core physics‐sea ice temperature and salinity Gerland et al. (2017)
(e) Snow and ice thickness, snow, ice, and sea surface temperature from IMB data (SIMBA‐2015a, c, d

and f)
P. Itkin et al. (2015)

(f) Ice and snow thickness from EM31 and drillings Rösel et al. (2016) and Rösel and King (2017)
(g) Sea surface current velocity, temperature, salinity, and heat fluxes from two loosely tethered free‐fall

microstructure profilers (MSS‐90)
Meyer et al. (2016) and Meyer, Sundfjord,
et al. (2017)

(h) Sea surface current velocity, temperature, salinity, and heat fluxes from a turbulence instrument
cluster deployed under the ice floes

Peterson et al. (2016, 2017)

Note. The listed references include information on repositories where data can be found.
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Therefore, longer‐term negative LocalChanges can be associated with ice melt. We also assume that the
thickness of incoming sea ice from the north is equal to that leaving in the SW, which should be a conserva-
tive assumption for total melt, given that Nansen Basin sea ice is typically thicker than that found in themar-
ginal ice zone over the SW Yermak Plateau (e.g., Ricker et al., 2017).

Atmospheric reanalysis output, spatially averaged for the area defined by the Points A–D (Figure 1), with a
6‐hourly frequency were cross‐correlated with the ice melting rates estimated from satellite data. The follow-
ing atmospheric variables were considered: atmospheric pressure, temperature, wind speed and direction,
and the curl (vorticity) and divergence of the wind field. Lead and lag times are relative to noon (UTC time)
on the day of the estimated ice melt.

2.3. Modeling
2.3.1. Model Setup
We have used an earlier version of the Los Alamos Sea Ice Model (CICE) supported through the CICE
Consortium (https://github.com/CICE-Consortium), based on CICE v5.1, in a one‐dimensional (1‐D)
stand‐alonemode (Hunke et al., 2015; Turner et al., 2013). This version resolves physical processes vertically,
including several interacting components to simulate ice transport, mechanical ridging, and thermohaline
dynamics (Hunke et al., 2015). Only the thermohaline dynamics is used in the 1‐D simulations described
here. Several papers have described CICE developments included in the version used in our study; for exam-
ple, Jeffery et al. (2011) tested different ways of simulating the transport of tracers in sea ice, while Turner
et al. (2013) described a new parameterization of gravity brine drainage. In a detailed sensitivity analysis,
Urrego‐Blanco et al. (2016) found that sea ice variables, especially sea ice volume, are mostly sensitive to
snow‐related parameters. The configuration used in the present study includes mushy‐layer thermody-
namics (Feltham et al., 2006; Hunke et al., 2015), a Delta‐Eddington approach for albedo and shortwave
radiation fluxes (Hunke et al., 2015), and the gravity drainage approach described by Turner et al. (2013).
It is the same configuration described by Duarte et al. (2017) but without the simulation of biogeochemical
processes. Model parameters and their values are listed in Table S1.

We forced CICE 1‐D stand‐alone simulations with atmospheric and oceanographic time series which, in the
present study, include the data sets listed in Table 1 and presented in Figure 2. One of the forcing variables is
the mixed layer temperature (equivalent to sea surface temperature in the model), which is calculated via a
thermodynamic slab‐ocean mixed layer parameterization within the CICE model, using a
stability‐dependent turbulent flux parameterization that is partially controlled by the model mixed layer
depth (MLD) parameter. In our simulations, this MLD parameter was either varying or set to a constant
value of 15 m as in Duarte et al. (2017), reflecting the typical range within which wind forcing penetrated
and homogenized the surface layer during the N‐ICE2015 expedition (Meyer, Fer, et al., 2017). When not
set to a constant value, the model MLD parameter was based on a “mixing depth” estimated from the
Microstructure Profiler data (Table 1g) as the depth at which the dissipation rate of turbulent kinetic energy
falls below a threshold value of 3 × 10−7 W kg−1 in each vertical profile of dissipation rate. The threshold
value was defined based on the analysis of the dissipation rate distribution during the N‐ICE2015 expedition
(Meyer, Fer, et al., 2017). Water temperature is also influenced by lateral mixing that is not accounted for in
the present model configuration. CICE includes a restoring time parameter used to assimilate measured
water temperatures and bring values calculated by the slab‐ocean mixed layer parameterization close to
observations. In the present study a restoring time scale of 1 day was used, as in Jeffery and Hunke (2014)
and Duarte et al. (2017), except when otherwise indicated.

The standard CICE 1‐D setup uses a minimum default current velocity of 0.001 m s−1 to provide
background‐level shear between the water and the ice and thereby forcing the ocean heat flux. In the present
study, we implemented calculation of shear from ocean velocities measured or simulated at 1 or 0.5 m below
the ice‐ocean interface to better mimic realistic forcing. The shear calculation was done exactly in the same
way as in the dynamical component of CICE (Hunke et al., 2015) and following Duarte et al. (2017).

At the end of each time step, the CICE model checks hydrostatic equilibrium and the presence of a negative
freeboard, from snow and ice depths and densities. In the case of a negative freeboard, the ice floe is
“flooded,” and some snow is replaced with the required thickness of snow ice to restore the hydrostatic equi-
librium and bring the ice surface to sea level. The new ice has a porosity of the snow. The salinity of the brine
occupying the new formed ice is taken as the sea surface salinity. Once the new ice is formed, the vertical ice
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layers are regridded into equal thicknesses while conserving energy and salt (Hunke et al., 2015). During the
N‐ICE2015 expedition, snow ice was observed in many places (Granskog et al., 2017), but many areas also
had negative freeboard without being flooded (Graham et al., 2019; King et al., 2018; Rösel et al., 2017).
Therefore, in our CICE model setup, we implemented a simple change in the code allowing us to switch
on and off the hydrostatic equilibrium check and snow‐ice formation, depending on the ice floes being
simulated.
2.3.2. Model Simulations
Model simulations of first year ice (FYI), second year ice (SYI), and multiyear ice (MYI) sites were carried
out. The simulations utilized observations listed in Table 1 (see Figure 2) and covered the whole drifting per-
iod of the N‐ICE2015 expedition in the area north of Svalbard (Figure 1b). Simulations are listed in Table 2,
and those named “Standard simulations” correspond to periods when IMB buoy data (Jackson et al., 2013),
with sea ice and snow temperatures with high temporal (6 hr) and vertical resolution (2 cm), were available

Figure 2. Atmospheric and ocean observations (Table 1) collected during the N‐ICE2015 expedition and used to force the CICE model simulations presented in
this paper including air temperature, wind speed, specific humidity, precipitation, atmospheric longwave (LW) radiation, atmospheric shortwave (SW)
radiation, ocean heat flux, salinity, temperature, mixing depth, and speed. Periods of time during which the data were used to force the CICE simulations
(see Table 2 for details) are indicated in gray above subplot (a). Storm periods are shaded gray and show warmer air temperature, high wind speed, significant
precipitation, higher LW radiation, deeper ocean mixing depth, and higher ocean speeds. Periods when data were extended for some model simulations
(see Table 2 and section 2.3.2) are shaded in yellow and extended data are indicated by dotted lines.
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Table 2
Main Model Simulations

Model simulations Description

Standard simulations used for model
validation and energy budgets

F1_SYI_1, 2, and 3 Floe 1 SYI ice simulated between 19/01/ 2015 and 16/02/2015
F1_FYI_1, 2, and 3 Floe 1 FYI ice simulated between 28/01/2015 and 16/02/2015
F2_MYI_1, 2, and 3 Floe 2 MYI ice simulated between 10/03/2015 and 15/03/2015
F3_MYI_1, 2, and 3 Floe 3 MYI ice simulated between 27/04/2015 and 03/06/2015 and then extended until 10/06/

2015, for F3_MYI_1 only, following criteria explained in section 2 and in Supporting
Information

Simulations used only for energy
budgets

F4_FYI_1 and 2 Floe 4 FYI ice simulated between 08/06/2015 and 18/06/2015 and then extended by a week,
for F4_FYI_1 only, following criteria explained in section 2 and in Supporting Information

Simulations used for hypothetical
scenarios

F1_YERMAK_SYI_1
and 2

Floe 1 SYI ice simulated between 19/01/2015 and 17/02/2015 with simulated Yermak Plateau
oceanographic conditions

F1_YERMAK_FYI_1
and 2

Floe 1 FYI ice simulated between 28/01/2015 and 17/02/2015 with simulated Yermak Plateau
oceanographic conditions

F3_YERMAK_MYI_1
and 2

Floe 3 MYI ice simulated between 28/01/2015 and 17/02/2015 with simulated Yermak
Plateau oceanographic conditions

F1_SYI_2_AW Floe 1 SYI on AW with above freezing temperatures (1°C, 3°C, and 5°C) but a winter
atmosphere

Note. F1–F4 correspond to the ice floes being simulated (refer Figure 2). FYI, SYI, andMYI stand for first, second, andmultiyear ice, respectively. Numbers 1 and
2 contrast simulations without and with hydrostatic equilibrium, respectively. Numbers 1 and 3 contrast simulations with or without a constant mixing layer
depth, respectively. Both correspond to simulations without hydrostatic equilibrium. The only exceptions to these rules are Simulations F1_FYI_1 and
F1_FYI_3, where hydrostatic equilibriumwas switched on at the beginning of the last simulated day to allow ice inundation when it was detected in the observa-
tional data (Provost et al., 2017) (refer text).

Figure 3. (a) Total ice area (IceA, left y axis, and Equation 1), ice inflow‐outflow (IceIn‐IceOut, right y axis, and
Equation 1), and area changes (ΔIceA/Δt, right y axis, and Equation 1), obtained from satellite data, between 1
January and 30 September 2015 in the area defined by Points A–D in Figure 1. (b) Sea ice changes (LocalChanges,
Equation 1) for the same area calculated with Equation 1. Negative values are a proxy for melting. Shaded areas show
storm periods observed during the N‐ICE2015 expedition and described in Cohen et al. (2017).
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(Floes 1–3). Simulations for Floes 3 and 4 (F3_MYI_1, F3_MYI_3,
F4_FYI_1, and F4_FYI_2) were extended by a few days (Table 2) to
predict the fate of sea ice in periods of enhanced melting. Moreover,
simulations were run for hypothetical scenarios attempting to disen-
tangle the role of the hydrographic and atmospheric conditions over
and across the Yermak Plateau on sea ice melting (Table 2). Details
about these simulations and model parameters and evaluation are
given in Supporting Information, including their initial conditions
(Tables S1–S6 and Texts S2 and S3).

A time step of 450 s was used in all simulations. Tests conducted
with shorter time steps led to similar results. Fifteen ice layers
and one snow layer were used in all simulations. Sea ice and snow
initial conditions were set to match observations of ice and snow
thickness, salinity, and temperature from available data (Text S2
and Tables S3–S6).

3. Results

We first present results based on satellite observations showing that
there is large net melting of sea ice imported into the study area north
of Svalbard (section 3.1). We then present results from correlations
between atmospheric reanalysis data and inferred melt rates (sec-
tion 3.2). In section 3.3, we present model results.

3.1. Sea Ice Import and Estimated Melting Based on
Satellite Data

There is a large net import of sea ice to the area north of Svalbard. The
area defined by Points A–D in Figure 1 is about 20,480 km2, and dur-
ing spring 2015, it had a mean ice concentration between about 30%
and 60% (sea ice area ~6,000–13,000 km2; Figure 3a), which dropped
close to zero in August. The mean net ice import (inflow‐outflow) to
this area between January and September 2015 was

550 ± 30 km2 day−1, with substantial variability (Figure 3a; for uncertainty estimates, see section 2.2).
This large net import of sea ice would have filled the area entirely within ~37 days, so, clearly, effective melt-
ing of sea ice is ongoing in the area. The estimated mean areal melting for the studied area is
−560 ± 30 km2 day−1 (Figure 3b), slightly larger than, but within the uncertainty of, the mean net import.
This larger mean melting than net import can explain the net loss of ice area between winter and summer
(Figure 3a). Winter melting (calculated for January–March) is 810 ± 50 km2 day−1. Net relative melting of
sea ice (obtained by dividing local sea ice area changes [LocalChanges] by the ice‐covered area [IceA], see
Equation 1) is 6% day−1 between January and September and 9% day−1 between January and March.
Therefore, higher absolute and relative melt rates are found during winter (January–March), when there
is no solar radiation and air temperatures are below zero (Figure 2) (Onarheim et al., 2014; Walczowski &
Piechura, 2011).

3.2. Atmospheric Reanalysis and Melting Rates

The highest correlations between atmospheric reanalysis data and melting rates proxy (LocalChanges; see
Equation 1—when these changes were negative, it was assumed they were a melting proxy, neglecting
the contribution of mechanical deformation) for the polygon shown in Figure 1 were negative correlations
with wind divergence 18 hr before the melt, positive correlations with wind speed 12 and 24 hr before the
melt, and positive correlations with northwestward wind 24 hr before the melt (Figures 4 and S1). This
lag of 12 hr indicates that strong winds at 00:00 UTC are correlated with large melt rates during the UTC
calendar day beginning at that time.

However, when looking separately at the eastward and northward wind components, the former is nega-
tively correlated with melt, while the latter is positively correlated. Both reverse sign when looking at the

Figure 4. Cross‐correlations between melting rates (LocalChanges, Equation 1)
and (a) air temperature, pressure, wind speed, and wind direction;
(b) eastward, northward, and northwestward wind speed; and (c) wind
divergence and curl.
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winds 12–24 hr after the melt. Looking at all possible wind components, the best correlation was with the
strength of wind blowing to 315° (i.e., from the southeast; referred to as “Northwestward wind” in the
figures). There are also relatively strong correlations with the divergence of the wind field (negatively
correlated) and with the vertical component of the curl of the wind field (positively correlated) (Figures 4
and S1). All correlation coefficients were less than <0.5, corresponding to r2 values < 0.25 and implying
that the percentage of variance of melting rates explained by the correlations was <25% (Figure S1).

Figure 5. Observed (data from P. Itkin et al., 2015) and modeled sea ice and snow thicknesses and temperatures in
Floe 1. Ice temperatures are vertically resolved, whereas snow temperatures are vertically averaged. White and
magenta lines show the ice‐snow interface and the sea level, respectively. (a, b) Observed results for the IMB buoys, for
FYI and SYI, respectively. (c, d) Model results for Simulations F1_FYI_1 and F1_SYI_1 respectively. (e, f) Model
results for Simulations F1_FYI_2 and F1_SYI_2, respectively. The thin black line in (c) shows snow ice thickness lower
limit. See Table 2 and text for details about model simulations and Figure 2 for forcing data.
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3.3. Simulated Ice Growth and Melting
3.3.1. Model Evaluation
The simulations used for model validation (standard simulations; Table 2) were those for which IMB buoy
data are available (Figures 5 and 6). We ran these simulations without hydrostatic equilibrium or snow‐ice
formation because the IMB buoy data were obtained in parts of the ice floes with negative freeboard due to
the large snow load but where flooding and snow‐ice were not observed. There was one exception, and this
was Floe 1 simulations for FYI, where we switched on hydrostatic equilibrium on the last simulated day to

Figure 6. Observed (data from P. Itkin et al., 2015) and modeled sea ice and snow thicknesses and temperatures in Floes
2 (left panels) and 3 (right panels). Ice temperatures are vertically resolved, whereas snow temperatures are vertically
averaged. White and magenta lines show the ice‐snow interface and the sea level, respectively. (a) Observed results for
the IMB buoy, for MYI in Floe 2. (b, c) Model results for Floe 2 Simulations F2_MYI_1 and F2_MYI_2, respectively.
(d) Observed results for the IMB buoy, for MYI in Floe 3. (e, f) Model results for Floe 3 Simulations F3_MYI_1
and F3_MYI_2, respectively. Extended period from 4 June only shown for the former simulation, indicated in (e) by the
dashed line. See Table 2 and text for details about model simulations and Figure 2 for forcing data.
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allow ice inundation when it was detected in the observational data (Provost et al., 2017). We also ran
simulations with the hydrostatic equilibrium switched on for comparative purposes. We compared
sensible and latent heat exchanges between the sea ice or snow and the atmosphere with fluxes calculated
from an eddy‐covariance system (Walden, Murphy, et al., 2017; Walden, Hudson, et al., 2017).
Preliminary simulations showed a significant model bias when using the CICE default daily atmospheric
forcing frequency (6‐hourly for longwave and shortwave radiation). This bias was significantly reduced by
increasing it to 1 min frequency, making full usage of available forcing data (Figure S2). Since the model
time step is 450 s, the high‐frequency forcing time series was in fact used with the time step frequency of
7.5 min, in the simulations listed in Table 2. Shorter time steps led to similar results. All simulations show
a performance between “good” and “excellent” according to the criteria employed, when comparing
observed (IBM buoy data) and modeled vertically resolved sea ice temperature and vertically averaged
snow temperature (Tables 3, 4, and S7 for model quality criteria). This is consistent with similar
validation tests described in Duarte et al. (2017) for Floe 3. Simulations with a MLD that was either
constant (15 m) or variable (not shown) had a comparable performance and very similar results. Observed
and simulated sea ice temperature and ice and snow thickness confirm the good model performance
mentioned above, with very similar sea ice temperature gradients; compare Figures 5a and 5c, 5b and 5d,
6a and 6b, and 6d and 6e. Given the similarity (not shown) of the results obtained with fixed and with
variable MLD, we will mostly discuss the former.
3.3.2. Scenario Analysis
Comparing Figures 5a, 5b, and 6a with corresponding model results, where hydrostatic equilibrium was
switched on—Figures 5e, 5f and 6c, respectively—a positive model bias for ice thickness and a negative bias
for snow thickness result from the reestablishment of the hydrostatic equilibrium and snow‐ice formation.

Table 3
Model Performance Regarding Vertically Resolved Sea Ice Temperature, for the Standard Simulations Synthesized in Table 2, According to Criteria Synthesized in
Allen et al. (2007): the Nash Sutcliffe Model Efficiency (ME) (Nash & Sutcliffe, 1970), the Absolute Value of the Percentage Model Bias |Pbias|, the Cost Function
(CF) (OSPAR Commission, 1998), the Root‐Mean‐Square Error (RMSE), and the r2

Simulations ME |Pbias| CF RMSE r2

F1_SYI_1 Excellent 0.76 Very good 14.81 Very good 0.40 0.91 0.93
F1_SYI_3 Excellent 0.76 Very good 14.86 Very good 0.40 0.91 0.93
F1_FYI_1 Excellent 0.72 Very good 16.36 Very good 0.51 0.91 0.98
F1_FYI_3 Excellent 0.73 Very good 16.33 Very good 0.50 0.91 0.98
F2_MYI_1 Excellent 0.98 Excellent 3.19 Very good 0.12 0.17 0.99
F2_MYI_3 Excellent 0.98 Excellent 3.22 Very good 0.12 0.17 0.99
F3_MYI_1 Excellent 0.97 Excellent 4.04 Very good 0.14 0.22 0.98
F3_MYI_3 Excellent 0.97 Excellent 3.84 Very good 0.13 0.22 0.98

Note. Quality levels for the first three parameters are based on data presented in Table S1 following Maréchal (2004) and Radach and Moll (2006). All values are
dimensionless except the RMSE that is given in the same units of the variables shown in the second column.

Table 4
Model Performance Regarding Vertically Averaged Snow Temperature, for the Standard Simulations Synthesized in Table 2, According to Criteria Synthesized in
Allen et al. (2007): the Nash Sutcliffe Model Efficiency (ME) (Nash & Sutcliffe, 1970), the Absolute Value of the Percentage Model Bias |Pbias|, the Cost Function
(CF) (OSPAR Commission, 1998), the Root‐Mean‐Square Error (RMSE), and the r2

Simulations ME |Pbias| CF RMSE r2

F1_SYI_1 Very good 0.56 Very good 12.24 Very good 0.53 2.45 0.73
F1_SYI_3 Very good 0.56 Very good 12.23 Very good 0.53 2.45 0.73
F1_FYI_1 Excellent 0.86 Excellent 6.64 Very good 0.28 1.54 0.89
F1_FYI_3 Excellent 0.86 Excellent 6.64 Very good 0.28 1.54 0.89
F2_MYI_1 Good 0.45 Very good 11.36 Very good 0.52 1.67 0.76
F2_MYI_3 Good 0.45 Very good 11.37 Very good 0.52 1.67 0.76
F3_MYI_1 Excellent 0.95 Excellent 7.88 Very good 0.16 0.71 0.97
F3_MYI_3 Excellent 0.95 Excellent 7.86 Very good 0.16 0.71 0.97

Note. Quality levels for the first three parameters are based on data presented in Table S1 following Maréchal (2004) and Radach and Moll (2006). All values are
dimensionless except the RMSE that is given in the same units of the variables shown in the second column.
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This bias was not observed in Floe 3 (cf. Figures 6d and 6f) where the larger ice thickness prevented a nega-
tive freeboard for a similar snow load as that of Floe 1. Results for Floe 4 with (Figure S3) and without (not
shown) hydrostatic equilibrium were also similar due to the relatively low snow load.

The energy budgets without and with hydrostatic equilibrium (Figures 7a, 7c, 8a, and 8d vs. Figures 7b, 7d,
8c, and 8f, respectively) usually have a very similar behavior with respect to all fluxes involved, with a few
exceptions. The most noticeable difference between the two simulations is the more negative energy budget
of the latter due to slightly lower sensible heat fluxes from the atmosphere to the surface, driven by the
higher sea ice temperatures resulting from the initial flooding, reestablishing the hydrostatic equilibrium,
and subsequent latent heat release. One common feature in all energy budgets is the symmetry between sen-
sible heat gains and longwave losses. These fluxes are also the largest ones, except toward the
spring/summer, when shortwave radiation may become dominant (Figures 8d, 8f, and S3) and/or toward
areas with AW closer to the surface (the case of Floe 4) when ocean heat fluxes may reach >200 W m−2

(Figure S3).

Storms lead to rapid changes in all energy fluxes. These changes include (i) a reduction of the net longwave
cooling; (ii) a reduction in the sensible heat gain from the atmosphere, leading in some cases to a sensible
heat loss; (iii) an increase in latent heat gains by the snow and ice; (iv) an increase in the net energy flow
to the ice and a corresponding warming; and (v) effective bottom melting due to increased ocean heat fluxes
(Figures 7 and 8). These changes may revert their sign before the storm ends.

Figure 7. Model daily‐averaged energy fluxes (negative fluxes are upward following CICE convention) in Floe 1. (a, b)
FYI Simulations F1_FYI_1 and F1_FYI_2, respectively. (c, d) SYI Simulations F1_SYI_1 and F1_SYI_2, respectively.
Shaded areas show duration of storm events defined in Cohen et al. (2017). See Table 2 and text for details about model
simulations and Figure 2 for forcing data.
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Switching between Yermak Plateau and deep basin conditions has a significant impact on melt, but the melt
during Floe 4 still stands out. Note that our simulations follow each ice floe in a Lagrangian way and that the
ocean currents are generally perpendicular, so each flow is constantly exposed to forced mixed layer proper-
ties, independent from previous melting. Average freezing rates had maximum values of ~1 mm day−1.

Figure 8. Model daily‐averaged energy fluxes (negative fluxes are upward following CICE convention) and freezing
and melting rates in Floes 2 (left panels) and 3 (right panels). (a, b) Energy fluxes and freezing and melting rates,
respectively, in Simulation F2_MYI_1. (c) Energy fluxes in Simulation F2_MYI_2. (d, e) Energy fluxes and freezing and
melting rates, respectively, in Simulation F3_MYI_1. (f) Energy fluxes in Simulation F3_MYI_2. Extended period from 4
June only shown for the F3_MYI_1, indicated in (d) and (e) by the dashed line. Shaded areas show duration of
storm events defined in Cohen et al. (2017). See Table 2 and text for details about model simulations and Figure 2 for
forcing data.
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Average melting rates were generally 1 order of magnitude higher
(Table 5). In the winter simulations of Floe 1, where local hydrographic
conditions were replaced by those expected for the Yermak Plateau
(F1_YERMAK_SYI_1 and F1_YERMAK_FYI_1; Figure S4), there was
up to a threefold increase in the melting rates (Table 5). However, average
melt remained on the order of a few mm day−1, well below 3 cm day−1 for
Floe 4 summer simulation of FYI (F4_FYI_1) (Table 5 and Figure S3).
Daily freezing and melting rates became smaller and larger, respectively,
with the Yermak hydrographic conditions, and storm periods coincided
with peaks in melting rates (Figure 9). Ice temperature patterns remained
very similar to those of the standard simulations. In the simulation with
Floe 3 placed in wintertime and with Yermak plateau hydrography
(F3_YERMAK_MYI_1), there was a considerable cooling of the sea ice
(Figure S5), in comparison with the standard simulation (F3_MYI_1), as
well a decrease/increase in the melting/freezing rates, consistent with
the results for Floe 1. Daily melting rates follow a pattern like those of
F1_YERMAK_FYI_1 (Figure 9a).

Looking beyond the main observation periods, in the extra week added to the Floe 3 spring MYI simulation
(F3_MYI_1), there was a considerable sea ice warming, an increase in the heat transfer from the ocean to the
ice by 2 orders of magnitude, correlated with an increase in the net energy budget of the same order of mag-
nitude (~250 Wm−2), and an increase in bottom melting from ~0 to ~7 cm day−1 (Figures 6e, 8d, and 8e). In
the extended period for Floe 4 FYI simulation (F4_FYI_1), the patterns observed were similar to those of the
last week of the main observation period, with large ocean heat fluxes heating the ice, resulting in a rela-
tively large and positive net energy flux and melting rates between 7 and 8 cm day−1 (Figures S3a–S3c).

To simulate the fate of Floe 1 if it had drifted into warmAW, Simulation F1_SYI_2_AW (Table 2) was carried
out assuming values for the AW varying from 1°C to 5°C (Figure 10), showing only results with (1°C, 3°C,
and 5°C). Under such conditions, there is rapid ice melting despite the cold winter atmosphere. Energy
fluxes are dominated by the ocean heat fluxes with values of several hundred W m−2. The highest values
(in the range 600–1,000 W m−2) were obtained during the larger storm period (between 3 and 8 February)
and during the simulation with 5°C AW. To put it into context, with an initial sea ice thickness of 1.4 m, fully
melting of the floe took more than 30 days with AW temperature at 1°C, 22 days with 3°C AW, and 18 days
with 5°C AW.

4. Discussion
4.1. Satellite and Atmospheric Reanalysis Data

The sea ice boundary between the western (ice‐covered) and eastern (ice‐free) sides of Fram Strait is
sharp. Satellite data for the period 1985–2015 (P. Itkin et al., 2014) display the mean percentage of
ice‐covered days in April, which is frequently the period of maximum sea ice extent in that region
(http://www.mosj.no/no/klima/hav/havisutbredelse.html), and show that the northward ice edge tilts
toward the east and reaches north of Svalbard, with open water over much of the northwest Svalbard
shelf (Figure 1a). Displaying similar data for each month does not change this general pattern (not
shown), except for the eastward extension of the ice‐free area northwest of Svalbard and the occasional
presence of some ice between the Svalbard shores and the ice‐free area west of the archipelago. The
results obtained from satellite data for the period January–September 2015 show that most of the ice
entering the region near the NW corner of Svalbard (the area defined by Points A–D in Figure 1) melts.
Moreover, average melting rates are higher during winter than for the whole study period. The open
water area observed consistently in this region (Figure 1a), despite the large sea ice import, is most likely
due to melting and not the net result of sea ice transport. We did this detailed study only for January–
September 2015, but results are consistent with longer‐term average sea ice conditions (Figure 1a).
Considering that part of this area remains ice‐free also in winter and that local winter air temperatures
are predominantly negative (Walczowski & Piechura, 2011), our hypothesis is that the winter melting
heat source is the relatively warm inflowing AW. Ideally, this analysis should be done with ice volume,

Table 5
Mean Basal Melting and Freezing Rates for Contrasting Simulations
Carried Out With Winter Atmospheric Forcing for Floe 1 and Oceanic
Forcing for Floe 1 or for the Yermak Plateau (refer to Table 1 for
Model Simulations)

Model simulations
Basal melting rates

(cm day−1)
Freezing rates
(cm day−1)

F1_SYI_1 0.123 0.027
F1_YERMAK_SYI_1 0.487 0.005
F1_FYI_1 0.159 0.123
F1_YERMAK_FYI_1 0.498 0.022
F3_MYI_1 0.365 0.107
F3_YERMAK_MYI_1 0.524 0.015
F4_FYI_1 3.036 0.103

Note. For reference, results for the summer simulation (Floe 4) are also
shown.
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which is the property that is conserved through thermodynamic and dynamic processes. However, the
absence of such data for the surveyed regions with the daily frequency of sea ice concentration and
drift data would require interpolating to, at least, weekly time periods for satellite data. Alternatively,
climatological data or upscaling of in situ data obtained in limited areas could be used. All these
options would limit the accuracy of our estimates. We therefore use LocalChanges (Equation 1) as a
proxy for the ice melt rate.

Positive time‐lagged correlations between wind velocity and melting rates in the surveyed area (Figure 1)
suggest that melting is enhanced during and after an increase in the wind speed, especially for winds blow-
ing from the southeast. Negative time‐lagged correlations between the divergence of the wind field at the
surface and melting rates are consistent with storms enhancing sea ice melt. These results are consistent
with observed increases in ocean heat fluxes associated with storms and, especially, when storms and shal-
low AW are combined (e.g., Graham et al., 2019; Meyer, Fer, et al., 2017; Peterson et al., 2017). However, the
correlations also point to a possible influence of sea ice dynamics on our inferred melt rates: Both wind con-
vergence and winds from the southeast (towards the main ice pack) tend to reduce ice area by packing floes
together more tightly.

Figure 9. Winter basal melting and freezing rates for standard simulation and for hypothetical scenarios with winter
atmospheric forcing and Yermak Plateau oceanographic forcing. Shaded areas show duration of storm events defined
in Cohen et al. (2017). See Table 2 and text for details about model simulations and Figure 2 for forcing data.

10.1029/2019JC015662Journal of Geophysical Research: Oceans

DUARTE ET AL. 16 of 24



Figure 10. Modeled sea ice and snow thicknesses and temperatures (color maps) and daily‐averaged energy fluxes
(negative fluxes are upward following CICE convention) for Simulation F1_SYI_2_AW assuming different
temperatures for the surface water. (a) and (b) with 1°C; (c) and (d) with 3°C; (e) and (f) with 5°C. In the color maps, only
ice temperature is vertically resolved. White and magenta lines show the ice‐snow interface and the sea level,
respectively. Shaded areas in the energy budget panels show duration of storm events defined in Cohen et al. (2017). See
Table 2 and text for details about model simulations and Figure 2 for forcing data.

10.1029/2019JC015662Journal of Geophysical Research: Oceans

DUARTE ET AL. 17 of 24



During the N‐ICE2015 expedition, storms were observed during the drift of all ice floes. There are between
20 and 40 extreme cyclone events per winter season, within the area of N‐ICE2015 drifts during January–
February (81–83.5°N, 16–28°E) (Figure 1b), for the period 1919–2015, with an increasing trend of six events
per decade over the same period, according to data from Ny‐Ålesund (78.9°N, 11.9°E) in Svalbard (Rinke
et al., 2017). Between January and March 2015, six major storm events were observed during the
N‐ICE2015 expedition (Cohen et al., 2017). These storms fractured the ice cover, enhanced ocean‐ice‐
atmosphere heat fluxes, and made the ice more susceptible to lateral melt (Graham et al., 2019).
Moreover, snowfall during storms deepened the snow pack, insulated the sea ice, and inhibited ice growth
for the remaining winter season. Despite the significant atmospheric warming observed during winter
storms, air temperature remained negative. Storms have been shown to increase ocean heat fluxes roughly
twofold in comparison to the background level (Meyer, Fer, et al., 2017). Note however that strong tidal cur-
rents around the slopes of the Yermak Plateau lead to increased internal wave activity and can also enhance
background mixing rates (Padman et al., 1992). Therefore, we wanted to investigate whether storms are a
necessary condition to keep the sharp transition between open and ice‐covered waters observed along the
NW Svalbard shores.

4.2. Modeling
4.2.1. Model Performance
Before linking model results with the topics discussed above, the model performance is discussed to evaluate
the reliability of model results obtained for the nonvalidation scenarios (Table 2).

Using lower (daily) or higher (minute) frequency atmospheric forcing did not have a significant effect on
model performance regarding sea ice and snow thickness and sea ice temperature, which were similar in
both cases (not shown). However, modeled sensible heat flux was clearly biased with the daily frequency for-
cing (Figures S2a vs. S2b), exhibiting wider variations between negative (from the ice) and positive (to the
ice) fluxes. Larger variations in sensible heat fluxes were “compensated” by opposite variations of latent heat
and longwave fluxes (not shown) because, as soon as surface snow temperature is affected by an increased
sensible heat flux, the temperature change stimulates an opposite response by the other fluxes. Therefore,
the physical feedbacks stabilize the system, reducing the bias in net energy fluxes and thereafter in calcu-
lated ice temperatures. The following equations, taken fromHunke et al. (2015) and used in the CICEmodel,
illustrate these physical feedbacks. The sensible (Fs), latent (Fl), and outgoing (from the ice and snow to the
atmosphere) longwave (FL) fluxes are calculated with

Fs ¼ Cs θa − Tsfð Þ (2)

Fl ¼ Cl Qa − Qsfð Þ (3)

FL↑ ¼ εσ Tsfð Þ4 (4)

where Cs and Cl are nonlinear heat transfer coefficients described in Hunke et al. (2015); θa is the potential
air temperature in Kelvin; Tsf is the surface temperature of snow or ice in Kelvin; Qa and Qsf are the air
and the surface saturation specific humidity, respectively; ε = 0.95 is the emissivity of snow or ice; and σ is
the Stefan‐Boltzmann constant. Qsf is calculated with

Qsf ¼ q1=pað Þexp −q2=Tsfð Þ (5)

where q1 and q2 are constants and ρa is surface air density.

The feedbacks between Equations 2 and 4 are straightforward: Any gains in sensible heat leading to an
increase in Tsfwill lead to an increase in outgoing longwave fluxes, counteracting the temperature increase.
The feedbacks between Equations 2 and 3 act through changes in Qsf (Equation 5) which increases with Tsf.
Therefore, any increase in Tsf, everything else being equal, will lead to a negative change in latent fluxes.

The root of the problem with the sensible heat flux bias is not physical but numerical. The lower the fre-
quency forcing we use, the longer the model will “assume” something about the state of variables driving
the fluxes, such as air temperature, in the case of sensible heat fluxes. We were not able to explore more
in depth these details due to lack of data on some of the fluxes. The use of minute‐frequency atmospheric
forcing significantly improved the calculation of sensible heat fluxes and brought latent heat fluxes to
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values of the same magnitude as those estimated by Walden, Hudson, et al. (2017) and Walden, Murphy,
et al. (2017) (typically between ±20 W m−2). Moreover, according to the various criteria employed, model
performance was between good and excellent for all the simulations that could be compared with empirical
data, covering Floes 1–3. Therefore, it seems reasonable to assume that model results are reliable for the non-
validation scenarios, and these will be further discussed below.
4.2.2. Flooding and Snow‐Ice Formation
Despite the widespread negative freeboard during N‐ICE2015 (Graham et al., 2019; King et al., 2018), situa-
tions where flooding and snow‐ice formation did not take place were common. This suggests that snow ice
forms predominantly around the floe edges and when dynamics drive cracking or when the ice warms
enough to become permeable. The major part of the floe would thus not feel the negative freeboard. This
is likely to happen in relatively large ice floes; the size of floes studied during N‐ICE2015 was typically
>1 km. This situation implies that local imbalances in hydrostatic equilibrium at the floe level were compen-
sated by some horizontal floe deformation and/or snow‐ice accumulation in other areas of the floe. Good
model performance depended on switching off hydrostatic equilibrium for Floes 1 and 2, because using
the default CICE configuration leads to a rapid decrease in snow thickness at the expense of snow‐ice forma-
tion (Figures 5c and 5d vs 5e and 5f and Figures 6b vs. 6c). The cumulative effect of winter storms led to a
snow depth of ~50 cm—higher than the climatological mean (<40 cm) (Graham et al., 2019; Warren
et al., 1999). Its insulating effect inhibited thermodynamic ice growth in winter/early spring (Floes 1–3)
(Graham et al., 2019; Merkouriadi, Cheng, et al., 2020).
4.2.3. Sea Ice Melt Rates
During most of the winter, sensible heat fluxes were positive (toward the ice), resulting from snow skin tem-
peratures being generally lower than air temperatures. This was due to the imbalance between downwelling
and upwelling longwave radiation (Walden, Hudson, et al., 2017). The net longwave radiation was negative
and cooled the ice because outgoing fluxes were larger than the incoming ones under clear skies (Figures 7a,
7c, 8a, and 8d). However, there were also occurrences of sensible heat loss from the snow to the atmosphere.
This happened during Floe 1 due to large and rapid changes during the passage of a cold front during one of
the storms, leading to the advection of cold air over the recently warmed snow surface, allowing the atmo-
sphere to cool the surface through turbulent mixing of colder air down to the warmer surface. The early
phases of storms led to a transient slightly positive net energy budget and to surface warming (Figure 7).
However, none of these changes led to significant melting of the ice or snow (Figure 9 and Table 5).
Combining our estimated relative melting rates from satellite data of between 6% and 9% day−1 (section 3.1)
and the typical range of ice thicknesses (between 1 and 2 m)measured in Floes 1–4 during N‐ICE2015 (Rösel
et al., 2016, 2017; Rösel & King, 2017) suggests regional melt rates around ~6–9 cm day−1 for 1 m thick ice
and twice as much for 2 m thick ice. When winter oceanographic conditions of Floe 1 were replaced by those
of the Yermak Plateau, the most noticeable change in the energy budgets was increases in ocean heat fluxes
from a few W m−2 to ~40 W m−2. This was very visible during the storm periods (Figures 7a and 7c vs.
Figure S4c and S4g), but there was still only limited melting at the ice bottom (up to 1 cm day−1;
Figure 9)—well below the melting rates estimated above. In all our simulations, melting rates of that mag-
nitude (~6–9 cm day−1) were obtained only for Floe 4 (summer) (Figure S3c and Table 5), for the extension of
Floe 3 simulation (spring) (Figure 8e) and for the simulations directly over AW (winter) (refer Table 2), with
melting rates up to ~20 cm day−1 (not shown).

The case of Floe 4 results from a combination of above‐freezing air temperatures and ocean heat fluxes of
almost 300 W m−2, 1 to 2 orders of magnitude higher than those of all standard simulations (refer
Table 2). The high ocean fluxes during Floe 4 drift (Figure 1b), between the Yermak Plateau and the
Svalbard shore, resulted from the presence of AW close to the surface (less than 50 m depth in some places)
and above‐freezing water temperatures below the ice, associated with Warm Polar Surface Water (Figure 4
in Meyer, Sundfjord, et al., 2017), enhanced by the occurrence of a storm.

Floe 3 showed very limited melting until the last part of its drift, when it was already over the Yermak
Plateau (Figure 1b) and also during the extended period when environmental conditions reproduced those
observed in the last 3 days of the drift (Figures 8d and 8e), with above‐freezing water temperatures between
−1°C and 0°C. Melting rates reached 7 cm day−1. As for Floe 4, the nearby presence of shallow AW and
Warm Polar Surface Water (Meyer, Sundfjord, et al., 2017) explains much of the observed bottom melt as
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reflected by the large increase in ocean heat fluxes. However, the occurrence of positive air temperatures pre-
vents the extrapolation of obtained results to a possible winter situation. The absence of significant melting
with Floe 1 simulations using Yermak Plateau hydrography from late spring does not provide a straightfor-
ward explanation of satellite‐derived winter melting rates.

The rationale behind the last scenario (F1_SYI_2_AW in Table 2) was to estimate sea surface temperatures
required to obtain winter melting consistent with values calculated from satellite data, possibly leading to
ice‐free conditions. All tested sea surface temperatures (1°C, 3°C, and 5°C) led to relatively rapid melting,
especially for values ≥3°C (Figure 10), when 1.5 m of ice melted completely in less than 20 days. In all three
cases, melting was clearly accelerated during the passage of storms. Considering Area ABCD (Figure 1), with
a length scale of ~200 km and Floe 4 drift velocity measured during N‐ICE2015 (~24 km day−1), a transit
time of <10 days is expected. Therefore, the time for complete ice melting in Scenario F1_SYI_2_AW with
temperatures ≥3°C is comparable to the above transit time scales, showing that the presence of AW close
to the ice is a necessary condition to keep the studied area ice‐free in winter. Furthermore, having sea surface
temperature≥5°C leads to maximal net ocean energy fluxes andmelting rates prior to a storm comparable to
those calculated during the passage of a storm (Figures 10e and 10f). Therefore, while we have shown the
importance of storms in enhancing ocean heat fluxes to the ice and increasing melting rates, we also show
that once surface waters are warm enough (≥5°C), storms are no longer necessary to keep the ice‐free
conditions.

The temperature range tested with F1_SYI_2_AW (Table 2) is realistic considering results obtained from
transects around 79°N and between 4° and 8.78°E conducted in January, August, and May 2014 near the
southern edge of Figure 1b and with upper‐ocean temperatures above 6°C in January and August and above
3°C inMay (Basedow et al., 2018). Moreover, sea surface temperature values frommoorings deployed east of
Area ABCD (Figure 1), at 79°N and 31°E, in 2012–2013, reached values between 1°C and 2°C for most of
autumn and winter (Renner et al., 2018). Below the upper 20 m, even warmer water was generally observed.
4.2.4. Storms, Transit Times, and Heat Loss
The relatively high frequency of storms in winter makes them a reliable mixing mechanism for providing
energy for sea ice melting. Transects conducted in autumn 2001, across the Svalbard Branch of the AWwest
and north of Spitsbergen, show that AW cools down along this path and is progressively replaced at the sur-
face by colder and less saline water resulting from sea ice melting (Cokelet et al., 2008). We expect that, along
the same path, the importance of surface mixing, which can break the density barrier formed by the surface
water and thereby deliver ocean heat to drive ice melt, increases; see, also, Figure 2 in Onarheim et al. (2014).
This is in line with the idea that, in the Eastern Nansen Basin, increased heat transfer from the AW to the
surface mixed layer in winter is enhanced by strong winter storms (Polyakov et al., 2017). According to
the same authors, the gradual weakening of stratification and shoaling of the AW eastward facilitates pro-
gressively deeper ventilation and heat transfer from the AW toward the surface.

Transit times larger than the ~10 days estimated above provide further support for our arguments. Onarheim
et al. (2014) used drift speeds that were lower by 1 order of magnitude for an area along all of the north coast
of Svalbard (including our Area ABCD shown in Figure 1) and based on Polar Pathfinder Sea Ice Motion
Vectors (NSIDC) (Tschudi et al., 2019). This would alleviate a possible time limitation for ice melting around
the NW corner of Svalbard. These authors suggest that residence time above AW is more limiting for sea ice
melting than the available heat in surrounding waters.

Heat loss from the upper ocean to the atmosphere and sea ice along the path of the AWnorth of Svalbard has
been estimated to be 520Wm−2 (Cokelet et al., 2008). Values measured during the N‐ICE2015 expedition, in
the ice‐ocean boundary layer, were generally lower (Figure 1b), except during storms when they were of
similar magnitude (Meyer, Fer, et al., 2017; Peterson et al., 2017). These values compare well with some of
the highest estimates we obtained with F1_SYI_2_AW scenario. However, they are lower than the highest
model predicted values of ~1,000 W m−2.

5. Summary and Conclusion

There is a general consensus that the delivery of oceanic heat by AW to the area north of Svalbard keeps a
substantial part of that region ice‐free, even during winter. However, to the best of our knowledge, it has yet
to be established quantitatively what temperature and mixing requirements are necessary to melt sea ice fast
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enough in realistic winter conditions. We used observations from the N‐ICE2015 expedition and the Los
Alamos Sea Ice Model (CICE) together with atmospheric reanalysis and remote sensing of sea ice drift
and concentration to assess melting of sea ice in this area.

Our main conclusions are that warm near‐surface AW is directly responsible for melting in the Whalers Bay
area, that most of the sea ice melts within 2 weeks, and that the melting is enhanced by storms. For water
temperatures ≥5°C, the ocean is warm enough to keep the region ice‐free without the help of storms, thus
suggesting that under these conditions, sufficient vertical mixing is available regardless of atmospheric for-
cing in this area (Meyer, Sundfjord, et al., 2017; Padman et al., 1992). However, the CICE 1‐Dmodel simula-
tions ignore lateral ocean heat fluxes, dynamic instabilities, and other relevant processes. Further analysis
would be needed to ascertain the relative importance of storms in warmer ocean conditions. Our results sug-
gest that increased winter storm frequency (Rinke et al., 2017), in addition to increased heat content of the
AW (Onarheim et al., 2014), has combined to drive additional sea ice loss further eastward in the Eurasian
basin (Polyakov et al., 2017).

The satellite‐derived time series of sea ice cover from the NW corner of Svalbard indicate strong net melting
of sea ice in Whalers Bay, both in summer and winter. During winter, there is a large net import of sea ice to
the area (Figure 3), and if no melting had taken place, the area would be fully sea ice covered in about
1 month.

The N‐ICE2015 in situ observations of snow and sea ice thickness, internal ice temperature, and atmospheric
forcing document that north of Whalers Bay, there is only modest melting and also virtually no winter freez-
ing despite negative air temperatures, due to insulation by the thick snow cover (e.g., Graham et al., 2019;
Merkouriadi, Cheng, et al., 2017, 2020; Merkouriadi, Liston, et al., 2020). Strong melting only occurs when
sea ice drifts south over near‐surface warm AW. Usually AW is flowing below a thin layer of Polar Surface
Water, but some of its heat is still transferred to the sea ice, in particular when the passage of atmospheric
storms provides increased ocean mixing (Meyer, Fer, et al., 2017). Moreover, strong winds associated with
storms fracture the ice and make it more susceptible to lateral melt (Graham et al., 2019).

The CICE 1‐D numerical model experiments indicate that ocean heat fluxes of several hundred W m−2

are required to attain the satellite‐observed melting rates; these fluxes are only realistic when ice drifts
over near‐surface warm AW. Altogether, the observations and model simulations show that most of the
intense sea ice melting north of Svalbard takes place in a narrow band closely following the AW bound-
ary current.

Our modeling results provide strong evidence for good performance of the CICE model under a relatively
wide range of atmospheric and ocean forcing, emphasizing the need for high‐frequency (hour to minute
scale) atmospheric forcing for a proper calculation of ice‐atmosphere heat exchanges. The common occur-
rence of sea ice with a negative freeboard without snow‐ice formation poses challenges on how to properly
address hydrostatic equilibrium in Pan‐Arctic models and prevent the potential for overestimation of ice
inundation and snow‐ice formation.

The sea ice cover of the Eurasian Basin thus appears directly responsive to AW temperature and depth and
winter storm frequency. Understanding present and future changes of ocean and atmospheric forcing and
processes driving their variability is key for predicting future sea ice cover north of Svalbard.

Data Availability Statement

Observational data from the N‐ICE2015 campaign used in this study are publicly available at the Norwegian
Polar Data Centre: https://data.npolar.no/dataset/7f7e56d0-9e70-4363-b37d-17915e09a935 under the key-
word N‐ICE2015.
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