
1. Introduction
Near-Earth space is permeated by solar plasma, driven by the slow solar winds, Coronal Mass Ejections (CMEs) 
or High-speed Solar wind Streams (HSSs) (Borovsky & Denton,  2006). CMEs are enormous plasma erup-
tions commonly caused by stressed magnetic fields around sunspots resulting in the most powerful geomag-
netic storms. HSSs originate from coronal holes on the Sun. As the HSSs catch up with the slow solar wind, 
compression regions form, known as Co-rotating Interaction Regions (CIRs) (Richardson, 2018). Although the 
HSS/CIR geomagnetic disturbances typically are not as strong as CMEs, they often produce longer disturbed 
conditions in the near-Earth space (Zhang et al., 2007). The energetic electrons and ions from the solar wind and 
from the Earth's ionosphere gets trapped in the Earth's magnetosphere and forms torus-shaped regions (Shelley 
et al., 1972; Van Allen, 1959) constituting the radiation belts or the Van Allen belts. Investigating these trapped 
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particles have been a matter of interest since its discovery in 1958. Charged particles will be accelerated in the 
inner magnetosphere to significantly higher energy levels than in the solar wind by wave-particle accelerations 
and inward radial diffusion (Friedel et al., 2002).

There are two sinks that prompt loss of plasma from the radiation belts. The first is loss through the magnetopause 
back into the solar wind. The second sink is the atmosphere. Magnetospheric perturbations from plasma instabil-
ities, pitch-angle anisotropy, and gradients in temperature and density generate plasma waves causing pitch-angle 
scattering of trapped particles into the atmospheric loss cone (Millan & Thorne, 2007), where they collide with 
atmospheric gases and deposit their energy.

Precipitating medium-energy electrons (MEE) (≥30 keV) amplify the local production of odd nitrogen (NOx: 
N, NO, NO2) and odd hydrogen (HOx: H, OH, HO2). NOx can live sufficiently long in polar winter to be trans-
ported down to stratospheric altitudes affecting stratospheric ozone (Damiani et al., 2016; Maliniemi et al., 2021; 
Solomon et al., 1982), while HOx have the capability of disrupting the mesospheric ozone balance (Andersson 
et  al.,  2012; Verronen et  al.,  2011; Zawedde et  al.,  2019). These chemical processes can impact the atmos-
pheric temperature and dynamics, the consequences of which, might map down to the troposphere and surface 
(Baumgaertner et al., 2011; Maliniemi et al., 2019; Seppälä et al., 2009). Therefore, quantification of energetic 
electron precipitation (EEP), particularly its MEE aspect, is important in terms of understanding the impact of 
the Sun on the Earth's climate.

An accurate quantification of the MEE precipitation will require a solid description of both the overall MEE 
intensity, as well as its latitudinal extent. The plasmapause location is considered to play a critical role in deter-
mining the equatorward boundary of the MEE precipitation region (Moldwin et al., 2002; Pierrard et al., 2021, 
and references therein). It marks the outer boundary of the dense cold plasma in the plasmasphere. As the proper-
ties of electromagnetic waves strongly depend on the medium they propagate in, the plasmapause marks an abrupt 
change in the characteristics of the wave-particle interaction, and hence the radiation belt MEE diffusion rate 
into the atmospheric loss cone (Moldwin et al., 2002; Pierrard et al., 2021; Whittaker et al., 2014, and references 
therein). Chorus waves are dominating the EEP processes outside of the plasmasphere (Whittaker et al., 2014). 
Electromagnetic Ion Cyclotron (EMIC) wave-driven precipitation processes are favorable close to the outer edge 
of the plasmasphere (Carson et al., 2013), while plasmaspheric hiss are expected to be responsible for weak MEE 
precipitating fluxes within the plasmasphere (Hardman et al., 2015), as are lightning-generated whistlers (Rodger 
et al., 2007; Voss et al., 1998). The plasmapause location can vary strongly with geomagnetic activity, which 
implies a corresponding change in the equatorward boundary of the MEE precipitation.

Recently, van de Kamp et al. (2016) and van de Kamp et al. (2018) developed a MEE atmospheric ionization-rate 
model (>30 keV) based on an empirically derived plasmapause location, geomagnetic activity, and observations 
based on the Medium Energy Proton Electron Detector (MEPED) 0° telescopes on-board the National Oceanic 
and Atmospheric Administration (NOAA), Polar Orbiting Environmental Satellites (POES), and ESA's Mete-
orological Operational (MetOp) Satellites. The same observations have been used by Shekhar et al. (2017) and 
Gasque et al. (2021) to statistically determine the spatial extent of precipitating relativistic electrons (>800 keV). 
At high to mid-latitudes the MEPED 0° telescopes detect precipitating particle fluxes, whereas the 90° telescopes 
detect precipitating particle fluxes and/or trapped particles in the radiation belts (Nesse Tyssøy et  al.,  2016; 
Rodger et al., 2010). In the common case of pitch angle anisotropy, the 0° telescopes will underestimate, while 
the 90° telescopes will overestimate the flux of precipitating electrons (Nesse Tyssøy et  al.,  2016; Tyssøy 
et al., 2019). Hence, an accurate determination of the precipitation region will require the ability to estimate 
the MEE precipitating fluxes also during weak pitch angle diffusion. In this study, we combine observations 
from both the MEPED 0° and 90° detectors together with the theory of pitch angle diffusion by wave-particle 
interaction to quantify the MEE flux in the Bounce Loss Cone (BLC). At a specific latitude the size of the BLC 
changes with longitude due to the variation in the magnetic field strength. Over one drift period, the largest BLC 
will correspond to the drift loss cone. Applying the BLC compared to drift loss cone enables assessment of longi-
tudinal differences and prevents overestimation of the precipitation at regions where the BLC is small. Also, as 
the level of anisotropy will vary with energy, we treat the MEPED energy channels, >43, >114, and >292 keV 
independently. We determine the equatorward boundary of the MEE precipitation region on a daily scale over a 
full solar cycle from 2004 to 2014 for different MLTs. We explore its dependency on solar wind components and 
geomagnetic activity. The parameter giving the highest predictability is used to develop a model which will be a 
key element for constructing a model of MEE variability to be applied in chemistry-climate models. The paper 
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is organized as follows: Section 2 describes the electron count measurements and the method to estimate the 
precipitating fluxes. Section 3 outlines the process of identifying the equatorward boundaries, whereas Section 4 
examines its correlation with solar wind parameters and geomagnetic indices. The subsequent model and its 
accuracy is presented in Section 5.

2. Data
The Space Environment Monitor (SEM) on-board the NOAA/POES and EUMETSAT/MetOp series have been 
measuring precipitating and trapped electron and proton fluxes since 1978, covering roughly four solar cycles. 
These satellites have a circular sun-synchronous polar orbit with an orbital period of approximately 102 min 
(Evans & Greer,  2000). Each satellite covers similar MLT regions in every pass while moving through the 
L-shells. Their orbital altitude of 800–850 km from the surface of the Earth with a stabilized spatial orientation 
(Evans & Greer, 2000), allows them to monitor both trapped and precipitating particles near the foot of the field 
lines (Rodger et al., 2010; Nesse Tyssøy et al., 2016).

For this study, we use the MEPED on-board the second-generation SEM-2 instrument package which commenced 
its operation in 1998. The MEPED instrument has two solid-state detectors (0° and 90°) to measure a wide energy 
range of protons and electrons (Evans & Greer, 2000). This study concerns energetic electrons and therefore, uses 
readings from the electron telescopes. The MEPED electron telescopes have three energy channels E1, E2, and 
E3 measuring integral electron fluxes with nominal energy values of >30, >100, and >300 keV, respectively. 
Yando et al. (2011), however, demonstrated that the real detector efficiency will strongly depend on the incoming 
energy spectrum. Ødegaard et al. (2017) utilized the geometric factors given in Yando et al. (2011) to determine 
new optimized effective integral energy limits >43, >114, and >292 keV and associated geometric factors based 
on a series of realistic power law and exponential spectra. Furthermore, the electron energy channels suffer 
from >210 keV proton contamination (Evans & Greer, 2000; Yando et al., 2011) which results in false counts 
if used without rectification. We first apply the proton correction factors obtained by Sandanger et al.  (2015) 
and Ødegaard et al. (2016) before fitting a monotonic piecewise cubic Hermite interpolating polynomial to the 
observed proton fluxes. The proton flux in the energy ranges known to impact the respective electron channels 
(Evans & Greer, 2000) is then retrieved and subtracted from the originally measured electron fluxes.

The 0° detector points toward the local zenith and measures particles near the center of the atmospheric BLC 
at high latitudes while the 90° detector, mounted orthogonally to the 0° detector and antiparallel to the space-
craft velocity vector, quantifies a combination of particles inside and outside the atmospheric BLC (Evans & 
Greer, 2000; Meredith et al., 2011; Nesse Tyssøy et al., 2016; Rodger et al., 2010). Consequently, using either the 
0° or the 90° detector alone for this study will be an under-estimate or an over-estimate, respectively. We account 
for this by combining fluxes from both the 0° and 90° telescopes together with electron pitch angle distributions 
from the theory of wave-particle interactions in the magnetosphere. We solve the Fokker-Planck equation for 
particle diffusion (Kennel & Petschek, 1966; Theodoridis & Paolini, 1967) for a wide range of diffusion coef-
ficients (the specific equations are also given in Nesse Tyssøy et al., 2016). The solutions are then transformed 
to the satellite altitude and stored in a lookup table. When comparing the theoretical pitch angle distributions 
with the measured particle fluxes, the procedure is as follows: We calculate the ratio between the fluxes detected 
by  the 0° and 90° detector. We apply the telescope's viewing directions relative to the magnetic field and calcu-
late the corresponding ratio for the theoretical solution. Next, we determine which of the theoretical pitch angle 
distributions best corresponds to the observed ratio. Finally, the size of the BLC, predicted based on the Inter-
national Geomagnetic Reference Field (IGRF) model, are applied to estimate the precipitating fluxes. The BLC 
flux estimate is done separately for each energy channel as the level of particle diffusion will vary with energy. A 
detailed explanation of the method can be found in Nesse Tyssøy et al. (2016).

We used six different satellites during the investigation period; NOAA15, NOAA16, NOAA17, NOAA18, 
NOAA19, and MetOp-2, as seen in the right panel of Figure 1. The satellites have good coverage in most of the 
MLT sectors. We bin daily resolved fluxes into eight MLT sectors with 3 hr resolution and 1° magnetic latitude. 
However, in the Northern Hemisphere (NH), there is insufficient data in sectors 18–21 in the first half of the 
11 years and sectors 21–24 in the second half (as seen in the left panel of Figure 1). Hence, we chose to ignore 
the MLT sectors 18–24.

For each day of the 11-year data series, the near-Earth solar wind condition is classified into three categories: 
CME, HSS/CIR, and slow ambient solar wind, based on the list created by Ian Richardson of the University 
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of Maryland and NASA Goddard Space Flight Center. The classification is done through examination of solar 
wind plasma parameters and geomagnetic indices obtained from the NASA Omniweb database along with 
0.1–100 MeV energetic particle observations and cosmic ray observations from Goddard Space Flight Center 
instruments (Richardson & Cane, 2012). CIR and ambient will be used in this paper for convenience to denote 
the HSS/CIR and slow solar wind, respectively.

3. Identifying the Latitude Boundary
In this study, we focus on the NH applying the estimated BLC fluxes over the geomagnetic latitude band from 45° 
to 75°. We identify the latitude boundaries by first defining a threshold level in the region 50°–60° geomagnetic 
latitude. We define a threshold value for each channel across all MLT sectors based on mean flux values plus two 
standard deviation during ambient solar wind conditions.

The equatorward boundary is identified as the geomagnetic latitude at which the fluxes cross this threshold with 
a positive gradient, as indicated by the blue arrow in the left panel of Figure 2. However, we observe days with 
enhanced flux in the lower latitude region during modest to strong geomagnetic storm activity causing more than 
one threshold crossing moving from the equator to the poles, as illustrated by the black box on the right panel of 
Figure 2. These occurrences have been identified in Kavanagh et al. (2018) as slot region filling events; periods 
in which MEE penetrate and fill the slot region between the inner and outer radiation belts. These fluxes typically 
show a slow decay which appears independent of the strongly varying solar wind properties and geomagnetic 
activity. In such instances, the next positive gradient threshold crossing moving from the equator toward the 
poles is identified as the equatorward boundary. This will give a systematic lower EEP flux over the hemisphere 
compared to observations, but justified as the fluxes ignored are precipitated at relatively low latitudes where 
more efficient photo-chemistry likely renders their chemical imprint insignificant.

We fit a smoothing spline to the data and identify the local maxima and minima. Using these reference points, an 
algorithm identifies the threshold crossings for days with and without slot filling events for all MLTs and energy 
channels from 2004 to 2014. The algorithm successfully identified equatorward boundaries from 85% (E1 MLT 
0–3) to 94% (E3 MLT 9–12) of the total number of days in the study. As the slot region filling has a slow decay, 
as seen inside the gray boxes in the 4th panel of Figure 3, there are 489 days for E1 where it was difficult to 
separate the dynamic boundary from the slot region filling events. We define these days as ambiguous and they 

Figure 1. (left) Daily electron flux observation (>43 keV) and satellite ground-track during 25 March 2004, 2006, 2009, and 2014. (right) Polar Orbiting 
Environmental Satellites and Meteorological Operational satellite coverage during the 11 years of this study.
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Figure 2. (left) Sample daily flux with one peak above the threshold. (right) Sample daily flux with a double peak above the threshold.

Figure 3. Geomagnetic indices and fluxes above the threshold from July–October 2011. Light red bars represent days with Coronal Mass Ejections, light blue bars 
days with Co-rotating Interaction Regions, and white bars are days with ambient wind conditions. (1st Panel) Kp on the left y axis and pressure corrected Dst (Burton 
et al., 1975) on the right. (2nd Panel) AE on the left y axis and Bz on the right. (3rd Panel) Ap on the left y axis and By on the right. (4th Panel) Equatorward boundary 
identified from the algorithm (black line with dots). The color-plot is fluxes above the threshold for E1 energy channel. The magenta line is the location of plasmapause 
from (Moldwin et al., 2002) plasmapause model. The gray boxes are slot filling events.
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are not included in the study. Table 1 lists the day of the year (DOY) which are excluded from the analysis, which 
accounts for 12% of the total days in the study.

4. Predicting the Latitude Boundary
To develop a solar wind parameter or geomagnetic index-based model to predict the equatorward boundaries of 
MEE precipitation, the parameter that correlates best with the identified boundaries needs to be determined. The 
parameters considered are pressure-corrected Dst, Kp, AE, Ap, Bz, By, Ey, solar wind flow pressure (P), and 
solar wind flow speed (v). The pressure-corrected Dst index, Dst*, removes the contribution from the current 
induced in the magnetopause from the solar wind dynamic pressure. Therefore, Dst* is a better representation of 
the ring current (Burton et al., 1975):

𝐷𝐷𝐷𝐷𝐷𝐷
∗
= 𝐷𝐷𝐷𝐷𝐷𝐷 −

(

15.8 × 𝑃𝑃
0.5
)

+ 20 (1)

Dst* shows the highest Pearson correlation coefficient with the equatorward boundaries of >43 keV MEE precip-
itation with a value of 0.77. Kp and AE have correlation coefficients of 0.66 and 0.65, respectively. Figure 4 
shows the associated scatter plots for the boundaries and Dst*, Kp, and AE. In general, low boundaries (<∼53°) 
appear to be associated with a wide range of Dst*, Kp, and AE values which might suggest that there are still a 
few data points associated with the slot region filling events discussed in Section 3. Nevertheless, both the Dst* 
and AE index have a well-defined upper envelope which clearly moves to lower latitudes as the geomagnetic 
activity increases. Furthermore, the 90/10 percentile lines in the scatter plots show that Kp has a higher spread of 
the predicted latitudes of ∼2.74/2.75 compared to AE ∼2.67/2.64 and Dst* ∼ 2.25/2.23. Dst* maintains the best 

2004 2005 2006 2007 2010 2011 2012 2013

1–31 8–25 95–113 29 95–105 76 68–80 145–160

42–48 38–43 127–128 143–149 150–156 149–153 114–122 180–202

70–77 49–51 158–161 184 215–219 156–158 164–166

95–104 66–73 208–209 192 218–221 169–173

167 95–110 232–236 344 252–260 191–205

199 128–179 247–248 298–300 275–277

200 191–229 334–336 282–295

205–226 237–264 346–359

259–268

314–320

Table 1 
Day of Year (DOY) With Ambiguous Boundaries Following the Slot Region Filling Events

Figure 4. A comparison of the three best correlated indices with the identified boundary. (left) Dst, (center) Kp, and (right) AE. The red line is the linear fit. The green 
and the black lines are the 10th and the 90th percentiles of the residuals, respectively, when the boundaries predicted by each index is subtracted from the identified 
boundaries. The color bar represents the number density of data points. The data are from the E1 (>43 keV) energy channel in the Magnetic Local Time sector 0–3.
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correlation coefficient values for the E2 and E3 energy channels, as seen in 
Table 2. Therefore, the Dst* is selected as the best predictor for the equator-
ward boundary variability.

A linear model for the boundaries is found by fitting least squares regression 
on Dst* and using the following equation to calculate the boundaries for each 
of the MLT regions and energy channels separately:

����� �������� = y-intercept + (�������������������� ×��∗) (2)

The y-intercepts and Pearson correlation coefficients for the three energy 
channels and six MLT sectors corresponding to Dst* model are listed in 
Table 3. Figure 5 shows a comparison between the identified and modeled 
boundaries for each energy channel in the MLT regions 0–3. The model (red 
dotted line) closely follows the identified boundaries (black dotted line) for 
all energy channels. As evident from Table 3, there is less variability in the 
equatorward boundary in the higher energy channels E2 and E3 compared 
to E1. The empty patches are days from Table 1 that are excluded from this 
study. Nevertheless, there appears to be a tendency to underestimate the 
equatorward boundary position in the aftermath of a slot region filling event. 
Furthermore, the model overestimates the equatorward boundary position in 
periods of weak activity.

5. Accuracy of the Dst* Model
To systematically explore the performance of the Dst* model, a residual analysis on the difference between the 
identified and Dst-regressed boundary is performed:

�������� �������� = ���������� �������� − ����� �������� (3)

The 3rd panel in Figure 6 shows the residual boundary plot for the E1 energy channel. Eighty percent of the resid-
uals falls within ±2.2° cgmlat. However, the residuals do exhibit a solar cycle bias. The average error is −1.84° 
cgmlat during the declining phase in 2004, 1.51° cgmlat during the solar minimum year 2009, and 0.18° cgmlat 
near solar maximum in 2014, causing a potential solar cycle bias of up to 3.35° cgmlat. This systematic bias 
potentially arises because the quiet time baseline of the Dst index varies with the solar cycle. The Dst index will 
therefore underestimate or overestimate magnetic activity as a function of the solar cycle (Temerin & Li, 2015).

Considering the solar wind drivers, 12% of the total number of days in the study are dominated by CMEs, 40% 
of the days are characterized as CIRs, and 48% are described as ambient solar wind conditions. The Dst* model 
has the best predictability during CIRs as seen in Figure 7. This can also be seen in the 4th panel of Figure 6 
where  the CIR-dominated period from late 2006 to late 2008 period gives the smallest residuals. The depend-
ency of the solar wind driver might be part of the systematic bias throughout the solar cycle. The frequency of 
CMEs peaks during solar maximum, HSSs/CIRs are more common in the declining phase, while ambient solar 

E1 E2 E3

Dst* correlation coefficient 0.77 0.72 0.52

Dst* 90th percentile (CGMLat) 2.25 2.24 2.11

Dst* 10th percentile (CGMLat) −2.23 −2.10 −1.91

Kp correlation coefficient 0.66 0.56 0.36

Kp 90th percentile (CGMLat) 2.74 2.51 2.20

Kp 10th percentile (CGMLat) −2.75 −2.57 −2.05

AE correlation coefficient 0.65 0.56 0.37

AE 90th percentile (CGMLat) 2.67 2.56 2.24

AE 10th percentile (CGMLat) −2.64 −2.40 −2.04

Note. The 90th and 10th percentiles are the residuals when the boundaries 
predicted by each index is subtracted from the identified boundaries for E1, 
E2, and E3. The bold values indicates the most important values in this table.

Table 2 
Pearson Correlation Coefficients Between the Equatorward Boundaries and 
Dst*, Kp, and AE

E1 E2 E3

MLT 0_3 61.65 + 0.1930Dst*; R = 0.7746 60.55 + 0.1499Dst*; R = 0.7187 59.60 + 0.0811Dst*; R = 0.5222

MLT 3_6 61.76 + 0.1869Dst*; R = 0.7893 60.62 + 0.1472Dst*; R = 0.7163 59.48 + 0.1097Dst*; R = 0.6453

MLT 6_9 61.94 + 0.1709Dst*; R = 0.7239 60.78 + 0.1326Dst*; R = 0.6581 59.67 + 0.1077Dst*; R = 0.6297

MLT 9_12 61.66 + 0.1895Dst*; R = 0.7413 60.62 + 0.1484; R = 0.6881 59.54 + 0.1140Dst*; R = 0.6389

MLT 12_15 61.98 + 0.2008Dst*; R = 0.7475 60.67 + 0.1517Dst*; R = 0.6838 59.53 + 0.1201Dst*; R = 0.6457

MLT 15_18 61.91 + 0.1940Dst*; R = 0.7218 60.51 + 0.1455Dst*; R = 0.6522 59.38 + 0.1172Dst*; R = 0.6226

Table 3 
y-Intercepts, Regression Coefficients, and Correlation Coefficients for All Energy Channels and Magnetic Local Time 
(MLT) Sectors
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Figure 5. Identified boundaries and modeled boundaries for the E1, E2, and E3 energy channels from July to October 2011. Light red bars represent days with Coronal 
Mass Ejections, light blue bars days with Co-rotating Interaction Regions, and white bars are days with ambient wind conditions. (1st Panel) Dst index. Equatorward 
boundary identified from the algorithm (black dotted line) and the modeled equatorward boundary (red dotted line) for energy channels: (2nd Panel) E1, (3rd Panel) E2, 
and (4th Panel) E3. The color plots are fluxes above the threshold.

Figure 6. (1st Panel) Dst* (blue) and daily sunspot numbers (red) from 2004 to 2014. (2nd Panel) Identified boundaries (black) and Modeled boundaries (red). (3rd 
Panel) Residual plot. The red dashed line above and below the 0-line in the 3rd panel represents the 90th percentile value. (4th Panel) Percentage of each solar wind 
driver for each year in the study. Red line represents Coronal Mass Ejections, blue line Co-rotating Interaction Regions, and yellow line ambient solar wind conditions. 
The boundaries and residuals are for the E1 energy channel in the Magnetic Local Time sector 0–3 across the 11 years of this study.
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wind dominates the solar minimum (Richardson et al., 2001). Therefore, as 
a future effort we will investigate if a model with solar wind drivers as a 
dependent variable can potentially reduce the solar cycle bias. It is also worth 
considering different geomagnetic indices and solar wind parameters during 
different phases of the solar cycle as they might be better at predicting MEE 
precipitation for different solar wind drivers (Borovsky & Denton, 2006).

Exploring the MLT dependence of the Dst* model, the midnight sector MLT 
0–3 was found to have the best predictability, and the afternoon sector MLT 
15–18 the highest uncertainty in all energy channels. The relatively high-
est uncertainty in the afternoon sector could be related to the Relativistic 
Electron Precipitation (REP) occurring in the MLT sector 14–20. These 
events have been shown by Smith et al. (2016) to be correlated with multiple 
solar wind parameters and geomagnetic indices, tying them to EMIC-driven 
precipitation. Table 4 shows the 90th and 10th percentiles of residuals for all 
MLT sectors and energy channels used in this study.

Figure 7. A comparison of the accuracy of the Dst* model for different solar wind drivers. (top left) Residuals for all 
solar wind drivers. (top right) Residuals for days with ambient solar wind conditions. (bottom left) Residuals for days with 
Co-rotating Interaction Regions. (bottom right) Residuals for days with Coronal Mass Ejections. The green dashed line above 
and below the black 0-line are the 90 and 10 percentiles of the residuals, respectively.

E1 E2 E3

MLT 0–3 2.25, −2.23 2.24, −2.10 2.11, −1.91

MLT 3–6 2.25, −2.22 2.28, −2.22 2.51, −2.51

MLT 6–9 2.47, −2.45 2.38, −2.21 2.52, −2.50

MLT 9–12 2.66, −2.64 2.51, −2.32 2.53, −2.53

MLT 12–15 2.78, −2.67 2.59, −2.34 2.62, −2.57

MLT 15–18 2.79, −2.79 2.58, −2.45 2.69, −2.71

Note. The numbers are the 90th and the 10th percentiles of the residuals.

Table 4 
The Difference Between Identified and Dst* Model Boundaries in CGMLat 
for the Six Investigated Magnetic Local Time (MLT) Sectors and the Three 
Energy Channels
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The variability of the median boundary with respect to MLT and energy for different levels of geomagnetic activ-
ity is also investigated (Figure 8). All geomagnetic activity above the 80th percentile of the average Dst (0.89 nT) 
are defined as weak, while activity below the 20th percentile (−20.65 nT) are considered strong. Everything in 
between is categorized as a moderate activity. With increasing strength of Dst*, the boundaries are pushed equa-
torward as expected for all three energy channels. The E1 channel is the most dynamic of the three and exhibits 
the most poleward boundary, followed by E2, and lastly E3. Nevertheless, no systematic variation of the MEE 
precipitating boundaries as a function of MLT is observed for the same level of geomagnetic activity consistent 
with Table 4. The weak MLT dependency might be due to that MEE will travel multiple times around the Earth 
before being lost to the atmosphere. By using daily resolved MEE fluxes, the MLT variability associated with 
for example, isolated substorms will be averaged out. Hence, a higher temporal resolution might be needed to 
observe any notable MLT dependency for the precipitating latitudes.

Figure 8. Variation of the median boundary of the Dst* model in each Magnetic Local Time sector and each energy channel for different geomagnetic activity levels.

Figure 9. Location of the plasmapause estimated from Moldwin et al. (2002)'s plasmapause model are scatter-plotted for different solar wind drivers (red for Coronal 
Mass Ejection, blue for Co-rotating Interaction Region, and yellow for ambient). The equatorward boundaries predicted by the Dst* model is the black line. The data 
are for E1, E2, and E3 energy channels from left to right, respectively.
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A comparison of the Dst* model with Moldwin et al. (2002)'s plasmapause model for the E1, E2, and E3 channels 
is presented in Figure 9. The solid black line represents the equatorward boundary predicted by the Dst* model. 
The red, blue, and yellow scatterplots depict the location of the plasmapause during CME, CIR, and ambient 
solar wind conditions. For the E1 channel, the more negative the Dst* index becomes, the larger the deviation 
is between the location of the plasmapause with respect to the Dst* model. Hence, the largest discrepancies are 
naturally found predominantly during days with CMEs. The location of the plasmapause is the closest to the 
Dst* model during ambient solar wind conditions compared to CIRs and CMEs. The differences between the 
plasmapause model and the Dst* model is less prominent in the E3-channel as the equatorward boundary is not as 
dynamic compared to the E1-channel, as shown in the 4th panel of Figure 5. Therefore, the location of the plasma-
pause in E3 is closer to the equatorward boundary than in E1, and appears to have a similar dependency on Dst*.

van de Kamp et al. (2016) and van de Kamp et al. (2018) use Moldwin et al. (2002)'s plasmapause model dependent 
on Ap, to predict the equatorward boundary of the >30 keV electron flux. Furthermore, van de Kamp et al. (2018) 
models the precipitation as a function of MLT. van de Kamp et al. (2018) finds a dependence of MEE flux on MLT 
in agreement with previous studies such as Wissing et al. (2008), Meredith et al. (2011), and Ødegaard et al. (2017). 
However, since Moldwin et al. (2002)'s plasmapause model is independent of MLT, the variation of precipitation 
boundaries with geomagnetic activity remains almost the same across all MLT sectors. This is consistent with 
Figure 8. Moreover, the equatorward boundaries predicted by Dst* model predicts are energy dependent, where the 
equatorward extent of the precipitation is pushed toward lower latitudes for higher electron energies. Therefore, based 
on Figure 9, it is likely that the discrepancy between the precipitation region in van de Kamp et al. (2016) and the 
Dst* model will increase with higher activity for E1, but have a more consistent discrepancy for the higher energies 
E2 and E3. We also note that the MLT sectors 18–21 and 21–24 are omitted in this study because of insufficient data.

In the HEPPA III intercomparison study in Nesse Tyssøy et al. (2022), a comparison of the latitudinal extent 
of the MEE precipitation region is done for eight different ionization rate estimates including the van de Kamp 
et al. (2016) model and the BLC rates used here. For the respective period, the van de Kamp et al. (2016) and 
plasmapause model provide the most prudent estimate of the equatorward boundary compared to the other ioni-
zation rate estimates. In particular, the ionization rates based on both the 0° and 90° telescopes, such as the BLC 
fluxes shown here, predict a much larger extent of the equatorward boundaries, and will hence lead to a stronger 
chemical impact.

6. Conclusion
This study investigates the variation of equatorward boundary of precipitating MEE electrons with respect to different 
geomagnetic indices and solar wind parameters. BLC measurements of >43, >114, and >292 keV MEE fluxes from 
MEPED detectors from 2004 to 2014 are used to develop a geomagnetic index-based model. This model is capable of 
predicting the equatorward extend of MEE precipitation in the NH over the geomagnetic latitude band of 45°–75°. An 
algorithm based on a threshold level identifies boundaries for the E1(>43 keV), E2(>114 keV), and E3(>292 keV) 
energy channels for MLT sectors 0–3, 3–6, 6–9, 9–12, 12–15, and 15–18. We find Dst* to be the best predictor of 
the identified boundaries compared to Kp, AE, Ap, Bz, By, Ey, solar wind flow pressure (P), and solar wind flow 
speed (v). The model uses a linear regression of Dst* to estimate equatorward boundaries with an error estimate of 
±2.2° cgmlat. The model has a solar cycle bias from underestimation and overestimation of magnetic activity as a 
function of the solar cycle. The model also exhibits a bias based on solar wind drivers thus exacerbating the Dst* 
bias. The equatorward boundaries are pushed to lower latitudes with an increase in strength of the geomagnetic 
activity. However, no significant change in the median boundary as function of MLT is observed for the same level of 
geomagnetic activity. The more negative the Dst* index becomes, the larger the E1 boundaries deviate from Moldwin 
et al. (2002)'s plasmapause model and to a greater extent for CME and CIR events compared to ambient days.

In future work, we will explore to which degree the type of solar wind driver as a dependent variable, can improve 
the accuracy of a geomagnetic index based model. Furthermore, the choice to exclude the slot filling events 
implies a systematic underestimation of the hemispheric electron energy input at mid and low geomagnetic 
latitudes. This will be quantified in a future study, alongside an assessment of the chemical imprint considering 
the geographic latitudes and level of photolysis. Alongside predictions of the intensity of the MEE fluxes 
(Tyssoy, 2021), the Dst* model will be a key element for constructing a realistic estimate of EEP variability to 
be applied in atmosphere climate models. Moreover, the model can also be applied to examine the importance of 
the location of the plasmapause in moderating wave-particle interactions that lead to precipitation and how the 
precipitation boundaries might relate to the inner edge of the outer radiation belts.
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Data Availability Statement
The NOAA/POES MEPED data used in this study are available from the National Oceanic and Atmospheric 
Administration (https://www.ngdc.noaa.gov/stp/satellite/poes/dataaccess.html). The MLT and CGMLat sorted 
MEPED data are available at Zenodo via https://doi.org/10.5281/zenodo.6590387. Geomagnetic indices and 
solar wind parameters were obtained from NASA Omniweb at https://omniweb.gsfc.nasa.gov/form/dx1.html.
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