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Abstract

This thesis presents PanoVis, a geovisualization web application for hikers looking
for online hiking inspiration. Hikers can add panoramic imagery to the application,
and annotations with information about the mountain peaks visible are added to
the panoramas using a combination of manual and automatic techniques. A set of
visual components automatically update to reflect the image in view, and hikers
can explore multiple images through different interaction methods. These visual
components include visualizations of an image location’s nearby terrain in two and
three dimensions. The thesis discusses various aspects concerning the develop-
ment of PanoVis, including its design, implementation, and how we evaluate its
functions.
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Chapter 1

Introduction

People have looked to the mountains for pleasure, relaxation, or to explore nature
for centuries. With the rise of the Internet, hikers use digital media to share their ex-
plorations and to be inspired by others’ mountainous adventures. Moreover, hiking
has recently seen an upswing in popularity [94]. Some countries, such as Norway
and Sweden, reported that themajority of their populations hiked at least once dur-
ing 2021 [41, 55]. Strava, one of the most downloaded fitness tracking applications
on iOS and Android, reported a year-on-year increase of 190% in uploads of hiking
activities during the Covid-19 pandemic’s first 12 months [125].

Hikers frequently bring cameras to their adventures. As a result of the recent im-
provements to the integrated camera systems of modern smartphones, these have
become the camera of choice for many. These high-technological devices include
a wide selection of hardware components aiding to capture the best of the out-
doors. Global Positioning System (GPS) receivers and multiple camera sensors are
components commonly included in smartphones of all price ranges, and these are
utilized to enable high-resolution photographs supplemented with geographical
references to the location where the images were taken. By leveraging the smart-
phones’ powerful processing performance, these devices captures and processes
high-resolution imagery at incredible speeds. Using advanced image processing
techniques, these handheld computers are able to recognize in-image objects and
locate key features, amounting to operations that required super-computers just a
few decades ago. Such advancements in processing speeds have led to the devel-
opment of in-camera image stitching capabilities, which use common key points in
multiple images shot from the same scene to create ultra-wide images, henceforth
called panoramas. Most modern smart phones are capable of creating such images
without the need of additional tools other than the standard camera application.
Thus, panoramas have become a popular method for visualizing wide scenes, eas-
ily accessible for any smartphone user [98].
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Figure 1.1: A panorama automatically annotated using the PeakVisor [83] web in-
terface. The annotated images include geographical place names, elevations, and
contours from the nearby terrain superimposed onto the image.

Capturing panoramas in the mountains can produce images revealing a large
portion of the terrain surrounding the photographer, where many mountain peaks
are visible. Applications exist which combine the geographical reference of an im-
age with geospatial information about the area to annotate them with information
about the visible mountain tops. PeakVisor [83] is one such example, a service that
combines a vast amount of geospatial data collections to superimpose relevant in-
formation onto the uploaded photographs. Figure 1.1 presents an image annotated
using PeakVisor, and includes data about the location of the image and the visible
mountains nearby. PeakFinder [104] uses similar data sets to create virtual terrain
images that users interactively explore and presents geographically referenced in-
formation about the peaks surrounding the virtual viewpoint. Such applications
and services may inspire hikers who desire to explore unfrequented areas, giving
the users an overview of the terrain and its features.

1.1 The problem addressed in this work

Visually appealing photographs provide insights and inspiration to those seeking
adventures in the mountains, and hikers utilize online image services to explore
unfrequented terrain in the search for their next hiking adventure. Numerous pop-
ular photo-sharing services, such as Flickr, Instagram, and Google Photos, allow
uploading ultra-wide images that are multiple times wider than their height. Al-
though these services supports the uploading of images in a wide variety of sizes
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Figure 1.2: A panorama with an approximately 200-degrees wide field of view.

and aspect ratios, all images are commonly treated the same. For the ultra-wide
panoramas, this means that the images often are heavily downscaled to fit within
the bounds of the screen area, resulting in narrow images that do not reflect the
views from the image location. To cope with the narrowness of such images, some
services offers special panorama viewers allowing users to pan and zoom to achieve
more detailed views of the images.

Illustrating how ultra-wide panoramas weakens the ability to present details
when compressed into smaller areas, Figure 1.2 presents an image with such Field
Of View (FOV). Displaying such ultra-wide imagery on flat surfaces does not justify
how the views were at the panorama location, curving straight lines and cramping
multiple sky directions into the same image. Panoramas are commonly created by
capturing overlapping images by rotating the camera around its vertical axis and
stitching them together in post-processing, resulting in images effectively present-
ing the world captured as a cylinder wrapping around the photographer. Ideally,
panoramas could be displayed wrapping around a virtual viewer in a similar way
as it was created, and several researchers have proposed methods for displaying
images in such a manner [47, 100].

Only looking at an image is not sufficient enough to understand everything a
hiker needs to know about the area surrounding the image’s shooting location.
Photo-sharing services provide additional context to images by exploiting the ge-
ographical reference embedded in modern photographs. Converting image coor-
dinates to local place names gives users an indication about the photographer’s
location at the time of image creation, and plotting these coordinates onto maps en-
ables viewers to get a general overview of the area. Such geographical information
can be useful for hikers and works as a starting point for retrieving the information
needed to go to the specific area themselves.

For hikers seeking the best views along the trails, knowing whether a particular
mountain peak is visible or not from a given viewpoint might be a deciding factor
when picking an area to explore. Identifying the different mountain tops displayed
in imagesmight be hardwithout knowing the camera pose, meaning the camera’s ori-
entation at the time of image creation. Without the direction the camera is pointed
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or where the photograph was created, it can be a hard task to locate the mountains
in topographic maps in the search for additional information about the mountains
in the image scene.

Worbs’Mountainpanorama [122] combines spherical panoramas with geospatial
information about nearby peaks to allow its users to teleport between the different
images in a database. Their service solves one of the problems with the more pop-
ular photo-sharing services by displaying full-fledged panoramas that encircles the
virtual observer, enabling users to look around and explore the terrain through such
imagery. On the other hand, the service limits the uploading of new panoramas to
a few selected photographers, limiting the usability for hikers not handpicked by
the sites moderators.

A hike’s degree of difficulty is also a crucial factor for both hiking beginners
and the highly experienced ones [75, 89]. It is essential to consider variations in
the terrain, adapt the route based on the group’s hiking experience level, and avoid
natural features such as cliffs or marshes. Properties that describe the peaks and
the areas around them, such as the degree of ascent along the mountainsides, typ-
ically called slope, may be possible for the trained eyes to interpret by examining
the height curves on a map. However, such information quickly becomes burden-
some to comprehendwithout earlier experiences fromusingmaps. Therefore, some
mapping services like the Norwegian Mapping Authority’s Høydedata [40], pro-
vide visualization tools for overlaying slope information on interactivemaps to ease
the interpretation of such data.

A service displaying panoramas encircling the viewpoint while providing im-
portant information about the image’s shooting location is desirable. It would en-
able hikers to use ultra-wide imagery as the starting point for their new adventures
while also being a tool for exploring their images after completing a hike.

1.2 A geovisualization-based solution

The problems introduced in the previous section called for a solution combining
geographically referenced images with terrain data and its features. Such solutions
involve data types that are not necessarily of the same format, even though the com-
mon denominator is their reference to geography. Due to the geographical aspect of
such data, we decided to develop the application based on research from geographic
visualization. When employed effectively, such visualizations enable interfaces that
engage users in exploring geographic information [22].

Geographic visualization, commonly abbreviated as geovisualization, was intro-
duced as cartography transitioned into the digital era [15]. Cartography is the study
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and technique of making and utilizing maps and is among the most well-studied
visualization methods available to scientists due to the long field time of the do-
main [66]. When computers evolved to become public possessions, interactivity
opened new possibilities and challenges for cartography.

The new possibilities introduced by computers motivated a search for a new
name to express the differences between the traditional cartography and this new
multimedia cartography, resulting in several new visualization subfields, including
geovisualization. It focuses on visually representing spatial data and exploiting
available cartographic techniques as part of the interactive graphical representa-
tion of the data. The interactive aspect of geovisualization defines a characteristic
that separates it from traditional cartography, where the exploratory capabilities
are limited [22].

This thesis presents PanoVis; a prototype geovisualization web application pro-
viding hiking inspiration through panoramic imagery and terrain analysis. Its
name is a portmanteau of ”panorama” and ”visualization,” reflecting one of its key
features. PanoVis includes functionality for annotating panoramas with informa-
tion about visible peaks, methods for estimating the images’ FOV, and visualizing
the terrain surrounding the photographer as three-dimensional surfaces, among
others. All the application’s features are combined into a seamless geovisualization
web interface, providing relevant geospatial information to the users, reducing the
need for navigating throughmultiple sites and services in the search for new hiking
adventures.

1.3 Scope

Wesplit the application into three distinct components; the File Handler, the Panorama
Aligner, and the Panorama Explorer. By uploading new panoramas to the application
using the file handler, it triggers the panorama alingment module and loads this
into view. Here, the users are invited to recognize some features in the recently
uploaded image, followed by the display of a computer-generated image presenting
a digital terrain surrounding the panorama’s photographing location. The users are
asked to select the same set of feature points that were selected in the panoramic
image, a task that might require some local knowledge about the image’s motives.

Therefore, we assumed that the images being uploaded to PanoVis would be
added by the creator of the panoramas themselves, easing the feature recognition
process due to the photographer being more likely to have some local knowledge
about the objects visible in the image. Moreover, we assumed that the panorama
explorer component could be utilized by hikers seeking inspiration for their next
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mountainous adventures.

1.4 Outline

This thesis is seven chapters, as briefly described in the following:

Chapter 2, Background and related work, describes the background of our
project. Furthermore, we present an overview of related work in geovisualization
and image registration.

Chapter 3, The PanoVis system, analyses the problem and results in a set of re-
quirements for solving it. Furthermore, we present the methods employed to meet
the requirements.

Chapter 4, Implementation, describes the implementation and the technologies
employed in the application, supplemented with the reasoning behind our choices.

Chapter 5, Evaluation, presents how we evaluated the application, followed by
an analysis of the study results.

Chapter 6, Discussion, discusses the evaluation results, mentioning aspects of
the application’s design that could have been solved differently and where we see
the application’s potential for future development.

Chapter 7, Conclusion, concludes ourwork and highlights the features thatmake
PanoVis stand out.
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Chapter 2

Background and related work

This chapter presents the research context in which our application was built, pre-
senting the relevant pieces of previous work and an overview of the state of the art
in geovisualization, image registration, and image analysis.

2.1 What is geovisualization?

The termgeovisualization emerged around 1990, when cartography transitioned into
the computer age [15]. It results from a paradigm shift from communication in tradi-
tional cartography with a focus on explanation, to exploration and knowledge crys-
tallization in geovisualization [16, 63]. Today, users can make on-demand changes
to the display and access a variety of coordinated views in real-time, enabling data
exploration frommultiple perspectives. Hence, geovisualization situates at the core
of visual information processing to facilitate thinking in complex decision-making
tasks [2].

Several definitions of geovisualization exists. The term is used to refer to maps,
a way of using maps, an academic discipline, or visualization techniques, to name
a few [16]. MacEachren et al. [62] define it as a process for leveraging geospatially
referenced data to meet scientific and societal needs and a research field develop-
ing visual methods and tools to support a wide array of geospatial data applica-
tions. Despite the term’s ubiquity, most of the context in which the term appears
has a relationship to interactionwith geospatially referenced data. Themost widely
accepted definition is the one introduced by the International Cartographic Asso-
ciation (ICA) Commission on Visualization and Virtual Environments, a commis-
sion that has played an important role in stimulating geovisualization research [62]:
“Geovisualization integrates approaches from visualization in scientific computing
(ViSC), cartography, image analysis, information visualization, exploratory data
analysis (EDA), and geographic information systems (GISystems) to provide the-
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Figure 2.1: Functions of geovisualization by MacEachren et al. [62, Figure 1]

ory, methods, and tools for visual exploration, analysis, synthesis, and presentation
of geospatial data [65, p.3].”

MacEachren et al. [62] depict the four functions of geovisualization in their
geovisualization-use space illustration, presented in Figure 2.1. The figure models
the space of visualization goals concerning three dimensions; task, interaction, and
users. The task ranges from sharing existing knowledge and information to reveal-
ing unknowns and constructing new knowledge. Interaction ranges from passive
visual interfaces with low interactivity to active visual interfaces with high interac-
tivity. Thirdly, the user space ranges from a single, private user to a larger public
audience [77].

2.1.1 Driving forces of geovisualization

Nöllenburg [77] reports that there are three driving forces in geovisualization. The
first is the rapid advances in graphics and display technology during the last few
decades. High-performance graphics hardware has plummeted in costs, making ef-
ficient personal computers highly accessible, triggering the development of highly
immersive three-dimensional virtual environments. With high-performance hard-
ware being public property, researchers have investigated these technologies’ po-
tential for visualizing geospatial data.

An ever-increasing amount of geospatial data is the second driving force of the
domain. Such data are collected continuously by numerous scientific and govern-
mental institutions, private companies, and individuals and need to be analyzed
and explored. MacEachren and Kraak [65] estimated in 2001 that up to 80 per-
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cent of the generated data includes geospatial references, such as geographic coor-
dinates, addresses, and postal codes. Rhyne and MacEachren [93] stated that the
Earth Observatory System generatedmore than a terabyte a day of geospatially ref-
erenced data. A common property of geospatial data is that they are multivariate,
making them a rich source of potentially valuable information for research and de-
cision making. During the recent COVID-19 pandemic, for example, geospatially
referenced data has been valuable for predicting the spread of the disease [58].
Confronted with lots of data, users quickly meet the limits of their capacity in ana-
lyzing and understanding the data [77].

However, computers perform poorly in detecting and interpreting unknown
patterns in noisy data, which the human brain excels in, in comparison. The goal of
geovisualization is to combine the strengths of human vision and knowledge with
the storage capacity and computational power of modern computing to explore
large geospatial data sets. One way of doing this is to simultaneously represent
many graphical representations of the data, allowing the user to look at the data
from different perspectives to gain insight and draw conclusions.

The third driving force of geovisualization, as described by Nöllenburg [77], is
the development of the Internet and its prominent position as amedium for dissem-
inating geospatial data and maps [53]. The Internet facilitates the collaboration of
expert users at different places, one of the ICA Commission’s research challenges.

2.2 Visualizing geospatial data

We live in a timewhere technology is advancing at an unprecedented pace. Modern
Geographic Information System (GIS), GPS, and remote sensing technologies enable
us to capture large amounts of geospatial data almost effortlessly, and researchers
strive to create methods presenting these data digitally [66]. There are numerous
techniques for visualizing this kind of data, ranging from simple maps using data
of low dimensionality to more complex ones combining a wide array of variables
for each data point.

2.2.1 Cartographic visualizations

In the sense of ”making something visible,” all maps can be considered a visualiza-
tion [64]. In academic cartography, maps have been a key tenet of scientific studies
for a long time. Kraak et al. [54] define maps as “a symbolized representation of
geographic reality, representing selected features or characteristics, resulting from
the creative effort of its author’s execution of choices, and is designed for use when
spatial relationships are of primary relevance”.
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Figure 2.2: Dr. Snow’s [102] map of cholera deaths in London from 1854. Deaths
are marked by dots and water pumps by crosses. Recreation by Gilbert [31].

An early example of geospatial data visualization is Dr. Snow’s [102] cholera
dot-map from 1854. Gilbert’s [31] recreation of the map is shown in Figure 2.2 and
presents a section of a map of London. The water pumps and the cholera victims’
location of death are on themap. By plotting this data on themap, Dr. Snow gained
critically important insight into the origin of the cholera outbreak. Identifying one
of the water pumps as the source of infection resulted in the officials closing the
water pump and eradicating the cholera outbreak.

2.2.2 Visualizing three-dimensional geospatial data

Three-dimensional geospatial data incorporates the third dimension, storing more
information than the traditional two-dimensional geospatial data consisting of a
pair of 𝑥 and 𝑦 values. In geovisualization, the third dimension usually represents
real-world elevation values, such as a surface’s height above sea level or geological
depth in oceanic regions [29].

Some data sets include elevation values for each geospatial coordinate. Such
data sets are calledDigital ElevationModels (DEM), where each elevation value rep-
resents the approximate vertical distance between a geographic reference point [20].
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Figure 2.3: A rendering of the three-dimensional nature of theMatterhorn’s surface,
created using Deuschle’s web tool for creating digital terrain panoramas [18].

Digital Surface Models (DSM) and Digital Terrain Models (DTM) commonly adopt
the term DEM as a generic terminology, even though there are some differences
that are worth mentioning. When fine details about the terrain are needed, DSMs
are used as they include natural and built features on the Earth’s surface, such as
trees, stones, buildings, or bridges. DTMs are used for more coarse-grained terrain,
such as the oceanic surface, and are more suitable for mapping the Earth’s surface.

Wróżyński et al. [123] combine DSMswith rendered images of wind turbines to
quantify the visual impact of wind turbines. By factoring in the wind turbines’ size
and position, the authors generate a viewshed of the wind turbines’ potential area
of visibility. DSMs are also commonly used in runway approach zones to determine
possible obstructions in the flight path [86]. Our work uses the term DEM to refer
to the digital terrain models without buildings and vegetation.

These three-dimensional data have a wide range of applications and are com-
monly used with ray-tracers to create synthetic visual images of the terrain, illus-
trated in Figure 2.3. The figure shows a landscape representing the surface of the
Matterhorn, created by interpolating elevation values to create a smooth and seam-
less surface. The edges are colored in contrasting colors to emphasize the differ-
ences in the terrain, and some researchers utilize such edges to identify the visible
peaks in a scene [5, 24, 25, 74, 91].

2.3 Mashup technique

The panorama explorer found in PanoVis builds upon several different visualiza-
tion tools. It draws similarities to a highly popular geovisualization technique that
combines content from more than one source to create an integrated end-user ex-
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Figure 2.4: Geo-mashup example by Zhang et al. [127, Figure 7(a)].

perience displayed in a single graphical interface, typically called a mashup [27,
59, 126]. Mashups commonly use some form of geographical representation to
integrate applications and data sources and provide a visual interface [59, 120].
Mashups can rely on static and dynamic web content, with the static content often
being background cartographic material as Figure 2.4 illustrates [33]. During the
last decade, more and more public Application Programming Interfaces (API) have
enabled mashups to integrate more dynamic content, such as news feeds, traffic
information, or meteorological reports [87].

With the increased popularity of mashups, several tools exist to simplify the
development of mashup-like applications. Gahegan et al. [30, 110] introducedGeo-
VISTA Studio, a codeless visual programming environment for analyzing and vi-
sualizing geoscientific data. Their goal was to give non-programmers the ability
to create sophisticated mashup applications easily and rapidly manipulated. Geo-
VISTA Studio gives its users tools for designing and implementing interactive in-
terfaces using visual programming, using drag-and-drop techniques to form the
program’s outlook without writing any code. Fekete [26] presented the InfoVis
Toolkit, a coherent software architecture and a set of components designed to sup-
port the creation of information visualization applications. It has some similarities
with GeoVISTA Studio and includes mechanisms and components for direct ma-
nipulation of visualizations. The InfoVis Toolkit also features functionality for se-
lecting and filtering the data and performing a broad array of well-known generic
information visualization tasks on the data.

Other researchers have createdmashups with amore specific area of use. Wood
et al. [120] exploit an array of existing functionality and data to create new appli-
cations tailored for their specific task of exploring millions of geographically ref-
erenced search queries. The resulting application includes several methods for in-
teracting with and analyzing the data, including techniques that the authors name
tag clouds, tag maps, data dials and multi-scale density surfaces. In addition to the pro-



Chapter 2. Background and related work 13

posed geovisualization techniques, they also provide methods for evaluating their
mashup approach, which will be discussed later in this chapter.

In the mashup-like panorama explorer found in PanoVis, one of the visual com-
ponents is annotated with marks representing additional geographical information
about the image in view. To calculate the positions of these marks, knowing the
camera pose comes in handy.

2.4 Camera pose estimation

Estimating the camera pose is a crucial point in our work, and minor errors in this
estimate can lead to inaccurate annotation placements. There are several ways to
estimate the pose of an image, including image-basedmethods andmethods utiliz-
ing data of multiple modalities. Different methods have been studied to solve this
problem, and we list several examples and their common elements in the follow-
ing. While some of these examples focus on estimating the camera’s location, our
work will only estimate the viewing orientation based on the assumption that the
uploaded panoramas contain a geographical reference.

2.4.1 Image-based methods

Kopf et al. [50] proposed Deep Photo, a system that includes functionality for an-
notating images with information about buildings and roads, among others. Their
algorithm relies on estimating the camera pose using the image along with a three-
dimensional model covering the visible scene. Using a technique called image reg-
istration, which we will cover in the next section, the authors are able to map the
image to the model. This mapping allows them to read geographical information
from the underlying three-dimensional model, which they then use to annotate the
image. Their technique relies on manual user interaction to control the mapping
process, which is similar to our approach for PanoVis.

Hays and Efros [36] propose IM2GPS, a method for solving a different part of
the photograph pose estimation task, namely to estimate its geographical location.
Their algorithm relies on a data-driven scene matching approach, leveraging a data
set containing millions of geotagged crowdsourced images from online photo ser-
vices such as Flickr. The algorithm is applied to non-geotagged images to estimate
their geographic location using global image descriptors only. Due to the Flickr
database mostly consisting of images of landmarks and tourist attractions, their
algorithm is negligibly accurate when querying photos from lesser photographed
spots, such as those taken in rural areas. Lin et al. [60] unite the IM2GPS algorithm
using aerial imagery for a cross-view matching algorithm. The authors report that
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their differential translation approach trained on ground-level scenes successfully
geolocates 17% of query images from isolated areas, compared to 0% for existing
methods.

2.4.2 Geo-localization using multiple modalities

Unlike image-based geo-localizationmethods, themethods leveraging data of mul-
tiple modalities rely on additional input data to estimate the camera location for a
query image. Most of thesemethods use a cross-domainmatching of a query image
and a DEM, where features such as horizon lines and edge maps are exploited for
pinpointing the camera location. Stein and Medioni [107] use horizon lines from
a query image together with the DEM to create a matching method verifiable by
geometry.

Nagy [74] proposes a method for improving the accuracy of the azimuth angle
provided bymobile devices in augmented reality applications. Using the on-device
camera and a DEM, matching the panoramic skyline with the skyline vector from
the DEM determines the correct azimuth angle.

2.5 Image registration

As briefly described in Section 1.3 and mentioned above, the PanoVis system in-
cludes a module for aligning a panorama with a computer-generated terrain im-
age. The backbone for our method is image registration, which Brown [10] defines
as the process of overlaying two or more images of the same scene concerning a
particular reference image [73]. The images can be taken at different times or from
different viewpoints, using a different camera sensor or focal length [128]. Image
registration aligns the two images, called the reference and sensed images. Zitová
and Flusser [128] claim that the majority of image registration techniques consist
of the following steps, which the same authors illustrate in Figure 2.5:

1. Feature detection. Distinctive features in the sensed and reference images, such
as edges, corners, and line intersections, are manually or automatically de-
tected.

2. Feature matching. The correspondence between the features detected in the
images is established.

3. Transform model assessment. The type and parameters of the mapping function
are estimated and used to align the sensed image with the reference image,
utilizing the established correspondence between the features.
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Figure 2.5: The four steps of image registration as illustrated by Zitová and
Flusser [128]. The top row shows feature detection using corners as features, the
middle row illustrates feature matching by invariant descriptors, and the bottom
row presents the transform model estimation and the final image. The mapping
exploits the established correspondence between the images’ features.

4. Image resampling and transformation. The mapping function is applied to the
sensed image, aligning the sensed image with the reference image. Appro-
priate interpolation methods compute the image values for the pixels outside
the reference image’s bounds.

With the camera pose being established through image registration, the next step is
to identify the pieces of geographical data that should be annotated on the images.
In our case, this means calculating the visibility of a set of mountains from a given
viewpoint.

2.6 Identifying mountain peaks

Most camera pose estimation research uses high accuracy three-dimensional ur-
ban models, and several of the studies aim to recognize constructions in larger
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Figure 2.6: Illustration by Baboud et al. [5, Figure 8] showing how their algorithm
aligns panoramas with terrain models using silhouette edges.

cities. When it comes to identifying mountain peaks, many studies accomplish
this leveraging DEMs. Presenting the data from a DEM as a three-dimensional
model is quick and easy, and newer technologies make this a feasible task for most
consumer-friendly computers. In such presentations, we can quickly segment the
nearby mountains from the mountains on the far horizon, and using this depth
data can be convenient in many use-cases. We discuss how this information can be
implemented in pose estimation to recognize the mountain peaks in a photograph.

2.6.1 Leveraging digital elevation models

Baboud et al. [5] propose amethod for the automatic annotation and augmentation
of mountain photographs, relying on a method using the characteristics of the visi-
ble horizon. Their algorithm uses the known location of the photographer and field
of view to create silhouette edges retrieved from aDEM andmatches these with the
photograph’s edges to find the viewing direction. They illustrate this process in Fig-
ure 2.6. A search space reduction on the extracted edges decreases the computation
time. The authors report a highly accurate terrain alignment, indicating the use of
a high-resolution DEM.

Fedorov et al. [25] present a method for identifying mountain peaks in geo-
graphically referenced photographs using a coarse DEM sampled at a spatial res-
olution between 30 m and 90 m. A 360 degrees panorama created from the pho-
tograph’s location data and the surroundings visible in the panorama allows for
matching the skyline from the DEM terrain with the photograph. Using a Vector
Cross-Correlation (VCC) technique to find the best matching candidates, the VCC
for each peak creates labels for the visible mountain peaks. The presented method
is completely unsupervised, allowing it to analyze large image setswithout the need
for manual annotation.
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Fedorov et al. [24] combine photograph-to-model matching with the on-device
smartphone sensors to present real-timemountain peakmetadata in an augmented
reality (AR) application. The method results in a content-based reality augmenta-
tion algorithm more robust than the ones only relying on the smartphone sensors
because the digital magnetic compass is prone to errors if larger magnetic objects
are close to the smartphone [5]. The GPS sensor can also be error-prone in moun-
tainous regions if the photographer is in a valleywith occlusions between the smart-
phone and the satellites [5].

Hofmann [38] created GIPFEL, an application for annotating mountainous im-
ages relying on intervention from the user. Given an image, it requires the user to
input a location and select a minimum of two visible mountains from the database.
The problemwith themountain selectionmethod is that the user needs to know the
names of at least two of the mountains in view, and these two need to exist in the
database. Therefore, selecting mountains by name can be cumbersome for images
taken in unfamiliar areas. After the selection process is complete, a drag-and-drop
interaction moves the mountain objects to their corresponding image spots. Given
the placement of these mountains, the program guesses the camera’s focal length,
view direction, tilt, and roll. Mountain metadata from the database uses these pa-
rameters to create an annotated overlay for the inputted image. If the program
guesses the parameters wrongly, manual adjustments are possible for fine-tuning
the overlaid mountain marks.

2.7 Summary

This chapter has presented relevant pieces of previous work, including the state-
of-the-art in geovisualization, the main research area for the realization of PanoVis.
We have also provided some insights into how other researchers use visualization
techniques with geospatial data, and how they combine multiple uses of visualiza-
tion to create mashups. In the next chapter, we present how PanoVis builds upon
someof themethods presented above, aswell as providing reasoning for the choices
made in the design of the system.
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Chapter 3

The PanoVis system

This chapter presents a set of requirements for PanoVis and introduces the novel
techniques thatwere developed tomeet the requirements. Additionally, we provide
details about the visual components that builds on the proposed techniques and
how they make up the PanoVis system.

3.1 System requirements

Chapter 1 introduced the need for combining geographically referenced images
with terrain data in order to provide hikers the information they need to be inspired
for their next adventures. In order to find a solution that achieves that, it was im-
portant to understand the hikers’ needs and requirements. We used methods from
requirements engineering to obtain better insights into the hikers’ needs, combin-
ing interviews, task analysis, and domain analysis [67]. The interviews were semi-
structured, consisting of predefined and unplanned questions [92]. Three hikers
that reported they were hiking multiple times a month were interviewed, and each
interview included the questions found in Appendix A.1, followed by unstructured
discussions concerning the points they highlighted at the beginning of the inter-
view. The interviews allowed us to understand the hikers’ expectations for tools
that helped finding a solution.

For the application to be valued as useful, implementing as many as possible
of these requirements was obviously a goal. However, we also concluded that the
application would achieve our overall goal despite lacking some of the requested
features. The following list defines and describes the requirements that resulted
from the interviews, as well as requirements introduced to strengthen the geovi-
sualization aspect of the system. They are ranked from most important to least,
weighted by the knowledge obtained through the interviews.
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𝑅1 Annotated Panoramic Images As panoramic images of mountainous land-
scapes function as a great resource of hiking inspiration, giving viewers a
larger grasp of an area’s views and terrain, we deemed the display of such
imagery as the most important feature of our prototype. Presenting panora-
mas in a non-flat manner was highly emphasized to maintain the cylindrical
aspects of its contents. To provide additional details about the panoramas’
motifs, enriching the images with metadata about the visible peaks from the
point of image capture was also accentuated.

𝑅2 Three-Dimensional Terrain Exploring mountainous areas requires a good
understanding of the terrain. Visualizing geospatial data in three dimensions
is a proven and reliable method for integrating heterogeneous data sets into a
single view [37]. It provides users quick and effective insights into the geogra-
phy of an area, and thus, a system that facilitates the discovery of new hiking
areas must include functionalities that support a three-dimensional view of
the geospatial data.

𝑅3 Topographic Maps Hikers use topographic maps to plan routes, estimate
travel times, and locate water sources and suitable campsites [119]. Hence,
our application should provide methods for exploring the local geography of
an area using two-dimensional map views. Embedding the maps with the
same geospatial information projected onto the panoramas is desirable.

𝑅4 Hike Trail Visualizations In addition to using panoramas as a source of
hiking inspiration, other hikers’ routes provide deeper insights intowhere the
photographer was going in advance of capturing the panorama. Combining
the hike’s GPS path with the corresponding images photographed during the
hike wouldmake it easier for users to understand how to access themountain
and increase the geographical understanding of the area.

𝑅5 Coordinated Views Accommodatingmultiple of the above requirements in-
troduced a need for synchronizing the distinct views when navigating be-
tween multiple images. As the different views reflect the data centered
around a certain viewpoint, changing the image-in-view should update all
views to reflect the data belonging to the newly selected viewpoint [116].

𝑅6 Immediate Visual Feedback It could be disadvantageous if there was a lack
of visual feedback while the application processes data behind the scenes [1].
Loading animations should be present during time-consumingprocesses, cre-
ating an illusion of a more responsive application.

𝑅7 Emphasize Interactivity Interaction could increase the effectiveness of visual
representations [12]. It was therefore desirable to emphasize user interaction
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Figure 3.1: The File Handler window used to add or remove images to PanoVis.

throughout the application, leading to a more intuitive user experience for
exploring the data sets.

3.2 Application overview

PanoVis consists of three separate windows: the File Handler, the Panorama Aligner,
and the Panorama Explorer. In the following, we focus on the algorithms and pro-
cesses used to align the images and how we generate a variety of geovisualizations
presented along with the panoramic images, which are described in detail further
below. These visualizations are created with the aforementioned requirements
in mind, focusing on user and domain requirements. Upon application launch,
users are greetedwith aGraphical User Interface (GUI) for handling existing images,
adding new ones, removing old ones, and controlling which mountain peak data
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set to use for the application. Figure 3.1 illustrates how the File Handler looks with
nine panoramas added to the service. This view also provides additional controls
on which kinds of visualizations to display.

Adding new panoramas redirects the user to the panorama aligner, a tool
needed to estimate a panorama’s viewing direction. The alignment process com-
bines user interaction with automatic methods, which are described in Section 3.3,
to align panoramaswith static images of a digital terrain covering the same views as
the panoramas. Because of the default characteristics of these digital terrain images,
shifting the panorama to its corresponding position in the digital terrain allows us
to extract the information needed for estimating a panorama’s viewing direction.

Once panoramas have been added to PanoVis, the user can navigate to the pano-
rama explorer to examine the photographs and their counterpart geovisualizations.
Upon loading this view, the mountain peak data set provided by the user is pro-
cessed to identify which mountain peaks are visible from the panorama’s captur-
ing location. The resulting data is then projected onto the panorama, including the
peak’s name, elevation, and distance from the viewpoint. Every visual component
of the panorama explorer supports user interaction for displaying additional in-
formation about the data sets, enabling the user to explore the underlying data on
demand, avoiding information overload by default [14].

3.3 Azimuth estimation

Panoramic images play a key role in the PanoVis system and act as a gateway to ex-
plore multiple instances of geospatial data. We have developed a technique for su-
perimposing geospatial information onto the panoramas to fulfill the requirement
of 𝑅1 (Annotated Panoramic Images). Thus, understanding the position of these
objects relative to the photographer’s viewpoint was important for positioning the
annotations on the panoramic images. In this thesis, our method for computing
geospatial objects’ relative positions from a viewpoint depends on a panorama’s
viewing direction, called the azimuth [4]. To achieve this, we estimated panorama
azimuths by combining automatic and manual processes.

As presented in Section 2.4, the viewing direction is one of the Degrees Of Free-
dom (DOF) in camera pose estimation. In our application, exploring the data
through interactive methods is heavily emphasized, referring to requirement 𝑅7;
thus, we want to include the photographer in estimating the panoramas’ azimuths.
Our technique for accomplishing this begins with rendering a static image of the
terrain surrounding the photographer, which we refer to as the rendering, simi-
lar to the technique presented by Fedorov et al. [25]. Renderings are 360 degrees
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(a) Panorama (b) Rendering

Figure 3.2: A panorama and its corresponding render.

static images generated using elevation values of an underlying DEM with a com-
mon viewing direction. Exploiting these characteristics facilitates the conversion of
pixel coordinates along the 𝑥-axis to azimuth approximations. Figure 3.2 presents
a panorama and its corresponding rendering. Mapping the panorama to the ren-
dering through image registration techniques allows us to transfer the same char-
acteristics to the panoramic image.

Recalling the image registration steps introduced in the previous chapter and
illustrated by Zitová and Flusser [128] as well as in Figure 2.5, the image registra-
tion process begins with feature detection and feature matching. Popular feature-
based matching algorithms, such as SIFT [61], tend to be less usable for image-
to-rendering registrations [128], due to the image motives being highly dissimilar
in their looks. Therefore, our method places the photographer in charge of these
tasks by presenting panoramas and renderings in an image viewer with function-
ality for recording the user’s actions. To successfully locate the same features in the
panorama and a computer-generated rendering requires the rendering to be eas-
ily recognizable and mimic the landscape in the panoramic image as accurately as
possible.

3.3.1 Terrain rendering

Creating renderings with easily recognizable features called for carefully con-
sidered choices of parameters that can determine the terrain’s appearance. Our
method utilizes the digital terrain images for manually selecting a set of control
points in the distant landscape, and it is thus essential that the render’s viewpoint
is placed as close as possible to the photograph’s location. We used the geographi-
cal location reference from the panoramas as the render’s viewpoint because most
modern cameras have built-in GPS receivers [91]. Even though GPS receivers in
modern cameras are prone to errors in mountainous areas, most readings locate
the camera with a deviation of fewer than ten meters [56]. Such deviations can
have a significant impact on the appearance of nearby geography.

Mostly, however, our focus is on recognizing objects in the distance. Thus, these
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inaccuracies are small enough and do not impact the appearance of the distant ter-
rain substantially. We accept that discrepancies may occur, since they have any
significant impact on PanoVis’ functionality.

A panorama’s location consists of a pair of longitude and latitude values. In
addition to these planar two-dimensional coordinates, the renderer also needs an
elevation to position the viewpoint in the three-dimensional terrain accurately. The
viewpoint’s vertical position is sensitive to small elevation changes and must be
carefully selected. A too low viewpoint placement ensues in visual artifacts where
sightlines pass through the ground, rendering parts of the terrain transparent.
Viewpoints positioned too high introduce a risk of losing some key features in the
nearby terrain, making the renderings less recognizable. To avoid these scenarios,
we exploit the elevation values of the DEM to position the viewpoint just above the
terrain.

In caseswhere the viewpoint is placed on the edge of a raster cell, using the cell’s
elevation as the vertical viewpoint value might result in renderings with a too low
viewpoint elevation. Imagine a 3𝑥3 grid representing a part of the DEM, with the
viewpoint located at the intersection of three cells at the matrix’ corner. If the cells
represent a hilly terrain, there can be large elevation changes between two neigh-
boring cells. As the cells of a DEM are discrete values representing the continuous
terrain, using the elevation of a cell as vertical viewpoint placement may result in
a viewpoint submerged under the terrain surface if with large changes in elevation
between two cells. To avoid positioning the viewpoint below the ground, we in-
troduce a loop that generates smaller 200 by 100 pixel renderings and verify that
the viewpoint is not submerged in the terrain. The smaller rendering sized allows
the loop to iterate at quick paces, reducing the processing time at this stage. If the
viewpoint is submerged, we increase the viewpoint’s elevation by 50 centimeters
and repeat the process until the viewpoint is above the ground. When a satisfy-
ing viewpoint elevation is found, we generate a full sized rendering using these
updated parameters.

Rendering parameterization

Several parameters influence a render’s look after viewpoint positioning in a digital
terrain. Selecting an appropriate projection is a task that we examined carefully, as
the two images should share similar projections to recognize and match features
easily. The most common panorama type in digital photography is the one of seg-
mented panoramas [44], created by capturing overlapping images, based on rotating
the camera around its vertical axis while taking the images. These images are joined
using image registration techniques to create cylindrical panoramas [57], illustrated
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(a) Four segments (b) Cylindrical projections of horizontal segments

(c) Cylindrical panoramic projection drawn by Termes [97, p. 172, Figure 4.24]

Figure 3.3: Illustrations showcasing cylindrical panoramic projection presented by
Salomon [97, p. 171-172]

in Figure 3.3(c). We take advantage of the fact that panoramas are most often of
cylindrical projection and use this projection also for our renderings.

Figure 3.3(a) and (b) illustrate how straight segments become curvedwhen un-
rolling a cylindrical panorama. There are four different segments, each represent-
ing one of the sky directions. The first segment tangents part of the northern part of
the cylinder, and following the segment between East and West demonstrates the
segment’s curvature. The same applies to the remaining segments but with differ-
ent endpoints. The curving increases towards the top and bottom of the cylinder.
In Figure 3.3(b), the segments drawn at the cylinder’s extreme ends fall outside
the panorama. It is possible to avoid losing potentially important information po-
sitioned at the cylinder’s ends by increasing the render’s vertical FOV. By doing
so, our program handles all types of panoramas and guarantees that the rendering
contains the entire scene shown in the panoramas.

Another parameter that highly influences rendered terrain images is their
amount of vertical exaggeration, a technique used to discern subtle topographic fea-
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(a) No vertical exaggeration (b) Vertically exaggerated

Figure 3.4: Two illustrations by Nutsford et al. [79] of a digital elevation model
representing a hilly surface and a vertically exaggerated copy.

tures in digital terrains. Vertical exaggeration increases a surface’s vertical scaling
while maintaining the same horizontal scaling and assists in creating images that
look similar to how our eyes perceive landscapes in the real world [82]. There-
fore, three-dimensional cartography and virtual reality environments have actively
used vertical exaggeration [19]. However, some researchers oppose the technique
describing it as a tool that makes oblique visualizations dramatic at the cost of mis-
leading the viewer about the landscapes [71].

Figure 3.4 presents subfigures illustrating how vertical exaggeration affects the
appearance of a scene. Both illustrations represent the same DEM with a steep
slope stretching towards the upper-right corner of the DEM, and with an observer
positioned at the lower-left corner. In Figure 3.4(a), it can be hard to spot the slight
slope beginning right next to the observer. Applying vertical exaggeration makes
these slight increments more prominent, as illustrated in Figure 3.4(b).

Although some researchers oppose vertical exaggeration, we concluded that us-
ing this technique for the renderings is beneficial. Vertical exaggeration will help
PanoVis’s users select the image registration’s control points. Therefore, we verti-
cally exaggerated the scenes by a factor of two to take advantage of the benefits this
entails without making the terrain look otherworldly.

Based on our choices of parameters for the renderings, we endedupwith a result
that includes a horizontal FOV of 360 degrees, a vertical one of 180 degrees, and a
viewpoint positioned just above the terrain at the panorama’s location of creation.
To increase the visual differences between low-lying areas and the mountains, we
textured the terrain with a gradient from green to brown depending on the height
data in the different raster cells. These choices provide us with images that are well
suited for detecting and matching features.

3.3.2 Registering image control points

As previously mentioned, our image registration method relies on user interaction.
The reference and sensed images, respectively the rendering and the panorama,
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Figure 3.5: A schematic diagram illustrating azimuths and altitudes. The illustration
is based on user TWCarlson’s work uploaded to Wikimedia Commons [112].

are displayed in the application’s frontend for manual feature detection and cor-
respondence establishment between these. Due to the render’s wide vertical FOV,
we selected a spherical image viewer for displaying images that utilize the entire
FOV around the user’s point of view, meeting requirement 𝑅1. The spherical image
viewer lets PanoVis record user actions, such as keyboard and mouse clicks.

A set of control points in each image is required to map the panorama to the
render. To create a set of control points, the user interacts with the spherical image
viewer, where each mouse click returns a pair of values. These value pairs consist
of azimuth and altitude, describing the degree of rotation around the vertical axis
from the viewpoint and its vertical position relative to the horizon, as Figure 3.5
illustrates. Before deriving the actual mapping, we need to convert these control
points to planar coordinates. To convert these values to planar pixel coordinates,
we use the formula of Petroff et al. [85] given in Equation 3.1.

𝑝𝑖𝑥𝑒𝑙𝑥 = (𝑎𝑧𝑖𝑚𝑢𝑡ℎ/𝐹𝑂𝑉ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙 + 0.5) ∗ 𝑝𝑎𝑛𝑜𝑟𝑎𝑚𝑎𝑤𝑖𝑑𝑡ℎ

𝑝𝑖𝑥𝑒𝑙𝑦 = (0.5 − 𝑎𝑙𝑡𝑖𝑡𝑢𝑑𝑒/𝐹𝑂𝑉𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙) ∗ 𝑝𝑎𝑛𝑜𝑟𝑎𝑚𝑎ℎ𝑒𝑖𝑔ℎ𝑡
(3.1)

Selecting an image point returns a pair of 𝑥 and 𝑦 values, which we use to perform
the third step of Zitová and Flusser’s image registration pipeline [128]: the trans-
form model assessment. Our method depends on a function for creating trans-
formation matrices provided by the Open Source Computer Vision (OpenCV) [42]
library. Chapter 4 presents further details about the implementation of this library
and how its used to accomodate our needs. The function for creating the transform
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(a) Rendering with 360 degrees FOV (b) Rendering with 720 degrees FOV

Figure 3.6: Corresponding control points visualized using one panorama with two
renderings. The rendering in (a) provides a 360 degrees FOV, while the one in (b)
has duplicated the rendering from (a) to create a renderingwith a 720 degrees FOV.

matrices takes two lists of coordinates as arguments, and maps the coordinate at
index 𝑥 in the first list to the coordinate found at the same index in the second list.
Therefore, the selection of points must be in ascending order along the 𝑥-axis, so
that the coordinates are transformed to their corresponding point in the reference
image. Because we are dealing with images of ultrawide FOV, two neighboring
points on each side of the image’s border might be selected. In this case, two of the
rightmost control point would return a value less than the previous, resulting in a
heavily warped image which in no case would align perfectly with the underlying
synthetic panorama. To avoid this, we implemented a few safety mechanisms that
prevent the user from being able to warp the images.

The 𝑥 coordinates are left-to-right, so the 𝑥 values should be in ascending order.
If one value is less than the previous, we know that the rest of the values belongs
to the image’s other side. To make these pixels’ coordinates compatible with the
homography transformation provided by OpenCV [80], we iterate through the 𝑥
coordinates and store each previously seen 𝑥 value. If the current 𝑥 value is less
than the previous, we know that the selection has crossed the rightmost edge of
the image, and that the following 𝑥 values are positioned in ascending order from
the leftmost image edge. Such image egde crossings can lead to coordinates being
mapped to the opposite side of the images, resulting in distorted images. To avoid
such distortions, we duplicate the rendering in the 𝑥-direction to create a 720 de-
grees view, which is shown in Figure 3.6. Because the viewing sphere presenting
the rendering to the user maxes out at 360 degrees, the worst-case scenario would
be the selection of (𝑖𝑚𝑎𝑔𝑒𝑤𝑖𝑑𝑡ℎ, 𝑦) followed by (𝑖𝑚𝑎𝑔𝑒𝑤𝑖𝑑𝑡ℎ − 1, 𝑦). The application
then interprets this as (𝑖𝑚𝑎𝑔𝑒𝑤𝑖𝑑𝑡ℎ, 𝑦) followed by (𝑖𝑚𝑎𝑔𝑒𝑤𝑖𝑑𝑡ℎ ∗ 2 − 1, 𝑦), which is
therefore within the bounds for any of the following selections.
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(a) The sensed image (b) The reference image (c) Aligned images

Figure 3.7: The panorama alignmentmethod. (a) and (b) present four correspond-
ing control points selected in each image. (c) illustrates the panorama aligned with
the terrain in the render.

3.3.3 Image transformation

After the control point registration has been performed by the user, the program
automatically estimates the parameters of the mapping function needed to trans-
form the panorama to the render. This automatic process utilizes the established
correspondence between the images to compute a transformation matrix, called
a homography matrix [80]. Planar homography relates to the transformation be-
tween two image planes. By choosing a control point coordinate from the render-
ing, (𝑥1, 𝑦1), and its corresponding point in the panorama, (𝑥2, 𝑦2), we mapped the
first coordinate to the second using Equation 3.2, where H is a 3𝑥3 matrix [68].
Lying on the same plane, Equation 3.2 is valid for all corresponding control points
in both images. Figure 3.7 illustrates the transformation process.
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(3.2)

3.3.4 Employing renderings for azimuth estimation

Above, we introduced some of the renderings’ default characteristics. The pano-
rama’s center-point, where the 𝑥 value of a pixel location is 𝑖𝑚𝑎𝑔𝑒𝑤𝑖𝑑𝑡ℎ/2, always
looks towards the north with an azimuth of zero degrees, as also illustrated in Fig-
ure 3.3(b). The edges, where the x-value is either 0 or 𝑖𝑚𝑎𝑔𝑒𝑤𝑖𝑑𝑡ℎ, have an azimuthal
angle of +/-180 degrees. For azimuth estimation, our method uses the upper and
lower bounds of a panorama’s FOV to extract the centermost 𝑥 values between these
edges. Hence, a method for calculating a panorama’s FOV is required. To approxi-
mate a FOV, we exploit these known image characteristics and combine them with
what we know about the transformed image. For any 𝑥 value, we compute azimuth
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𝑎 for 𝑥 value 𝑝𝑥 using the following formula, where 𝐼𝑊 is the render’s width, given
by the number of 𝑥-axis pixels:

𝛼 = (𝑝𝑥 ∗ 360/𝐼𝑊) mod 360 (3.3)

Observing Figure 3.7(c), we see that the panorama’s shape looks like a trapezium
where no sides of the image are parallel. It is infrequent for panoramic images to
position essential compositional elements, such as the horizon line in mountains in
our case, towards the lower part of the image, as this results in images with very
much sky and little foreground or terrain. We can not guarantee this will never
happen, but most images position the horizon in the upper two-thirds of the im-
age. Thus, transforming the images leads to geometric shapes with either bit of
difference in the length of the horizontal edges or where the top edge is shorter
than the bottom, as illustrated in Figure 3.7(c). In images where the upper edge is
significantly longer than the lower one, there will be a more significant deviation in
the viewing angle of the lower and upper edges. In some cases, using the longest
edge might approximate the FOV wider than the panorama’s actual one.

To reduce the risk of over-estimating a panorama’s FOV,we used its transformed
counterpart’s shortest horizontal edge and extract its extremities. We estimated
the edges’ azimuths using Equation 3.3, subsequent by the following formula to
estimate the FOV 𝑓 between leftmost pixel 𝑙𝑏 and rightmost pixel 𝑟𝑏:

𝑓 = (𝑢𝑏 − 𝑙𝑏) mod 360 (3.4)

Given the lower-bound heading 𝑙𝑏 computed using Equation 3.3 on the pixel coor-
dinate 𝑏𝑜𝑢𝑛𝑑𝑙𝑒𝑓 𝑡, along with the FOV 𝑓 computed using Equation 3.4, a panorama’s
final azimuth estimation is done using this formula:

𝑣 = ((𝑙𝑏 + (𝑓 /2)) + 180) mod 360 (3.5)

Upon completing the image registration and mapping process, the program has
generated a selection of images and additional metadata. The panorama explorer
includes visualizations that present the transformed image and its digital terrain
render. To avoid the need for reselecting control points and transform the images
more than once, the additional files created in the process are stored, and the pano-
rama’s azimuth is appended to its metadata for easier retrieval later in the program.
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3.4 Visibility determination

Fulfilling 𝑅1’s sub-requirement of superimposing information related to the visible
mountain peaks in a panorama requires a method for determining geospatial ob-
jects’ visibilities. As presented in Section 2.6, there existsmultiplemethods utilizing
DEMs to identify visible peaks. Others rely on images’ contents, and some combine
the mentioned methods [5]. Because PanoVis already uses a DEM for creating ren-
derings, as mentioned earlier in this chapter, we used the same elevation data sets
for visibility determination. Our process begins with calculating a visibility map of
the area surrounding an image’s location, called a viewshed.

Viewsheds are binary images computed from DEMs, where each raster cell is
assigned a value of visible or invisible from a given viewpoint. They are computed
using several methods, but themost common techniques utilize Line Of Sight (LOS)
or reference planes algorithms [124]. The two most popular open-source implemen-
tations for creating viewsheds build on the LOS algorithm proposed by Haverkort
et al. [35] or the reference plane algorithm proposed byWang et al. [115]. The most
noticeable difference between the two is that the reference plane algorithm com-
putes viewsheds in constant time for all viewpoints on the DEM, in contrast to the
LOS algorithm, in which the computing time varies with the viewpoint placement.
We favored the more predictable computing times introduced with the reference
plane algorithm and used this method for creating viewsheds in our application.

Computing viewsheds are time-consuming, but this process is only needed once
per viewpoint in our data set and is therefore done when uploading a new pano-
rama. Once the viewshed is created, we can do the much faster task of coordinate
look-ups in the binary image rasters to determine if a given object is visible, or not.
The mountain peak data used in our program consists of objects embedded with
geographical world coordinates in the World Geodetic System 1984 (WGS 84) for-
mat [118]. The WGS 84, a type of Coordinate Reference System (CRS), is rarely used
for DEMs covering smaller areas, in which case more region-specific ones are used.
To generalize the coordinate look-up to support DEMs covering any parts of the
Earth, a method for converting coordinates between different CRSs is required. As
this task is fairly common in geodesy, we rely on third-party libraries for this task.
Chapter 4 presents an overview of the libraries implemented for converting coordi-
nates, but the methods implemented in these libraries are outside our scope to be
described.

After converting a mountain peak’s coordinates, these coordinates are used to
index the viewshed’s cell that includes the given location. As described earlier
in this section, viewsheds are binary images representing either visible or invisi-
ble cells of a DEM. From every viewpoint in our data set, meaning the location of
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panorama creation, a set of visible mountains is created and stored along the im-
age metadata. Additionally, the locations of all other viewpoints in the data set
are added to another set, if visible, to be used for annotating the panoramas with
smaller thumbnails of the other images visible from the given viewpoint.

3.4.1 Calculating visible objects’ spherical positions

Once a list of visible objects is created, the resulting data set is used in several of
the application’s visual components. One of these components is the panorama
sphere, where multiple geospatial data about the visible items are superimposed
onto the panoramas to meet 𝑅1. It was preferable to position these annotations as
close as possible to the object’s location in the image. Thus, a method for converting
their geospatial coordinates to spherical coordinates relative to the location of the
viewpoint was required.

Figure 3.5 illustrates that spherical coordinates consist of a pair of azimuthal
and altitude values. In order to obtain the azimuth for positioning an object in
the image sphere, we used the formula presented by Bullock [13]. Longitudes are
denoted by 𝐿 and latitudes by 𝜙, where positive latitudes represent the northern
hemisphere, and negative latitudes represent the southern hemisphere. In contrast
to Bullock’s formula, east longitude is considered positive to reflect how longitudes
are formatted in the WGS 84 format, and west is considered negative. The view-
point is denoted by 𝐴 and includes the latitude 𝜙𝐴 and longitude 𝐿𝐴. The object to
be positioned is denoted by 𝐵 and includes the latitude 𝜙𝐵 and longitude 𝐿𝐵. We
obtain an object’s azimuthal angle 𝜃 using the following formula, where the values
of 𝐴 and 𝐵 are given in radians, and 𝛥𝐿 equals 𝐿𝐵 − 𝐿𝐴:

𝑆 = cos𝜙𝐵 sin𝛥𝐿

𝐶 = cos𝜙𝐴 sin𝜙𝐵 − sin𝜙𝐴 cos𝜙𝐵 cos𝛥𝐿

𝜃 = arctan2(𝑆, 𝐶)

(3.6)

Because of the short distances between the viewpoints and the visible objects
nearby,we computed an object’s altitude by approximating aflat Earth andPythago-
ras’ theorem, as illustrated in Figure 3.8. 𝐻𝐴 denotes the viewpoint’s elevation, and
𝐻𝐵 denotes the object’s elevation. The Euclidean distance between the points is de-
noted by 𝑑, and 𝛥𝐻 represents the difference between the two elevations. With this
information, we compute the altitude angle 𝛼 by arcsin 𝛥𝐻

𝑐 .
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Figure 3.8: The altitude angle 𝛼 of an object 𝐻𝐵 relative to a viewpoint 𝐻𝐴.

3.5 Visual components

As aforementioned, the panorama explorer consists of multiple visual components.
Figure 3.9 presents a preview of each component sorted after the order of occur-
rence in the panorama explorer.

3.5.1 Panorama viewer

Upon opening the panorama explorer, the first visual component that comes into
view is the panorama sphere. Due to our great emphasis on the utility of panoramic
images as the root of hiking inspiration in our application, we consider this view the
main component of PanoVis. The panorama sphere, illustrated in Figure 3.10(b),
has been added to the application to meet 𝑅1 and fulfills the goal of displaying
panoramas in a non-flat manner.

Several methods can present the images that wind around a virtual viewpoint.
One alternative is to use cylindrical panorama viewers, illustrated in Figure 3.10(a).
As panoramic images typically use cylindrical projections, cylindrical panorama
viewers are a good choice for preserving the panoramas’ looks. It reflects how the
images are created when the camera is rotated around its vertical axis. However,
modern cameras have no standard focal lengths, and smartphones often include
multiple cameras. If an image’s vertical FOV reaches values close to 180 degrees,
cylindrical panorama viewers tend tomake the landscape lookmore flat. This is not
favorable when viewing images of mountainous landscapes, as it may drastically
impact the viewers’ impressions of the area.

Spherical panorama viewers utilize images with fixed characteristics to provide
unrestricted views horizontally and vertically. For best results, such image viewers
require equirectangular photographs, providing unrestricted views both horizon-
tally and vertically. For images with narrower FOVs, trimming can be applied to
avoid stretching the image, resulting in images not covering the whole viewport, as
illustrated in Figure 3.10(b). Due to the flexibility of spherical panorama viewers
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(a) Panorama viewer (b) Interactive terrain

(c) Map view (d) Juxtapose view

Figure 3.9: The panorama explorer’s visual components

compared to the more restricted cylindrical ones, we favor the spherical method
as it supports both cylindrical and spherical panoramas, even though cylindrical
panoramas might be a bit distorted when projected onto a sphere.

To display panoramas in the panorama sphere, we either need a method for
calculating the amount of FOV trimming needed to preserve the panorama’s ap-
pearance, or we need to map the panoramas to equirectangular images. Recalling
the image registration process described earlier in this chapter, the panoramaswere
mapped to their corresponding control points in equirectangular renderings. Using
the same transformation matrix computed through the image registration process,
we can map the panoramas to images with the same dimensions as the render-
ings but with all black pixels. This transformation makes panoramas look semi-
cylindrical for narrow images with limited vertical FOVs. The results for images
with horizontally and vertically large FOVs are images with spherical characteris-
tics.

The visible objects’ spherical positions described in the previous section are used
to annotate the photographs displayed in the panorama sphere. These annotations
include information about visiblemountain peaks and, if applicable, functionalities
for ”teleporting” to other image locations visible in the panorama. Hovering an
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(a) Cylindrical panorama viewer (b) Spherical panorama viewer

Figure 3.10: Illustrations by Kent [47] showing how the panoramas wrap around a
viewpoint in a cylindrical or spherical image viewer.

image annotation object presents a preview of the panorama, and clicking it triggers
a scene switch replacing the current image with the clicked one. This teleport effect
enables the user to explore the panorama more immersively, similar to the three-
dimensional virtual tours presented by several other researchers [8, 28, 45, 49].

3.5.2 Three-dimensional surface view

Another visual component of the panorama explorer is the three-dimensional sur-
face plot seen in Figure 3.9(b), fulfilling 𝑅2. This geovisualization utilizes the grid-
ded data stored in the DEM used to create the renderings. Rather than showing
the individual data points, it shows a functional relationship between a designated
dependent variable 𝑥 and the two independent variables 𝑦 and 𝑧. The 𝑧 values of the
surface plots are determined by the elevation values of the DEM and interpolated
between each cell of the data set, creating a continuous surface representing the el-
evations. The area on the surface model corresponding to the individual cells can
contain multiple data attributes, not only the elevations from the DEM. Therefore,
we want to include a metric for presenting the slope of the terrain to provide more
information about the terrain. As the DEM can be interpreted as a two-dimensional
array, its slope is computed using external libraries implementing the techniques
described in NumPy’s documentation [78]. Because of the continuous aspect of
the slope and elevation data, we combined the two different grids into one visual-
ization, using the slope values to color the surface grid. The reasoning for the color
choices is explained in Subsection 3.5.6
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(a) Image popup (b) Peak popup

Figure 3.11: The map view superimposed with glyphs representing multiple in-
stances of geospatial data.

3.5.3 Topographic map

Roth [95] defines cartographic interaction as the dialogue between a human and
a map, mediated through a computer. He argues that cartographic interaction
adds value to exploratory geovisualization. We provided the user with a differ-
ent data perspective by including an interactive geographical map superimposed
with geospatial data, which also accomodate the requirement of 𝑅3 (Topographic
Maps). The interactive map, illustrated in Figure 3.13, provides controls for further
data analysis through filtering and details on demand. We group the data using
appropriate visual encodings, such as colors, shapes, icons, and sizes.

We emphasized the term interactive in the map view to meet 𝑅7. User interac-
tion is used to zoom and pan the map, filter the data, and show details on demand,
following the guidelines of Shneiderman’s famous mantra [101]. Figure 3.13(b)
and (c) illustrate how additional details about the mountain peaks are shown on
user interaction and how the image locations reveal the corresponding image if an
image icon is pressed. The image popup includes a clickable button, and press-
ing this triggers a global scene switch. The scene switch updates the viewpoint to
the selected image location and the other views in the mashup, acommodating the
requirement of 𝑅5 (Coordinated Views).

3.5.4 Juxtapose view

The fourth view in our application is the juxtapose view. Juxtapose corrsponds to
placing two objects side by side to highlight differences or similarities. We use this
technique to visualize the image alignment following the image registration initial-
ized on panorama upload. The juxtapose view presents a panorama overlaid on top
of the corresponding synthetic terrain matching the image location and includes a
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slider that controls the visible portion of each image, illustrated in Figure 3.9(d).
Horizontally sliding the vertical divider increases anddecreases the visible portions
of the panorama overlaid on top of the render.

The juxtapose view does not necessarily lead directly to better insight into the
underlying data sets. However, it is very important in some cases if the image regis-
tration has been performed incorrectly. Incorrect image transformations may result
in inaccurate placements of annotations in the spherical image viewer, and if such
errors occur, the juxtapose view comes in handy for the user. By comparing the
transformed panoramawith the render, the user gets visual feedback on the quality
of the image transformation, seeingwhere the image should have been transformed
and comparing it to the actual transformation result. Therefore, we included an op-
tion for re-doing the image transformation for a given image, easily accessible from
the juxtapose viewer. In addition, the same view is presented after the transfor-
mation process is complete to provide the user with a method to confirm that the
transformation is sustained.

3.5.5 Marks and channels

Munzner [72] defines marks as basic geometric primitives depicting items or links,
with channels controlling their appearances. In Figure 3.12, the author presents a set
of channels grouped by their channel types, ranked by the attributes’ effectiveness.
Though depending on their data types, some of the most effective channels are the
color hue, spatial region, position on a common scale, and shape. With this in mind, we
carefully selected the channels that best suit our data for the various visual compo-
nents of the panorama explorer.

To highlight the visible geospatial objects in a panorama, the panorama viewing
sphere includes a set of marks representing the objects that were marked as visible
through visibility determination. These objects are either mountain peaks or other
geographically referenced images in the data set. To highlight the mountain peaks
visible in a panorama, we utilize the identity channel shape. Each mountain peak
object ismarkedwith a semi-transparent circle. The reason behind its circular shape
was to limit themarks standing out toomuchwhile superimposed onto the panora-
mas. By default, the marks only present the information they include through user
interaction, such as hovering. If the user prefers to display mountain peaks’ names
and their elevations without needing to hover on each mark, the panorama sphere
includes a ”show all” button. Pressing this button appends an arrow-like banner to
be displayed above each mark to present the information otherwise only accessible
on hover-interactions.

Marks representing visible panorama locations are supplements to the way of
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Figure 3.12: Munzner’s [72] channel effectiveness ranking.

navigating between the photographs. As these marks include a thumbnail of the
image corresponding to the location and shortcuts for teleporting to the given pano-
rama, these marks are given a more protruding shape. A larger rectangular shape
distinguishes the image marks from the ones representing mountains. Due to the
panoramas being a core element of the geospatial data exploration, these marks are
displayed at a relative distance closer to the virtual observer. This means that if
a mountain mark is positioned at the same position as an image mark, the image
mark will be easier to access for the user.

To differentiate the visible peaks from the non-visible ones in the data set, we in-
troduced an identity channel to control the marks; the shape. The triangular shape
is dissimilar to most other items on the map, making the peak marks easily distin-
guishable from the background. We also included a magnitude channel utilizing
the elevation values of the data set. The ordered data is used to control the size of
the peak marks, scaled accordingly to the minimum and maximum elevations in
the data set.

Our processed data sets include both visible and non-visible peaks. By default,
our interactive map visualization only presents the peaks visible from the view-
point, corresponding to the set of peaks annotated onto the panorama in the spher-
ical image viewer. We expanded the user’s data insight by including s a settings
panel where the user can toggle the visibility of specific parts of the data set using
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Figure 3.13: The interactivemap view superimposedwith glyphs representingmul-
tiple instances of geospatial data.

categorical attributes. The non-visible peaks are also shaped as triangles to symbol-
ize the looks of amountain top and scaled according to the elevation values. We use
color as our identity channel to differentiate the visible peaks from the non-visible
ones, as seen in Figure 3.13.

Other marks superimposed onto the map include the geographical locations of
all other images in the data set. A colored pin containing a camera symbol is used to
represent the location of each image, and a color hue is applied to distinguish the
current view from the other image locations. Further reasoning about the colors
selected for the application is given later in this chapter.

3.5.6 Color choices

As color affects every aspect of visualization [117], describing our color choices is
important. The panorama explorer employs a selection of colormaps and themes
throughout its visual components. Themap view features a theme carefully crafted
to showcase the topography ofmountainous regions. We designed our custommap
using the third-party mapping utility MapBox [69], which features vast amounts
of crowdsourced geospatial data regarding landmarks, national parks, and moun-
tains, among others. Encoding such features in the color hue channel ensures that
these visual elements stand out among the other data displayed on the map, a phe-



40 3.5. Visual components

nomenon described as popout by Ware in his oft-cited Perception for Design [117].
Accordingly, a light-grey colorwas selected as themap’s base color, laying the foun-
dation for using darker colors formarks and labels added on top of themap tomake
these easily distinguishable.

Furthermore, we used a green color palette for all elements categorized as nat-
ural environments, including greenspace and wildlands. Including green in the
map’s color theme needed us to be cautious about what other colors to include.
About 10% of the world’s male population and 1% of the female population have
some form of color blindness, of which the most common ones are protanopia and
deuteranopia [117]. Both these dichromatic color vision conditions cause inabili-
ties to discriminate red from green [113]. Following the inclusion of a green color
family as described earlier, we avoided using red coloring for the most important
pieces of information on the map.

Ware’s basic guidelines were used to achieve sufficient distinctiveness for the
marks representingmountain peaks from the background. Their guideline 4.13 [117,
p. 124, G4.13] reads as follows: ”When color coding large background areas to be over-
laid with small symbols, consider using all low chroma, high-value (pastel) colors for the
background, together with high-chroma darker colors for the overlaid symbols.” Resultingly,
darker colors were used to color the locations of both visible and non-visible moun-
tain peaks.

The three-dimensional terrain features a color theme somewhat distinctive from
the one used for the map view. Following the use of green colors for natural envi-
ronments in the map view, this view employs a darker-green color as the surface’s
base. However, the terrain’s coloring depends on its slope degree; therefore, steeper
terrain features color towards the red color spectrum to signifymore extreme eleva-
tion differences. Although green-red colormaps are usually deemed a not-so-good
choice, red is commonly associatedwith danger [117]. Blue-green colormaps could
also be used to highlight the differences in the degree of slope, but we preferred to
have a base color of green to to its similarities with the natural areas of the topo-
graphic map. Hence, a green-red colormap was used to highlight certain parts of
the terrain that the users should recognize to avoid too steep terrain.

We included a ”you are here” mark on the three-dimensional terrain to indi-
cate the viewpoint’s positions in the landscape, following another one of Ware’s
guidelines [117, p. 374, G10.9]. The mark features a highly saturated red color for
maximum discrimination. It avoids confusion with the reds that color the slope
degrees by being much more saturated than the colormap. Resultingly, users can
locate the position of the viewpoint quickly.
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3.5.7 Immediate visual feedback

𝑅6 states that the application should provide visual feedback at all times to sig-
nal that the application is always running, even when heavy processing is done in
the background. Perceived performance is the term used for how quickly an applica-
tion appears to perform given a specific task and is an integral element of building
user trust and holding attention [39]. To increase the perceived performance of a
program, researchers have developed a set of techniques that can provide visual
feedback to the user. Continuous feedback reassures the user that the system is
working and gives them something to look at while waiting [7].

The most time-consuming processes of our application is rendering the digi-
tal terrain images, creating the viewshed, and visibility determination. These pro-
cesses all require a couple of seconds to complete, and the application’s user inter-
face lacks interactiveness during these tasks. When such delays are experienced,
users can easily become annoyed [7, 39, 48, 109]. To decrease the user’s perceived
time during these processes, our application relies on a set of techniques that can
be used to provide visual feedback to the user.

Söderström et al. [103] researched how different loading indicator speeds af-
fect the users’ perception of time. The results showed that the faster the animation
speed is on a passive loading screen, the more likely a user would prefer it. The
perceived time a user gets on a passive loading screen also correlates to the loading
animation. Therefore, in the object identification process, we include an animated
loading indicator to visually provide feedback to the user that the application is still
processing the data.

Kim et al. [48] studied how a loading symbol’s progress function significantly
affects the user’s perception of waiting time and concluded that loading symbols
showing progress estimates feel significantly faster than repetitive spinning sym-
bols. They highlight that design factors, such as symbols and shapes, are less im-
portant, butmore preferable design choicesmaymake the user feel less boredwhile
waiting. Our application provides a loading bar to reduce the perceived time wait-
ing for the object identification process to complete.

For rendering the virtual terrain and creating the viewshed from the panorama
location, we used another technique for reducing the perceived time. While these
processes are happening in the background, the user is prompted with the first
step in the panorama alignment process, where control points in the panorama
will be selected. This includes the user in the process without knowing that time-
consuming processes are happening in the background. If the user finishes se-
lecting control points before the background processes are complete, the continue
button is disabled, and a message telling the user to wait is displayed. If the user
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finishes selecting control points after the background processes are complete, the
continue button is enabled, and the user has not experienced any delay.

3.6 Summary

In this chapter, the methods to fulfill most of the requirements we deemed impor-
tant are presented and how they are realized in an application for exploring pano-
ramic images accompanied by multi-modal geospatial data collections. The pano-
rama explorer’s visual components are presented, along with details concerning
their visual encodings and justifications for the made choices. These visual com-
ponents aid the users of PanoVis in exploring several instances of geospatial data
centered around geographically referenced panoramas, providing important infor-
mation about the area surrounding the image location. Coordinated views facilitate
that the presented data always corresponds to the image in view, and interactivity
integrates the user in an explorative way of analyzing this. Additionally, the inter-
active and explorative aspects expand to the stage of adding new panoramas to the
system. The users engage in the image registration process and participate in es-
timating the panoramas’ azimuths. In summary, the visual components satisfy all
but requirement 𝑅4, and in Chapter 6, we discuss our reasoning for not fulfilling all
of these.
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Chapter 4

Implementation

This chapter describes the implementation and the technologies employed in the
application, supplemented with the reasoning behind the choices. We present an
overview of the software architecture and analyze the technologies in detail.

4.1 Software architecture

We developed our application with an emphasis on rapid development and multi-
platform support. Thus, we adopted Python as our programming language of
choice due to its high flexibility and ease of use. We implemented our applica-
tion in a modular fashion, with some modules relying on the output of the others.
Figure 4.1 illustrates the data flow between the modules, and in the following we
list them as they occur in the application pipeline:

• Azimuth estimation: The user aligns the panorama with a virtual terrain by
interactively selecting a set of control points in each image as presented in a
Pannellum [85] spherical image viewer. A transformation matrix is computed
using the popular Open Source Computer Vision (OpenCV) [42] library, trans-
forming the panorama to its corresponding position in the render. Leveraging
the renderings’ general properties, we used the pixel coordinates of the trans-
formed panorama’s edges to compute an azimuth estimate.

• Calculating object visibilities: The application relies on a pre-computed view-
shed to detect visible objects in the nearby terrain. Our algorithm exploits this
viewshed to calculate themountain peaks’ visibilities from a given viewpoint.

• Generating visual components: Pre-computes the necessary data structures and
lays the foundation for the three-dimensional terrain view and the topo-
graphic map. It speeds up both processes by exploiting the filtered data from
the earlier stages of the pipeline.
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Figure 4.1: The overall software architecture of PanoVis. Black arrows represents
user input data, e.g., panoramas and data sets containing geospatial information
about mountain peaks. Red arrows represent processed data and dashed arrows
represent user interaction. Yellow boxes represent data storage, green boxes repre-
sent data processing, and blue boxes represent client-side GUI.

• Scene creation: The backend computes the relative coordinates of each visible
object to position the annotations in the spherical image viewer correctly. All
relevant data is structured in the web-friendly JSON format and passed to the
frontend.

• Panorama explorer: The geovisualization mashup combines the pre-computed
scenes, topographic map, and the terrain view recipe to display the main
window of PanoVis. A selection of JavaScript frameworks enables highly-
interactive visual components throughout the application and glues the vi-
sual components together for achieving a coordinated view experience.

4.2 Backend

Some developers prefer low-to-middle-level programming languages like C++
with direct access to the computer’s memory and Graphics Processing Unit (GPU)
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when high performance is paramount. Akin languages need compiling before code
execution, ensuing real-time rendering of surface models synthesized from a DEM.
Such implementations often requiremore powerful computers to run smoothly, and
the implementation may be more time-consuming than high-level programming
languages like Python. High performancewas an advantage, but not a requirement
for our prototype, as the amount of data that runs through the program will not be
very large. With our emphasis on rapid development, we focused on more high-
level programming languages that made it possible to quickly implement what was
needed for a prototype.

Java is an example of a high-level programming language developers often use
to create applications. Numerous add-on packages and libraries exist for it, en-
abling rapid development by relying on others’ software instead of reinventing the
wheel. Java, like C++, is a compiled language highly suitable for developing large
and robust systems because of its strict syntax rules, blocking the ability to compile
if errors are detected. As rapid development was a criterion for us, we deemed Java
suitable for our needs, but before deciding, it was important to look at its highly
popular alternative, Python.

Python consistently ranks as one of the most popular programming languages
because its core philosophy emphasizes less-cluttered syntax and grammar [84,
106]. Compared to both Java and C++, Python is an interpreted programming lan-
guage that directly executes instructions line by line without needing to compile
them in advance. Interpreted languages are platform-independent, feature auto-
matic memorymanagement and garbage collection, and are easier to debug during
development because of the lack of waiting for compiling between each run.

Java and Python support various add-on packages and libraries, and the largest
open-source tools are mostly available for both programming languages. Thus, few
features distinguish them, apart from Python’s extra flexibility with Just In Time
(JIT) compilation or Java’s adequate performance. Because development pace was
weighted more than performance for our prototype, Python was selected as the
programming language for PanoVis’ backend.

4.3 Frontend

The backend needed a web framework for communicating with the frontend, the
part of the application that is visible to the user. GUIs use visual constructs that
mimic physical objects such as buttons and sliders to provide intuitive methods for
interacting with the computer [111]. GUIs present information in a manner that
allows rapid assimilation and manipulation and is well suited for applications that
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Figure 4.2: The azimuth astimation pipeline.

require user interaction.
Advantageously, our application provides visual methods for interacting with

panoramas and other visualizations. Examples of such visual methods are native
desktop applications or web application frameworks talking to the backend using
an API. The latter was the preferred method, as it was more platform-agnostic and
allowed remote access to the application through a three-tier architecture.

In a three-tier architecture, the client tier is the GUI. The GUI is where user
interaction sends instructions to the application logic tier. The application logic tier
communicateswith the database to read andwrite data and the client tier to display
the results.

A web application framework represents a collection of libraries and modules
that enable the rapid development of web applications. Our web framework of
choice for Python applications was Flask [81] because it is lightweight and enables
a speedy setup using only a few lines of code. Flask runs a local web server that
hosts the websites to interact with our application.

4.4 Estimating panorama azimuth

Our application requires an azimuth value for correctly positioning the annotations
on the panoramas and keeping the compass in view up to date. As presented in
Chapter 3, a panorama aligned with the render is used to estimate the azimuth.
Therefore, estimating the azimuth begins with aligning the images through an im-
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Figure 4.3: Render creation pipeline.

age registration technique, resulting in a transformationmatrix needed for aligning
the images.

The transformation matrix originates from the set of corresponding pixel coor-
dinates in the panorama and renderings, demanding a GUI that supports register-
ing the user’s selections. A library sporting such functionality is Pannellum [85], a
lightweight and open-source panorama viewer enabling interactive presentation of
ultra-wide images in anyweb application. Although the library is lightweight, it in-
cludes several functionalities such as annotating the images with interactive marks
and registering the position of mouse clicks performed by the user.

4.4.1 Rendering virtual terrain images

Simultaneously as the user selects control points in the panorama, the backend initi-
ates a process for rendering an image of the digital terrain. To correctly interpret the
DEMdata, weused a combination ofGDAL [96] andRasterio [32]. Both are popular
open-source libraries for reading, writing, and manipulating geospatial data sets.
GDAL is written in C and provides a wide range of functionality through Python
bindings. Althoughwriting programs in Cmay lead to increased efficiency because
of its low-level characteristics, it may also introduce several issues concerning C’s
dangling pointers leading to potential crashes [32]. As an improvement on GDAL,
Rasterio desires to offer the same functionalities tailored for Python, succeeding in a
more reliable environment with fewer program crashes. We considered such char-
acteristics highly advantageous and thus preferred Rasterio over GDAL. However,
Rasterio did not have a complete overlap of functionalities with GDAL, so in some
cases, we resorted to a combination of both libraries in the application.

The rendering process beginswith loading the providedGeoTIFF into the appli-
cation, which is used with the renderer to create an image of the virtual terrain. We
extract the panorama’s geographical location by reading its Exif metadata to calcu-
late the viewpoint used when rendering. We lighten the load of the program by
cropping the DEM because it reduces the rendering time. The closest areas around
the point of view are most relevant; hence, the scope of the DEM is limited to an
area beginning twenty kilometers northwest of the viewpoint and extends equally
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far in a south-easterly direction. These values were carefully selected during the
early development of PanoVis when an array of different DEM sizes were tested.
We quickly learned that the larger DEMs added significant processing time to the
rendering process, while adding a neglegible amount of ditant information to the
virtual scenes. While performance was not a major focus for our prototype, DEM
cropping was used to reduce the chance of finishing panorama control point selec-
tion before the render has been created.

For rendering the DEM in three dimensions, we selected the Persistence of Vi-
sion Raytracer, abbreviated POV-Ray [11], as our raytracing tool of choice. POV-Ray
provides a wide selection of tools for rendering three-dimensional scenes, includ-
ing support for visualizing digital terrains. It is open source and multi-platform,
making it a viable option for our application. We used the panorama’s location as
our viewpoint and the elevation from the raster cell matching the location to adjust
the height of the viewpoint. Subsequently, the backend handles the render to the
application’s frontend before displaying it to the user on completion of selecting the
panorama’s control points.

4.4.2 Image registration

On completion of control point selection in both images, the frontend passes two
arrays of pixel coordinates to the backend for creating the transformation matrix.
It uses the OpenCV [42] library, a huge open-source library that offers many tools
used in computer vision to compute the transformation matrix. Consequently, the
matrix is applied to each pixel in the panorama to align it with the rendered terrain.
After aligning the images, the frontend presents the result, letting the user verify
that the transformation was successful.

In addition to creating the transformation matrix and performing the image
alignment, OpenCV is also responsible for locating the pixel coordinates of the cor-
ners in the newly-aligned image. We exploited these pixels to calculate the azimuth
described in Section 3.3.

4.5 Visible objects detection

The visibility determination module is the key tenet for the application’s image an-
notation functionalities. It exploits the geospatial aspects of themulti-modal data to
determine an object’s visibility, with the objects being mountain peaks or the other
images in the data set. The application interprets both data sets as a list of Item

data objects. As illustrated in Figure 4.4, an Item object includes a name, a location
in theWGS 84 CRS, a location in the CRS specified in the DEM, and a path used for
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Figure 4.4: The Item data class. Yellow box represents data read directly from the
underlyingDEM, and red boxes represent data computed through helper functions.

URLs or file paths. Additionally, it includes the relative position of an object from
a viewpoint computed using the method described in Section 3.4. We included
two separate locations for each object, due to the function that converts coordinates
from one CRS to another being computationally intensive to instantiates. To avoid
unnecessary waiting times upon each coordinate conversion, we converted all co-
ordinates while loading the data sets into the applciation.

While selecting control points in the render in the previous module, the back-
end generated a viewshed with the panorama’s location as the viewpoint. Utiliz-
ing GDAL’s built-in viewshed analysis tool, the backend appended a binary raster
image to the panorama’s metadata. Our object detection algorithm leverage this
image to determine an object’s visibility from the panorama location. We used the
Location (DEM CRS) coordinates to look up the object’s visibility value in the
viewshed. Each pixel’s color value can be either 0 or 255, translating to black or
white. In our implementation, the white pixels are the visible ones.

The objectswewanted to determine the visibility forwere themountains and the
other images in the data set. Recalling the Item object in Figure 4.4, both of these
objects were structurally akin. Therefore, we implemented a generalized method
for determining visibility for all objects in our data set. Looping through the set
of objects created a subset containing only those whose location matches the pixel
value of 255 in the viewshed.

4.6 Additional visual components

The panorama explorer includes multiple visual components. Two of these com-
ponents, the three-dimensional terrain view and the map view, are created by the
Python backend and loaded into the frontend on demand. Using a small portion
of the DEM centered around the location of the panorama, the application uses
Plotly [90], a graphing library available for both Python and JavaScript, to cre-
ate a JSON file to be read by the browser for rendering the DEM data as a three-
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Figure 4.5: Scene data structure.

dimensional terrain. This rendering happens in real-time, allowing user interaction
with the displayed data with the help of Plotly’s JavaScript library, named plotly.js.

The backend utilizes Folium [108] to create the interactivemaps presented in the
mashup. Folium supports superimposing glyphs, icons, and images to interactive
maps. Using Folium, we can group the different data sets to enable filtering of the
presented data. The visualization departs the Python backend as a plain HTML
file, which can be presented as a standalone visualization or as a view included in
the geovisualization mashup.

4.7 Creating and presenting scenes

To present the scenes in the spherical image viewer and update the other views
accordingly, the data needs to be formatted so that the frontend can easily interpret
them. Figure 4.5 presents how Pannellum requires a scene to be formatted, where
the term Hotspot is used for the annotations to be placed on the panorama. The
yaw and pitch are the same as azimuth and altitude illustrated in Figure 3.5. A
Scene’s yaw represents the panorama’s azimuth used for initial viewing direction
when loading a scene.

The Python backendprepares a set of all relevant data in a JSONfile, transferring
the prepared data to the GUI. When the browser initializes loading the mashup
website, the backend delivers the JSON and triggers a global scene switch using a
default panorama-id specified when constructing the scenes. The scene switch
updates all coordinates views in the mashup to include the relevant images and
metadata corresponding to the specific panorama. The user can now enjoy all the
interactive views and geovisualizations processed in the previous modules of the
application.
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Chapter 5

Evaluation

The following chapter describes the results of user studies conducted to evaluate
PanoVis. A pilot studywas conducted, which led to some changes to the evaluation
questionnaire. After that, a user study evaluated the application.

5.1 Evaluation methodology

An indication of whether the prototype works is necessary to evaluate the appli-
cation’s interactivity and explorative functions with respect to 𝑅7 [3]. In our con-
text, the user can explore panoramic images and interact with them to learn and
discover information about the multi-modal data it combines through its user in-
terface. Among a user interface’s characteristics, usability is one of the most impor-
tant [34]. The International Standardization Organization (ISO) defines usabil-
ity as ”the extent to which a system, product or service can be used by specified users to
achieve specified goals with effectiveness, efficiency, and satisfaction in a specified context of
use” [43], and a variety of methods exists to evaluate usability for numerous types
of applications.

Given the exploratory nature of our application and geovisualization environ-
ments in general, user-based evaluations are the most suitable approaches to assess
its usability and usefulness, according to the framework presented by Koua and
Kraak [52]. User-based evaluations involve users completing tasks in the environ-
ment, enabling researchers to obtain quantitative data about an artifact’s function-
ality. The industry standard for measuring usability is the System Usability Scale
(SUS) [21], a questionnaire consisting of ten statements, each to be responded to
using a Likert scale ranging from strongly agree to strongly disagree.

For the evaluation of PanoVis’ usability, we conducted a user study where the
evaluation participants got to explore the application and its features. The partici-
pants were selected to target a population of people whoweremost likely the appli-
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cation’s users. We preferred that theywere familiar with similar software for hiking
inspiration and that they hike regularly. It was also advantageous that participants
had experiences with panoramic photography, in which there was a chance that
they would like to upload their images to the application.

Nielsen [76] reported in his oft-cited article that five user study participants
were enough to catch 85% of a website’s usability problems. Several researchers
have suggested that the number of participants should be higher if the artifact being
evaluated is to be used by several highly distinct groups of users, such as groups of
both children and adults [23, 76, 105, 121]. Therefore, testing as many as possible
was highly anticipated in evaluating the PanoVis system.

Although, due to limited time and resources, only five participants were se-
lected for our evaluations. Three participants were informatics students with great
experience using similar applications, and two were non-informatic students with
less technical experience. All participants told us they were hiking at least once a
month, therefore likely to be in the target group for the application.

To get started, we gave the participants the task of navigating from the launch
window to the panorama explorer. There, the users would get some minutes to
navigate through the images of the data set and gather information about the peaks
visible from each image location. Our goal was to observe how the participants in-
teracted with the spherical image viewer. As van Sommeren et al. [114] suggested,
participants were encouraged to think aloud and verbalize their thoughts through-
out the user study. They were allowed to ask questions and were given up to 20
minutes to explore the application. If the participants were stuck exploring only
one of the views of the panorama explorer for more than half the allotted time, a
verbal reminder alerted the participants that there were more visual components
to explore.

Upon completing the image exploration, the participants reported that they had
explored what they wanted in the panorama explorer. Afterwards, participants re-
ceived instructions to upload a new panoramic image to the application. As pre-
sented in Chapter 4, this task positioned the application’s user in command of the
image registration needed for FOV and azimuth estimation, a central component of
PanoVis. The participants followed the on-screen instructions and selected control
points in the panorama and its corresponding render.

As suggested by Brooke [9], the participants filled out the SUS questionnaire
after they had been given an opportunity to use the application but before any de-
briefing or discussion took place. After completing the questionnaire, the evalua-
tion participants’ responses were converted to a usability score using the standard
SUS scoring formula listed in Appendix B. The scoring formula computes scores in
the interval from0 to 100, translated to the different types of usability scores given in
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Figure 5.1: A comparison of mean System Usability Scale scores as presented by
Bangor et al. [6].

Figure 5.1. In addition to SUS, the study’s participants completed a semi-structured
interview. Specific questions and discussion topics were prepared, which can be
found in Appendix A.

5.2 Data adopted in the evaluation

The data set used in the user study consisted of twenty panoramic images pho-
tographed in or around the Bergen region of Norway. Before the user studies, nine-
teen of these panoramas were added to the application to provide the test partici-
pants a selection of images to explore without needing to upload all images them-
selves. The test participant added the final image to PanoVis’s image storage dur-
ing the evaluation using the image uploader. Figure 5.2 shows a selection of the
panoramas used in the evaluation.

To annotate the panoramas with information about the visible mountain peaks,
PanoVis required a predefined data set with such geospatial data. We used the
online crowdsourcing platform for hike-related data to obtain such data, Peak-
book [70]. The mountain peak data set retrieved consisted of 89 mountain objects,
including the mountain’s name, geographical coordinates, elevation, and a link to
the Peakbook page for additional information.

Rendering the digital terrain images needed for the image registration task re-
quired a DEM. Because the images were all photographed around Bergen, a DEM
covering this region was required. We obtained such a DEM from the Norwegian
Mapping Authority [46], downloaded at a spatial resolution of ten meters.

5.3 Pilot study

In June 2022, a pilot study was conducted to verify that SUS was applicable to pro-
vide the information we needed about PanoVis’ usability and that the following in-
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Figure 5.2: Some of the panoramic images in the data set.

terview questions provided useful insights about the evaluation participant think-
ing about when using the application. The pilot study showed us that SUS was
perfectly applicable for our application and that no changes needed to be made to
the phrasings or the order of the statements. As a result, the standard SUSwas kept
as it was.

The follow-up questions presented to the evaluation participant on completion
of the SUS evaluation were the four following questions:

• Is this something you can imagine can be used as a tool for planning hikes?
(Why / why not?)

• Howwas your experience of the interaction in the program? (What was good
/ what could have been done differently?)

• Is there anything you would like to change in the application?

• Is there anything you want to add beyond the questions?

After completing the pilot study, the feedback provided lacked specific comments
about PanoVis’ visual components and its main view; the panorama explorer.
Therefore, we included two additional interview questions for the final evaluations.
The following questions were added; ”What could be done to improve the visual com-
ponents on the application’s main screen?” and ”How did you feel about the panorama
explorer?.” Appendix A lists the final interview questions used in the full user study.

5.4 Results

Table 5.1 presents the usability evaluations. After applying the scoring formula, the
final row lists the individual scores for each participant. The SUS results range from



Chapter 5. Evaluation 55

70 to 92.5, with the overall average being 79. As the table presents, two statements
stand out positively; the fourth and the fifth statements. As every other statement in
SUS is negatively loaded where ratings of 1 are the best, these statements have been
inverted to positive phrasings to color the scores meaningfully, and their response
scorings are also inverted. The fourth statement’s actual phrasing was ”I think that
I would need the support of a technical person to be able to use this system,” which
all test participants strongly disagreed with. With the fifth statement being odd,
the table presents it with the exact phrasing used in the questionnaire; ”I found the
various functions in this systemwere well integrated.” Four out of five participants
answered this statement with ”Strongly agree,” and the final participant’s answer
was ”Agree.” The lowest rated statement was ”I think that I would like to use this
system frequently,” with an average score of 3.

Statements: P1 P2 P3 P4 P5 Avg.
S01 I think that I would like to use this system frequently. 4 2 4 2 3 3.00
S02 I found the product to be simple.* 3 4 5 4 5 4.20
S03 I thought the system was easy to use. 4 3 4 4 5 4.00
S04 I think that I could use the product without the support of the technical person.* 5 5 5 5 5 5.00
S05 I found the various functions in this system were well integrated. 4 5 5 5 5 4.80
S06 I thought there was a lot of consistency in the product.* 5 4 3 4 5 4.20
S07 I would imagine that most people would learn to use this system very quickly. 2 4 5 4 5 4.00
S08 I found the product very intuitive.* 3 4 4 4 4 3.80
S09 I felt very confident using the system. 4 4 4 4 5 4.20
S10 I could use the product without having to learn anything new.* 4 4 5 4 5 4.40
SUS System usability scale results 70 72.5 85 75 92.5 79.00

Table 5.1: User-based evaluation results of the System Usability Scale. Statements
markedwith a star is rephrased to their positive formusing the phrasings presented
by Kortum et al.[51], and their scores have been inverted. The last row presents the
traditional SUS scores calculated using the participants’ original degrees of agree-
ment or disagreement on the Likert scale.

The average overall score of 79 can be converted to the adjective rating ”Good” us-
ing Bangor’s scale in Figure 5.1, and we can consider PanoVis’ usability acceptable.
On the other hand, it is important to consider that the selection of participants is
relatively small and cannot necessarily be regarded as generalizable. Therefore, the
acceptability rating is given with some reservations.

5.4.1 Feedback from the respondents

Following the SUS questionnaire, the interviews provided useful insights into cer-
tain aspects of the application’s components and functionalities. The study par-
ticipants’ feedback was majorly positive regarding our emphasis on user interac-
tion in all of the application’s components. P1, P4, and P5 expressed that they



56 5.4. Results

had a good experience with the interaction of the program and that it was easy
to use. Furthermore, P1 reported no problems interacting with the application, al-
though the same respondent highlighted that the image registration felt somewhat
cumbersome. The participant experienced this process as cumbersome due to the
constraint restricting the selection of control points in any given order, forcing the
points to be selected left-to-right as described in Chapter 3. In contrast, P5 reported
that the task of adding new images was a fun and unique experience that the study
participant had not encountered before.

Despite all respondents scoring PanoVis’ usability as ”OK,” ”Good,” or ”Excel-
lent,” the feedback on when to use the application was somewhat polarized. P1,
P2, and P5 expressed that they would see themselves using the application in ad-
vance of their hiking adventures, seeking inspiration through the images and gain-
ing useful insights about the area by looking at the maps and three-dimensional
terrain. On the contrary, P3 found a greater potential for the application’s features
after completing a hike, highlighting the panorama annotations as a great tool for
displaying and sharing images photographed during hiking adventures.

In summary, the feedback from the test participants and the SUS questionnaire
indicates that the application’s overall usability is acceptable. As mentioned, the
interview questions handed out to the participants included somemore open ques-
tions, which most participants filled out. The next chapter discusses the open ques-
tions and their responses.
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Chapter 6

Discussion

This chapter discusses the feedback from the study participants from the evaluation
described in Section 3.1. Furthermore, we discuss multiple aspects of the applica-
tion and the methodologies acquired during the project before highlighting where
we see the potential for further development.

6.1 Design considerations and consequences

Chapter 3 described the reasoning behind the design choices in creating a prototype
for the PanoVis system. However, some aspects of the current application design
could be solved in multiple ways, and we can not state that the final design was the
best way to solve the introduced problems. Nevertheless, our method was one way
to solve these, and the evaluation results suggest that the application fulfilled its
purpose.

6.1.1 Image registration

As previously noted in Section 5.4, one study participant expressed that the image
registration task needed for aligning the panoramas and renderings was a bit con-
fusingdue to the strict constraints concerning the ordering of the selection of control
points. The constraint resulted from technical limitations of how the control points
are used to construct a transformation matrix. Our unanticipated findings during
the evaluation indicated that it restricts the users’ natural workflow at this appli-
cation stage. An ideal solution for omitting these constraints could be introducing
automatic methods for locating similar features in the panoramas and renderings.
One such distinct feature of mountainous landscapes is the horizon edge, which
Baboud et al. [5] exploits to achieve their robust image alignment algorithm aligns
mountain pictures with renderings. Using comparable techniques would remove
the need for manual interaction in this stage. However, such approaches’ accuracy
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Figure 6.1: Example image of how automatic feature detection algorithms could
be used to add control points to the panorama and render, where the points are
connected by lines. Each point could be manually dragged to a new position if
positioned ambiguously by the automatic method.

relies on several factors, including the image composition, quality, and the resolu-
tion of the digital terrain. Alternatively, a semi-automatic method could be used to
automatically add a set of control points to the imageswhile allowing users tomod-
ify the position of these through drag-and-drop interaction for fine-tuning eventual
ambiguities from the automatic method, as illustrated in Figure 6.1.

Another aspect of our image registration technique is that it uses panoramas
as sensed images and aligns them with renderings used as reference images. The
method produces panoramic images with the same characteristics as the render-
ings, mimicking the equirectangular projection by applying a border around be-
fore displaying the transformed panorama in a sphere. While this method deliv-
ers promising results when the control points are selected carefully, it is prone to
distorting the panoramas in some cases. Such cases include when the panoramas’
horizon is too high or too low in the images or when the control points are not accu-
rately placed. When a panorama’s horizon is located towards the vertical extremes
of an image, the transformation commonly results in images with heavily distorted
regions towards the horizontal edges due to the render’s horizon being positioned
at its vertical center. Reducing such distortions is possible by selectingmore control
points towards these edges, but in practice, selecting and remembering two-digit
amounts of control points is difficult and time-consuming. As a result, the annota-
tions towards the edges of heavily distorted panoramas are often mispositioned. In
some extreme cases, the annotations are positioned outside of the panorama.

Perfecting the control point selections through automatic methods could help
reduce image distortions. On the contrary, another solution that would completely
avoid the problems with image distortions is to reverse the roles of the panoramas
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and renderings in the image registration, aligning renderings with distortion-free
panoramic images using the renderings as sensed images and panoramas as the ref-
erence. From here, calculating the position of annotations to be superimposed on
the photographs would begin with the same method we presented in Section 3.4.
In contrast, additional methods would be required to transform the annotation po-
sitions using the same transformation matrix applied to the render. Consequently,
annotation positions would be calculated similarly to the method we used, requir-
ing a conversion from azimuth and altitude to pixel coordinate in the render be-
fore shifting the pixels to their correct position in the panorama. After that, the
annotations’ pixel locations would be converted back to a pair of azimuth and alti-
tude, allowing for superimposing annotations directly on the original panoramas.
Moreover, changes would have to be made to how the panoramas are displayed in
the panorama viewer, as it currently requires them to be displayed as a part of an
equirectangular image frame.

Even though some panoramas are displayed with distortion towards the edges
resulting in inaccurate positioning of marks, this was not a problem for the par-
ticipants of our user study. We interpret the SUS scores as these ambiguities not
affecting the overall experience of the prototype.

6.1.2 Visualizing digital elevation models

Our proposed application introduced multiple methods relying on geographical
data gathered from DEMs, one of which was the raytracer responsible for creating
the digital terrain renderings used for the image registration necessary for the az-
imuth estimation introduced in Section 3.3. Currently, the raytracer produces static
images of equirectangular characteristics, which are displayed as a full sphere in
the image viewer. Using the DEMs’ data in such a way was a design choice for
streamlining the display of both panoramas and renderings, enabling the applica-
tion to use the same methods for extracting control points selected by the user in
each image type. While potentially much more demanding to realize from a devel-
opment perspective, an ideal solution would be to render the terrain directly in the
browser. Visualizing the three-dimensional data in real-time is costly, often requir-
ing high-performance GPUs. However, it would enable users to navigate along the
virtual terrain instead of being locked to a specific viewpoint, possibly improving
the explorative aspect of the application.

As a response to the open question at the end of the user study, one of the par-
ticipants expressed that teleporting to any mountain peak and presenting a full
360 degrees view from that given viewpoint would be a great way to explore the
terrain. Such functionalities could be realized through real-time terrain rendering
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while also being possible with the current project techniques. The method used to
create the 360 degrees static terrain renderings described in Section 3.3 could easily
be adapted to create such views from any viewpoint the userswould like to explore.
Although, rendering the renderings is time-consuming and could result in a user
experience that is not as satisfying as the current one where panoramas are loaded
instantly.

6.1.3 Scalability

During the development of PanoVis, the maximum number of uploaded panora-
mas never exceeded a hundred. Throughout our testing and evaluation of the ap-
plication, this fair amount of panoramas added to the service was not majorly af-
fecting PanoVis’ performance. Currently, the application’s most time-consuming
processes include the control point selection during image uploading and the ren-
der creation happening in the background while the user aids in selecting control
points. These tasks only happen once per image and do not affect the application’s
scalability. On the contrary, determining an image’s visibility relies on a method
that loops through all other uploaded images. Thus, adding new panoramas to the
service add one more location visibility determination operation per image, which
does not scale very well.

Moreover, computing an image’s visibility happens every time the user navi-
gates to the panorama explorer. When no new images are added or removed from
the service, this leads to doing the same computations over and over again. Several
measures could be taken to reduce the number of operations needed to determine
an image’s visibility. One suchmeasure could be only to compute the image visibil-
ities when images are added or removed and store the results for quicker lookups
when no changes are done to the data set. Another measure could be to store the
visibility results for each image and update the results every time a new panorama
is added.

6.2 Future work

Several aspects of PanoVis can be improved in future development, and new fea-
tures can be added to the application. Recalling the requirements given in Sec-
tion 3.1, PanoVis failed to meet only one of these. Requirement 𝑅4 refers to the use-
fulness of having real-world hike paths superimposed onto the panoramas, sup-
plementing the images with even more geospatial information. Due to technical
constraints and our emphasis on rapid development, developing such a feature
would require refactoring the methods used to position and draw annotations onto
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Figure 6.2: A diagram demonstrating three day arcs viewed from 56°N latitude.
The illustration is based on user Deditos’s work uploaded to Wikimedia Com-
mons [17].

the panorama sphere. Thus, it was not prioritized for the development of our
prototype. Although, we deem that developing such functionalities would add
highly important information to any hiking-related application and that meeting
𝑅4 should be emphasized in future work.

One participant of our user study expressed that it would be useful to project
the Sun’s path, sometimes called a day arc, onto the panorama sphere. Day arcs
visualize the path of the Sun throughout the day as Figure 6.2 illustrates and enables
quick readings for retrieving information aboutwhere the Sun rises and sets. Such a
featurewould enable hikerswith a passion for photography to better planwhen and
where to photograph sunrises or sunsets and provide useful information about the
available daylight hours for a given location. Using the panoramas’ Exif metadata,
the day arc could be based on the time and date the photographs were created
and position the Sun as a mark on its corresponding position in the panorama.
Additional settings could be used to adjust the time and date to provide insights
into where the Sun could be seen at any given time.

One study participant noted that the juxtapose viewwould be evenmore useful
if the user could experiment and select different blendmodes for the images instead
of the current solution, which uses the vertical slider to separate the transformed
panoramas and the renderings. Using appropriate blending techniques, we could
texture the digital terrain displayed in the renderingswith colors extracted from the
panoramas. One such technique could exploit the hue and saturation of the trans-
formed panoramas and mix these with the luminance of monochrome renderings
to create more realistic render images [88], as Figure 6.3 illustrates.

Furthermore, extracting the panorama colors could be exploited to create unique
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(a) The base layer. (b) The blend layer. (c) Color blend result.

Figure 6.3: Mixing the monochrome base layer’s luminance with the hue and sat-
uration of the blend layer results in an image that preserves the gray levels of the
image, which can be used for coloring black and white renderings [88].

color palettes for the renderings. Currently, the color palette used to texture the dig-
ital terrain displayed in the renderings is based solely on the approximate vertical
distance from the geographic reference point defined for the DEM and the terrain
itself. Coloring the terrain in such a manner results in a terrain image not reflecting
the actual terrain, and lakes positioned above the DEM’s reference point are col-
ored the same as the terrain surrounding it. Therefore, using a color palette based
on the terrain could lead to more realistic render images. Additionally, some re-
searchers have explored using satellite imagery to create naturally looking textures
for rendering three-dimensional terrains [99]. Applying such textures to the ter-
rain render displayed to the user for the image registration process could enable
the user to more easily orient themselves in the terrain and, thus, possibly more
confidently identify the common features needed for selecting control points.
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Chapter 7

Conclusion

In this thesis, PanoVis is presented, an application that combines data of multi-
ple modalities to create a seamless geovisualization mashup interface. Users can
navigate the multi-modal data collections using a selection of coordinated views,
with each view building on visualization principles. The presented approach in-
cludes a method for determining the azimuthal orientation of mountain panora-
mas through image registration techniques that exploit digital elevation data and
user interaction, used for annotating panoramic images with marks representing
geospatial data. Our approach was evaluated by five participants through a user
study, whereof each participant reported they regularly hike. The evaluation re-
sulted in an average SUS score of 79. Based on the evaluation results, we conclude
that the presented approach is a viable solution for exploringmulti-modal data col-
lections facilitated through a geovisualization mashup interface.

As PanoVis was implemented as a web application using modern technologies,
it lays the foundation for further development of a full-fledged geovisualization
application suitable for the visual exploration of geospatial data and their corre-
sponding panoramic images. With its modular fashion, PanoVis is developed to
allow for the integration of future features and functionality.
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Glossary

Azimuth: An angular measurement in a spherical coordinate system, measured
clockwise from a north base line. True north is measured as a 0° azimuth,
east 90°, south 180°, west 270° [4].

Camera pose: The position and orientation of a camera relative to some coordinate
system.

Mashup: A geovisualization technique that combines content from more than one
source to create an integrated end-user experience displayed in a single graph-
ical interface [126].

Panorama: Aphotographwith a horizontally elongated field of view, providing an
unobstructed or complete view of an area in every direction.

Rendering: In our context, a static image displaying a 360-degree view of a digital
terrain synthesized from a digital elevation model.
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Acronyms and abbreviations

API: Application Programming Interface.

CRS: Coordinate Reference System.

DEM: Digital Elevation Model.

DOF: Degrees Of Freedom.

DSM: Digital Surface Model.

DTM: Digital Terrain Model.

FOV: Field Of View.

GIS: Geographic Information System.

GPS: Global Positioning System.

GPU: Graphics Processing Unit.

GUI: Graphical User Interface.

JIT: Just In Time.

LOS: Line Of Sight.

SUS: System Usability Scale.

WGS 84: World Geodetic System 1984.
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Appendix A

Appendix: Interview questions

A.1 Interview with hikers

As a part of forming the system requirements, we conducted interviewswith hikers
in the early stages of the project. The following list of predefined questions was
used to guide the interviews. Additionally, some unplanned questions were asked
to clarify the answers to the predefined questions.

𝑄1 Do you find hiking inspiration through online images?

𝑄2 What online tools do you regularly use in advance of a hike?

A.2 Interview during user study

The following listing presents the set of questions study participants were asked
after interacting with PanoVis for the first time.

𝑄1 Do you think the application could be used as inspiration for people seeking
new hiking adventures? (Why / why not?)

𝑄2 How did you feel about the panorama explorer?

𝑄3 How was your experience of the interaction in the application? (What was
good / what could have been done differently?)

𝑄4 What could be done to improve the visual components on the application’s
main screen?

𝑄5 Is there anything you would like to change in the application?

𝑄6 Is there anything you want to add beyond the questions?
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Appendix B

Appendix: The SystemUsability Scale

The System Usability Scale (SUS) [9] was used to evaluate the proposed applica-
tion. The questionnaire and how the score is computed are included for reference.

B.1 Questionnaire

Strongly
disagree

Strongly
agree

1. I think that I would like to use this system
frequently 1 2 3 4 5

2. I found the system unnecessarily complex
1 2 3 4 5

3. I thought the system was easy to use
1 2 3 4 5

4. I think that I would need the support of a
technical person to be able to use this system 1 2 3 4 5

5. I found the various functions in this system
were well integrated 1 2 3 4 5

6. I thought there was too much inconsistency in
this system 1 2 3 4 5

7. I would imagine that most people would learn
to use this system very quickly 1 2 3 4 5

8. I found the system very cumbersome to use
1 2 3 4 5

9. I felt very confident using the system
1 2 3 4 5

10. I needed to learn a lot of things before I could
get going with this system 1 2 3 4 5

Table B.1: The System Usability Scale used to evaluate the application’s usability.



84 B.2. Scoring Formula

B.2 Scoring Formula

The SUS questionnaire consists of ten statements which are answered using a Likert
Scale. The user evaluates atwhich level the statement is agreeable using a scale from
one to five, where one represents the user strongly disagreeing with the statement
and five meaning that the user strongly agrees. The given answers are collected
and interpreted using the following formula. For the odd-numbered statements,
the value from the Likert scale is subtracted by 1. For example, if the fifth statement
has been evaluated as 4, the score will be interpreted as 4−1 = 3 for this statement.
For the even statements, the value is subtracted from 5, meaning a score of 3 is
interpreted as 5 − 3 = 2. Finally, the total score is computed by calculating the sum
of all statements and multiplying the result by 2.5.
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