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#### Abstract

The analytic structure of the two flavorful QCD lattice Landau gauge quark propagator is investigated with Padé approximants applied to its vector and scalar form factors. No poles at complex momentum are observed for the propagator. Moreover, there is clear evidence of a pole at real on-axis negative Euclidean momentum, i.e., for a Minkowski type of momentum. This pole occurs at Euclidean momenta $p \sim-300 \mathrm{MeV}$ and it reproduces typical quark mass values used in phenomenological effective quark models. The Padé approximant analysis also gives hints on the presence of a branch cut. Our results also show a clear correlation between the position of this pole, understood as an effective quark mass, and the pion mass that is compatible with partial conservation of the axial current. Slightly differences between the poles for the two quark form factors are observed which can be viewed either as a limitation of the method or as a suggestion that the quark propagator has no spectral representation.
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## I. INTRODUCTION AND MOTIVATION

The theory that describes the color interaction between quarks and gluons, i.e., quantum chromodynamics (QCD) (see [1-3] for reviews), should also explain hadron phenomenology. However, so far, in what concerns the experimental evidences for free quarks and gluons $[4,5]$ there are no positive results. This lack of experimental evidence suggests that quarks and gluons can only appear as components of the observed particles, the hadrons, that are understood as color singlet objects. These negative results are translated into the confinement hypothesis that still requires to be proved. Despite the success of QCD as a fundamental theory, the bridge linking quarks and gluons to the observed hadrons still needs to be paved. A first principle approaches to understand the dynamics of the fundamental quanta of QCD require the knowledge of the fundamental QCD Green functions such as the propagators and vertices, as e.g., the quark-gluon vertex and the threegluon vertex.

In the functional continuum approach to QCD, the solution of the Dyson-Schwinger equations for the quark, the ghost and the gluon propagators are used to feed
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Bethe-Salpeter equations, Faddeev equations, etc. to access the properties of the physical hadronic states. The computation of the solutions of these equations requires the knowledge of the propagators in the complex momentum plane. Therefore, the analytic structure of the propagators have important roles. Indeed, being able to identify the poles and branch cuts of the propagators is crucial to the boundstate problem but also for the comprehension of the confinement mechanism, to the dynamical properties of quarks and gluons and, ultimately to the understanding of QCD itself.

For the gluon and ghost sectors of QCD, the past twenty years saw an effort to have reliable descriptions and interpretations for the propagators. A recent review on the gluon propagator can be found in [6]. See, also, [7-17] and references therein for lattice calculations and [18-58] and references therein for continuum approaches. On the other hand, the ghost propagator has also been thoroughly studied, as can be found in e.g., $[11,21,32,59-62]$ and references therein. Similarly, one can find in the literature several studies for the quark propagator, see e.g., [63-79], that include continuum and lattice QCD calculations. From the good agreement obtained by several groups that use different techniques, it seems reasonable to claim a fair understanding of the QCD two-point correlation functions. However, most nonperturbative computations are done using the Euclidean formulation of the theory, which limits the determination of the analytical structure of the propagators.

The quark propagator has been investigated by several groups [33,80-87], with the Dyson-Schwinger studies suggesting the presence of poles at complex momenta.


FIG. 1. Padé estimations for the ghost propagator residua for real on-axis momenta as a function of $p^{2}$ (left) and a function of the degree of the Padé approximant (right).

However, it is difficult to disentangle if the complex poles and analytic structure result directly from the truncations and/or the parametrization of the vertices used to solve the Dyson-Schwinger equations themselves. Therefore, it is important to investigate the analytical structure of the QCD propagators with different methods, different sets of data, and to confront the outcome of different techniques.

The main goal of the current work is to address the analytic structure of the quark propagator by studying a subset of the Landau gauge lattice data generated in [77], by applying the techniques based on Padé approximants considered in [88] for the pure Yang-Mills gluon and ghost propagators.

In this previous work [88], the study of the analytic structure of the pure Yang-Mills theory gluon and ghost propagators used only the absolute value of the residua and their relative importance. Herein, we take the opportunity to complement this information and look also at the sign of the relevant residua. The sign of the residua provides a naive and clear interpretation of the corresponding poles. In this respect, for real on-axis momenta (see Fig. 1) some of the ghost residua are negative and the poles cannot represent physical particles. For the gluon propagator and for real on-axis momenta, the interpretation of the residua is not so clear (see Fig. 2) and no conclusions can be established firmly. As discussed in [88], the Pade analysis for the gluon propagator identifies clearly a pair of complex conjugate poles that are not seen in the ghost propagator. In [89] the analytical structure of the gluon and ghost propagators using $\mathrm{SU}(2)$ Landau gauge lattice data was investigated with Padé approximants and the authors come to similar conclusions to those found in [88].

The analysis of quark propagator data with Padé approximants discussed below shows an analytical structure that differs from the analytic structure of the gluon and the ghost propagators. Contrary to the Dyson-Schwinger studies for complex momenta, no evidence is found for poles at complex momenta. On the other hand, the Pade analysis
gives indications of a possible branch cut for real on-axis momenta. Furthermore, the Padé approximant description of the lattice data finds poles at real on-axis negative Euclidean momenta around $p \sim-300 \mathrm{MeV}$, i.e., for Minkowski momenta, that are correlated with the pion mass. Indeed, it is observed that the correlation between the quark mass, understood as the pole mass at the Minkowski momenta, and the pion mass is compatible with the predictions of partial conservation of the axial current (PCAC). Moreover, the residua of these poles for timelike Euclidean momenta is positive. This seems to indicate that the quark propagator has a particlelike pole at Minkowski momenta, at momenta that approximately reproduce typical values for effective quark masses, and further structures, that we are not able to disentangle, that must prevent the quark from being a physical particle. Recall that, for example, the Dyson-Schwinger studies for the quark propagator observe positivity violation. Positivity violation implies that if a Kállën-Lehmann representation of the propagator exists, ${ }^{1}$ then its spectral representation is not positive defined. A spectral representation that is not positive defined is not compatible with a quantum mechanical probabilistic interpretation and single quark state cannot belong to the set of physical states of QCD. Naively one could think that the presence of the pole at Minkowsky type of momenta with a positive residua implies that such type of pole would correspond to a physical particle but this it
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FIG. 2. Padé estimations for the gluon propagator residua for real on-axis momenta for the simulations using the two largest lattice volumes considered in [88].
not necessarily true. A counter example can be find in [75], where the authors provide a quark propagator built from a toy model that have similar properties as those just described but do not represent a physical particle. The pole at the Minkowsky momenta occurs for momenta that are within typical values for the quark mass used in effective quark models. In this sense, the results found herein seem to give some support to the effective quark models and to the phenomenological values that they use for the quark mass. A clarification of these questions calls for an understanding of what are the signs of confinement in the quark propagator, a complex problem that clear goes beyond the type of answers that we are able to provide in the current work.

The paper is organized as follows. In Sec. II the Padé approximant theory to address the analytical structure of the propagators is reviewed. Then, the results for the pure Yang-Mills theory for the ghost and the gluon propagators are revisited in Secs. III A and III B, respectively. The analysis of quark propagator data with Padé approximants is performed in Sec. IV. Finally, in Sec. V we summarize the results and conclude.

## II. PADÉ APPROXIMANTS

The Padé approximant to a function $f(x)$ defined in the interval $x \in[a, b]$ looks for the best approximation to $f(x)$ written as a ratio of polynomials in $x$. The polynomials associate zeros and poles to $f(x)$, corresponding to the zeros of the numerator and denominator, respectively. The location of these zeros and poles depends on the degree of the polynomials considered and changing the degrees of the numerator and denominator polynomials also changes the position of the zeros and the poles. However, in general, there is a subset of zeros and poles whose position does not depend on the Padé approximant used. These zeros and poles, which are independent of the Padé approximant, can be associated with the analytic structure of $f(x)$. The remaining zeros and poles are artifacts of the approximation. Moreover, a stable structure in the complex plane formed by a sequence of alternating poles and zeros of the approximant can represent a branch cut.

For particle propagators in quantum field theory (QFT) represented, generally, as $D\left(p^{2}\right)$, the Padé approximant of order $[M \mid N]$ to the propagator is given by

$$
\begin{equation*}
D\left(p^{2}\right) \approx P_{N}^{M}\left(p^{2}\right)=\frac{Q_{M}\left(p^{2}\right)}{R_{N}\left(p^{2}\right)} \tag{1}
\end{equation*}
$$

with

$$
\begin{align*}
Q_{M}\left(p^{2}\right) & =q_{0}+\cdots+q_{M}\left(p^{2}\right)^{M} \quad \text { and } \\
R_{N}\left(p^{2}\right) & =1+\cdots+r_{N}\left(p^{2}\right)^{N} \tag{2}
\end{align*}
$$

where, by convention, the coefficient of the lowest-order term in the denominator is set to one. The problem of building a Padé approximant to $f(x)$ is reduced to find the set of coefficients $q_{0}, q_{1}, \ldots, r_{1}, \ldots$ that define the best approximation to $D\left(p^{2}\right)$ according to Eq. (1). Pommerenke's Theorem [90] states that for a meromorphic function $f(z)$, the Padé sequences $[M \mid M+k]$, with fixed $k$, converge to $f(z)$ in any compact set of the complex plane. This theorem gives support to use the Padé approximant sequences in the investigation of the analytic structure of particle propagators.

In the sequences of Padé approximants $[M \mid M+k]$, single poles of $f(z)$ appear as stable poles for sufficiently large values of $M$. On the other hand, the Froissart doublets [91-95] are those poles that depend strongly on the degree of the polynomials or have nearby zeros. The presence of the nearby zeros for the Froissart doublets result in residua whose absolute value is small. The absolute value of the residua can then be used to distinguish the meaningful poles from those that are artifacts of the method. The doublets that appear at sufficiently large values of $M$ are artifacts associated with the use of ratio of polynomials to represent $f(x)$.

It is common practice to use diagonal $[M \mid M]$ or near diagonal $[M \mid M \pm 1]$ Padé approximants in the representation of $f(x)$. In our analysis of the quark propagator, motivated by the studied of the pure Yang-Mills gluon and ghost propagators [88], and also to be closer to the perturbative description of the propagator that should be recovered at high momenta, only the sequence $[N \mid N+1]$ will be considered.

For the determination of the coefficients of the polynomials that define a given Padé approximant we look at the absolute minimum of the objective function

$$
\begin{equation*}
\chi^{2}=\sum_{j=1}^{N_{\mathrm{mom}}}\left(\frac{D\left(p_{j}^{2}\right)-D_{\mathrm{Lat}}\left(p_{j}^{2}\right)}{\sigma\left(p_{j}^{2}\right)}\right)^{2} \tag{3}
\end{equation*}
$$

where the sum is over the data points obtained with lattice QCD simulations, i.e., the number of lattice momenta $N_{\text {mom }}$ accessed in the simulation, $D\left(p^{2}\right)=P_{N+1}^{N}\left(p^{2}\right), D_{\text {Lat }}\left(p^{2}\right)$ are the data points for the given function and $\sigma\left(p^{2}\right)$ are the associated statistical error with $D_{\text {Lat }}\left(p^{2}\right)$. In the following we do not take into consideration correlations between the momenta. In this way, the numerical problem becomes a nonlinear global optimization problem that is solved with the help of the global optimization methods available within Mathematica [96] software package, i.e., the Mathematica implementations of the differential
evolution (DE) method and of the simulated annealing (SA) method. We recall the reader that global optimization problems are nontrivial per se and the comparison of the two methods is important to have confidence in the results. Furthermore, we report that in [88] the authors performed a series of tests to understand the numerical performance of the numerical method before studying the analytic structure of the gluon and ghost pure Yang-Mills propagators. We refer the interested reader to this work for further details concerning numerical experiments, performance, and limitations of the method.

## III. RESUMÉ OF THE QUENCHED ANALYSIS

As a warm up to the analysis of the Landau gauge full QCD quark propagator, we revisit the results of Pade approximants analysis for the analytic structure of the pure gauge gluon and ghost propagators performed in [88], taking the opportunity to comment on the value of the residua.

## A. The ghost propagator

The analysis of the Landau gauge ghost propagator analytic structure concluded for the absence of poles at complex momenta, for the presence of a pole at zero momenta and found possible evidences for a branch cut at timelike (Minkowski) momenta. The clear identification of the branch points is not well established and it requires further studies, that call for simulations with larger ensembles of gauge configurations and/or larger physical volumes. The analysis of the analytic structure of the propagator in [88] was centred on the absolute value and on the relative importance of the absolute value of the residua.

The Padé estimations of the residua $Z$ for the ghost propagator for real on-axis monenta are reported in Fig. 1. For real on-axis momenta, the residua are all real numbers as required if the propagator is a real function of $p^{2}$. The data shows clearly that the largest residua has $Z \sim 3$ and is associated with the pole at zero momentum. This pole appears for all the $N$ considered in the analysis. The second highest residuum in absolute value is negative and, therefore, cannot represent a physical particle. Furthermore, it is associated with a negative $p^{2}$ that corresponds to Minkowsky or timelike momenta. As seen in Fig. 1, there is a pole at $p^{2} \sim-0.5 \mathrm{GeV}^{2}$ that both methods identify only for small $N$, and another pole at $p^{2}=-1 \mathrm{GeV}^{2}$ also with a negative residuum that is identified for $N \geq 11$ and whose position seems to be independent of the degree of the approximant. ${ }^{2}$ As discussed in [88], see their Fig. 18,

[^2]the pole associated with $p^{2} \sim-0.5$ and $-1 \mathrm{Gev}^{2}$ have an associated close by zero of the numerator that suggests the presence of a branch point for Minkowski momenta. As observed in the above cited work, there is another pole at smaller momentum, that is stable under variation of degree of the Padé approximant, whose residua is negative and with no close by zero of the polynomial approximation. ${ }^{3}$ Its residuum being real and negative, the pole cannot represent a physical particle. The remaining observed poles have much smaller $|Z|$, their position is not stable against the variation of $N$ and, therefore, we do not consider them as having a physical meaning. We call the reader's attention that the analysis of the infrared region ( $p^{2}<1 \mathrm{GeV}^{2}$ ) for the same ghost propagator data performed in [97], although in a particular theoretical framework, also encountered a dominant pole at $p^{2}=0$ with a positive residuum and a second pole at $p^{2} \sim-0.3 \mathrm{GeV}^{2}$ with a negative residuum but with smaller absolute value.

## B. The gluon propagator

The Padé analysis of the Landau gauge lattice gluon propagator identifies a pair of complex conjugate poles at $p^{2} \sim-0.28 \pm i 0.43 \mathrm{GeV}^{2}$. No poles or branch cuts are clearly identified. Indeed, as discussed in [88], there are indications of a possible branch cut but, as for the ghost propagator, no firm conclusions were drawn.

The residua for the gluon propagator estimated using Padé approximants for on-axis momenta are all real numbers and are reported in Fig. 2 for the two larger lattice volumes considered previously and using the two global optimization methods, i.e., differential evolution and simulated annealing. As can be observed in Fig. 2 there seems to be stable poles at $p^{2} \sim \pm 1 \mathrm{GeV}^{2}$ but their residua are small in absolute value and, for some of the $N$, they have close by zeros; see Fig. 14 in [88]. These two features prevent us to assign a meaning to these poles besides being possible branch points. Note also that, for on-axis momenta, the two global optimization methods identify structures in the same range of momenta but their results are not fully consistent.

## IV. THE QUARK PROPAGATOR

Let us now look at the analysis of the Landau gauge full quark propagator for a subset of the data published in [77]. In the following, we will investigate the results of the ensembles simulated at $\beta=5.29$, that corresponds to a lattice spacing of $a=0.071 \mathrm{fm}$, and from the available data only the data for pion masses of $422 \mathrm{MeV}, 290 \mathrm{MeV}$, and 150 MeV . The first simulation was performed on an

[^3]asymmetric $32^{3} \times 64$ lattice, while the last two simulations used a $64^{4}$ lattice. The simulation with an almost physical pion mass uses about half of the gauge configurations of the other two cases and, therefore, the associated statistical errors are larger.

The analysis of the Landau gauge lattice quark propagator assumes that this two-point correlation function is color diagonal and that its Lorentz-Dirac structure reads, in momentum space,
$S(p)=Z\left(p^{2}\right) \frac{\not p+M\left(p^{2}\right)}{p^{2}+M^{2}\left(p^{2}\right)}=\frac{Z\left(p^{2}\right)}{D\left(p^{2}\right)}\left(\not p+M\left(p^{2}\right)\right)$,
where $D\left(p^{2}\right)=p^{2}+M^{2}\left(p^{2}\right)$. In the following, we name

$$
\begin{equation*}
\frac{Z\left(p^{2}\right)}{D\left(p^{2}\right)} \quad \text { and } \quad \frac{Z\left(p^{2}\right) M\left(p^{2}\right)}{D\left(p^{2}\right)} \tag{5}
\end{equation*}
$$

as vector and scalar form factors, respectively. The lattice data for the propagator for the various ensembles can be seen in Fig. 3. The vector and scalar form factors were rebuilt from the original lattice data assuming Gaussian distributions for the propagation of errors. As see in Fig. 3, the vector and scalar form factors are enhanced at low momenta and the enhancement increases as the quark mass, or the pion mass, decreases. However, for the smaller quark mass, the scalar form factor drops faster as the momentum increases, with the form factor becoming smaller than the two heavier pion masses considered for momenta $p \gtrsim 0.5 \mathrm{GeV}$. The comparison of the left and right plots in Fig. 3 reveals a complex situation that is the result of the dependence of the quark wave function $Z\left(p^{2}\right)$ and running quark mass $M\left(p^{2}\right)$ with the quark mass, i.e., with the pion mass.

The lattice data is to be described by a Padé approximant where the coefficients of the polynomials are determined by minimizing the corresponding $\tilde{\chi}^{2}=\chi^{2} /$ d.o.f. The quality of the minimization can be measured by the value of $\tilde{\chi}^{2}=\chi^{2}$ /d.o.f. at the minimum. These values, for the various sets of data, for the two minimizing algorithms and for the various $N$ are reported in Fig. 4. In general, the values of the $\tilde{\chi}^{2}$ obtained for the Pade approximants are able to reproduce well the quark propagator form factors, with the $\tilde{\chi}^{2}$ at the minimum associated with the simulated annealing method performing slightly worse than for the differential evolution method. The exception is the scalar data for the heaviest pion mass $M_{\pi}=422 \mathrm{MeV}$, whose $\tilde{\chi}^{2}$ takes values well above the acceptable. In the following, we will disregard the data coming from the analysis of the scalar form factor associated with $M_{\pi}=422 \mathrm{MeV}$.

The Pade study of the poles, the zeros and the residua for complex momenta of the Padé approximants shows no stable structures for momenta $\left|p^{2}\right| \leq 2 \mathrm{Gev}^{2}$. The same was observed for the pure gauge ghost propagator in [88]. This is illustrated in Fig. 5 for the simulation performed with $M_{\pi}=290 \mathrm{MeV}$. Similar plots can be show for the


FIG. 3. Lattice Landau gauge quark propagator data for the vector (left) and scalar (right) form factors. See text for definitions.
other two data sets. We take these results as an indication that the quark propagator has no poles for complex momenta. This configures a quite different nature for the analytic structure of the fundamental QCD propagators. If the pure gauge gluon propagator has poles at complex momenta as suggest in $[88,98]$ and also by the good agreement found between the predictions based on the use of the GribovZwanziger actions [99-101] and the lattice data for the infrared region [12,13,15,102,103], the Padé analysis suggests that the pure gauge ghost propagator and the quark propagator are void of poles for complex momenta. If this is the case, it remains to be understood the mechanism that in QCD distinguishes the bosonic degrees of freedom from those whose nature is of the Grassmann type.

Let us turn now our attention to on-axis momenta. The outcome of the analysis of the form factors for $M_{\pi}=$ 422 MeV can be seen in Fig. 6. In what concerns the vector form factor, the analysis of the results obtained with the differential evolution method does not have a clear interpretation. On the other hand, the results coming from the simulated annealing method reveal a pole at timelike momenta $p^{2} \sim-0.35 \mathrm{GeV}^{2}$ whose position is essentially independent of the degree of Padé approximant considered. The results for the smaller $N$ where this pole appears, give a pole position at $p^{2}=-0.275 \mathrm{GeV}^{2}$ with a residuum $Z=$ 1.535 when $N=4$ and a pole at $p^{2}=-0.227 \mathrm{GeV}^{2}$ with $Z=1.266$ for $N=5$. The corresponding results obtained with the differential evolution method are a pole $p^{2}=$ $-0.164 \mathrm{GeV}^{2}$ and a residuum of $Z=1.087$ for $N=4$ and pole at $p^{2}=-0.293 \mathrm{GeV}^{2}$ with $Z=2.325$ for $N=5$ are in the same ballpark as those obtained with the simulated annealing method. From the data it is difficult to identify any other structure as, for example, a possible branch point. As already mentioned, the results coming from the analysis of the scalar form factor are not so faithful. However, looking at the bottom plot of Fig. 6, it qualitatively reproduces the results of the vector form factor with the
poles at slightly smaller values of $\left|p^{2}\right|$. This may suggest that the poles of the quark propagator do not have to occur at the same momentum for its vectorial and scalar form factors. This contrasts with the intuitive picture that is built from the analysis of the free fermionic propagators as, for example, is found in QED or other theories where fermions appear as free particles.

The results of the analysis of the lattice data for the simulation with an $M_{\pi}=290 \mathrm{MeV}$ are reported in Fig. 7. For the vector form factor (upper plot), the outcome of the simulated annealing method is again easier to understand. It shows a pole at time-like momenta, that is also observed with the differential evolution method. For the smallest values of $N$, the simulated annealing returns a pole at $p^{2}=$ $-0.139 \mathrm{GeV}^{2}$ and a residuum of $Z=1.174$ for $N=2$ and $p^{2}=-0.148 \mathrm{GeV}^{2}$ with $Z=1.201$ for $N=3$, while the results of the differential evolution method return a pole at $p^{2}=-0.139 \mathrm{GeV}^{2}$ with $Z=1.174$ for $N=2$ and $p^{2}=$ $-0.127 \mathrm{GeV}^{2}$ with $Z=1.203$ for $N=4$. No further clear poles or possible branch points are identified from the analysis of the vector form factor. In what concerns the results for the scalar form factors, the two optimization methods give similar results that suggest a branch point at $p^{2} \sim-1 \mathrm{GeV}^{2}$ where there is a proliferation of poles that have close zeros of the Pade approximants. A precise determination of a possible branch point would demand for less scattered data that, in principle, is possible to achieve with higher statistical simulations. The data for the scalar form factor shows a clear pole whose location is at $p^{2}=$ $-0.119 \mathrm{GeV}^{2}$ with a residuum $Z=0.299$ for $N=8$ and $p^{2}=-0.223 \mathrm{GeV}^{2}$ with $Z=0.740$ for $N=10$ according to the differential evolution method, and at $p^{2}=$ $-0.205 \mathrm{GeV}^{2}$ with a residuum $Z=0.727$ for $N=4$ and $p^{2}=-0.182 \mathrm{GeV}^{2}$ with $Z=0.623$ for $N=6$ by the simulated annealing method. These results suggest that the pole of the vector form factor is at $p^{2}=-0.2 \mathrm{GeV}^{2}$ and its residuum $Z=1.2$, while the pole of the scalar form


FIG. 4. Minimum of the $\chi^{2}$ /d.o.f. achieved by the global optimization methods for each of the lattice data sets. From top to bottom, the first line of plots refers to the $M_{\pi}=150 \mathrm{MeV}$, the second line to $M_{\pi}=290 \mathrm{MeV}$ and the bottom line to $M_{\pi}=422 \mathrm{MeV}$. In each line, the left plot is the outcome of the minimization of the vector form factor, while the right plot refers to the minima for the scalar form factor.
factor occurs at $p^{2}=-0.2 \mathrm{GeV}$ and its residuum is $Z=0.65$. Recall that as for the largest pion mass, the pole residuum is positive defined and the pole of the vector and scalar form factors occur for the same timelike momentum.

Finally, the results of the analysis of the lattice data set with $M_{\pi}=150 \mathrm{MeV}$ is reported in Fig. 8. The study of the vector form factor suggest a branch point at timelike momenta but at $\left|p^{2}\right|$ that are smaller than the branch point found for the $M_{\pi}=290 \mathrm{MeV}$ data. However, once more, its precise location is difficult to determine within the statistical precision of the simulation. On the other hand,
both the differential evolution and the simulated annealing methods point towards the presence of a pole at $p^{2}=$ $-0.114 \mathrm{GeV}^{2}$ with $Z=1.170$ for $N=2$ or $p^{2}=$ $-0.094 \mathrm{GeV}^{2}$ with $Z=1.268$ for $N=4$ (differential evolution), or $p^{2}=-0.114 \mathrm{GeV}^{2}$ with $Z=1.170$ for $N=2$ and $p^{2}=-0.117 \mathrm{GeV}^{2}$ with $Z=1.179$ for $N=3$ (simulated annealing), respectively. In what concerns the analysis of the scalar form factor, the results suggest the presence of branch point at similar values of timelike momenta as the found for the vector form factor data. However, once more, its precise location is hard to


FIG. 5. Poles in absolute value of the residua for complex valued momenta for the simulation with a $M_{\pi}=290 \mathrm{MeV}$. On the upper plot the data refers to the vector form factor, while the lower plot refers to the analysis of the scalar form factor. Here the poles with $|Z|<0.5$ are not shown.
define. This pole occurs for $p^{2}=-0.153 \mathrm{GeV}^{2}$ with a $Z=0.468$ for $N=8$ and $p^{2}=-0.122 \mathrm{GeV}^{2}$ with $Z=0.368$ for $N=10$, according to the differential evolution method, and at $p^{2}=-0.161 \mathrm{GeV}^{2}$ with $Z=0.463$
for $N=4$ and $p^{2}=-0.170 \mathrm{GeV}^{2}$ for $Z=0.522$ for $N=5$ when using the simulated annealing method. Gathering these results together, one can claim a pole at timelike momenta $p^{2}=-0.11 \mathrm{GeV}^{2}$ with a residuum $Z=1.17$ from the


FIG. 6. Poles, zeros, and residua for real on-axis momenta for $M_{\pi}=422 \mathrm{MeV}$. The upper plot reports the results from the analysis of the vector form factor, while the lower plot reports the results of the analysis of the scalar part form factor. We call the reader attention that the same data appears twice for different regions of momenta. This procedure is repeated in subsequent figures.
vector form factor data, and a pole at $p^{2}=-0.15 \mathrm{GeV}^{2}$ for $Z=0.45$ from the scalar form factor data. Once more, the residuum of the quark propagator at the pole is positive defined.

The results just described suggest also that there is a correlation between the pion mass and the quark mass taken from the dominant pole, i.e., the pole with the largest residuum, for real on-axis momenta. Defining the quark


FIG. 7. The same as Fig. 6 but for the data associated with $M_{\pi}=290 \mathrm{MeV}$.
mass as $m_{q}^{2}=-p^{2}$, where $p^{2}$ is the value of pole position for real on-axis momenta, this correlation can be used to check one of the most fundamental relations of QCD, namely the prediction based on the partial conservation of the axial current, see e.g., [104], that gives

$$
\begin{equation*}
M_{\pi}^{2} \propto m_{q} \tag{6}
\end{equation*}
$$

The function $M_{\pi}^{2}\left(m_{q}\right)$ is reported in Fig. 9 for the various estimates of $m_{q}$ mentioned previously and it also includes


FIG. 8. The same as Figs. 6 and 7 but for the data associated with $M_{\pi}=150 \mathrm{MeV}$.
the physical value of the pion mass taken to be 140 MeV . For the various $m_{q}$ associated with a given $M_{\pi}$ we take the pole mass for the smaller $N$ in the Padé sequences. There are two key points that can be read from Fig. 9. The first being that, despite the large errors, the data reported is
compatible with the predictions of PCAC given in Eq. (6). The other point being that the pole mass for the scalar and vector form factors seems to be slightly different, with the pole position of the scalar form part of the propagator appearing at slightly higher values of $m_{q}$.


FIG. 9. Pion mass squared as a function of the pole quark mass as measured from vector and scalar form factors. The dotted line refers to the physical pion mass taken as $M_{\pi}=140 \mathrm{MeV}$. To highlight the linear dependence of the pion mass squared on the quark mass we include the solid lines that are built using the average values of the quark masses for each of the pion mass values and performing a linear regression (vector form factor in orange) or going through the data points (scalar form factor in blue). Note that the errors on the estimation of the "pole quark mass" are quite large and, therefore, the continuum lines that are represented try only to illustrate the quark mass dependence and appear in the figure to guide the eye of the reader.

## V. SUMMARY AND CONCLUSIONS

The investigation of the poles and branch cuts using Padé approximants for the Landau gauge pure Yang-Mills gluon and ghost lattice propagators and for the full QCD quark propagator show significant differences between them. Indeed, only for the gluon case the method clearly identifies poles at complex momenta. The presence of complex poles associated with the gluon propagator were already seen in [12], where the compatibility of the predictions of GribovZwanziger type of actions, see [105] and references therein, with the propagators calculated with lattice QCD simulations was investigated. In this sense, the observation of complex poles for the gluon propagator favors the GribovZwanziger type of approach to the quantization of nonAbelian theories but it also rises questions about the definition of a proper quantum theory for non-Abelian theories; see e.g., the discussion in $[85,86]$ and references therein. The absence of complex conjugate poles for the pure Yang-Millgs ghost and full QCD quark propagators requires understanding the dynamics of the theory. If only one of the fundamental QCD propagators has poles at complex momenta, it implies that a delicate tunning has to take place that prevents complex poles in the ghost and quark propagators. Looking at the Dyson-Schwinger equations for the quark propagator and for the ghost propagtor, the mechanism responsible for the absence of the complex poles for these two propagator should translate in some
type of constrains for the full ghost-gluon vertex and the full quark-gluon vertex. Recall that the aforementioned Dyson-Schwinger equations involve only these two vertices besides the propagators.

The known solutions of the Dyson-Schwinger equations for the quark propagator suggest the presence of poles at complex momenta that the Pade method is unable to identify. If this is a limitation of using Padé approximants to look at the analytic structure of the propagators, or it is due to the statistical precision of the simulations, or a limitation of the available analysis of the Dyson-Schwinger gap equation remains to be investigated. It is well known that the analytical structure predicted by the DysonSchwinger equations for the quark propagator depends, to some extend, on how the quark-gluon vertex is dressed. Despite this difference, the quark and the ghost propagators computed from these equations are in good agreement with the outcome of the lattice simulations, suggesting that the description of the fundamental QCD propagators with continuum functional methods captures the essential of the dynamics of the theory.

The Padé analysis of the Landau gauge quark propagator identifies also a pole for Minkowski momentum, i.e., real on-axis negative Euclidean momentum, with a positive residuum. The naive interpretation of such a pole translates into a free asymptotic single-quark state. However, it is well-known that positive violation occurs for the quark propagator, i.e., the spectral density of the quark is not positively defined, and the quark propagator can only be described by a single pole in addition with other structures that, overall, prevent the quarks to appear as free particles. Unfortunately, the method used herein does not provide information on the structure beyond the single pole of the fermionic propagator.

The quark propagator pole position in momentum space can be translated into an effective quark mass. This effective mass falls is in the range of values that, typically, are associated with the effective quark mass used in quark models. As can be seen in Fig. 9, this effective quark mass is above 300 MeV . Moreover, the same figure suggests that the pole position can differ for the scalar and vector form factors, with the scalar form factors favoring slightly large values for the effective mass. This result is somehow unexpected and maybe an artifact of the method. Indeed, assuming that there is a spectral representation for the quark propagator, then it can be written as (ignoring the color part)

$$
\begin{equation*}
S(p)=\int_{0}^{+\infty} d \mu \frac{\not \supset \rho_{1}(\mu)+m \rho_{2}(\mu)}{p^{2}-\mu+i \epsilon} \tag{7}
\end{equation*}
$$

where $\rho_{1}(\mu)$ and $\rho_{2}(\mu)$ are the quark spectral functions [106]. From the above expression it follows that to accommodate a different pole structure for the vector and scalar parts of the propagator the functions $\rho_{1}(\mu)$
and $\rho_{2}(\mu)$ have to be different. Alternatively, this could be an indication of the absence of such a type of integral representation for the propagator. One should also take into consideration the large uncertainties on the estimation of the effective mass and that it is not clear on how to estimate the errors for the effective mass.

The results of the Padé analysis also show a correlation between the effective quark mass and the corresponding pion mass. Furthermore, it is shown in Fig. 9 that this correlation, measured by the curve $M_{\pi}^{2}\left(m_{q}\right)$, is compatible with the predictions of partial conservation of the axial current for QCD.

The work described in the current manuscript and in [88] for the pure gauge theory propagators shows that one can rely on Padé approximants combined with global
optimization techniques to access the analytic structure of the two point correlation functions. The accuracy on the results depends on the size of the statistical ensemble of configurations and, certainly, having access to the simulations with larger sets of gauge configurations will clear the outcome of the analysis.
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[^1]:    ${ }^{1}$ Strictly speaking the Kállën-Lehmann representation of a two-point function is an integral representation for this correlation function that introduces a positive defined spectral density with the usual meaning found in QFT textbooks. When, in the integral representation of the propagator, the would-be spectral density ceases to be positive over all its domain, we no longer have a Kállën-Lehmann representation but, instead, an integral representation of the Kállën-Lehmann type. Herein, we follow the usual notation and use the name spectral density or spectral representation in any case.

[^2]:    ${ }^{2}$ For $N=11$ the differential evolution method identifies a pole at $p^{2}=-0.992 \mathrm{GeV}^{2}$ with a residuum of $Z=-0.4360$, while the simulated annenaling sees a pole at $p^{2}=-0.984 \mathrm{GeV}^{2}$ with $Z=-0.4307$.

[^3]:    ${ }^{3}$ For the differential evolution this pole appears firstly for $N=6$ and for $p^{2}=-0.096 \mathrm{GeV}^{2}$ with a $Z=-1.006$, while the simulated annealing returns for $N=6$ a $p^{2}=-0.042 \mathrm{Gev}^{2}$ for a $Z=-0.548$.

