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A B S T R A C T   

This paper evaluates the predictive capabilities of the advanced consequence model FLACS-CFD for deflagrations 
involving hydrogen. Two modelling approaches are presented: the extensively validated model system originally 
developed for hydrocarbons included in FLACS-CFD 22.1 and a Markstein number dependent model imple-
mented in the in-house version FLACS-CFD 22.1 IH. The ability of the models to predict the overpressure and the 
flame arrival time for scenarios with different concentrations of hydrogen, and thus different Lewis and 
Markstein numbers, is assessed. Furthermore, the effect of adding methane or nitrogen on overpressure for 
different regimes of premixed combustion are investigated. The validation dataset includes deflagrations in the 
open or in congested open areas and vented deflagrations in empty or congested enclosures. The overpressure 
predictions by FLACS-CFD 22.1 IH are found to be more accurate than those obtained with FLACS-CFD 22.1 for 
scenarios with varying hydrogen concentrations and/or added nitrogen or methane in the mixture. The pre-
dictions by FLACS-CFD 22.1 IH for lean hydrogen mixtures are within a factor of 2 of the values observed in the 
experiments. Further development of the model is needed for more accurate prediction of deflagrations involving 
rich hydrogen mixtures as well as scenarios with other fuels and/or conditions where the initial pressure or 
temperature deviate significantly from ambient conditions.   

1. Introduction 

If used within their validated range of applicability, consequence 
models can be valuable tools for investigating the effects of various 
explosion protection measures as well as for optimising the design of 
systems where hydrogen is produced, transported, and used. Relevant 
examples are installations for hydrogen production by electrolysis, fuel- 
cell stacks in ships, and pipeline networks previously used for distribu-
tion of natural gas. Meanwhile, hydrogen is the most reactive and easily 
ignitable of all energy carriers ever considered for widespread use in 
society, and the propensity of hydrogen-air mixtures to undergo 
deflagration-to-detonation-transition has severe implications for explo-
sion protection and safety distances (Skjold, 2020). The high reactivity 
of hydrogen-air mixtures implies that minor inaccuracies in engineering 
models, mainly developed for and validated against explosion scenarios 
involving conventional fuels, can have an unacceptable impact on the 
model’s capability of representing hydrogen-related accidents. This 
implies that quantifying the uncertainty associated with model 

predictions for hydrogen applications potentially can be more chal-
lenging compared to applications involving hydrocarbons. For example, 
the results from the second HySEA blind-prediction study showed that 
the spread in predicted maximum overpressures from seven different 
modellers, using four different computational fluid dynamics (CFD) 
models for the same scenario, covered two orders of magnitude (Skjold 
et al., 2019). 

The FLACS-Hydrogen module in FLACS-CFD has been developed to 
represent accident scenarios involving hydrogen through several 
research programmes and projects over the last two decades. Middha 
(2010) carried out extensive validation studies for hydrogen dispersion 
and explosion scenarios, including the participation in several 
blind-prediction benchmark studies. Most of the hydrogen explosion 
validation work presented in Middha (2010) was done as part of the 
Network of Excellence HySafe (NoE HySafe). The validation work 
included experiments in a tube with different obstacle configurations 
(Breitung et al., 2005; Middha et al., 2007), in a mockup refuelling 
station (Makarov et al., 2009), in unconfined explosion scenarios with 
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various degrees of congestion (Royle et al., 2007) and in a one-fifth scale 
model of a traffic tunnel (Sato et al., 2006). Hisken (2018) implemented 
and validated new sub-grid models in an in-house development version 
of FLACS. Lucas et al. (2021) validated this model version against the 
combined dispersion and explosion experiments performed as part of the 
HySEA project. The performance of the new model was significantly 
improved compared to the latest release version at the time (FLACS 
v10.9) for those experiments. However, an extensive validation study for 
different fuels and scenarios showed worse representation of the 
experimental results for some experimental campaigns representing 
full-scale scenarios. FLACS-CFD is used to simulate actual accident 
scenarios in industry, and it is possible to include many chemical com-
ponents. Thus, new models need to be general enough to simulate the 
complex geometries encountered for systems on industrial scale and 
represent different initial conditions. This paper analyses the perfor-
mance of two modelling frameworks for premixed combustion in 
FLACS-CFD: FLACS-CFD 22.1 and FLACS-CFD 22.1 IH. FLACS-CFD 22.1 
is a commercial version of FLACS-CFD released in 2022, while 
FLACS-CFD 22.1 IH is an in-house development version that replaces the 
burning velocity correlations in FLACS-CFD 22.1 with the Markstein 
number dependent combustion model implemented by Hisken (2018). 
The aim of this work is to investigate the predictive capabilities of the 
tool for scenarios with various equivalence ratios (ER), blends of 
hydrogen and other fuels, and flame propagation in non-standard at-
mospheres. The findings will inform the further development of the 
model. 

2. Modelling 

FLACS-CFD is an advanced numerical model system for assessing the 
consequences of accidental releases, dispersion, fires and explosions in 
complex geometries. FLACS-Hydrogen is a submodule of the general 
CFD tool, developed for pure hydrogen or blends of hydrogen with other 
fuels such as methane. The Favre-averaged Navier-Stokes equations are 
solved on a cartesian grid. The k-ε turbulence model is used (Launder 
and Spalding, 1974). The Discrete Transfer Method (DTM) (Muthusamy 
et al., 2011) model is used to model radiation losses to the surroundings. 
The combustion model includes sub-models for the burning velocity, 
flame folding downstream of obstacles, and the integral length scale. 
Further details about the standard models used in FLACS-CFD can be 
found in the User’s Manual (Gexcon et al., 2022). The differences be-
tween FLACS-CFD 22.1 and FLACS-CFD 22.1 IH are limited to the 
burning velocity models. In the following, the two different approaches 
for computing the burning velocity are described in detail. 

The laminar burning velocity, sL, in FLACS-CFD is tabulated for 
different fuels and equivalence ratios. For hydrogen, the data is taken 
from an experimental study by Taylor (1991) with sL obtained from 
outwardly propagating spherical flames. For fuel blends, a mixture rule 
based on the number of moles of oxygen needed for complete combus-
tion is used. For modelling the cellular flame propagation, a 
quasi-laminar burning velocity correlation is used. For hydrogen ex-
plosions, the transition from laminar to cellular flame propagation occur 
shortly after ignition. The quasi-laminar burning velocity model domi-
nates for uncongested scenarios where the turbulence level is low. The 
empirical model for the quasi-laminar burning velocity, sQL, in 
FLACS-CFD reads 

sQL = sL,Le

(
1 + CQL

(
min
[
1,

rF

3

] )a )
. (1) 

Here sL,Le is the laminar burning velocity corrected for thermal- 
diffusive instabilities, rF is the flame radius, a = 0.5 and CQL is a 
mixture dependent constant. For hydrogen CQL = 3.5 and for methane 
CQL = 1.6, for blends a mixture fraction rule is used. In the in-house 
development version of FLACS-CFD, sQL is modelled as 

sQL = max

(

sL, sLC∗
QL

(
rF

rF,cr

)a∗
)

, (2)  

where rF,cr denotes the critical radius of the appearance of a cellular 
flame, and the model constants CQL* and a* are both concentration and 
mixture-dependent. The data from Bauwens et al. (2017a,b) are used for 
the rF,cr, CQL* and a* values for hydrogen and methane. 

For the turbulent regime, the turbulent burning velocity, sT, is 
expressed in terms of the effective root-mean-square turbulence velocity 
u′ and the Karlovitz stretch factor K (Bradley et al., 2013) as 
sT

u’ = αK − β. (3) 

In FLACS-CFD 22.1, α = 0.875 and β = − 0.392. In FLACS-CFD 22.1 
IH, α and β are empirical parameters explicitly expressed in terms of the 
strain rate Markstein number, Masr. The expressions are based on the 
correlations given by Bradley et al. (2013) with 

α = Cα0.023(30 − Masr) and β = 0.0103(Masr − 30) if Masr > 0 (4)  

α=Cα0.085(7 − Masr) and β= − 0.0075(30+Masr) if Masr < 0.

Here, Cα is a constant model parameter. The Masr data by Bradley 
et al. (2013) is used, where the Masr values are determined from the 
stretched and unstretched flame speeds using extrapolation models. The 
values are highly dependent on the extrapolation method and the un-
certainty is estimated to be about one order of magnitude larger than for 
the sL (Han et al., 2020). The Karlovitz stretch factor is expressed as 

K = Ck

(
u’

sL

)2(u’lI

ν

)− 0.5

, (5)  

where Ck = 0.157 (Bray, 1990) in FLACS-CFD 22.1 and Ck = 0.25 
(Bradley et al., 2013) in FLACS-CFD 22.1 IH and ν is the kinematic 
viscosity. Then integral length scale, lI, is computed as 

lI = min
(
CrF rF,Cllim llim

)
, (6)  

where CrF and Cllim are model parameters, and llim is the distance to the 
enclosing walls. In FLACS-CFD 22.1, sL in Equation (5) includes the 
Lewis-number correction. The values for the model parameters Cα, CrF 
and Cllim in FLACS-CFD 22.1 IH are found by peak overpressure and 
pressure impulse calibration of the solver against selected experimental 
campaigns (Both et al., 2019). 

3. Experiments 

This section introduces a collection of experimental campaigns used 
for validating the burning velocity models. The set-ups of these experi-
ments allow for studying the various submodels of the two combustion 
model approaches. 

3.1. 3D corner small scale 

The small scale 3D corner geometry consists of three perpendicular 
square steel plates of 0.37 m × 0.37 m mounted to form a corner 
(Renoult and Wilkins, 2004). For the experiments studied here, the 
obstacle set consisted of four layers of 0.05 m diameter and 0.365 m long 
pipes (Fig. 1a). The rows of tubes were collocated perpendicularly to 
each other. The gas used as fuel was either 100 vol% hydrogen or a 
mixture of 75 vol% hydrogen and 25 vol% nitrogen. The ignition source 
was mounted on the floor at the inner corner. Four pressure transducers 
(P1–P4) were mounted at the steel walls. The coordinates in meters from 
the inner corner of the rig are (0.000, 0.045, 0.047) for P1, (0.000, 
0.176, 0.315) for P2, (0.270, 0.000, 0.110) for P3 and (0.350, 0.355, 
0.000) for P4. 
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3.2. Vented empty enclosure 

Bauwens et al. (2012) reported explosion experiments performed by 
FM Global in an empty chamber with different vent sizes, ignition lo-
cations and hydrogen concentrations. The vented chamber was 4.6 m ×
4.6 m x 3.0 m. The experiments with the 2.7 m2 vent size and centre 
ignition are used for validation in this paper. The hydrogen concentra-
tion varied from 12.1 to 19.7 vol%. 

3.3. MOGELEG channel 

Renoult and Wilkins (2004) reported laboratory scale experiments 
performed in a 1.44 m × 0.3 m x 0.3 m rectangular channel. The channel 
was closed at one end and contained rectangular plates as obstructions. 
The plates were 0.3 m wide, 0.05 m high and 0.005 m thick. The channel 
had either two plates located at 0.48 and 0.96 m from the closed end of 
the channel or four plates at 0.24, 0.48, 0.96 and 1.44 m from the closed 
end of the channel. The gas used as fuel was either 100 vol% hydrogen or 
a mixture of 75 vol% hydrogen and 25 vol% nitrogen. The mixtures were 
ignited near the centre of the closed end of the channel. Pressure 
transducers were mounted on a sidewall of the channel at 0.06 m from 
the floor, P1 at 0.135 m, P2 at 0.65 m and P3 at 1.135 m from the end of 
the channel. Fig. 2 illustrates the four obstacles configuration and the 
location of the pressure transducers and the ignition source. 

3.4. HySEA 

Skjold (2018) reported hydrogen deflagrations in 20-foot shipping 
containers performed as part of the HySEA project at the Gexcon test site 
outside Bergen, Norway. The tests with venting through the roof and a 
pipes rack located at the centre of the container are used in this work for 
validation of the models. Details about the geometry are given by Skjold 
et al. (2017). The hydrogen concentration was either 21 vol% or 24 vol 
%. The vent openings on the roof of the container were covered with 
either commercial panels or plastic sheets and the number was either 
four, six or eight. The ignition source was located at the centre of the 
floor. The pressure sensors inside the container were located 

symmetrically 0.2 m above the floor of the container and 0.085 m from 
the sidewalls. P01–P02 were located at 0.58 m, P03–P04 at 2.153 m, 
P05–P06 at 3.690 m, and P07–P08 at 5.245 m from the back wall of the 
container. 

3.5. Repeated pipe congestion 

Hydrogen (Shirvill et al., 2019a) and hydrogen-methane blends 
(Shirvill et al., 2019b) were ignited in a 3 m × 3 m x 2 m rig with metal 
bars serving as obstacles at the test site of Health and Safety Executive 
(HSE) in Buxton. For the hydrogen-methane blends, an equivalence ratio 
of 1.1 was used. For the hydrogen tests, both lean and rich mixtures were 
tested. The congestion consisted of vertical and horizontal pipes of about 
0.026 m diameter. In the lower part of the rig, 1 m long pipes were 
located vertically. For the 4-gate congestion type (used for the pure 
hydrogen tests), four layers of pipes were located around the ignition 
location. The 9-gate type (used for the hydrogen-methane tests) con-
sisted of nine layers of pipes (Fig. 1b). In the upper part, four layers of 
pipes were located horizontally for the 4-gate congestion type and seven 
layers for the 9-gate congestion type. 

4. Results and discussion 

This section summarizes the results for each experimental campaign. 
The grid resolution is not varied in this study, since the aim is to compare 
different burning velocity models. The cells are cubical, and the grid 
resolution used follow the current guidelines in the FLACS-CFD User’s 
Manual (Gexcon et al., 2022). The time step limit is imposed by the 
Courant-Friedrich-Levy (CFL) numbers, with CFLC = 5 and CFLV = 0.5. 
The PLANE WAVE boundary condition (Gexcon et al., 2022) is used. One 
scenario for each of the experimental campaigns was simulated with the 
heat losses model. The maximum difference in peak overpressure was 
8.5% for a 3D Corner small scale scenario, for the other scenarios the 
differences are lower. Due to the relatively small differences and the 
high computational cost, the heat losses models were not activated for 
the simulations presented here. 

4.1. 3D Corner small scale 

Fig. 3 shows the maximum overpressure as a function of ER for the 
congested unconfined experiments, the 3D corner campaign, for the 
hydrogen (a) and the hydrogen-nitrogen tests (b). The grid resolution 
used in the simulations is 0.023 m. The experimental data is filtered 
using a Savitzky-Golay filter of zero order with a time window of 0.1 ms. 
The maximum overpressure increases with ER for the pure hydrogen test 
with ER varying from 0.73 to 1.04 for both experiments and FLACS-CFD 
22.1 IH. FLACS-CFD 22.1 predicts the highest maximum overpessure for 
the test with ER = 0.9 and decreases with increasing ER. Simulations 
with both FLACS-CFD versions predict a decrease in maximum over-
pressure for the test with ER = 1.51 relative to the test with ER = 1.04. 
Fig. 3b shows the variation of the maximum overpressure with equiva-
lence ratio for the congested unconfined experiments with 75 vol% 
hydrogen and 25 vol% nitrogen. The maximum overpressure increases 

Fig. 1. Geometry models for the open congested geometries.  

Fig. 2. Sketch of the MOGELEG channel.  
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with the equivalence ratio for the lean hydrogen-nitrogen-air mixtures 
tested, as for the hydrogen-air mixtures. For a given ER, the addition of 
nitrogen reduces the maximum overpressure in both experiments and 
simulations, except for the experiment with the lowest ER tested. 

The maximum overpressures occur when the flame reaches the end 
of the rig. For the lean hydrogen-air mixture tests, the laminar burning 
velocity in FLACS-CFD 22.1 is higher than in FLACS-CFD 22.1 IH. The 
initial flame propagation is driven by the quasi-laminar regime and the 
flame speed predictions by both FLACS-CFD versions are similar. Once 
the flame reaches the first rows of obstacles, the turbulent burning 
regime dominates and FLACS-CFD 22.1 predicts a faster flame propa-
gation, resulting in a higher pressure peak. For the test with ER = 1.51, 
the laminar burning velocity of FLACS-CFD 22.1 IH is higher than for 
FLACS-CFD 22.1, the computed quasi-laminar burning velocity is also 
higher, resulting in a faster initial flame propagation and higher tur-
bulence levels. However, the difference in turbulent burning velocity is 
not significant and the maximum overpressure predicted by FLACS-CFD 
22.1 is slightly higher. Fig. 4 shows the range of turbulent burning ve-
locity computed by the models in both versions for lC = 2 mm and 10 mm 
(on the order of the value predicted for these scenarios) and varying u′. 
For the ER range in these experiments the turbulent burning velocity 
computed by FLACS-CFD 22.1 is similar or higher than the one 
computed by FLACS-CFD 22.1 IH. 

4.2. Vented empty enclosure 

Figs. 5 and 6 show the pressure-time curves and flame speed vs 
distance from ignition for the vented explosion tests in the empty 
enclosure (Bauwens et al., 2012). The pressure-time curves were filtered 
using an 80 Hz low pass filter. The grid resolution used in these simu-
lations is 0.1 m. Fig. 5a shows the pressure-time curves for the tests with 

a concentration of 18 vol% hydrogen in air. Both FLACS-CFD versions 
predict two pressure-peaks as observed in the experiments. The increase 
in overpressure slows down at about 100 ms after ignition in the ex-
periments and after about 150 ms in the predictions by FLACS-CFD 22.1 
IH. When the flame reaches the vent opening, the rate of pressure rise 
increases and the expelled hydrogen burns outside of the chamber. The 
first peak occurs when the fuel outside the chamber is burned. The 
second peak, which is lower than the first peak, occurs when the flame 
reaches the side walls of the chamber. Fig. 5b shows the flame speed vs 
distance from ignition for the test with 18 vol% hydrogen-air. The initial 
flame speed is overpredicted by ±60–80% by FLACS-CFD 22.1 and by 
±40–60% by FLACS-CFD 22.1 IH. The simulated burning velocity inside 
the chamber is governed by the quasi-laminar regime, while for the 
external explosion, the turbulent burning velocity governs the flame 
propagation. The maximum flame speed predictions by FLACS-CFD 22.1 
are about 23 m/s higher than the predictions by FLACS-CFD 22.1 IH and 
occur outside of the chamber. The first peak, related to the external 
explosion, is therefore higher for the simulations with FLACS-CFD 22.1. 
The flame propagation inside the chamber is also faster in the pre-
dictions by FLACS-CFD 22.1 and results in a higher second peak. 

The two pressure peaks for the scenario with 19 vol% hydrogen are 
higher than for the 18 vol% hydrogen scenario. The time between the 
occurrence of the peaks is also shorter, as expected. 

Fig. 7 shows the maximum overpressure, due to the external explo-
sion, with equivalence ratio for the experiments in the empty chamber. 
The increase in maximum overpressure with the equivalence ratio for 
the lean hydrogen-air mixtures presented is more pronounced in the 
simulations than in the experiments. For the highest equivalence ratios 
considered, the predictions by FLACS-CFD 22.1 are more than two times 
higher than the maximum overpressure observed in the experiments. 

Fig. 3. Maximum overpressure with equivalence ratio for the 3D corner experiments.  

Fig. 4. Turbulent burning velocities as a function of u′ for hydrogen-air mixtures with ER in the range [0.6, 1.6].  
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4.3. MOGELEG 

Fig. 8 shows the pressure-time curves for Test09 and Test47, and for 
Test32 and Test34 at the three pressure transducers located in the 1.44 
m channel. The pressure-time curves are filtered using a moving average 
filter with a time window of 0.1 ms. The grid resolution is 0.02 m. Test09 
and Test47 were performed in the channel with two obstacles filled with 
a stoichiometric hydrogen-air mixture. Similar trends were observed for 
simulations and experiments. The pressure starts to increase at P1, the 
increase starts earlier for the simulations with FLACS-CFD 22.1 IH 
because of higher predictions of sQL, which is dominant before the flame 
passes the first obstacle. When the unburnt fuel starts being pushed out 
of the channel, the pressure increase flattens for a short period. After the 

flame passes the second obstacle, the turbulent burning regime domi-
nates and FLACS-CFD 22.1 predicts higher overpressures due to higher 
predictions of sT. The first peak occurs when the flame reaches the open 
end of the channel (see Fig. 8). The second peak occurs when the 
expelled fuel burns outside of the channel. The second peak travels in-
wards in the channel and is less visible for P3 pressure transducer 
located closest to the exit of the channel. Test32 and Tests34 were 
performed in the channel with four obstacles and a hydrogen mixture 
with ER = 0.6. The pressure development is similar to that of Test09 and 
Test47 with two obstacles. However, for ER = 0.6 the sQL predictions by 
both versions are alike and the initial flame propagation is similar. 

Fig. 9 shows the maximum overpressure inside the channel as a 
function of the equivalence ratio for the tests with two obstacles (a) and 
for the tests with four obstacles (b). Both FLACS-CFD versions capture 
the trends of maximum overpressure with equivalence ratio observed in 
the experiments. The predicted overpressures by FLACS-CFD 22.1 IH for 
the two geometry configurations are within a factor of 2 of the values 
observed in the experiments for lean hydrogen-air mixtures, for rich 
hydrogen-air mixtures, the overprediction increases with the equiva-
lence ratio. 

4.4. HySEA 

Fig. 10 shows the pressure-time curves for the two scenarios with 
repetitions (8 or 6 m2 vent area covered by commercial vent panels). The 
pressure-time curves were filtered using a 50 Hz filter. The grid reso-
lution is 0.1 m. The maximum overpressure was similar at the different 
sensors and only P4 is shown in the figure. 

The pressure starts increasing slowly until the flame moves through 
the first row of pipes. In this phase, the flame propagation is governed by 

Fig. 5. Vented empty enclosure test with 18 vol% hydrogen.  

Fig. 6. Vented empty enclosure with 19 vol% hydrogen.  

Fig. 7. Maximum overpressure with ER for the experiments in the vented 
empty enclosure. 
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the quasi-laminar regime. The flame propagation is faster in the FLACS- 
CFD 22.1 than in the FLACS-CFD 22.1 IH predictions because of the 
higher laminar burning velocity used in the quasi-laminar burning ve-
locity model. When the flame passes through the obstacles, the turbulent 
regime dominates. The maximum overpressure occurs when the flame 
reaches the vent opening. Fig. 11 shows the predicted versus the 
measured maximum overpressure for the HySEA experiments in a 
scatter plot. Each point corresponds to a pressure transducer for a given 

test. The overall overpredictions of the peak overpressures are consid-
erably reduced using the FLACS-CFD 22.1 IH instead of the FLACS-CFD 
22.1 version. The FLACS-CFD 22.1 IH predictions that do not fall within 
a factor of 2 correspond to the tests with commercial vent panels. The 
predictions are quite sensitive to the modelling of the panels and over-
prediction in those scenarios may be related to the representation of the 
opening of the panels (Skjold et al., 2019). 

The severe overpredictions in FLACS-CFD 22.1 seem to be related to 

Fig. 8. Pressure-time curves for the tests in MOGELEG channel.  

Fig. 9. Maximum overpressure with equivalence ratio for the MOGELEG experiments with hydrogen.  
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the Lewis correction applied to the laminar burning velocity that en-
hances the burning velocity in all regimes for the equivalence ratios used 
in these experiments. 

4.5. Repeated pipe congestion 

Fig. 12a compares the maximum overpressure observed in the 
hydrogen experiments with the predicted maximum overpressure by 
FLACS-CFD 22.1 and FLACS-CFD 22.1 IH for different equivalence ra-
tios. The grid resolution is 0.133 m. The highest maximum overpressure 
in the experiments occurs for the mixture with ER = 1.253 and the 
lowest maximum overpressure is observed for the lean mixture with an 
ER of 0.8. FLACS-CFD 22.1 IH predicts the maximum overpressure at ER 
= 1.25, as observed in the experiments. However, FLACS-CFD 22.1 

predicts the highest overpressure at ER = 0.97. The laminar burning 
velocity in FLACS-CFD 22.1 is higher at ER = 0.97 than at ER = 1.25 due 
to the Lewis number correction applied. The predicted overpressure for 
lean hydrogen mixtures is lower with FLACS-CFD 22.1 IH than with 
FLACS-CFD 22.1. For the richest mixture (ER = 1.8), neither version 
capture the significant reduction in overpressure compared to the near- 
stoichiometric mixtures. At ER = 1.8 the maximum simulated over-
pressure is about 1.5 higher than the observed overpressure. Fig. 12b 
compares the maximum overpressure observed in the experiments with 
the predicted maximum overpressure by FLACS-CFD 22.1 and FLACS- 
CFD 22.1 IH for different hydrogen concentrations (in hydrogen- 
methane blends). The maximum overpressure increases with the 
hydrogen concentration. The increase in maximum overpressure is more 
pronounced for the predictions by FLACS-CFD 22.1 IH than for experi-
ments and FLACS-CFD 22.1. This can be explained by the differences in 
the laminar burning velocity. As shown by the green plus symbols in 
Fig. 12b, the predictions by FLACS-CFD 22.1 IH with sL obtained from 
Cantera using the GRI-Mech 3.0 mechanism shows a better fit with the 
experimental trends of overpressure with hydrogen content. 

4.6. Overall discussion 

In general, the maximum overpressure predictions by FLACS-CFD 
22.1 IH as a function of the ER follow the trends of sL with ER 
(Fig. 13a) for all the scenarios in this paper. For the experimental 
measurements and the FLACS-CFD 22.1 IH predictions, the maximum 
overpressures occur for mixtures slightly richer than at stoichiometric 
conditions. For FLACS-CFD 22.1, the highest overpressure is predicted 
for lean mixtures. Fig. 13b shows sL as a function of the hydrogen con-
centration for hydrogen-methane blends with an ER = 1.1 and ambient 
pressure and temperature. The values used in FLACS-CFD differ from the 
values computed using the one-dimensional detailed chemistry flame 

Fig. 10. Pressure-time curves at pressure transducer P4 for the HySEA experiments.  

Fig. 11. Scatter plot of maximum overpressure at each sensor for the HySEA 
experiments. 

Fig. 12. Maximum overpressure trends for the repeated pipe congestion experiments.  
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solver with the GRI-Mech 3.0 mechanism. The maximum difference 
between FLACS-CFD 22.1 IH and the GRI-Mech 3.0 values is about 54%. 
The uncertainty in measuring sL for hydrogen-air can reach ±50% for 
ER < 0.5, ±20% for ER > 3 and ± 10% for 1 < ER < 3 according to Han 
et al. (2020). A sensitivity study for the input sL was performed for the 
hydrogen-methane tests in the repeated pipe congestion geometry. As 
shown by the error bars in Fig. 14, modifying sL by 20% results in up to 
an 80% variation in maximum overpressure in these scenarios. This 
implies that more accurate values of sL can improve the predictions for 
hydrogen-methane blends. To the authors’ knowledge, there are not 
available mechanisms to be used in one-dimensional detailed reaction 
mechanism tools that include all the compounds that are available in 
FLACS-CFD. Therefore, using the sL computed directly from these kinds 
of tools is a limitation for the number of blends to be simulated. Bradley 
et al. (2017) showed the comparison of well-known mixture rules with 
experimental data and proposed a new rule that seems to estimate better 
the sL for hydrogen-methane blends. Mixture rules for Markstein lengths 
were also investigated, although the calculated values were less accurate 
than the measurements maximum uncertainty. However, as shown in 
Fig. 14, a variation of only about 13% in maximum overpressure is 
observed when varying the Masr by ±60%. The Masr numbers used in 
Equation (4) are obtained from stationary spherical flames and spherical 
implosion computations (Bradley et al., 1996). However, the Markstein 
number, accounting for both curvature and strain effects, is reported by 
most experimental (Hu et al., 2009; Han et al., 2020; Kwon, 2004) and 
computational (Ruiz et al., 2021; Maxwell et al., 2021) studies on the 
laminar burning velocity for hydrogen and hydrogen blends. Correla-
tions similar to the expressions in Equation (4) as a function of the 
Markstein length should be explored. 

5. Conclusions 

A set of simulation results for experimental campaigns for evaluating 
the validity of the burning velocity models used in advanced conse-
quence tools has been presented. The performance of two versions of the 
CFD tool FLACS, FLACS-CFD 22.1 and FLACS-CFD 22.1 IH, has been 
evaluated. The FLACS-CFD 22.1 IH predictions of the maximum over-
pressure in this paper are in better agreement with the experiments than 
the predictions by FLACS-CFD 22.1. Except for the HySEA experiments, 
the predictions by FLACS-CFD 22.1 IH for lean hydrogen mixtures are 
within a factor 2 of the values observed in the experiments. Repeated 
experiments of large scale realistic scenarios have shown a variation of a 
factor of 2 on the predicted overpressures (Skjold et al., 2022), therefore 
this is considered as an acceptable prediction. Improvements of the 
model are needed for more accurate prediction of deflagrations of rich 
hydrogen mixtures. FLACS-CFD 22.1 IH uses empirical correlations 
expressed in terms of the Markstein strain number to compute the tur-
bulent burning velocities. Although the model predicts the maximum 
overpressure trends observed in the experiments with better accuracy 
than FLACS-CFD 22.1, the model has important limitations. The corre-
lations were implemented to be valid only for initially atmospheric 
pressures and standard ambient temperatures, and for mixtures of 
hydrogen with air (no added inerts). For mixtures with other fuels, a 
simple volume fraction-weighted approach was used. There is no 
available data for all fuels in the literature and the correlations used here 
might not be equally valid for other fuels or pressure and temperature 
conditions. Most of the measurements available in the literature report 
the Markstein number directly, that accounts for both strain and cur-
vature effects. Thus, further work should focus on studying the possi-
bility of an expression for α and β as a function of the Markstein number. 
The Markstein number datasets might be computed from 
one-dimensional detailed chemistry flame solvers such as CosiLab or 
Cantera. New mixture rules and correlations for pressure and tempera-
ture might be needed. 
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