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8.1 INTRODUCTION

8.1.1 The Role of  Sea Ice in the Cl imate and Weather System

Sea ice is a part of the cryosphere that interacts continuously with the underlying oceans
and the overlaying atmosphere. The growth and decay of sea ice occur on a seasonal cycle
at the surface of the ocean at high latitudes. As much as 30 million km2 of the Earth’s
surface can be covered by sea ice. In the Northern Hemisphere, sea ice extent fluctuates
each year from a minimum in September, when most of the ice is confined to the central
Arctic Ocean, Greenland Sea and Canadian Archipelago, to a maximum in March, when
the ice covers almost the entire Arctic Ocean and many adjacent seas. In the Southern
Hemisphere, the annual fluctuation is even greater, from a minimum in February to a maxi-
mum in September when the ice surrounds the Antarctic continent and extends equatorward
to 55°–65° S (Gloersen et al. 1992). Figure 8-1 shows an example of maximum and mini-
mum ice extent obtained from passive microwave satellite data.

Figure 8-1 Maps of maximum and minimum sea ice extent and concentration in the Arctic (top) and Antarctic (bottom)
obtained from passive microwave satellite data from the Special Sensor Microwave Imager (SSM/I). The maps are from
March 1993 (upper left and lower left) and September 1993 (upper right and lower right). Ice concentrations, expressed as
percent coverage and indicated by the color bar, were computed from SSM/I data using the Norwegian NORSEX algorithm.
Courtesy: NERSC.
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The largest volume of sea ice is found in the Northern Hemisphere in March, 0.05
million km3, which is nearly twice the maximum sea ice volume in the Southern Hemi-
sphere. The reason for this is that the mean thickness of Arctic sea ice is about 3 m, whereas
the mean thickness of Antarctic sea ice is 1.0–1.5 m.

Sea ice research and monitoring is important for many countries at high latitudes, and
also those who operate in Antarctica. Sea ice imposes severe restrictions on ship traffic in
the Arctic. It is a sensitive climate indicator, and plays an important role in exploration and
exploitation of marine resources. Sea ice has many roles in the global climate system. It
serves as an effective insulator between the ocean and the atmosphere, restricting exchange
of heat, mass, momentum and chemical constituents. During winter when there is a large
temperature difference between the cold atmosphere and the relatively warm ocean surface,
ocean-to-atmosphere heat transfer is essentially limited to areas of open water and thin ice
within the pack. The winter flux of oceanic heat to the atmosphere from open water can be
two orders of magnitude larger than the heat flux through an adjacent thick ice cover. As a
result, the distribution of open water and thin ice is particularly important to the regional
heat balance.

Another important role of sea ice in the global climate system is that it affects surface
albedo. Ice-free ocean generally has an albedo below 10–15%, whereas snow-covered sea
ice albedos average about 80%. A fresh snow cover on ice can increase the surface albedos
to values as high as 98%, whereas melt ponds can decrease the ice albedos to as low as 20%.
Because the albedo of snow-covered sea ice is high relative to that of open water, the pres-
ence of sea ice considerably reduces the amount of solar radiation absorbed at the Earth’s
surface. This is most significant in summer when the insolation, or solar heating, is high.

Sea ice processes also affect oceanic circulation directly by the rejection of salt to the
underlying ocean during ice growth. This increases the density of the water directly under
the ice, thereby inducing convection that tends to deepen the mixed layer. This convection
contributes to driving the thermohaline circulation of the ocean and, in regions with density
structures that were initially weak or unstable, can lead to overturning and deep water for-
mation. Much of the world oceans’ deep and bottom water is believed to be formed in polar
latitudes by these mechanisms. Conversely, the input of relatively fresh water to the ocean
during ice melt periods tends to increase the stability of the upper layer of the ocean, inhib-
iting convection. Furthermore, the net equatorward transport of ice in each hemisphere
produces a positive freshwater transport and a negative heat transport.

On a hemispheric scale, the seasonal variability of ice extent and ice edge location is
controlled by atmospheric and oceanic forcing, which include ocean temperature and salin-
ity and atmospheric temperature and winds. The location of the ice edge will in turn feed
back on several atmospheric and oceanic processes that affect the regional weather, such as
generation of polar lows. On a regional scale, surface roughness of the ice and the drag
coefficient depend upon ridging and rafting, both of which can be produced by wind- or
wave-induced ice convergence. Ice observation is therefore important for weather forecasts
at high latitudes.

Data from polar-orbiting satellites are used extensively in research, as well as for moni-
toring sea ice extent and other ice parameters (e.g., Johannessen et al. 1992, 1995, 1999,
2005; Jackson and Apel 2004). Large-scale ice drift can be estimated from passive micro-
wave data (Kwok et al. 1998; Liu and Cavalieri 1998; Martin and Augstein 2000) and from
scatterometer data (Zhao et al. 2002), while ice deformation and ice growth can be derived
from systematic SAR coverage (Kwok et al. 1995; Kwok and Cunningham 2002). Ice thick-
ness, another important ice parameter, has been difficult to measure accurately by spaceborne
instruments (Wadhams 1994), but new methods using radar altimeters are under develop-
ment (Laxon et al. 2003). One of the key objectives in sea ice science is to achieve the
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capability of synoptically measuring sea ice thickness in both hemispheres. Data on ice
thickness are very sparse, especially in the Antarctic. Present estimates of sea ice volume,
which are mainly based on model results due to lack of data, can have errors of + 50%. In
the Arctic there are some synoptic surveys of ice thickness obtained by submarine sonar
over the last four decades (Rothrock et al. 1999) and point measurements from expeditions
and drifting ice stations. The data sets available provide some information about regional
and seasonal variability, but are too sparse to provide a coherent picture.

General circulation models predict enhanced climatic warming in polar areas, and this
is expected to be reflected in a reduced sea ice area and a decreased mean sea ice thickness
(Johannessen et al. 2004). Only a satellite-borne method can achieve the required coverage
to monitor this change in time and space without prohibitive costs. Satellite observing tech-
nique will have to measure elevation and topography of sea ice directly in order to retrieve
thickness. The ICESat mission, launched in 2002 (Zwally et al. 2002), provides height
measurements using laser altimeter. With systematic observation of ice thickness, com-
bined with ice area and ice drift measurements using satellite data, it will be possible to
estimate global sea ice volume, fluxes and variabilities more accurately.

8.1.2 Sea Ice as a Barrier for Ship Traffic, Fisheries and Offshore Operations

The presence of sea ice represents a major limitation for ships and offshore operations
at high latitudes in both hemispheres. The sea ice, which is on average 2–3 m thick, can
only be penetrated by ice-strengthened vessels or icebreakers with a sufficient ice class.
Most ships and fishing vessels are not ice-strengthened and must therefore avoid all ice
areas. In many cases, when the ice concentration is 100% and the ice pressure is high, even
the most powerful icebreakers have problems moving forward through the icepack. Off-
shore platforms for ice-covered areas must have much stronger construction than is re-
quired in ice-free waters. Harbors and loading terminals on the coast require stronger
construction in areas of sea ice. In such areas, it is therefore of primary importance to
monitor the sea ice daily and produce ice forecasts to assist ship traffic, fisheries and other
marine operations. In the last 10 years, high-resolution Synthetic Aperture Radar (SAR)
images from RADARSAT-1 have been established as the main data source for ice monitor-
ing in several countries (Bertioa et al. 2004). Canada, in particular, uses large amounts of
wide-swath SAR images to monitor the Canadian ice regions. Figure 8-2 shows an ex-
ample of an ice chart in the western Canadian Arctic produced by the Canadian Ice Ser-
vice. In the Northern Sea Route, the longest ice navigation route in the world, Russia has
built up an extensive ice service to support sea transportation and ice operations. Use of
SAR data is not yet established as a regular service in the Northern Sea Route, but several
demonstrations have been performed during dedicated icebreaker expeditions, as shown
in Figure 8-3 (Pettersson et al. 1999; Johannessen et al. 2005). Several other countries are
developing operational SAR ice-monitoring systems to support sea transportation, ice navi-
gation and offshore operations in the ice-covered areas in the Northern Hemisphere.
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Figure 8-2 Example of weekly ice chart for the western Canadian Arctic produced by the Canadian Ice Service based on
RADARSAT SAR images. Courtesy: Canadian Ice Service.

Figure 8-3 Ice navigation in the Northern Sea Route. (a) Picture of the Russian nuclear- powered icebreaker Siberia leading
a convoy of cargo vessels sailing through 2-m thick first-year ice in the Northern Sea Route; (b) The Finnish icegoing tanker
Uikku operating in sea ice; (c) SAR mosaic based on RADARSAT ScanSar and ERS-2 data obtained during the ARCDEV expedi-
tion in 1998. The line superimposed on the mosaic is the sailing route for the expedition from Murmansk to Ob Gulf. The two
western–most images are described in more detail in Figure 8-20. Source: Pettersson et al. 1999. Courtesy: Murmansk
Shipping Company, the ARCDEV Project, NERSC, The Canadian Space Agency & The European Space Agency.
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8.2 BRIEF HISTORY OF SATELLITE SEA ICE MONITORING

Sea ice observation from coastal stations and ships has a history of more than 100 years.
Regular sea ice charting, however, using aircraft and satellites has developed mostly since
World War II. Aircraft survey was the main observation method until the 1980s, but use of
satellite data has developed gradually over the last three decades and is now the most im-
portant observation method.

The first satellite sensors providing views of the large-scale structure and motion of sea
ice utilized visible and infrared channels, such as those onboard the early Nimbus, Tiros,
and Earth Resources and Technology Satellite (ERTS, later renamed Landsat). By the late
1960s, it was apparent that the sequential synoptic observations needed for sea ice and
climate studies could not be acquired by visible sensors, which are limited to cloud-free and
well-illuminated conditions. Sea ice exists in regions that are dark for several months and
are frequently cloudy in the remaining months of the year (Gloersen et al. 1992).

Therefore, it has been necessary to develop observation methods using microwaves
that are able to penetrate clouds and are not dependent on light conditions. The first passive
microwave remote sensing systems for satellites were launched on the Russian Cosmos 243
and Cosmos 384 in 1968 and 1970, respectively. In the US, passive microwave technology
was first used in remote sensing of sea ice during the late 1960s and early 1970s, when a
prototype of the Electrically Scanning Microwave Radiometer (ESMR) was flown on Nim-
bus-5 over the polar regions (Campbell 1973). The first atlas of Antarctic sea ice based on
passive microwave data was produced by Zwally et al. (1983).

The period since 1970 has been one of great advancement in remote sensing of sea ice.
After the ESMR period 1973–1976, a more advanced satellite instrument, the Scanning
Multichannel Microwave Radiometer (SMMR) was operated on Nimbus-7 for nine years,
from 1978 to 1987. A similar instrument, the Special Sensor Microwave Imager (SSM/I)
followed after the SMMR and has provided continuous measurements for more than 25
years. This series of similar spaceborne instruments provided the longest and first regular
time series of global sea ice data, allowing studies of variability and trends of the ice area
and extent in both hemispheres (Cavalieri et al. 1997; Johannessen et al. 1999). Passive
microwave observations have fairly coarse resolution (typically 30 km) and are more suit-
able for large-scale or global monitoring than for regional and local observations. New
passive microwave systems, such as AMSR-E, provide improved resolution of ice concen-
tration charts, typically 6–10 km. Active microwave systems, such as real-aperture Side-
Looking Radars (SLR) and Synthetic Aperture Radar (SAR), were developed during the
1970s and 1980s for aircraft surveillance and used in ice monitoring to provide detailed
maps of the ice conditions, especially in areas of heavy ship traffic. Satellite SLR systems
were used extensively in Russian ice monitoring during the 1980s and 1990s (Johannessen
et al. 2000; Alexandrov et al. 2000).

Spaceborne SAR combines high spatial resolution with independence of cloud cover
and light conditions, making it possible to observe sea ice with much better accuracy than
visible and passive microwave methods. In 1978 Seasat was the first satellite that provided
high-resolution SAR images of sea ice, but it only operated for about three months. The
European Remote Sensing (ERS) program, which started in 1991, represented a major mile-
stone in satellite SAR remote sensing of sea ice, because the two satellites ERS-1 and ERS-
2 have operated continuously for more than 10 years and delivered tens of thousands of
SAR images of ice-covered regions around the world. Since 1996 the Canadian RADARSAT-
1 has delivered wide-swath SAR images over large parts of the Northern Hemisphere sea
ice. Arctic sea ice deformation fields and linear kinematics features have been derived from
regular ScanSAR images and used to estimate ice area and volume production (i.e., Kwok
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and Cunningham 2002). Since 2003 the European ENVISAT satellite has delivered wide-
swath ASAR data, and ice observation is one of the main applications (Flett 2004; Sandven
et al. 2004; Johannessen et al. 2005). Other microwave systems such as scatterometer and
radar altimeter data have also shown promising results for observation of ice parameters.

8.3 PHYSICAL PROPERTIES OF SEA ICE

8.3.1 Large- scale Ice Parameters Defined by WMO

Sea ice terminology has been standardized by the Sea Ice Working Group of the World
Meteorological Organization (WMO 2004), which established a nomenclature and the egg
code for use in ice map production (Table 8-1 and Figure 8-4). The WMO nomenclature
was defined for large-scale properties of sea ice and does not include the characteristics of
ice structure on scales from cm to mm. Properties on this scale are important for the inter-
action of remote sensing signals with the ice-snow surface. Other limitations of the conven-
tional ice codes from an ice navigation point of view are, according to Lensu et al (1996):

· The classification of ice types is unnecessarily detailed for younger and thinner ice
types that exist only for shorter periods of time in the freeze-up and early-winter
season. On the other hand, thicker, deformed and multiyear ice types are not char-
acterized in the detail needed. The classification should be proportional to the de-
crease of ship speed and increase of damage probability.

· There is no quantitative reference to deformed ice types like rafted ice, in spite of
the fact that deformed ice can be predominant and several times thicker than
level ice.

· There is no quantitative reference to ice ridges, i.e., their size and frequency of
occurrence.

· There is no reference to lead size, frequency or orientation.
· The relation of regional ice characteristics to what is experienced by an ice-going

vessel is uncertain.
· The codes cannot optimally use the information that is available from SAR images.
· The terminology has no clear connection to geophysical ice models used in fore-

casting.

The main reason for these shortcomings is that the WMO nomenclature was defined in
1970, when no operative ice models existed, no high-resolution satellite data were avail-
able, and very little data on ice thickness, floe size and ridge distribution existed. The code
clearly aims to display visual and mainly qualitative observations, for example those made
onboard a vessel. It is not feasible that a single ice code would satisfy all possible require-
ments. With systematic use of SAR data and other new ice observation techniques, it is
foreseen that new ice codes will be developed.

Figure 8-4 The World Meteorological Organization’s Egg code for standard sea ice nomenclature defined in Table 8-1.
Courtesy: The World Meteorological Organization
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Table 8-1 Definition of the WMO Egg Code. Courtesy: The World Meteorological Organization

8.3.2 Small-scale Ice Structure and Growth of Ice

A complete description of ice freezing and melting, the main physical processes respon-
sible for the large seasonal variability in sea ice extent and volume, should start with a
discussion of the structure of the H2O molecule as it changes in the phase transition be-
tween solid and liquid. The fact that solid water has lower density than liquid water has the
important implication that sea ice floats on top of the ocean. In this review, we will only
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describe the most important physical properties very briefly, focusing on those which are
important for remote sensing. The basic physical parameters of sea ice are temperature,
salinity, crystal structure that incorporates brine and air, surface roughness, snow cover, and
the presence of liquid water on top of the ice, which frequently occurs in summer when ice
and snow melts at the ice surface.

Since sea ice is formed by the freezing of salt water, there are important effects of the
salt during the freezing process; some salt is released from the ice as it is formed and is
trapped in brine pockets of varying size. Ice formed during a winter season (first-year ice)
contains typically from 6 to 10‰ salt if the ice is formed from normal sea water with
salinity of 35‰. The brine gradually drains from the upper part of the ice, causing multiyear
ice to have a very low salinity of less than 1‰ in the surface layer.

In the first stage of freezing, frazil ice is formed consisting of small ice crystals at the
surface. As freezing continues and more ice crystals are formed, the crystals coagulate to
form grease ice. Frazil ice and grease ice dampen the short gravity waves at the sea surface,
which has significant impact on radar remote sensing of open ocean water. An example of
this dampening is shown in the photograph in Figure 8-5a. If the freezing is allowed to
continue without disturbance from surface waves, a weakly consolidated layer of elastic ice
is formed. When this layer is less than 10-cm thick, it is defined as nilas. As it grows thicker
and becomes less elastic, it forms gray ice (10–15 cm) and gray-white ice (15–30 cm). The
process of brine drainage gradually replaces the brine pockets with voids of air that change
the visual appearance from almost black nilas to bright gray and gray-white ice, which is
significant in visual remote sensing of ice.

When wind and waves act on the ice-freezing process, which is the normal situation in
the marginal ice zone, the grease ice forms pancakes—small rounded floes of elastic ice
with a size of 30-cm to 3-m diameter. The wave action causes continuous collisions be-
tween the floes, generating raised rims typically 5–20-cm high (Figure 8-5b). The rims of
the pancakes efficiently scatter the radar waves used in microwave remote sensing
of sea ice.

Figure 8-5 Pictures of sea ice during formation and melting; (a) grease ice showing the damping of the short surface
waves; (b) pancake ice varying from 20–30 cm to 2 m in diameter; (c) melt ponds on top of the sea ice during the melt
season (the distance across the picture is about 1 km); and (d) melting of ice and formation of melt ponds. Courtesy: NERSC.
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In addition to the thermodynamic processes (freezing and melting) and the effects of
the salt content, there is important mechanical forcing on the ice from winds and ocean
currents that causes the ice cover to converge or diverge. Convergence causes ridges, rafted
ice and underwater keels, while divergence generates leads and polynyas. The surface of
leads and polynyas normally consists of open water or thin ice (nilas or gray ice), which is
detectable by most remote sensing methods if the spatial resolution is good enough. The
variability in surface roughness generated by ridging, rafting or other processes, such as
pancake formation, is most appropriately observed by radar, since radar backscatter gives
good contrast between rough and smooth ice surfaces.

In most areas, the sea ice is covered with layers of snow. This has an impact on remote
sensing methods, especially visual methods for which snow cover determines the surface
albedo. Snow is fairly transparent to microwave remote sensing wavelengths unless the
snow is wet, or there are several layers of snow separated by thin ice. In regions with heavy
snowfall, such as the East Greenland marginal ice zone, the ice can be loaded with wet
heavy snow, which causes the whole ice floe to be flooded by sea water. This changes the
microwave remote sensing signals from the ice. At the snow-ice interface, the snow is
quickly re-crystallized, which also has an effect on the radar return signal.

The snow cover undergoes a characteristic seasonal cycle. In the winter season lasting
from late autumn to the spring, defined by temperatures well below 0°C for both snow and
ice, the snow cover is dry and practically transparent to microwaves. In late spring and early
summer, when the temperature approaches 0°C, the snow becomes humid and eventually
moist with melt pools at the interface between the snow and ice. Continued warming during
the summer period, due to air temperatures above 0°C, can melt away much of the snow and
the top layer of the ice. In periods of intense melting, a large part of the surface can be
covered by melt pools (Figure 8-5c and d). For microwave remote sensing the amount of
water at the surface is the most critical factor, while for optical remote sensing the variabil-
ity of the surface albedo is most important. Typical values of the albedos are 0.8 for snow,
0.6 for dry ice and 0.2 for water-covered ice. The albedo is a key parameter controlling the
incoming radiation, which determines the surface melt rate of snow and ice. The main
factors that determine the microwave properties of new ice, first-year ice, multiyear ice and
summer ice are illustrated in Figure 8-6.

At the beginning of the cold season, all ice that survived the summer season becomes
multiyear ice. The top layer (first meter) of a multiyear floe is harder, has lower salinity and
is more optically transparent than a first-year floe. The ridges of a multiyear floe are older
and more rounded and smoothed compared to the ridges of a first-year floe. The smoothest
areas are caused by refrozen pools covered with snow. The low salinity of the upper layer of
multiyear ice makes it possible to discriminate first-year from multiyear ice by microwave
remote sensing during winter. This discrimination is not possible in the melt season, due to
the water and wet snow on top of the ice. Another phenomenon of importance for remote
sensing during winter is the formation of frost-flowers in cold weather on top of thin, high-
saline ice. These crystals, which have dimensions of a few cm, cause very high backscatter
of the radar signal.



10          Sea Ice Monitoring by Remote Sensing

Figure 8-6 Four different sea ice types and the physical factors that have impact on the microwave properties that deter-
mine the brightness temperature. TB: brightness temperature; S: salinity; g : emissivity; D : density. Source: Zwally et al.
1983. Courtesy: NASA.

8.4 REMOTE SENSING PRINCIPLES AND
ELECTROMAGNETIC PROPERTIES

8.4.1 Principal  Methods,  Instruments and Surface Characterist ics

All remote sensing techniques for observing the Earth’s surface use electromagnetic (EM)
radiation in the visible/near-infrared (VNIR), thermal infrared (TIR) or microwave bands
of the electromagnetic spectrum. There are three principal measurement techniques appli-
cable to ocean and sea ice observations:

1. Measurement of the part of the incoming solar radiation that is reflected at the
surface of the Earth (visual and near-infrared remote sensing)

2. Measurement of the thermal radiation from the surface (thermal infrared and pas-
sive microwave remote sensing)

3. Measurement of the return signal from an active source, such as a microwave radar,
using several types of instruments that measure backscattered radiation from the
surface

The sea ice surface can be considered to have three macroscopic components:
1. Open water in leads, polynyas and melt ponds on top of the ice in summer
2. Ice with varying amounts of salt water intrusions (salt pockets)
3. Snow on top of the ice
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The following properties of the macroscopic components have impact on the remote
sensing measurements:

1. Percentage and distribution of the three components
2. Temperature of the components
3. Salinity of the components and the distribution of salt intrusions in the ice
4. Crystal structure of the ice and the snow
5. Occurrence of snow and ice layers, and rough surfaces (e.g., floes, ridges, frost

flowers).

In addition, there are variables defined by the remote sensing instrument that also have
significant impact on the measurements:

1. Frequency (wavelength) of the radiation
2. Angle of incidence of the radiation
3. Polarization of the radiation if the view is not from directly above

The visible and infrared channels utilize intervals of the EM spectrum with high atmo-
spheric transmission such as 0.4–2.5 µm, 3.5–4.0 µm and 10–13 µm. The EM waves in
these intervals do not penetrate clouds, so observation of the Earth’s surface requires cloud-
free conditions. This is a rather severe limitation, because sea ice occurs in regions where
clouds are present most of the time. Microwaves, at wavelengths longer than 0.3 cm, gener-
ally penetrate cloud, making it feasible to obtain regular, daily observations.

The most common satellite instrument for measuring VNIR and TIR is the Advanced
Very High Resolution Radiometer (AVHRR), which provides images with resolution of
about 1 km in typically five different frequency channels. The basic parameter observed by
VNIR is the albedo, or reflection coefficient. The albedo is measured as a value between 0
(total absorption of the sunlight) and 1 (total diffuse reflection of the sunlight). Snow cov-
ering most of the sea ice surface gives albedos ranging from 0.8 for new snow to 0.6 or
lower as the snow gets older. For very old and wet surfaces of ice and snow, the value can be
as low as 0.2. Open water has an even lower albedo, varying somewhat with incidence
angles and wind. The vertical reflection coefficient of calm pure water is only about 0.02.
For snow and ice, the visual albedo decreases slowly with increasing wavelength. In the
near-infrared, the decrease is more rapid for most snow and ice types, reaching very low
values below 0.1 for wavelengths over 1.5–2.0 µm. This can be used to discriminate snow
and ice from clouds. Snow and clouds often show a similar signal in the visual part of the
spectrum, which can be a major problem.

For TIR the measured parameter is emitted energy, which is a function of surface tem-
perature and emissivity. The emitted energy, expressed as the radiance received by the radi-
ometer, is used as input to the Planck equation of radiation to find the surface temperature
Ts, assuming that the emissivity g of the surface is known. For water, the value of g in the
most-used thermal spectral band of 10–12 µm is very high and stable, about 0.99, and
accurate measurements (to 0.1–0.2°K) of the water surface skin temperature can be made.
Snow and ice also have high emissivity in this region but with more variation, and approxi-
mate temperature measurements of the surface (to 1–2°K) can be made.

Passive microwave radiometers measure the emitted microwave radiation in several
channels and polarizations. The measured parameter is brightness temperature Tb, which is
defined by the relation Tb = Ts * g, where Ts is the real surface temperature and g the
emissivity. For the most often used frequencies between about 6 and 90 GHz, the emissivity
of both ice and water show large variations. While e for calm water can be calculated quite
accurately from the electric properties, the value and variation of g for the various forms of
ice and snow is less accurately known, and therefore often has to be empirically measured.
Passive microwave footprints are large, typically 10–60 km depending on frequency, im-
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plying that many different components of snow/ice/water can be present in one measure-
ment. Multi-frequency measurements are widely applied in algorithms for determining the
relative coverage (concentration) of sea ice, to be further discussed in Section 8.5.

Active microwave observations can be obtained by several types of instruments. The
most common are Synthetic Aperture Radars (SAR), Side-Looking Radars (SLR) and
scatterometers. The SAR instruments provide high-resolution images, with pixel size down
to about 10 m, while the SLR provides medium-resolution images with resolution of 1–2
km. Scatterometer data have coarser resolution, varying from 10 km to about 50 km. For
active systems, the most important parameter is the backscatter coefficient, called sigma-
nought (F0), which expresses a measure of the energy backscattered towards the source of
the radiation, at a scattering angle of 180°. The backscatter coefficient and other related
parameters are further discussed in Section 8.6.

8.4.2 Electromagnetic Properties of Ice, Snow and Water Surfaces

The most important electromagnetic properties of any surface are reflection and emission.
The latter, expressed by a dimensionless coefficient called emissivity, can be computed
from the complex dielectric constant (or the relative permittivity) e = e’ - i e’’, which char-
acterizes the electrical properties of the medium. e’ is referred to as the dielectric constant
and e’’ as the dielectric loss factor. Alternatively, e can be estimated from the complex
index of refraction, n where n2 = e. The reflection coefficient r is defined as

r = |(n-1)/(n+1)| 2                                              (8-1)

The dielectric constant, together with the surface roughness of the target, determines
the emissivity. The seasonal dependence of sea ice emissivity for typical first-year and
multiyear ice is illustrated in Figure 8-7.

Figure 8-7 Seasonal dependence of sea ice emissivity in the Arctic for 18 and 37 GHz, the most important frequencies used
to estimate ice concentration. Source: Comiso 1983.
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8.4.2.1 OPEN WATER

Observation of open water is necessary as a reference for identification of sea ice, espe-
cially for detection of the ice edge and areas of new ice formation. Within sea ice, open
water can occur in leads and polynyas, or in melt ponds on top of the ice in summer. Ex-
amples of reflection coefficients for calm, pure water at two different wavelengths and
normal incidence angle using Equation 8-1 are:

· For visual radiation at 0.55 µm, n is 1.33, which gives r = 0.02
· For infrared radiation at 11 µm, n is 1.20, which gives r = 0.008

The low reflection coefficients show that water is dark in the visible wavelengths and
almost a black body at infrared wavelengths. For microwave remote sensing, water tem-
perature and salinity are also important. Formulae for computing reflection/emission coef-
ficients from the dielectric constant can be found in Strogyn (1971). Examples of reflec-
tion and emission coefficients, at normal incidence, 273K, and 35% salinity are:

· For microwave radiation at 10 GHz, e = 38 - 41i, r = 0.61 and ? = 0.39
· For microwave radiation at 37 GHz, e = 9 - 18i, r = 0.47 and ? = 0.53

Sea water is therefore a gray body at microwave frequencies, with emissivity varying
strongly with frequency.

8.4.2.2 MICROWAVE ELECTRICAL PROPERTIES OF ICE

In the microwave wavelength region and for the physical temperatures encountered, the
Rayleigh-Jeans approximation to the Planck radiation law holds. The radiated power, usu-
ally expressed as brightness temperature Tb, is therefore proportional to the physical tem-
perature Ts at the surface. Most real objects emit only a fraction of the radiation that a
perfect emitter would at the same physical temperature. This fraction defines the emissivity
of the object as Tb / Ts. Spatial variations in microwave Tb observed over the surface of the
Earth are due primarily to variations in the emissivity of the surface material and second-
arily to variations in temperature.

The value of the dielectric constant e’ for freshwater ice has been measured as 3.17 at
10 GHz and varies little with frequency (Hallikainen and Winebrenner 1992). For saline
first-year ice, e’ is higher and strongly dependent on both temperature and salinity of the
ice. Only a small amount of brine will alter the dielectric constant of the ice, due to the great
value of e for salt water. A brine volume of 4% was found to give apparent dielectric con-
stant of about 4.5. Lower temperature will reduce the dielectric constant.

For sea ice, the dielectric constant e’ is relatively constant with frequency above 1
MHz, but e’’ is not. There is a minimum in e’’ at 3–8 GHz with higher values at lower and
higher frequencies. For first-year ice at 10°C and 8‰ salinity, the minimum e’’ is approxi-
mately 0.3. As temperature decreases, e’’ increases as precipitated salt goes back into solu-
tion; e’’ increases with salt content. Multiyear ice has a lower e’’ than first-year ice and its
temperature dependence is weaker. Thus, microwave radiation penetrates deeper into
multiyear than first-year ice.

Empirical relations have been established for the dielectric constant and hence emis-
sivity for sea ice at different microwave frequencies (Figure 8-8). For example, the emissiv-
ity of sea water at 19 Ghz is about 0.44 compared to 0.92 for first-year ice and 0.84 for
multiyear ice. In contrast to water, it is not only the temperature, salinity, incidence angle
and polarization that determine the emissivity. The structure of the crystals and of the brine
pockets, different for various ice types and ice ages, are also important.
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Figure 8-8 Theoretical and observed emissivities for first-year ice and calm water, for both vertical and horizontal polar-
ization as a function of frequency. Source: Carsey 1992.

8.4.2.3 MICROWAVE ELECTRICAL PROPERTIES OF SNOW

There is a large difference in electrical properties between dry snow and wet snow with
high liquid water fraction. Snow without salt can be considered dry in temperatures below
-1°C. Wet snow has high e’’ with corresponding high absorption and emission. In summer,
therefore, microwaves will only sense the top layer of the snow cover on the ice.

In winter, dry snow is almost transparent with very small e’’. However, the bottom
snow layer on first-year ice can contain salt, and with 4‰ salt the effect is to double the
value of e’’ from the value of 0.3 for pure ice. The dielectric constant e’, which is indepen-
dent of frequency, is only weakly dependent on temperature, and increases with the snow
density. For a density 0.2 g/cm3, e’ has a value of approximately 1.3.

8.5 PASSIVE MICROWAVE METHODS AND APPLICATIONS

8.5.1 Retr ieval  of  Ice Concentrat ion

The radiative transfer equation is the basis for the development of algorithms that convert
the satellite radiance data into geophysical parameters. The microwave radiances received
by the satellite are composed of various contributions from the Earth, atmosphere and space
(Figure 8-9). The radiation received by the satellite, which is a function of wavelength and
polarization, can be expressed by an equation consisting of four terms:

Tb = g Ts e
-J + Tup + (1-g)Tdown e

-J + (1-g) Tsp e
-2J                                      (8-2)

                                           (1)    (2)       (3)             (4)

where Tb is brightness temperature observed by the satellite. Term (1) is the part of the
signal that comes from the surface of the Earth, where Ts is real surface temperature, g is
emissivity, and e-J represents atmospheric absorption. Term (2) Tup is the atmospheric up-
welling radiation, in term (3) Tdown is the atmospheric down-welling component, and in term
(4) Tsp is the cosmic background component (Swift and Cavalieri 1985).
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Figure 8-9 The main components of the brightness temperatures, observed by passive microwave radiometer in a satellite,
are expressed by four terms in the radiative transfer equation. Source: Swift and Cavalieri 1985.

There are several algorithms for estimation of sea ice concentration from brightness
temperature observed in several channels and both polarizations (Steffen et al. 1992). An
example is NORSEX-85H, which is an extension of the NORSEX algorithm developed by
Svendsen et al. (1983) based on the SMMR data available from 1978 to 1987. The 85H
version takes advantage of the improved spatial resolution of the 85 GHz channels pro-
vided by the SSMI system now in operation (Svendsen et al. 1987). The NASA Team algo-
rithm, developed by Cavalieri et al. (1984, 1991), has been widely used and runs operation-
ally to produce daily ice concentration maps. Other algorithms include the Bootstrap algo-
rithm by Comiso (1995) and Comiso et al. (1997), the AES York algorithm (Rubinstein et
al. 1994), and more recently the SEALION algorithm for Antarctica (Kern 2001) and the
ARTIST algorithm (Kaleschke et al. 2001). The two latter algorithms address particularly
the effects of weather on the 85-Ghz channel. The algorithms use different combinations of
sensor channels, polarizations and tie points. The main outputs are concentration of total
ice cover, first-year fraction and multiyear fraction. The first algorithms developed in the
1980s have undergone various degrees of validation over many years (Steffen et al. 1992),
and are generally robust for retrieving total ice concentration. The accuracy is on the order
of 5% during winter conditions, increasing to more than 10% in the melt season, assuming
a sampling scale of about 30 km. Retrieval of fractions of multiyear and thin ice types has
been proposed, but with less accuracy. Newer algorithms have focused on use of the 85-
Ghz channel for higher resolution of the concentration (typical sampling scale of 12 km)
and improved correction of weather effects that impact this channel. Examples of applica-
tions are presented in the next section.

8.5.2 Global and Regional Ice Area Analysis of Merged SMMR and SSM/I Data

The brightness temperature data from the SMMR (1978–1987) and the SSM/I (1987 to
present) have been used to establish merged time series for calculation of total ice concen-
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tration from which total ice area and total ice extent (the area of ice-affected ocean within
the ice/open water boundary) are derived. Examples of total ice concentration maps for the
Arctic and Antarctic are shown in Figure 8-1. The merged SMMR and SSMI data have
shown a decreasing trend in Arctic ice area and extent to be about -0.3 × 106 km2 per decade
(Bjørgo et al. 1997; Johannessen et al. 1999), corresponding to ~3% per decade (Figure 8-
10a, b), with no significant change in the Antarctic. The 3% per decade decrease in the
Arctic ice extent was subsequently corroborated in a separate analysis (Cavalieri et al. 1997).
The capability to monitor interannual variations in multiyear ice area from SMMR and
SSM/I data has recently been exploited using winter data, when first-year and multiyear ice
signatures permit their distinction (Johannessen et al. 1999). The analysis revealed a rela-
tively large (~7% per decade) reduction in the multiyear ice area 1978–1998 (Figure 8-
10c), compared with a ~2% per decade decrease in the total ice area in winter. Regional
analysis of ice areas and extent shows that the largest reduction in ice extent between 1978
and 1996 is found in the Barents and Kara Seas where the extent has decreased by about
10% per decade (Parkinson et al. 1999). The time series of passive microwave data has also
been used to determine the onset of spring melt and autumn freeze-up of Arctic sea ice.
From 1979 to 1996 the number of melt days per year has increased by 0.5 days per year for
the whole Arctic sea ice area with a standard deviation of + 10 days (Smith 1998). The
reduction of the Arctic sea ice cover observed in passive microwave data is also supported
by observational evidence of thinning of the sea ice cover (Rothrock et al. 1999) and by
model simulations (Johannessen et al. 2004).

8.6 IMAGING RADAR PRINCIPLES

8.6.1 Basic Properties of Imaging Radars

Imaging radars provide their own source of illumination in the microwave portion of the
EM spectrum, at wavelengths about 10,000 times longer than those in the visible part of the
spectrum. This allows radars to operate independently of solar illumination and to penetrate
clouds and precipitation. An imaging radar sends out microwave energy that strikes an
object and is partially reflected back. The radar system senses the intensity of the reflected
wave and at the same time measures the time taken for a round trip. Radar systems differ
from visible and infrared systems in that radar:

· Detects electrical properties of the surface rather than visible color or thermal tem-
perature

· Senses the surface roughness of the area being imaged
· Produces images with speckle due to the coherent nature of the system
· Produces images with certain geometrical distortions, such as slant range geometry,

image layover and shadowing
· Records the phase and polarization characteristics of the reflected microwave pulse
· Senses motion of objects in the imaged area

The next section gives a brief overview of the remote sensing parameters used in ob-
servation of sea ice by spaceborne radar. Extensive descriptions of radar remote sensing
principles have been published by Ulaby et al. (1982a, b) and more specific radar remote
sensing methods for sea ice have been described in the books edited by Carsey et al. (1992),
Haykin et al. (1994), Tsatsoulis and Kwok (1998) and Jackson and Apel (2004).
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Figure 8-10 Time series of Arctic ice area derived from merged SMMR and SSM/I satellite passive microwave data: (a)
monthly mean and (b) anomalies in ice area (departure from mean annual cycle) in 1978–2003 where the linear regression
indicates a ~31,000 km2 yr-1 decrease, corresponding to ~3% per decade, and (c) fraction of multiyear (i.e., having sur-
vived the summer melt) sea ice area in winter (November–March), 1978–2003, where the linear regression indicates a
~30,000 km2 yr-1 decrease, corresponding to ~7% per decade. Source: Johannessen et al. 1999. Courtesy: NERSC.
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8.6.2 Some Important Parameters and Properties of Imaging Radars

The imaging geometry of present spaceborne SAR systems is shown in Figure 8-11. Most
SAR systems look to the right of the orbit, away from nadir, which is the ground projec-
tion of the satellite orbit. The two main orientations on the ground are azimuth direction
(along the satellite orbit) and range direction (the look-direction of the SAR, cross-track,
perpendicular to the orbit). A SAR measures the travel time of the reflected microwaves
and converts this to a measurement of range to the target, defined as

R= cJ/2                                                       (8-3)

where c is the speed of light and ? is the two-way travel time of the radar pulse. In
imaging theory, resolution of a radar system is defined as the distance two objects must be
separated to be detected as two unique targets. Two different principles determine the reso-
lution of a radar system. First, the along track, or azimuth resolution ra is defined by the
beamwidth ? of the radar, which is the angle by which the radar beam expands and is a
function of the antenna size

ra = R$                                                       (8-4)

Second, the beamwidth of the radar is a function of the antenna length, with a larger
antenna producing a narrower beam. For real aperture radar, such as Side-Looking Radars,
the only way to obtain fine azimuth resolution is to have a very short range or a very large
antenna. Synthetic Aperture Radar (SAR) overcomes this problem by utilizing the along-
track motion of the satellite (or aircraft) to produce a very large, “synthetic” antenna.

Figure 8-11 (a) Illustration of ENVISAT ASAR geometry for the Wide-swath Mode, which consists of five narrow-swath beams,
each covering a width between 70 and 100 km. Source: ESA 2002. The width of the wide-swath image is about 400 km. (b)
Illustration and main terms of satellite SAR geometry. Source: Robinson 2004. Courtesy: Springer, Praxis Publishing Ltd.

The range resolution rr of a radar system is defined by the transmitted radar pulse

rr = ctp/2                                                       (8-5)

where tp is the duration of the transmitted radar pulse and c is speed of light.
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Imaging radars operate in the microwave frequencies between 400 MHz and 35.2 Ghz,
corresponding to wavelengths between 62 and 0.85 cm. Radar frequencies are identified by
letter designations. The most commonly used are K-band (30 GHz, 1 cm), X-band (9.4
GHz, 3.2 cm), C-band (5.3 GHz, 5.7 cm), L-band (1.25 GHz, 23.5 cm) and P-band (450
MHz, 62 cm). At these wavelengths the EM-waves are not appreciably attenuated by clouds,
precipitation or the Earth’s atmosphere. Therefore, good quality radar images can be ob-
tained in all kinds of weather and light conditions. Another characteristic of imaging radar
systems is polarization, which is defined as the direction of the electric vector of the trans-
mitted or received EM wave. Visible light is unpolarized because the direction of the elec-
tric vector is randomly distributed. For radar systems it is common to emit pulses that are
either horizontally (H) or vertically (V) polarized. The radar antenna can receive either the
horizontally or vertically oriented return signal, or both.

In contrast to visible and infrared remote sensing, radar remote sensing is extremely
sensitive to the surface roughness. For smooth surfaces, there is specular reflection of the
radar waves, and for off-nadir viewing, no energy is reflected back to the radar. As the
surface becomes rougher, the radar wavelengths interact with the surface in a way that
causes diffuse reflection (Figure 8-12). The amount of roughness controls the distribution
of the reflected energy, and thus the intensity in the radar image. For a microwave radar, a
surface is rough if

)h cos q1 > 8/8                                                  (8-6)

where )h is the vertical scale of the surface roughness, q1 is the incidence angle and 8
is wavelength.

Figure 8-12 Qualitative illustration of the effect of varying surface roughness on the reflection and spreading of microwaves
in X- and L-band. Source: Onstott and Shuchman 2004. Courtesy: NOAA.

8.6.3 The Radar Equation

All radar measurements can be described by a basic equation that relates power, distance,
reflectivity and antenna characteristics. The equation can be formulated as

                                                     (8-7)

where PR is power received, Pt is power transmitted, G is the gain of the antenna, F is the
radar cross section, and A is antenna area. A can also be expressed as 82G/4B. Equation 8-
7 is a product of four terms
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                                           (8-8)

                                             (1)        (2)        (3)     (4)

The energy of the outward-propagating wave, which is spherically expanding, is given
by term (1). This spherically expanding wave is focused down to an angular beamwidth by
the antenna so that the fluxes become higher by a factor G, term (2). The focused energy
impinges on an object that has a radar cross section F, which is defined as the equivalent of
a perfectly reflecting object of a given area that reflects isotropically (spherically) as shown
by term (3). Finally, the antenna area, A, term (4), intercepts the portion of the reflected
wave received.

The basic radar return equation is general and can be applied to an object of any shape
or composition. For imaging over distributed areas of terrain or ocean, a reflection coeffi-
cient, F0, is defined as the radar cross section, F, per unit area. The radar equation (Equation
8-7) can then be expressed as

                                      (8-9)

The radar-scattering coefficient, F0, also called backscatter coefficient, is important
because it is an absolute measure of scattering behavior. It is a function of frequency, inci-
dence angle, polarization, and the scattering characteristics of the illuminated area. It is
defined to be unity for a surface of small metal balls, which exhibit ideal diffuse scattering
(no variation with incidence angle). The backscatter from various sea ice surfaces is gener-
ally much smaller than unity at the most-used incidence angles (20°–50°). Examples of
measurements of F0 by SAR for different ice types and surface conditions are discussed in
Section 8.7.

8.7 ACTIVE MICROWAVE OBSERVATIONS OF SEA ICE

The most important active microwave remote sensing instrument for ice monitoring is the
Synthetic Aperture Radar (SAR), which provides high-resolution images of the Earth’s
surface. The development of airborne-SAR observing systems during the 1970s and 1980s
paved the way for the satellite SAR systems Seasat, ALMAZ-1, JERS-1, ERS-1 and -2,
RADARSAT-1 and ENVISAT. ERS-1 and -2 and RADARSAT-1 have been operational for
many years and have provided large amounts of SAR images for sea ice observation, in
particular the RADARSAT ScanSAR data. In 2003 ENVISAT started to provide multimode
SAR data. Other active microwave methods used for ice observations include scatterometers,
radar altimeters and real aperture radars (Side-Looking Radars - SLR) on Russian satellites.

8.7.1 Interaction Between Active Microwaves and Sea Ice Characteristics

The radar backscatter from sea ice is highly dependent on physical ice properties such as
salinity, temperature, surface roughness, snow layers and presence of water. Multiyear ice
is characterized by low salinity in the surface layer (< 2.0‰), which allows penetration of
the microwaves into the ice (volume scattering). First-year ice, on the other hand, has higher
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salinity in the surface layer (5–7‰), which causes mainly surface scattering. The volume
scattering from the multiyear ice tends to give higher backscatter than the surface scattering
from smooth first-year ice. However, first-year ice can also give higher backscatter due to
rough surface caused by ridges, small floes with many irregular edges and snow crystals.
Open ocean gives very low backscatter in the case of no wind. Usually some wind is present,
causing short surface waves and high backscatter values (Shuchman and Onstott 1990).
The various stages in ice formation and ice growth during the winter season generate vari-
able backscatter, which can be difficult to interpret. A number of field experiments have
been conducted since the ERS program started in 1991, with the purpose of studying SAR
backscatter for various ice types and conditions. As an example of a SAR sea ice experi-
ment, we present in the next section some results of the Seasonal Ice Zone Experiment
(SIZEX 92), which was the first ERS-1 SAR ice winter validation experiment in the Barents
Sea (Sandven et al. 1999). After the launch of RADARSAT-1 in 1995, extensive efforts have
been made to develop sea ice observation and analysis systems, in particular the RADARSAT
Geophysical Processor System (RGPS). A brief review of results from the RGPS system is
described in Section 8.7.3. The RGPS system and other recent advances in analysis of SAR
data for the polar oceans are described in more detail in Tsatsoulis and Kwok (1998), Jack-
son and Apel (2004) and Johannessen et al. (2005).

8.7.2 Analysis of ERS-1 SAR Images in the Seasonal Ice Zone Experiment (SIZEX 92)

During SIZEX92, C-band ERS-1 SAR images with VV-polarization were downlinked and
processed at Tromsø Satellite Station and distributed to the Nansen Environmental and Re-
mote Sensing Centre in Bergen for real-time use during the field experiment and for further
analysis. SAR backscatter values from several ice types and open water conditions were
analyzed. Each image was averaged from 16 × 20-m pixels to 100 × 100-m pixels, thereby
removing much of the speckle noise. The images were then normalized to an incidence
angle of 23° (in the center of the swath) by applying antenna pattern and incidence angle/
distance corrections as described by ESA (Caneva 1992). Finally, the pixels in the images
were calibrated to F0 backscatter values by the relation F0 = 20 log V - 46.9, where V is the
digital value of the 8-bit images. The lowest backscatter observed in the images had values
of V = 14 (grease ice), and this was assumed to correspond to the noise floor of -24 dB. The
accuracy of this calibration is estimated to be 1–2 dB. Increasing digital values correspond
to higher backscatter, with values increasing to about +1 db for V = 255 (Figure 8-13).
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Figure 8-13 Backscatter coefficient for ERS SAR (C-band, VV-polarization and 23° incidence angle), expressed in F 0 (left)
and digital value (right), for different regions and ice types as observed during the SIZEX92 experiment and other SAR ice
validation experiments. Note that ERS SAR backscatter for different wind speeds over open ocean are included for compari-
son because the SAR backscatter for open water can often be similar to some of the ice types. Source: Sandven et al. 1999.

The primary in situ measurements were profiles of snow and ice parameters taken at
several sites from ships and helicopters. At each site several ice cores were drilled to obtain
some spatial statistics of the ice parameters. The ice cores were analyzed for temperature,
salinity, density and brine volume. Ice type was identified, ice thickness was measured and
surface roughness was characterized. Snow thickness, temperature, grain type, grain size,
density and layer description were also obtained at each site. An example of a SAR scene
extending from open water to the interior of the ice pack is shown in Figure 8-14a. From the
SAR images and the in situ observations, the ice conditions in this part of the Barents Sea
could be divided into three zones, reflecting different physical processes. In the following
discussion each of these zones, which are denoted A, B and C, are described in terms of
their SAR signatures. Results of classification of the SAR images into six classes according
to Sandven et al. (1999) are shown in Figure 8-14b.

8.7.2.1 ZONE A: THE INTERIOR OF THE ICE PACK

In the upper left part of the SAR image in Figure 8-14a, many multiyear floes were found
about 100 km into the ice pack. The backscatter value of these floes was typically -9.0 + 1.5
dB. Between the multiyear floes, areas of undeformed first-year ice, typically 2–3 m thick,
were observed. This ice had backscatter values from -10 to -13 dB. Refrozen leads with
smooth thin ice had the lowest backscatter values, between -19 and -13 dB. Ridges and
leads with open water were found to have variable and higher backscatter, above -8 dB. In
the interior of the icepack, the ERS-1 SAR demonstrated good capability to discriminate
between: a) young ice in refrozen leads, b) multiyear ice in large floes, c) rubble fields/
ridges, and d) smooth first-year ice using simple thresholding of backscatter values. The
Wackerman classification method can separate multiyear, undeformed first-year, and to
some extent deformed first-year and young ice in the leads.
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8.7.2.2 ZONE B: THE SMALL FLOE AREA

This zone is characterized by small floes, typically 10–100 m in size, that have been broken
up by surface waves penetrating from open ocean into the ice pack. The width of the zone
depends on the intensity of the wave field on preceding days. During the SIZEX experiment
the zone was 20–30-km wide and was clearly identified in the SAR images as a more
uniform zone between the open ocean and the interior of the ice pack (Figure 8-14a). The
dominant ice type is rough first-year ice 2–3-m thick with backscatter values ranging from
-10 to -6.5 dB. These values are significantly higher than for the undeformed first-year ice
in Zone A due to the increased surface roughness. This surface roughness is caused by the

Figure 8-14 (a) Example of ERS-1 SAR image from the SIZEX experiment, covering 100 by 100 km of the marginal ice zone
with characteristic zones denoted as A, B and C; (b) The result of a classification of ice types and open water from the SAR
image above. The color code for the classification is: open water: blue; grease ice: gray; pancake and young (gray-white)
ice: yellow; deformed first-year ice: red; multiyear ice: green; and undeformed first-year ice: violet. Source: Sandven
et al. 1999.



24          Sea Ice Monitoring by Remote Sensing

edges and ridges of the numerous small floes that cannot be identified in the SAR images.
During the experiment the ice concentration was generally high (> 95%). Open water or
thin ice between the floes had typical horizontal dimensions of 1–10 m, which could not be
observed in the SAR images (Figure 8-15).

Figure 8-15 (a) Aerial photograph from an aircraft flying over the SIZEX92 experiment area at the transition between Zones
A and B. The photographs shows the larger floes and leads in Zone A and the small floe area in Zone B; (b) Full-resolution
ERS-1 SAR subimage covering the same area of 14 by 7 km as the aerial photograph. The SAR image can identify the main
leads between the large floes in Zone A, but direct floe identification is difficult even for the larger floes. In Zone B the SAR
signature is very homogeneous and detection of features is very difficult. Source: Sandven et al., 1997.

Multiyear floes, which drift southwards with the East-Spitzbergen Current, could also
occur in this zone. Similar to the first-year floes the multiyear floes tended to break up due
to the wave field. The SAR signature of small multiyear floes was similar to that of sur-
rounding first-year floes. Drifting icebergs with a horizontal scale of 100 m and a draft of
5–8 m were observed frequently in the zone, but their SAR signature even in full-resolution
images was diffuse. Reliable observations of these icebergs could not be made by the ERS-
1 SAR because the icebergs were embedded in first-year ice of nearly 100% concentration.
The Wackerman classification method could mainly identify one ice type—denoted de-
formed first-year ice—and a few steps of young ice.

8.7.2.3 ZONE C: THE AREA OF ICE FORMATION

Most of the ice in the Barents Sea is formed locally as the ice edge advances southwards
during the freezing season. In the experiment the areas of ice formation were mapped by
SAR images and documented by in situ observations. The first stage in ice formation is
grease ice, which dampens out the short surface waves and causes low radar return signals.
This ice had the lowest backscatter of all ice types, ranging from -24 to -14 dB. After 1–2
days of freezing the grease ice starts to form pancake ice with characteristic edges that
cause high radar return, typically above -7.0 dB. As the pancake ice grows thicker during
the winter it forms 1–2-m thick first-year ice. The ice in this zone is constantly exposed to
surface waves and is therefore characterized by a rough surface. Grease ice and calm water
(wind speed below 3 m/s) can have overlapping backscatter values, which make the inter-
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pretation of the SAR images ambiguous; however no wind speeds below 3 m/s were ob-
served in the experiment. Open water in the SAR images had higher backscatter than any of
the observed ice types, from -4.5 to -3.0 dB. This region is the most difficult to classify
because the backscatter varies rapidly between the various stages in new ice formation.
Ambiguities occur between open water and some ice classes, in particular pancake/young
ice, which are both characterized by high backscatter. There are also ambiguities and
misclassification between pancake/young ice and deformed first-year ice. Improved ice
classification in this region will require fully polarized images and possibly also multichan-
nel SAR data.

8.7.2.4 SUMMER CONDITIONS

The classification into three zones suggested for winter conditions would not be valid in
summer, due to the higher temperature and the presence of melt water and wet snow. Zone
C with ice formation would be absent. Zones A and B would be detectable, but the discrimi-
nation between different ice types becomes less significant. Because of wet snow and melt
water on top of the ice, the SAR backscatter values from multiyear floes is reduced com-
pared to the winter situation and becomes similar to the signature for first-year ice. It is
therefore difficult to separate the two ice types based solely on backscatter levels (Johannessen
et al. 1992). Thin ice types such as grease, pancake and young ice are usually not found in
the summer.

The results from SIZEX 92 showed that the C-band VV-polarized ERS SAR
could identify:

· 3–4-m thick multiyear ice floes, which originate from the Arctic Ocean north of
Svalbard

· Refrozen leads with smooth thin ice
· Consolidated first-year ice 2–3-m thick, which is formed between multiyear floes

in the interior of the ice pack during the winter
· Rough ice in leads, ridges and rubble fields
· First-year ice 2–3 m thick in a 20–30-km wide zone inside the ice edge broken up in

typically 10–50-m large floes due to wave action (the floes in this zone are difficult
to identify in the SAR images, but the overall zone can be recognized by a uniform
bright signature)

· New ice formed outside the ice edge (grease ice and pancake ice)

The most difficult factor was the variable backscatter from open water due to wind
speed. Ice classification algorithms have been applied to the SAR images from the SIZEX
experiment, and the results from use of the Wackerman algorithm are shown in Figure 8-
14b (Sandven et al. 1999). Such classifications will normally result in ambiguities, because
different ice types can have similar SAR signatures. Also open water can have similar sig-
nature to some of the ice types, in particular pancake ice and ice with rough surface. In
order to improve the algorithm for ice type determination and thus also for the ice edge
detection and ice concentration estimation, it is necessary to know the open water signature
as a function of wind speed, and to use the wind speed as an input parameter in the algo-
rithms. With dual polarization data, as provided by ENVISAT, it is envisaged the polariza-
tion ratio should improve the discrimination between ice and open water (Flett 2004).



26          Sea Ice Monitoring by Remote Sensing

8.7.3 Radarsat Geophysical Processing System (RGPS)

The RGPS system was developed to improve understanding of sea ice interaction with the
atmosphere and ocean in the polar regions and its impact on global climate (Kwok 1998).
The RGPS system was designed to handle large amounts of RADARSAT ScanSAR data
covering the whole Arctic Ocean, which started being produced in November 1996. The
RGPS contains algorithms for transformation of radar backscatter data into geophysical
parameters. The analysis tools provide consistent processing of data allowing comparisons
to be made over wide spatial and temporal scales. The RGPS produces nearly complete
ScanSAR Wide B mode coverage of the whole Arctic Ocean every six days (Figure 8-16).

The image production takes place at the Alaska SAR Facility. About 6,400 scenes are
handled per year, corresponding to about 20 scenes per day. The radiometry and geometry
of the images are controlled. From the sequence of SAR images, Lagrangian ice motion
(Kwok et al. 1990) is determined by following the drift in deformation cells, which are
initially 5 by 5 km. An operator inspects the ice drift estimates, which can be time consum-
ing depending on the amount of deformation. For each cell the formation and aging of new
ice, as well as deformation (ridge formation) during the freezing season, is followed in the
time series of images. This allows determination of various stages in new and young ice.
The discrimination between multiyear and first-year ice area is done by image classifica-
tion. The age distribution of young ice can be converted to a thickness distribution using a
simple empirical relation between accumulated freezing days and thickness (Figure 8-17).

Alternatively, a more complicated thermodynamic model can be used (Kwok et al.
1995). The RGPS can therefore be used to estimate the thickness distribution of ice volume
produced by openings and closings of the ice cover since the beginning of the freezing
season. This means that ice volume of the seasonal ice cover can be determined (Kwok and
Cunningham 2002). To account for the ridged areas of unknown thickness, a separate cat-
egory called “area of first-year (FY) ridges” is maintained in the RGPS record, allowing
areas of ridged and undeformed ice to be followed through the freezing season. Other prod-
ucts from RGPS are maps of thin ice categories and maps of various Linear Kinematics
Features (LKFs) derived from the ice drift vectors (Figure 8-18). The LKFs include long,
narrow features whether or not they contain open water, new ice, nilas, young ice, first-year
ice, rafted ice or ridged ice. Locally, they can be created by divergence, convergence, shear,
or a combination of these. Examples of LKFs and other RGPS products can be found at
http://www-radar.jpl.nasa.gov/rgps/radarsat.html. Validation of the RGPS products is a con-
tinuous activity. For the Lagrangian ice drift estimates, buoy drift data from the Interna-
tional Arctic Buoy Programme (IABP) are used.

8.7.4 Joint SAR and SLR Ice Studies in the Northern Sea Route

The Northern Sea Route (NSR), which is the sailing route along the northern coast of Rus-
sia from the Barents Sea to the Bering Strait, is the longest ice navigation route in the world.
In the summer season (July–November), when major parts of the route are ice-free, naviga-
tion is possible along the whole route. Winter navigation is limited to the western part
between the Murmansk and Yenisei river (Figure 8-19). In August–September 1997, the
first demonstration of RADARSAT data for ice observation and navigation support in the
eastern Kara Sea and Laptev Sea during summer was performed by the Nansen Centre in
cooperation with the Murmansk Shipping Company’s nuclear icebreaker (N/I) Sovetsky
Soyuz (Sandven et al. 2001).

In the late winter of 1998, a more extensive demonstration was carried out in the west-
ern part of the NSR (Alexandrov et al. 2000). During another expedition with N/I Sovetsky
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Figure 8-16 Example of RADARSAT ScanSAR mosaic produced by the RADARSAT Geophysical Processor System, covering the
major part of the Arctic Ocean. The mosaics are built up over a period of three days and are repeated every six days.
Courtesy: R. Kwok.

Figure 8-17 A time sequence of nine ScanSAR images following the drift and deformation of a unit cell over periods of 3–9
days. The unit cell is initially 100 km2 but grows to about 150 km2 towards the end of the period due to the formation of a
large lead in the center of the image. The volume of new ice formation in the cell is estimated form the thickness distribution
of ice thinner than 0.50 m at the end of the period. Courtesy: R. Kwok.
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 Soyuz, several Side-Looking Radar (SLR) images from the Okean satellite were obtained
for the same areas as the RADARSAT ScanSAR images. Figures 8-20 and 8-21 show the
two types of radar images simultaneously covering the eastern part of the Barents Sea,
including the Pechora Sea and the Kara Gate. The images were obtained on 23 April 1998
and show in general the same ice features but with different resolution—250 m for the SAR
image and about 1.5 km for the SLR image. The differences in resolution and imaging
techniques result in a much more blurred and less detailed image provided by the SLR
system compared to the SAR system. Radar wavelength is 3.2 cm (X-band) for the SLR and
5.6 cm (C-band) for the SAR, while polarization is VV for SLR and HH for SAR. Incidence
angle ranges from 20° to 50° for both systems. The gray-scale of the two images is arbi-
trarily chosen to enhance the contrasts between the darker and brighter parts of the images.
A quantitative comparison of absolute backscatter (sigma-0) requires calibrated images,
which were not available for the study. The comparison could therefore only be done quali-
tatively.

Although the SLR images do not show the same details of the ice cover as the SAR
images, they are useful to distinguish between young and FY ice, multiyear (MY) ice, and
open water, and to identify wide fractures in the ice cover. Many navigationally important
details however, such as narrow fractures and areas with ridged ice, cannot be identified in
the SLR images. For example, the pattern of ridges observed in the SAR image east of
Novaya Zemlya cannot be seen in the SLR image.

Both images show the gray-white ice of the coastal polynya on the western side of
Novaya Zemlya as brighter signatures (area labeled a in the SAR image) compared to the
thicker FY ice further north and west. A southward extension of the polynya into the Pechora
Sea and towards the Kara gate is also well identified in both images as a bright feature (b).
Both images showed that rough FY ice in the Pechora Sea, including a tongue of this ice
intruding through the Kara Gate (c), were significantly brighter than level FY ice (d) ob-
served east of Novaya Zemlya and the large dark FY floes north of about 75°N (e). Also the
bright areas of young ice between the FY floes in this region (f) were evident in both im-
ages. Between 73° and 75°N small leads of open water, oriented nearly in a north-south
direction, were clearly seen as dark stripes in the SAR image (g). The largest of these leads
was also observable in the SLR image. In the same area there were some very well-defined
bright line features in the SLR image that were oriented in a northeasterly direction. These
bright lines, which we interpreted to be gray ice, were less pronounced in the SAR image,
suggesting that VV-polarization responds stronger to this ice type than HH-polarization
(Alexandrov et al. 2000).

The SAR ice navigation experiment with Sovetsky Soyuz showed that RADARSAT
ScanSAR images can be very useful for navigation support in difficult ice conditions, such
as those occurring in the Kara Sea region in April 1998. The analysis of the SAR images
carried out after the experiment, supported by in situ observations, showed that the major
navigationally important sea ice parameters could be identified in these images, such ice
types, level and ridged FY ice, fractures, leads and polynyas. The ScanSAR signatures of
the major ice types and features observed in the Kara Sea region have been described and to
some extent verified by in situ observations from the icebreakers.

SLR images from satellites have been used for ice monitoring in the Russian Arctic
since the 1980s, and SLR mosaics, as shown in Figure 8-22, can cover the ice areas every
week in the winter period. The images have not been used in the summer season because the
images have poor capability for discriminating ice from water and multiyear ice from first-
year ice in the melt season. The main provider of SLR images is the Research Center for
Operative Earth Monitoring (NTs OMZ) in Moscow.
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Figure 8-18 Maps of vorticity and shear are other examples of RGPS products derived for the velocity fields. Divergence,
vorticity and shear are example of Linear Kinematics Features, illustrating long narrow features that often extend over
large distances. Courtesy: R. Kwok.

Figure 8-19 Map of the main sailing routes in the Russian Arctic, with approximate distances in nautical miles, of the various
route segments between Murmansk and Dutch Harbour. Source: Mulherin 1996.
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Figure 8-20 Two consecutive RADARSAT ScanSAR sea ice images from the area around Novaya Zemlya, obtained in a field
expedition with N/I Sovetsky Soyuz in April 1998 during the ARCDEV project. The labels indicate the major ice types found
in the images. Source: Alexandrov et al. 2000.
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Figure 8-21 Okean SLR image obtained simultaneously with the RADARSAT images in Figure 8-22. Source: Alexandrov
et al. 2000.
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Figure 8-22 Example of Okean SLR mosaic of the Russian Arctic obtained in December 1999. The SLR mosaic shows clearly
multiyear ice, first-year ice and open water areas. Courtesy: NTs OMZ.

8.7.5 Scatterometer Observations of Sea Ice

Spaceborne scatterometers have been in operation for more than a decade, providing con-
tinuous synoptic microwave coverage of the whole Earth. They have proven to be useful for
observation of sea ice and many other marine and terrestrial parameters, although their
prime objective is to measure ocean surface winds (Long et al. 2001). A scatterometer trans-
mits radar pulses and receives backscattered energy in the same way as the SAR, but is
designed to give lower spatial resolution data from a range of azimuths, thereby giving
wind direction. Compared to SAR, the main benefit is the wide-swath coverage that allows
daily observations of sea ice backscatter both in the Arctic and Antarctic, while the disad-
vantage is the much lower spatial resolution, generally 25–50 km, over incidence angles
ranging from 20–55°. Sea ice extent has been readily identified by several spaceborne
scatterometers over the last decade, with QuikSCAT as the most important because it has
been in operation since 1999 (e. g. Gohin and Cavanié 1995; Ezraty and Cavanié 1999;
Remund and Long 1999). Sigma-nought image mosaics are produced in near-real-time for
both the Arctic and Antarctic (Figure 8-23) using the QuikSCAT Ku-band SeaWinds instru-
ment, which has been the most important scatterometer in operation since 1999.

Algorithms to retrieve ice edge and low ice concentration from QuikSCAT are under
development (e.g., Haarpaintner et al. 2004). Furthermore, ice velocity fields and ice-type
classification can also be derived from the scatterometer ice maps (Figure 8-24). Ice veloc-
ity fields are important for estimating heat flux between the ocean and atmosphere, as well
as the sea ice mass balance through estimates of ice deformation and growth. Motion fields
have been derived using scatterometer data with algorithms based on wavelet analysis (Liu
et al. 1999), and ice motion from scatterometer data has been validated by Zhao et al. (2002).
Several new scatterometer missions are planned in the future, allowing sea ice monitoring
by scatterometers to be an operational service. Presently, scatterometer sea ice products are
provided by NOAA NESDIS (http://manati.orbit.nesdis.noaa.gov/cgi-bin/qscat_ice.pl) and
CERSAT at IFREMER (http://www.ifremer.fr/cersat/en/data/data.htm). The sea ice prod-
ucts delivered by the EUMETSAT Ocean and Sea Ice Satellite Application Facility (O&SI
SAF) make use of scatterometer, SSMI and NOAA AVHRR data (Breivik et al. 2001).
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Figure 8-23 Scatterometer sigma-nought mosaics showing sea ice areas in Arctic (a) and Antarctic (b) obtained from
QuikSCAT on 23 April 2004.
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Figure 8-24 Example of IFREMER scatterometer sea ice product showing backscatter values in colors where green/yellow/
red represents multiyear ice and light/dark blue represents first-year ice. Ice drift vectors represent three-day intervals.
Courtesy: R. Ezraty.

8.8 NEW DEVELOPMENTS IN SEA ICE REMOTE SENSING

A new generation of microwave radiometers is represented by the Advanced Microwave
Scanning Radiometer – EOS (AMSR-E), which has been developed jointly by NASA and
NASDA and was launched on the EOS Aqua satellite in May 2002. AMSR-E provides
higher resolution footprints, down to 6 by 4 km for the 89-GHz channel (Kramer 2002 and
http://wwwghcc.msfc.nasa.gov/AMSR/). The algorithms for retrieving sea ice concentra-
tion from AMSR-E data have been reviewed by Cavalieri and Comiso (2000), showing
how existing algorithms have been adapted to the AMSR-E data. A validation program for
the AMSR-E sea ice products is defined for both the Arctic and Antarctic. Examples of sea
ice concentration maps derived from the AMSR-E data are available at http://www.seaice.de,
provided by Institute of Environmental Physics at University of Bremen. The improvement
from the 15-km resolution SSM/I-based ice maps to the 6-km resolution AMSR-E maps is
demonstrated in Figure 8-25. Preliminary comparisons show that there is a significant im-
provement in the quality of the ice maps from the AMSR-E data, especially in the ice edge
regions and along coastlines.

Figure 8-25 Comparison of ice concentration from (a) SSMI and (b) AMSR-E data for the Barents Sea area using the ARTIST
algorithm by Kaleschke et al. (2001). The improved resolution of the AMSR-E data reduces the land effects and increases the
sharpness of the ice edge. Courtesy: G. Heygster.
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A method for ice thickness retrieval from radar altimeter data has been developed by
Laxon et al (2003) based on ERS altimeter data that have been obtained up to 81.5°N since
1992. The method is based on separation of the signals from sea ice floes and open water or
thin ice in leads, and then calculation of freeboard, which is translated into thickness based
on climatological estimates of snow cover and ice density. The ice thickness estimates are
the result of averaging all the data to monthly mean values, typically on 100 by 100-km
grids. ERS-retrieved thicknesses have been validated by comparison with submarine ice
draft measurements (Figure 8-26). These methods allow retrieval of ice thickness above 1
m and exclude the marginal ice zone.

Figure 8-26 Sea ice thickness derived from ERS radar altimeter data in the Beaufort Sea. The circles indicate ice thickness
measurements from submarine cruises used for validation of the altimeter estimates. Courtesy: S. Laxon.

ENVISAT ASAR has dual-polarization capabilities, and the Alternating Polarization
(AP) mode allows acquisition of three dual-polarization combinations: HH and HV, VV
and VH, or HH and VV. Initial results from ASAR AP data suggest that cross-polarization
will improve the potential for distinguishing ice from open water, which can sometimes be
difficult with only HH or VV polarization. The sensor noise floor for the cross-polarization
channel can be a limiting factor in observing ice types with low backscatter, such as for
discrimination of thin, new ice and open water areas. Therefore, the co-polarization option
(HH and VV) of the Alternating Polarization mode may be preferable, as research has shown
that the co-polarization ratio may also be useful for discriminating ice from open water
areas (Scheuchl et al. 2001; De Abreu et al. 2003). An example of discrimination between
ice and water from ENVISAT AP mode is shown in Figure 8-27.
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Figure 8-27 Example of ENVISAT Alternating polarization image with about a 100-km swath width in the Svalbard region
showing (a) HH-polarization, and (b) polarization ratio (VV/HH) where the open water and sea ice is well discriminated.

Another advantage of cross-polarization images is for better detection of ridges and
discrimination between MY and FY ice, as well as between level ice and deformed ice.
Observations of C-band scatterometer measurements of Baltic sea ice from aircraft quanti-
tatively illustrated that the backscatter contrast between level ice and ice ridges is larger at
cross-polarization than co-polarization (Makynen and Hallikainen 1998). Multiyear versus
first-year ice contrast is as high as 9 dB in the cross-polarization data, compared to less than
3 dB in the like-polarization channels. It is envisaged that cross-polarization ScanSAR data
from RADARSAT-2 will be an improvement over the current like-polarization case for de-
tection of ice topography and structure. Other new spaceborne SAR systems will contribute
to ice observation in the next few years, such as the L-band, polarimetric ALOS PALSAR,
and the X- and L-band polarimetric TerraSAR. The possibilities to have SAR data in three
frequencies (X-, C- and L-band) in combination with polarimetric capabilities offer unique
opportunities to extract more information about various ice classes ands ice features from
SAR. An example of a three-frequency composite (P-, C- and L-band) from airborne SAR
is shown in Figure 8-28.

ENVISAT ASAR Global Mode offers a new opportunity to observe and monitor most
of the Arctic and Antarctic sea ice, since this is a default mode of operation that is used
when no other modes are requested. This low-energy mode provides image strips with 500-
m pixel size, swath width of 450 km, and 1-km resolution. The images require no pre-
ordering and are available in near-real-time from a server at ESA. This is a very convenient
capability that makes it suitable for operational monitoring. However, analysis of these
images has not yet started so it is not yet clear which products can be derived from the
Global Mode.

Sea ice measurements from space are now in a very interesting development phase
where high-resolution global sea ice data from SAR is feasible and use of the RGPS can
provide more details about the dynamic and thermodynamic information. When ice topog-
raphy and thickness measurements from ICESat are combined with SAR, a new era in ice
observation will start. Ice volumes and fluxes will be determined more accurately, which
will improve ice modeling and forecasting. Assimilation of ice concentration from SSM/I
data in coupled ice-ocean models has started (e.g., Lisæter et al. 2003). Ice drift and thick-
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ness will be added when there is sufficient coverage across the Arctic Ocean. It is envisaged
that all the major sea ice parameters will become available from space data within the next
decade, with SAR and altimeters playing key roles. This will contribute to improved de-
scription and modeling of sea ice from basin-wide scales down to regional and local scales.

8.9 ACKNOWLEDGEMENT

We would like to thank our many colleagues, mentioned in the reference list, for valu-
able contributions to this article.

Figure 8-28 Multi-frequency JPL AirSAR data of sea ice from the Beaufort Sea acquired in 1988. Total Power images for C, L,
and P bands and false color composite (Red: C-band; Green: L-band; Blue: P-band) illustrating the visual synergy of the
three frequencies when combined. After Flett 2004.
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