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Abstract

In this study we have investigated Reversed Flow Events (RFEs) in the northern hemi-
sphere polar cap. A RFE is an ∼50-250 km wide flow channel that opposes the large
scale background flow. A total of 57 new RFEs were discovered using data from the Su-
per Dual Auroral Radar Network (SuperDARN) for primarily December of 2014-2016.
We found RFEs lasting up to 97 minutes, with an average duration of 11.4 minutes.

Most RFEs were found in the dawn and dusk region with 26 events in the 4-10
MLT dawn region (46%) and 14 in the 14-20 MLT dusk region (25%). 12 RFEs were
identified within the 10-14 MLT dayside region (21%) and only 5 in the 20-04 MLT
nightside region (9%). There was no significant spread in MLT based on IMF Bz, but
in our study 79% of the RFEs with stable IMF prior to onset were observed during
positive IMF Bz. For By there was a strong preference towards dawn and night for
negative values, and day and dusk for positive values. Most RFEs were seen stationary
during their existence, while at least one RFE moved poleward.

Depending on their location we have classified the reversed flow channels as ei-
ther dayside RFEs, lobe cell RFEs (dawn and dusk) or nightside RFEs. Our findings
agree with previous studies of dayside reconnection generated RFEs, but expand our
knowledge of the phenomenon to a wider area of the polar cap.
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Chapter 1

Introduction

With increased travel to Arctic regions, society is increasingly dependent on satellite
based navigation and communication. As the sea ice extent in polar regions decreases,
shipping routes through polar regions become more attractive for shipping companies.
The number of flights in polar routes is expanding constantly, as our world gets more
interconnected and there is more tourism and business between the western and eastern
hemispheres. They all have in common that they are increasingly dependent on reliable
real-time communication and navigation services to assure safe travel.

Common for all satellite-based navigation and communication services is that the
signal needs to traverse the ionosphere, the outer layer of our atmosphere. The iono-
sphere is very sensitive to disturbances from magnetic storms. These disturbances will
in many cases create problems for GPS and other Global Navigation Satellite Systems
(GNSS) to provide reliable navigation signals. In severe cases solar storms can cause
satellites to malfunction and even cause power grids on earth to fail [Daglis , 2012].

In this thesis, we will study one type of ionospheric disturbance called Reversed
Flow Events (RFEs). These events may be a trigger for smaller scale irregularities
which cause the above mentioned navigation and communication issues. That is one
motivation for advancing our knowledge about the occurrence, characteristics and im-
portance of RFEs.

Some unanswered fundamental questions are how RFEs are generated, where they
are found, and their role for energy transfer in the magnetosphere-ionosphere system.
The RFE channels themselves are a meso-scale phenomena, and in the magnetosphere-
ionosphere system different spatial scales play a role:

Large scale Important to understand the ionospheric response of magnetic reconnec-
tion and solar wind forcing. Relevant for determining position and direction of global
ionospheric current systems.

Meso scale Relevant for understanding flow patterns in the polar cap ionosphere
and it’s connection to other physical phenomena such as ion-upflow, PMAF, RFE and
other transients in the ionosphere.

Small scale Important for development of instabilities, which create scintillation in
GNSS signals. Increasingly important since GNSS and radio communication is widely
used in polar regions.
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1.1 Objectives

Listed below are key scientific questions that will be investigated in this thesis.

• Where can reversed flow channels be found, and how long do they last?

• Under which interplanetary magnetic field conditions are RFEs observed?

• What is the connection between magnetic local time and RFE occurrence?

These questions are also fitting well into the overall goals of the research group
at the Birkeland Centre for Space Science (BCSS) that me and my supervisor are a
part of. The overall objective of this group is to answer the question: How do we get
beyond the large-scale static picture of the ionosphere?. Our goal of identifying transient
ionospheric flow channels is therefore part of the core mission that researchers here in
Bergen and around the world is working on. In that sense it shows that the objectives
of this thesis is relevant and connected to the work of the rest of the space physics
community.

To address these questions, we will use case studies and data from a range of ground
based and satellite instruments.

The theory presented in the next chapter, and the instruments and spacecraft used
in the following chapter are all part of the necessary toolbox needed to answer these
questions which have been driving our research. After presenting our results, we will
discuss some aspects around the fundamental questions including the physical phe-
nomena responsible for reversed flows. At the end we will look at our result in a larger
perspective and attempt to categorize the RFEs based on generation mechanism.
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Chapter 2

Theory

In this chapter we will provide a background in space physics for the topics covered
in this thesis. The reader is assumed to have basic knowledge of plasma physics and
magnetohydrodynamics to understand the content of this thesis. For a general intro-
duction of space physics the reader is advised to A Brief History of Solar-Terrestrial
Physics by Kivelson and Russell [1995].

First we will introduce the energy transfer from the Sun to the Earth environment.
Then, the structure of the ionosphere and the coupling to the magnetosphere will be
explained. Afterwards the polar cap ionospheric convection patterns will be described
before different types of flow channels will be presented. The reversed flow channels
will be described in more detail before potential generation mechanisms for Reversed
Flow Events (RFE) are discussed.

2.1 The Sun and solar wind

The ionospheric phenomenon of RFE is believed to have its origin in the energy from
the solar wind. Therefore, we will first introduce a short overview of how this energy
is transferred to the Earth’s ionosphere.

The Earth has an average distance of 149 million km to the sun, which corresponds
to about 500 s or 8.3min with a light speed of c = 3× 108m/s.

Due to the high temperatures of over 2 million ◦K in the outer corona of the Sun, the
gravitational force cannot hold back the ionised plasma particles. These particles will be
released from the Sun in the form of the Interplanetary Magnetic Field (IMF) and solar
wind plasma consisting of mostly electrons, protons and alpha particles with thermal
energies between 1.5 and 10 keV. The solar wind particles moving with the magnetic
field has a velocity normally ranging from 400-750 km/s [e.g.,., Feldman et al., 2005].
Due to the Sun’s rotational period of 27 days, the solar wind will appear to be travelling
in the shape of a spiral called the Parker spiral after the astrophysicist Eugene Parker,
which in his work Parker [1958] predicted the shape of the IMF. After leaving the
Sun, the solar wind with embedded magnetic field will move with the speeds previously
mentioned and travel for ∼2 - 4 days before it reaches the Earth’s magnetosphere. An
illustration of the solar wind arriving at the Earth is shown in Figure 2.1.
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Figure 2.1: Artist illustration of the solar wind arriving the Earth’s magnetosphere [from http://sci.

esa.int/jump.cfm?oid=41473, downloaded on 30 January 2017]

Figure 2.2: Illustration of the frozen-in field concept. In a-b we see how the magnetic field lines will
bend as the plasma moves, and in c-d the fields cannot penetrate the highly conducting plasma and is
pushed ahead of it [from Brekke, 2013].
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2.1.1 Frozen-in magnetic field

The solar wind plasma is highly conducting, which results in something called the
frozen-in magnetic field [Alfvèn, 1942].

If a particle is moving with a speed v in a rest frame S with electric and magnetic
fields E and B, the fields in a reference frame S� moving with the particles will then
be:

E’ = E+ v×B (2.1)

and

B’ = B− v×E

c2
. (2.2)

Since the conductivity of the plasma σ → ∞ we have by Ohm’s law that there is
no current, and in the moving reference system E’ = 0. This gives us

E = −v×B, (2.3)

which is called the frozen-in condition. By inserting this into Faraday’s law it can
be shown that the magnetic field follows the plasma motion perpendicular to the field
lines and vice versa. An illustration of how the frozen-in concept works is shown in
Figure 2.2.

This frozen-in condition explains how the Interplanetary Magnetic Field (IMF) is
travelling together with the solar wind, and as we will see later, how the plasma in the
Earth’s upper atmosphere, the ionosphere, will be forced to move together with the
field lines as they traverse the polar caps.

2.2 The Earth’s magnetosphere

The magnetosphere is the area around the Earth governed by the magnetic field set up
by the Earth itself. A sketch of the Earth’s magnetosphere is shown in Figure 2.3.

The Earth is generating its own magnetic field that shields the surface from the
otherwise harmful solar storms. According to the Dynamo theory [Russell , 1993] the
flow of molten iron in the Earth’s outer core is convecting and rotating due to Earth’s
rotation and thermal dissipation from the mantle. Due to this movement of the Earth’s
core, a magnetic field is created, which to a first order approximation is a dipole field,
falling of as 1/r3 where r is the distance from the centre of the Earth.

Chapman and Ferraro [1931] introduced the concept of a magnetopause, the outer-
most layer of the magnetosphere. The magnetopause is located where the solar wind
pressure equals the pressure from the magnetosphere, ρSW v2SW = 2B2

MS/µ0. Here,
ρSW and vSW are the density and speed of the incoming Solar wind, BMS the Earth’s
magnetic field strength at the boundary and µ0 the permeability in vacuum. The mag-
netosphere, which would look like a dipole field in free space, is largely compressed on
the side facing the Sun and stretched on the side pointing away because of the influ-
ence from the solar wind, as seen in Figure 2.3. Because of this, the magnetopause will
extend to around 65000 km, or 8-10 Earth radii on the dayside, and to several hundred
Earth radii on the nightside.
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Figure 2.3: The Earth’s magnetosphere. From the left we can see the bow shock, where the solar wind
speed quickly drops, and the magnetopause, where the Earth’s magnetospheric pressure equals the
one from the solar wind. Between the bow shock and the magnetopause we have the magnetosheath
which is characterized by a weaker magnetic field that the solar wind can penetrate. [From http:

//image.gsfc.nasa.gov/poetry/magnetism/magnetism.html, downloaded on 17.01.2017]

While the magnetic field strength on the Earth’s surface is well mapped, it is still
poorly understood how the magnetic field changes over time and what processes con-
tribute [Roberts et al., 2013]. Even though the Dynamo theory is thought to be the
dominating process, we still have little knowledge of the composition of the Earth’s
core, which makes it hard to make numerical simulations of the convection processes
taking place. How the shape of the magnetosphere looks is also strongly dependent on
how the magnetosphere interacts with the solar wind, which is also not fully under-
stood. The satellite mission Cluster mission launched in 2000 has answered a lot of
these questions due to its unique ability to measure plasma fluctuations in three dimen-
sions. A summary of the scientific highlights up until today can be found in Escoubet
et al. [2015]. Recently another four spacecraft satellite mission, the Magnetospheric
Multiscale (MMS) launched in 2015 aims to solve some of the many still unanswered
questions. One of the most important goals of MMS is to conduct a definitive experi-
ment to determine what causes magnetic field lines to merge in a collisionless plasma
[Burch et al., 2016].

Table 2.1: Common properties of the different layers of the dayside ionosphere [Johnson, 1969].

Region Altitude[km] Density[m−3]

D 60-90 108 − 1010

E 90-150 1010 − 1011

F 150-600 1011 − 1012
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Figure 2.4: Temperature in different height intervals of the atmosphere, and density profiles of the
ionosphere for different layers. The density profile shows higher density at day in solid line compared
to night in dashed line due to solar UV ionization [from Kelley , 2009].

Figure 2.5: Density of different elements of both neutral and charged particles in the atmosphere for
different heights. Note that even with high ion density from 100-500 km, there are still more neutral
particles than charged ones [from Johnson, 1969].
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2.3 Ionosphere

The upper part of the Earth’s atmosphere is called the ionosphere, and it ranges from
about 60 km up to ∼1000 km. The ionosphere is characterised by a significant portion
of ionised plasma from solar Extreme UltraViolet radiation (EUV) radiation, compared
to the lower part of the atmosphere. Production and loss varies with altitude, which
results in different altitudes having different plasma densities. Due to equal production
of positive and negative charges, the Earth’s ionosphere will have charge neutrality
on large scale. Because of this, the electron and ion densities will be equal and often
referred to collectively as the plasma density.

The plasma frequency ωp =
�
Nee2/meε0, where Ne is the above mentioned plasma

density, e the elementary charge, me the electron mass and ε0 the permittivity in
vacuum, is an important property to determine the characteristics of the ionosphere.
Because of its electron density dependency, radiowaves sent into the ionosphere will be
reflected at the altitude where the signal frequency is of the same order of magnitude
as the plasma frequency. By using an ionogram that scans the ionosphere over a wide
range of frequencies, the altitude at different layers of the ionosphere can be determined
by the altitude of the backscattered signal of different frequencies. A plot of the average
density of different layers of the ionosphere can be seen in Figure 2.4. Figure 2.5 shows
the individual density profiles of the different particle species in the upper atmosphere.

The F region is the uppermost region of the ionosphere and typically contains the
maximum plasma density. For this thesis, the F region between 150 - 400 km is the
most important region. Key properties of the different regions of the ionosphere can
be seen in Table 2.1.

2.4 Solar wind energy transfer

If there was no magnetosphere and atmosphere around the Earth, all the solar wind
plasma would have direct access to the Earth’s surface. That is the case for the moon,
and it is thought to be the reason for why there are no habitable conditions existing
on Mars today [e.g., Summons et al., 2011].

Even though Earth is shielded from most of the solar wind by the magnetosphere,
there is still a coupling between the incoming solar wind magnetic field and the terres-
trial magnetic field [eg. Burch and Drake, 2009]. Several theories have been put forward
for how the particles and magnetic fields from the seemingly repelling magnetosphere
are injected into the Earth’s ionosphere as described by e.g., Dungey [1961], Cowley
and Lockwood [1992], Burch et al. [2016] and Trenchi et al. [2016].

When the incoming solar wind magnetic field is antiparallell to the terrestrial mag-
netic field, the field lines will merge is a process called magnetic reconnection first
described by Sweet [1958]. A close up illustration of how magnetic field lines recon-
nect is shown in Figure 2.6. Here, oppositely directed field lines from left and right
will merge at t=0 and convect up and downward. Usually this happens when there
is a strong southward IMF component (pointing in the negative Z-direction in GSM
coordinates, as described in Appendix A.1) in the solar wind, and the interplanetary
magnetic field lines will be oppositely directed to the Earth’s magnetic field lines. Here
the field lines from IMF will reconnect with the terrestrial field lines close to the day-
side magnetopause. This phenomena of static reconnection is shown in the red areas

8



Figure 2.6: Close up sketch of the phenomena of magnetic reconnection. Black long arrows indicate
magnetic field lines, and the short ones movement of the field lines. We see that at t=0 field lines
coming from left and right will merge and move up and downwards in the diagram for t>0 [Figure
from Baumjohann and Treumann, 1999].

Figure 2.7: Magnetic reconnection for southward IMF. From the left we see the solar wind and IMF
reconnecting in the left red area at the dayside magnetopause. As the open field lines convect over
the polar cap they reconnect in the nightside magnetotail and become closed again [from https:

//mms.gsfc.nasa.gov/science.html downloaded on 17 January 2017].
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Figure 2.8: Magnetic Flux tubes in the northern and southern hemispheres created by a localized burst
of reconnection near the magnetopause [from Southwood , 1987].

in Figure 2.7.

2.4.1 Static reconnection

Early attempts to explain the large scale convection of plasma in the polar cap iono-
sphere were presented as a result of dayside magnetopause reconnection by Dungey
[1961]. Here, a static picture of uniform convection of magnetic flux over the polar cap
takes place. This is called the Dungey cycle. Because of the frozen-in magnetic field
concept, the plasma in the ionosphere will follow the movement of these reconnecting
field lines [eg. Volland , 1978]. In the nightside magnetotail the open field lines will be
closed by reconnection again, see Figure 2.7, and the magnetic field lines are forced
back to the dayside because of continuity [Dungey , 1961].

Ionospheric convection is attributed to magnetic reconnection between the geomag-
netic and Interplanetary Magnetic Field and is dependent on the IMF orientation [Cow-
ley and Lockwood , 1992]. Reconnection in the dayside magnetopause creates ”open”
magnetic flux that is connected to the solar wind magnetic field. For the steady state
approach an equal amount of open field lines later reconnects in the cross tail current
sheet which re-closes the magnetic flux. This model describes a steady convection of
plasma in the F-region ionosphere for quiet solar wind conditions. This model for the
ionospheric convection was retained for decades since it was difficult to challenge the
theory with limited remote or in situ measurements.

2.4.2 Transient reconnection

As radar and satellite measurements became available, it was observed from the ISEE
satellite observations that the reconnection process didn’t precede exactly constant and
steady. Russell and Elphic [1978] noticed rapid bipolar oscillations in the component
of the magnetic field perpendicular to the magnetopause. They interpreted this as a
result of the reconnection process being impulsive, giving rise to the phenomena called
a Flux Transfer Event (FTE). Russell and Elphic [1978] interpreted the perturbations
as spatially and temporally localized reconnection events. The location of FTEs is
highly dependent on the IMF orientation, but they are most often observed during
southward IMF [e.g., Wang et al., 2006]. FTEs can further be classified by whether
they are happening in the magnetosheath or at the magnetopause. As the IMF field
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Figure 2.9: The radiance of the FUV aurora from the TIMED spacecraft, which uses the same instru-
ment as that on DMSP that we use data from. The blue shading shows the passbands of the detector
which matches the peak emission lines [from Christensen et al., 2003].

lines connect to the terrestrial ones, which give rise to a flux tube connecting to the
northern and southern hemispheres [Paschmann et al., 1982], see Figure 2.8. In the
ionosphere the signature can be seen as an equatorward bulge in the boundary between
the open and closed flux [Southwood , 1987].

With increasing computational powers, magnetohydrodynamics (MHD) simulations
have been performed to investigate the generation mechanisms of FTEs. Dorelli and
Bhattacharjee [2009] used such a model to investigate whether FTEs can form under
steady IMF conditions. Their simulations concluded that FTEs can form spontaneously
under southward IMF conditions which makes the magnetosphere unstable, but not for
northward IMF.

Further development in sensing of the ionosphere supported the theory of nonsteady
reconnection. Cowley and Lockwood [1992] presented an enhanced ionospheric convec-
tion model where pulsed reconnection enhances the plasma flow over the polar cap.
This explains how the convection will change in response to differences in the IMF By

and Bz components, and indeed isn’t steady as Dungey [1961] proposed.

2.4.3 The Aurora

Although optical observations of auroral emissions is not a significant part of this thesis,
we will use the imagery of ultraviolet (UV) aurora to determine the location of the open
closed field line boundary (OCB) in the polar cap. The OCB is the boundary where
equatorward magnetic field lines are connected to the Earth in both hemispheres, and
poleward field lines are only connected to the Earth on one side (and the IMF on the
other side). Thus, we need a brief introduction to the production of auroral emissions.

Electrons and protons causing the visible aurora will precipitate along the magnetic
field lines towards the magnetic poles of the Earth [e.g., Arnoldy , 1974]. When they
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Figure 2.10: FUV aurora seen in the northern hemisphere by the IMAGE satellite. Red denotes
stronger aurora, and the projection is MLT coordinates with noon pointing up [from Østgaard et al.,
2005].

reach the ionosphere they will excite neutral molecules and atoms. It is when these ex-
ited molecules relax to lower energy state that photons are produced, with wavelengths
dependent on the energy level of excitement. The auroral oval is a good way to identify
the OCB, due to the precipitation region that is laying on the boundary [e.g., Boakes
et al., 2008]. As a result, we know that poleward of the auroral oval there will be open
field lines.

Seen on the Earth’s surface the two most common emission lines during particle
precipitation are the 557.7 nm green line, and 630.0 nm red line originating from atomic
oxygen excitation [e.g., Störmer , 1955]. These are produced when the atomic oxygen
exited to 4.17 eV relaxes first to 1.96 eV emitting a photon of 557.7 nm giving green
light, and then further relaxes down to the ground state by emitting a 630.0 nm red
photon.

For our study, however, we will use the Far UltraViolet (FUV) emissions recorded
by spacecrafts for full polar coverage. There are 5 FUV emission lines of interest,
the atomic lines of Hydrogen (121.6 nm), Oxygen (130.4 nm and 135.6 nm) and two
Lyman-Birge-Hopfield (LBH) emission lines for molecular N2 at 140-150 nm and 165-
180 nm [Meier , 1991], see Figure 2.9. LBH emissions result from collisions of high
energy electrons and protons with molecular N2 giving rise to emssions over a large
range of wavelengths from 100-260 nm [Lofthus and Krupenie, 1977]. A more extensive
study of UV auroral emissions can be found in e.g., Meier [1991], Christensen et al.
[2003] and Young et al. [2010]. An image of the entire polar FUV auroral oval from the
IMAGE spacecraft is shown in Figure 2.10.

Milan et al. [2003] did an extensive multi-instrument analysis of the OCB location
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Figure 2.11: Location of the UV aurora in relation to the OCB for various IMF Bz directions. The
left panels show the location of the UV aurora, while the right panels show the energy of precipitating
particles in their respective locations. Noon MLT is up on the figure [from Milan et al., 2003].

for various IMF conditions. Their findings are consistent with precipitation of low
energy particles ( < 30 keV) of magnetoheath origin on open field lines, and is also
in good alignment with the poleward boundary of the UV auroral luminosity on the
nightside. On the dayside the UV auroral intensity is generally weaker and swamped
out by dayglow from the Sun, and lay either poleward or equatorward of the ”merging
gaps”, which is the reconnection sites depending on the IMF direction. A schematic
description of the location of UV aurora in relation to the OCB is shown in Figure 2.11.

2.5 Ionospheric convection and flow channels

Due to the frozen-in condition and low neutral density in the F region ionosphere,
both electrons and ions will move in the same direction by the E×B drift. When the
magnetic field lines move over the polar cap, the high latitude ionospheric plasma is
forced to follow the convection of magnetic field lines [Dungey , 1961]. Initially this
was thought to follow a steady pattern as described by the Dungey cycle and shown in
Figure 2.12.

Later there has been extensive research about high latitude ionospheric convection
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Figure 2.12: The static Dungey convection cycle for southward IMF. The view is from above the
magnetic north pole, with 12 MLT on the top [from Dungey , 1961].

Figure 2.13: Average convection patterns and electric potential sorted by IMF clock angle in the
northern hemisphere polar cap. The view is in MLT coordinates with noon up [from Cousins and
Shepherd , 2010].
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[e.g.,. Heppner and Maynard , 1987; Cowley and Lockwood , 1992; Weimer , 1995; Ruo-
honiemi and Baker , 1998; Lester et al., 2006; Cousins and Shepherd , 2010]. The model
by Dungey [1961] was primarily a qualitative model made by earlier observations of a
regular interplanetary magnetic field by the Pioneer V of 1960. One of the best known
empirical studies from literature came decades later, with electric field measurements
from the DE-2 satellite of 1981 and described in Heppner and Maynard [1987]. Here
equipotential lines from the electric field measurements were drawn for various orien-
tations of the IMF. These equipotential lines in turn govern the plasma flow over the
polar cap, due to the E×B drift of ionospheric plasma. Mathematical models based on
spherical harmonics coefficients from the DE-2 mission have later been developed by
Weimer [1995] for improved understanding of the dynamics of the system.

From being a purely static convection model, the ionospheric convection is now
believed to be highly dynamic depending on the direction of the solar wind has as shown
by Cousins and Shepherd [2010] in Figure 2.13. Here we can see the equipotential lines
of the polar cap electric field for various IMF clock angle orientations based on long time
statistical data of line of sight ion drift from the Super Dual Auroral Radar Network
(SuperDARN) radars [Greenwald et al., 1995; Chisham et al., 2007]. The SuperDARN
will be more extensively described in Chapter 3.1. The two cell convection model by
Dungey [1961] is most closely represented by southward IMF and close to zero IMF By

in the bottom centre panel of Figure 2.13.
For the plasma convection proposed by Dungey [1961] to occur on the dayside,

there has to be inflow of open flux, which is open field lines from dayside reconnection
(displayed as the dayside reconnection site in Figure 2.7), in the dayside cusp area. For
variations in IMF By there will be a shift of the cusp inflow region in the dayside polar
cap [e.g., Heelis , 1984; Ruohoniemi and Greenwald , 2005]. For positive IMF By the
inflow region is shifted postnoon, and similarly prenoon for negative values.

From recent studies done by radar instruments it has been possible to show that
inside this large scale convection pattern there are smaller non-uniform features such
as Flow Channel Events (FCEs) which we will present more in depth [Sandholt et al.,
2004]. However, to understand this, we will first briefly describe the current systems
going in and out of the ionosphere.

2.5.1 Magnetosphere-ionosphere current systems

We established in chapter 2.4.1 that the ionospheric flow is closely linked to magne-
tospheric reconnection. As a result of precipitating particles in the ionosphere, there
will be set up currents which can be measured by magnetometers on the ground and in
space. Kristian Birkeland wrote in 1908 about currents in the aurora [Birkeland , 1908],
and these field-aligned currents have since been named the Birkeland currents. When
there is strong reconnection in the magnetotail, the cross tail current will subsequently
increase, which is the current connecting to the ionosphere in the nightside.

Due to high conductivity along magnetic field lines, currents will flow as poleward
Region-1 [Iijima and Potemra, 1976] currents down to the ionosphere where they move
over the polar cap ionosphere as Pedersen currents. The Region-1 current is then
connected to another field aligned current system called the Region-2 current closing
at somewhat lower latitudes via the partial ring current, see Figure 2.14. As electrons
have higher mobility and will move faster than the heavier ions, there will be created
a second horizontal current, the Hall current from the E×B drift of the electrons, but
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Figure 2.14: A possible closure of the magnetosphere-ionosphere current system. Region-1 currents
flow from the outer magnetosphere to the poleward boundary of the ionosphere as Region-1 currents.
The Region-2 currents from the partial ring current arrive in the ionosphere at lower latitudes [from
Brekke, 2013].

Figure 2.15: A schematic view of how the currents from Figure 2.14 map down to the Earth. We see
the innermost Region-1 currents which are closed in the tail-current, and the Region-2 current closed
in the partial ring current [from Le et al., 2010].
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Figure 2.16: Average currents into and out of the ionosphere for southward IMF. The innermost
currents, into the ionosphere on the morning side, and out of the ionosphere on the evening side
corresponds to the Region-1 currents in Figure 2.15, and the outermost is the Region-2 currents [from
Iijima and Potemra, 1976].

in the opposite direction. The Hall current, which is an important contribution to
the auroral electrojet, is visible in ground magnetometers around magnetic midnight
travelling eastward pre-noon and westward post-noon [Le et al., 2010]. An illustration
of the ionospheric currents can be seen in Figure 2.15, while the location of Region-1
and Region-2 currents into and out of the polar cap ionosphere is shown in Figure 2.16.

2.5.2 IMF dependency of convection

For IMF Bz � 0 (pure southward), the ionospheric convection is relatively well under-
stood with two large convection cells as described by Dungey [1961].

When the IMF Bz � 0 (pure northwards), the ionospheric convection pattern di-
verges from the usual two cell convection. Depending on the magnitude of the magnetic
field, and in particular the By component, several additional convection cells may be
created. This has to do with the fact that for northward IMF reconnection does not
take place in the equatorial plane (in the red area to the left in Figure 2.7). Reiff and
Burch [1985] carried out statistical work for various IMF conditions from the Dynamics
Explorer spacecraft mission from 1981 to study the ionospheric interaction with recon-
nection in the magnetosphere. Their findings can be seen in Figure 2.17. For northward
IMF, reconnection will take place further downstream in the magnetosphere and closer
to the magnetic poles. When IMF By is close to zero we get what is called dual lobe
reconnection, caused by simultaneous reconnection in both hemispheres and closing of
open field lines in the polar cap [Imber et al., 2006]. This results in separate lobe cells
in the convection pattern as seen in panel (B) of Figure 2.17. For IMF By strongly pos-
itive or negative we will instead get single lobe reconnection as seen in panels A and C
of the same figure. However, it is important to notice that the convection patterns are
only statistical results, and not necessary the actual instantaneous convection pattern
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Figure 2.17: Schematic ionospheric convection cells in the northern hemisphere for positive and negative
IMF By during weakly and strongly northward IMF (Bz > 0). We see that there are single lobe cells
developing during weakly northward IMF in panel (D) and (E), and dual lobe cells during strongly
northward marked with ’L’ in (A) and (C) [from Reiff and Burch, 1985].

for a given event since statistics tend to eliminate deviations.

As we will see later in our results, such lobe cells may in fact generate a large portion
of the observed reversed flow channels. A schematic view of lobe cell reconnection is
shown in Figure 2.18. Optical and ground based radar measurements of the resulting
sunward flow channels have later been studied by e.g., Sandholt et al. [1998] and Liu
et al. [2015].

2.5.3 Dayside flow transients

Ionospheric signatures of Flux Transfer Events (FTE) have been observed since the
beginning of European Incoherent Scatter (EISCAT) observations by van Eyken et al.
[1984]. A description of EISCAT’s working principles and characteristics can be found
in Rietveld et al. [1991]. The signatures, often referred to as poleward moving transients
[Sandholt et al., 1990], are commonly divided into Flow Channel Events (FCE) [Pinnock
et al., 1993], Pulsed Ionospheric Flows (PIFs) [Provan et al., 1998] and Poleward Moving
Radar Auroral Forms (PMRAFs) [Milan et al., 2000].

During daytime aurora Sandholt et al. [2004] categorized three types of enhanced
flows found together with daytime aurora. This includes (i)Enhanced sunward return
flow on closed field lines, (ii)Enhanced flow on newly opened flux containing FTEs and
(iii)Enhanced flow on old open field lines due to the solar wind magnetosphere dynamo
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Figure 2.18: Reconnection in the northern lobe during positive IMF Bz. Solid lines mark the magnetic
field lines, and dashed arrow marks the sunward flow direction of the plasma flow [from Gosling et al.,
1991].

in the high latitude boundary layer. All these flow types are somewhat connected since
they contain enhanced flow in the same direction as the large-scale flow pattern.

These different types of enhanced flow will now be examined in greater detail.

i) Enhanced flow on closed field lines

Lockwood et al. [1993] used the EISCAT VHF radar to locate channels of sunward return
flow on closed field lines. The 630.0 nm meridian-scanning photometer in Ny-Ålesund
was used to follow the flow channels. Moen et al. [1995] did similar observations, and
managed to measure a flow vector, see Figure 2.19. They observed this return flow at
lower latitudes in both the morning and afternoon sector and attributed the cause to
pulsed reconnection on the magnetopause.

ii) Enhanced flow on newly-opened field lines

Southwood [1987] presented a model for how the ionospheric footprint of an FTE would
look like. According to that model, newly reconnected fast moving flux will set up a
local twin vortex flow disturbance, see Figure 2.20. There will be an upward Field-
Aligned Current (FAC) at the clockwise flow shear, and a downward FAC at the counter
clockwise flow shear, and the two are connected via a horizontal Pedersen current.

For the Southwood model there should be at least three observable signatures; (1)
newly open fast moving centre flux, (2) FAC on the flanks of the newly opened flux,
and (3) return flow on either side.

19



Figure 2.19: EISCAT VHF flow vectors derived by combining line of sight velocities from Beam 1
and Beam 2 showing enhanced sunward return flow on closed field lines. The plot shows the time
developement of flow vectors at different latitudes. The lower latitudes are a part of the background
flow, while the enhanced flow can be seen at higher latitudes in the top of the diagram [from Moen
et al., 1995].

iia) Flow Channel Events (FCEs) Pinnock et al. [1993] presented several transient
velocity patterns in the cusp ionosphere. Polar Anglo-American Conjugate Experiment
(PACE) HF radar data were used in combination with DMSP F9 polar orbiting satel-
lites to measure channels of at least 900 km length in the anti-sunward direction and
100 km width. Weak return flow was observed outside the channel, consistent with the
Southwood model. The flow is explained in terms of tension pull on newly open flux
according to the Southwood model [Pinnock et al., 1993, 1995]. Chisham et al. [2000]
have later confirmed these findings.

iib) Pulsed Ionospheric Flows (PIFs) Provan et al. [1998], Provan and Yeoman
[1999], and McWilliams et al. [2000] observed Pulsed Ionospheric Flow (PIFs) in the
SuperDARN Hankasalmi radar. Poleward of the Convection Reversal Boundary (CRB)
transient PIFs were observed, and interpreted as an ionospheric signature of FTEs on
the newly reconnected field lines as they are pulled anti-sunward by the ionospheric
flow. These observations have later also been seen by DMSP satellites [Provan et al.,
2002] and Cluster [Wild et al., 2001]. Provan and Yeoman [1999] made a statistical
analysis from the SuperDARN Hankasalmi radar over 2 years, and found the statistical
occurrence of PIFs, see Figure 2.21. They reported that the azimuthal extent of the
PIF was 4-4.5 hours (1500 km) around magnetic noon, but pointed out that due to only
line of sight measurements it is impossible to measure the velocity vector from a single
point. This flow is fundamentally the same as the FCE, described by Provan et al.

20



Figure 2.20: Sketch of FTE signatures in the ionosphere after a fluxtube reconnects at the dayside
magnetopause. We can see the downward Field Aligned Currents (FACs) on closed field lines, and
upward FAC on open field lines co-located with a PMAF. The solid lines of ionospheric flow is the
plasma flow visible with the SuperDARN radars [from Oksavik et al. [2004], after Southwood [1987]].

Figure 2.21: Occurrence distribution of PIF signatures in local times, as observed by the SuperDARN
Hankasalmi radar from March 1995 to February 1997. The data is recorded predominantly under
positive IMF By conditions resulting in a shift of events pre-noon [from Provan and Yeoman, 1999].
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Figure 2.22: A sketch of eastward and westward flow channels couple through different generator regions
in the magnetopshere. Note that both flows have the same direction as the magnetic pull, so they are
not reversed flows [from Rinne et al., 2010].

[2002] to also be a result of the magnetic tension force from the IMF By component.

iic) FTE flow channel FTE flow channels, which are on newly open field lines
represent a patch of newly open flux [Moen et al., 2012]. When the IMF By switches
quickly between positive and negative, individual reconnection pulses will map down
to different places in the ionosphere, which according to Lockwood et al. [2001] can be
seen as a train of channels adjacent to each other. Individual FTE channels have been
observed with the EISCAT Svalbard Radar (ESR) by Rinne et al. [2010] enabling high
resolution tracking of individual FTE channels.

Rinne et al. [2010] notes that since there is a very sharp flow reversal boundary on
each side of the flow channel, this implies the existence of a Field Aligned Current (FAC)
sheet, see Figure 2.22. Since these flows are corresponding to different reconnection
regions, they also have their own FTE generator. These flows will stay as long as
the generators and FAC are active, which is until the magnetic tension of the newly
reconnected flux tube has been released.

iii) Enhanced flows on old-open field lines

When magnetic flux from the inflow region convects in the anti-sunward direction far
inside the polar cap it is called old open flux. From radar and satellite observations
it has been seen that there can develop enhanced flow within the old open flux [e.g.,
Stern, 1984; Sandholt et al., 2004; Farrugia et al., 2004; Sandholt and Farrugia, 2007].
Sandholt et al. [2010] attribute the flow channel events to momentum transfer from
the high-latitude and flank boundary layers of the magnetosphere, on the downstream
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Figure 2.23: Enhanced flow on the old open flux, marked as FC2 in the Figure. The figure shows the
situation when By < 0 for southward IMF conditions [from Sandholt et al., 2010].

side of the cusp, via Birkeland currents. In that case, it is a result of the solar wind
magnetosphere dynamo in the high latitude boundary layer. The flow channels were
observed to last for 5-10 minutes, and for By negative it was seen to enhance the flow
only on the dusk side, see Figure 2.23.

2.5.4 Poleward moving auroral forms

Polar Moving Auroral Forms (PMAFs) are the visual signature of the solar wind moving
past Earth [Vorobjev et al., 1975; Fasel , 1995; Sandholt et al., 1998]. Specifically, it’s
the result of localized dayside magnetic reconnection events [McWilliams et al., 2000;
Carlson et al., 2006]. In this sense, the PMAF is not a distinct flow channel, but the
optical signature of newly open flow channels. They are rarely seen far inside the polar
cap, but may exist as high density F-region plasma patches seen in airglow [Lorentzen
et al., 2010]. The importance of PMAFs is that they are associated with an upward
Birkeland current [Oksavik et al., 2005], and thus are connected to the flux tube of the
FTE. This is also confirmed by observations from satellite conjunctions showing that
these auroral forms are associated with enhanced fluxes of magnetosteath ions and
electrons [e.g., Sandholt and Newell , 1992; Moen et al., 1996; Farrugia et al., 2003].
Similarly as the polar cap inflow region is affected by IMF By, the PMAFs can be
dominated by a dawn-dusk motion [Karlson et al., 1996; Moen et al., 1995, 1996].

Another event related to PMAF is ion-upflow, which is ions quickly moving up-
wards in the ionosphere and has been extensively studied in the polar ionosphere [e.g.,
Shelley et al., 1976; Moore et al., 1986; Pollock et al., 1990]. Moen et al. [2004] observed
that there is an one-to-one correspondence between ion-upflow events and individual
PMAFs. Because of their relation to PMAFs, Moen et al. [2012] conclude that precip-

23



Figure 2.24: Schematic view of how the bursty bulk flow is generated as a consequence of magne-
totail reconnection between 1) and 2) in the figure. Later this causes auroral breakup and auroral
streamsters seen in 3) [Downloaded from http://www.igep.tu-bs.de/forschung/weltraumphysik/

projekte/themis/wissziel_en.html on 27.04.2017].

itating magnetosteath electrons contribute with energy for ion-upflow in FTEs.

As we will study in more depth later, there is a close connection between ionospheric
flow channels and PMAF [Lockwood et al., 1990], FTEs [Milan et al., 2000] and the
RFEs [Moen et al., 2008].

2.5.5 Nightside flow channels

Reversed flow channels seen in the nightside polar cap can not be related to dayside
reconnection due to their location on already open field lines far from the dayside OCB.
There are several types of flow enhancements seen in the nightside ionosphere, which
is important for understanding the development of nightside reversed flows. Here we
will explain auroral streamers and Bursty Bulk Flow (BBF).

Auroral streamers are north-south aligned auroral thin arcs in the nightside iono-
sphere [e.g., Nakamura et al., 2001; Sergeev et al., 2004]. Nakamura et al. [2001] reports
that the auroral streamers are observed in relation to auroral expansion and eastward
flow bursts at midnight MLT. These flow channels are also observed to have a time
scale of 2.5 min on average, and are accompanied by large flow shears.

The auroral streamer is interpreted as an ionospheric phenomenon of eastward BBF
[e.g., Angelopoulos et al., 1992; Nishimura et al., 2011]. BBFs are mid-tail plasma sheet
flow enhancements with embedded flow bursts down to 1 minute duration [Baumjohann
et al., 1989]. These fast flows are thought to play a key role in magnetotail flux transport
and nightside reconnection [Nagai et al., 1998].

Figure 2.24 shows a sketch of how the BBF is affecting the ionosphere and re-
sulting in auroral streamers. Fast flow channels seen by SuperDARN in the nightside
ionosphere might be a result of this BBF happening in the inner tail magnetosphere.
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Figure 2.25: Theta aurora observed by the FUV instrument of the Dynamics Explorer (DE) 1 spacecraft
in 1983 over the southern hemisphere [from Frank and Craven, 1988].

2.5.6 Transpolar arcs

Arcs of aurora originating in the nightside polar cap and extending far into the otherwise
dark polar cap are called TransPolar Arcs (TPAs) after first being observed by Frank
et al. [1982]. These usually short lived visible features may extend all the way into the
dayside polar cap, for which they are called theta aurora. A figure of a TPA extending
all the way across the polar cap can be seen in Figure 2.25.

The usual transpolar arc is also primarily occurring under quiet geomagnetic con-
ditions and northward IMF with reconnection in the lobes [Berkey et al., 1976]. The
IMF By strength up to several hours prior to appearance of an arc is shown by Fear
and Milan [2012b] to influence the MLT location of the TPA. The same study observes
dawn and duskward motion induced by fluctuating IMF By.

As discussed in Fear and Milan [2012b] there exist several competing models for
the generation of TPAs, and whether they form on open or closed filed lines. In one
such model of TPAs forming on closed field lines by Milan et al. [2005], the TPA
forms as a tongue of closed magnetic flux embedded in the open field line polar cap.
This is thought to occur for northward IMF and a significant By, resulting in twisted
reconnection in the tail. As the reconnection proceeds, the TPA gradually extends
towards higher latitudes.

Of our interest are strong azimuthal flows along the nightside auroral oval, which
are observed during twisted tail reconnection and thus also simultaneously with TPAs
[Milan et al., 2005], see panel (b) and (c) of Figure 2.26.

According to the Milan et al. [2005] model there should be azimuthal flow towards
midnight MLT, e.g. opposite the direction of asymmetric convection cycle as pre-
dicted by Dungey [1961]. Fear and Milan [2012a] tested this assumption by identifying
enhanced flows from the SuperDARN radars simultaneously with TPAs seen by the
IMAGE spacecraft [Mende et al., 2000]. They confirmed the existence of reversed flows
azimuthal along the nightside auroral oval towards magnetic midnight.
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Figure 2.26: Schematic illustration of TPA formation after the Milan et al. [2005] model of twisted tail
reconnection. (a) shows tail reconnection for By close to zero. In (b) we see twisted tail reconnection
for By < 0. The area where the TPA and azimuthal flow originates is enlarged in (c). From Fear and
Milan [2012a] originally after Milan et al. [2005].

Fear et al. [2014] recently observed electron plasma originating from closed field lines
mapping down to the observed TPAs with a dual spacecraft study. This strengthens
the theory that TPAs originate on closed field lines in accordance with the model of
Milan et al. [2005].
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2.6 Reversed Flow Event (RFE)

2.6.1 Definition, characteristics and examples

The flow events described by Sandholt et al. [2004] have all in common that they
describe enhanced flow in the same direction as the background flow.

Rinne et al. [2007] discovered a new and fourth category of enhanced flow in the
opposite direction of the background flow called Reversed Flow Events (RFEs). By
analysing 11 days of the winter cusp ionosphere, their study identified 21 RFEs. For
such an event the flow needs to be greater than 250 m/s in opposite direction of the
background convection, with a minimum of 500 m/s shear flow. A summary of all their
observations can be seen in Table 2.2.

Rinne et al. [2007] observed RFEs in 40% of the radar scans within one hour of
magnetic noon. Their study was carried out with the EISCAT Svalbard radar, and the
21 RFEs were found in about 16 % of the 767 scanned plots. The RFEs were found to
last ∼19 minutes on average. Their study describes a series of RFEs in January and
December 2001 previously also analysed by Oksavik et al. [2004, 2005].

Reversed Flow Event (RFE) Definition

A Reversed Flow Event (RFE) is defined as an elongated segment of enhanced F-region
ion flow in the opposite direction to the large scale background flow. The original

Table 2.2: RFEs found in EISCAT by Rinne et al. [2007]. The MLT for the events are not given by
the authors, but this corresponds to a maximum of UT +2 hours for scans west of the radar, and UT
+ 4 hour for scans east of the radar.

Nr. Site Start time UT Duration IMF
[yyy/mm/dd] [hh:mm] [min] (By, Bz)

1 esr 2001/01/16 10:07 9 -, -
2 esr 2001/01/20 06:45 4 -, -
3 esr 2001/12/15 07:36 7 +, -
4 esr 2001/12/15 09:24 3 +, -
5 esr 2001/12/15 10:03 55 +, +
6 esr 2001/12/16 07:31 6 +, +
7 esr 2001/12/16 08:03 49 +, +
8 esr 2001/12/16 08:39 9 +, +
9 esr 2001/12/16 08:52 38 +, +
10 esr 2001/12/16 10:16 29 +, +
11 esr 2001/12/16 10:51 9 +, +
12 esr 2001/12/18 06:43 7 +, -
13 esr 2001/12/18 07:54 9 +, -
14 esr 2001/12/18 09:38 29 +, -
15 esr 2001/12/18 09:51 29 +, -
16 esr 2001/12/28 10:07 37 +, -
17 esr 2001/12/20 06:19 3 +, -
18 esr 2001/12/20 10:25 26 +, -
19 esr 2001/12/20 10:41 16 +, -
20 esr 2001/12/21 07:38 17 +, -
21 esr 2001/12/21 08:55 17 +, -

27



Figure 2.27: Overview of the development of an RFE as seen with the EISCAT Svalbard Radar, on
16 December 2001 at 10:16 UT. The event lasted 29 minutes for both positive IMF By and Bz. The
fan plots of ion velocities are projected on geographic coordinates. Positive red values indicate line of
sight flow velocity away from the radar while blue is flow velocity towards the radar. The RFE can
be seen as blue eastward flow in the otherwise westward flow marked with yellow circles [from Rinne
et al., 2007].
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Figure 2.28: RFE seen on 20 December 2001 with the SuperDARN Hankasalmi radar [from Oksavik
et al., 2011].

Figure 2.29: EISCAT Svalbard Radar scan in (a) and all-sky camera (b) seen during the same RFE.
The white contour marks the flow shear reversal at the equatorward edge of the RFE, in alignment
with the poleward edge of the PMAF [from Moen et al., 2012].
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ionospheric flow channel criteria set by Rinne et al. [2007] for flow channels to satisfy
the RFE definition are as follows:

1. The RFE has to be evident in more than one radar beam direction (azimuth
position). This criterion eliminates questionable measurements.

2. The line-of-sight ion drift velocity inside the RFE must be > |250| m/s for at
least one scan during the lifetime of the event.

3. The longitudinal extent of an RFE has to exceed 400 km in the radar field of
view.

4. The RFE has to stay in clear contrast to the background flow, i.e., the back-
ground flow must exhibit uniform and opposite velocities > |250| m/s in the area
surrounding the RFE for at least one scan.

5. The RFE has to be embedded within the background flow for at least one scan
(this criterion avoids large-scale convection reversals being detected as RFE).

In contrast to the flow channels reported by Sandholt et al. [2004], RFEs flow
longitudinally and oppose the magnetic tension pull, and therefore according to Moen
et al. [2008] are unlikely to represent newly open flux. Consequently, the RFE is a
principally different category of flow channel.

Moen et al. [2008] reported two different types of RFEs: i) One moving into the
polar cap on the poleward boundary of a PMAF and ii) RFEs moving longitudinally
together with the cusp boundary.

The problem with the EISCAT azimuthal scan is that the antenna has to physically
move from one side to the other, which takes up to 4 minutes at maximum speed.

Rinne et al. [2007] observed the RFEs to be 50-250 km wide in latitude and often
longer in longitude than the ESR field of view (600 km). The RFEs were all observed
between 40◦ and 240◦ By/Bz defined clock angle with 95% opposing the IMF dependent
magnetic tension force Heppner and Maynard [1987]. An example of the RFEs observed
by Rinne et al. [2007] can be seen in Figure 2.27. Here the RFE can be seen as blue
eastward flow towards the radar in the otherwise westward flow expected from the large
scale convection seen by the SuperDARN radars.

It has long been thought that these transients features would be hard to see in
SuperDARN radar data because of their relative narrow nature until Oksavik et al.
[2011] discovered one RFE in SuperDARN data from the Hankasalmi Finland radar.
Their event was a case study from 20 December 2001 and shown in Figure 2.28. The
RFE is displayed as a red anti-sunward directed enhancement in a region of expected
sunward flow in the post-noon inflow region.

A summary of all RFEs found by Rinne et al. [2007] is displayed in Table 2.2.
Events are shown with their start date and time in UT as well as their duration in
minutes. The last column shows if IMF By and Bz is positive or negative. We see that
14 out of 21 events happen for southward IMF, as well as 19 events for positive IMF
By. However, Rinne et al. [2007] concludes that RFEs occur independent of the IMF
By and Bz polarity, and that they form one by one and never in pairs.

Figure 2.29 shows an RFE previously detected by Rinne et al. [2007] and later
analysed by Moen et al. [2012] in relation to a PMAF. The equatorward edge of the
RFE is seen to co-locate with the sunward edge of the PMAF.
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Figure 2.30: Generation of a single return flow by an asymmetric Southwood FTE model for IMF
By > 0. a) shows how an newly opened flux represented with grey shading enters the polar cap.
Circled dots and crosses represents the location of upward and downward FACs. b) shows the FTE at
a later stage when it has been pulled into the polar cap. c) shows a second FTE entering the polar
cap, while d) shows both FTEs propagating into the polar cap and elongating to the plasma convection
[from Rinne et al., 2007].

2.6.2 Relation to Southwood FTE

As the observed RFEs are phenomena near the cusp inflow region, Rinne et al. [2007]
describes it as a signature of magnetic reconnection. Specifically it is a result of the
Southwood FTE model [Southwood , 1987] (described in 2.5.3). In this model, there are
expected to be two simultaneous return flows on each side of the center flux. Rinne
et al. [2007], however, mostly found only one return flow. When both were present,
they were not developing at the same time, and thus have to be considered as two
different FTE events.

Since all RFEs observed by Rinne et al. [2007] were for strong By conditions, they
suggested that the Southwood FTE model takes an asymmetric form where only the
poleward cell of the Southwood FTE becomes visible, see Figure 2.30. In this way, it
explains why only one return flow channel is observed for each FTE.

2.6.3 Possible generation via MI current loops

The generation of RFE can according to Moen et al. [2008] be explained as a region
where two magnetosphere-ionosphere (MI) current loops, forced by independent voltage
generators, couple through a poorly conducting ionosphere. The electric field arises
in between large-scale currents loops, each mapping to a different reconnection site.
Because of this, the RFE channel is a region with no precipitation, and particle impact
ionization will not contribute to the Pedersen conductance. Figure 2.31 shows a sketch
of the MI current system. Figure 2.32 shows how the RFE flow channel exist in a poorly
conducting ionosphere between the current loops from Figure 2.31. Moen et al. [2008]
suggested that the part of the RFE that is on the poleward side is on open flux, while
the equatorward part is a subsequent FTE. The large E-field is a result of low Pedersen
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Figure 2.31: Schematic illustration of the RFE current systems relationship to the RFE flow shear.
The two current loops on the left and right side are forced by separate voltage generators. The electric
field of the RFE is located in a region of low conductivity and void of precipitation between the loops
[from Moen et al., 2008].

Figure 2.32: Independent currents seen in blue and red color thought to generate the RFE in green
color as explained by Moen et al. [2008]. The blue current is the Region-1 current on closed field lines
equatorward of the RFE, while the red current is on open field lines poleward of the RFE. The RFE
is generated due the short circuit and electric field set up in the low conducting region between the
current loops. The pink arrows show the flow direction with the RFE opposing the large scale flow
[Figure from Stausland , 2014].
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conductivity, which suggests that there should be a summer/winter asymmetry of RFE
due to increased Pedersen conductivity in sunlit conditions which reduce chances of
RFEs in summer.

2.6.4 Possible generation from inverted-Vs

Accelerated electron precipitation is thought to generate discrete auroral forms like
PMAF according to Moen et al. [2012], which describes two acceleration mechanisms
above the ionospheric cusp. Kinetic Alfven waves (KA waves) [Chaston et al., 2007]
are dispersive broad energy beams, while inverted-V type electron precipitation [Lin
and Hoffman, 1982] gives rise to mono-energetic beams.

Moen et al. [2008] also suggested a second hypothesis that RFE channels may be
the ionospheric footprint of an inverted-V type coupling region. Because the RFE
flow disturbance is quasi-stationary and bipolar, it seems consistent with an inverted-V
type potential structure [Lin and Hoffman, 1982]. This is electron acceleration events,
which are called inverted-V type because it appears as an upside down V in electron
spectrograms [Newell , 2000]. These structures are often observed near the dayside OCB
on the immediate equatorward side of the cusp region, which contains trapped electrons
[Burch et al., 1990]. However, recently Jacobsen et al. [2010] observed an inverted-V
acceleration consistent with Region-1 currents on open field lines. They didn’t observe
the inverted-Vs directly, but observed converging electric fields from the CLUSTER
spacecraft as an indicator for inverted-V events at lower altitudes. This suggests that
the RFE is a phenomenon of merging electric fields in the magnetosphere poleward of
the OCB [Jacobsen et al., 2010].

It is still unknown how and whether these two explanations are related and might
work together. For example, the discontinuity in the magnetospheric electric field
created in an MI current loop might create the precondition required for an inverted-
V. Since there might be a lack of electrons to close the current through the existing
potential, the inverted-V type accelerated electrons might feed this gap [Moen et al.,
2008].
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Chapter 3

Instrumentation and Methods

In the following chapter we will give a description of the instruments used in this thesis.
Physical properties, scientific advantages and limitations are discussed. SuperDARN
is the most important instrument of this master project, and so it will therefore be
explained in most detail.

3.1 SuperDARN

The Super Dual Auroral Radar Network (SuperDARN) is an international scientific
radar network of coherent scatter HF radars covering both the northern and southern
hemispheres. As of 2017 it consists of 23 radars in the northern hemisphere, and 12 in
the southern.

SuperDARN is designed to detect backscatter from field-aligned decametre scale
ionospheric irregularities. SuperDARN works as a Doppler-radar measuring the E×B
drift speed in the F region ionosphere [Greenwald et al., 1995; Chisham et al., 2007]. The
radar transmits a multipulse sequence of signals with pulse lengths usually ranging from
∼ 100 - 300 �s providing a range resolution of 15 - 45 km. The returned autocorrelation
function is used to determine the line of sight Doppler velocity of the target in the
ionosphere. From the backscattered signal other parameters like spectral width and
the returned power are also determined. The spectral width is a measurement of
fluctuations in the drift velocity, i.e. width of the Doppler spectrum. This can be used
to locate the cusp region of open field lines. Moen et al. [2000, 2002] use spectral widths
larger than 220 m/s as a discriminator for the cusp. This is potentially interesting for
our study as well, as we are interested in determining if the RFE events are located
on open or closed field lines. However, this is not an exact way to determine the OCB
as there are many uncertainties [Ponomarenko and Waters, 2006]. Other authors like
Baker et al. [1995] use for instance 250 m/s as the spectral width discriminator.

SuperDARN radars operate in the High Frequency (HF) band between 8.0 MHz
and 22.0 MHz, corresponding to wavelengths of 14-37 m, and scans through 16 beams
of azimuthal separation ∼ 3.24◦ in[Greenwald et al., 1995]. For the common scan mode
one complete scan takes about ∼1 minute.

For our purpose, the three polar cap radars Clyde River (CLY), Inuvik (INV) and
Rankin Inlet (RKN) are of most importance. After the Longyearbyen (LYR) radar
started operating in 2016, we have also analysed data from this radar for December
2016 and January 2017. We have also found one event from the Hankasalmi (HAN)
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Table 3.1: Overview of SuperDARN radars used in this thesis.

Name code Mag. lat[◦] Mag. lon[◦] Dir. Start year

Clyde River CLY 78.8 18.1 W 2012
Inuvik INV 71.5 -85.1 E 2008
Rankin Inlet RKN 72.6 -26.4 W 2007
Hankasalmi HAN 59.1 104.5 W 1995
Longyearbyen LYR 75.6 108.9 E 2016

radar. However, the signal from the HAN radar has a long propagation distance to
reach the polar cap from it’s location at 59.1◦ magnetic latitude. Because of this it
will have much less backscatter from the polar cap. This radar is also more affected by
bad reflection from ocean and land topography, since the signal needs to reflect several
times between the ground and the ionosphere. A map of the coverage of all radars used
in this thesis can be seen in Figure 3.1. The specific location, scan direction and start
of operation are shown in Table 3.1.

Figure 3.2 shows an example of a typical ray-path of SuperDARN signals in the
ionosphere. The HF radar signal is in principle reflected from the irregularities in the
ionospheric plasma when the magnetic field lines are perpendicular to the signal. This
is the case for the solid black lines marked with an arrow in the figure. When the
angle between magnetic field lines and the emitted signal is too large, the signal will
either cause ground scatter (shown to the right in the figure) or just go through the
ionosphere (shown as grey lines).

Figure 3.3 shows a picture of an operating SuperDARN radar located in Longyear-
byen, Svalbard. The radar is a phased-array radar, which means the azimuth angle of
transmission can be electronically adjusted to make an entire scan of the field of view.
The advantage with phased array radar is that it has no moving parts and can change
azimuth angle very quickly.

3.1.1 Data fitting

An obvious drawback of single radar SuperDARN observations is the fact that the
velocity is only the measured line of sight velocity, and not the true vector velocity.
This often results in a problem when the radar is looking orthogonal towards the plasma
flow, as the velocity is measured as zero just in front of the radar, and there is high
velocity in the positive and negative direction on each side (when the plasma flow in
reality is uniform and constant across the entire radar field of view).

SuperDARN radars transmit multipulse sequences to determine the Doppler veloc-
ity, spectral width and backscattered power. Plasma parameters are obtained via a
frequency domain analysis of the power spectrum of the signal. To determine the phys-
ical properties of the received signal autocorrelation functions (ACFs) are used. Here
we will only discuss the advantages and limitations of different AFCs for determining
the plasma velocity. For for a full overview of how the radars are operating and the
physical properties determined, the reader is referred to Farley [1972], Greenwald et al.
[1985], Barthes et al. [1998], and references therein.

The ACF processing method used in this thesis is called FITEX2 (referred to as
FITEX) [Greenwald et al., 2008; Ribeiro et al., 2013], which is improved over the original
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Figure 3.1: Coverage and field of view of the SuperDARN radars used in this thesis. The projection is
in magnetic coordinates shows the northern hemisphere polar region.

Figure 3.2: Example of ray-tracing of the SuperDARN backscatter signal from Blackstone radar on
18 November 2010 at 14:00 UT. The grey lines show the propagation for different rays responsible for
ground scatter and good ionospheric scatter. Rays with highest elevation is lost without ionospheric
backscatter [from de Larquier et al., 2013].
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Figure 3.3: Photo of the SuperDARN radar in Longyearbyen, Svalbard that was officially opened on
19 October 2016. [photo provided by Mikko Syrjäsuo at UNIS]

FITACF method. The Doppler line of sight velocity is determined from a least square
fit of the received lag profiles from the transmitted multipulse, which can range up to
24 lags per pulse [Ribeiro et al., 2013]. To be able to determine the velocity there has to
be a minimum of 4 ”good” lags, meaning that the received signals are not affected by
cross range interference or pulse overlap. The velocity of the range gate is successfully
determined if the root-mean-square of the best fit is three standard deviations below
the mean error across all fits. This error is the one we will be referring to when we
discuss the results later.

Originally the FITACF method was used to determine the plasma velocities. How-
ever, it turns out for large velocities > 1000 m/s this method has a systematic error of
producing flipped velocities based on an initial phase guess when the first two lags are
”bad” [Ribeiro et al., 2013]. This resulted in a large amount of artificial reversed flows
with large errors. The FITEX method does not use any initial guesses and therefore
does not make this systematic error.

3.2 Solar wind data

Magnetic data from the solar wind is recorded in order to monitor the direction and
strength of the incoming solar wind when the SuperDARN radar data is collected. This
is done thanks to the NASA OMNIWeb service1. These data are collected from satellites
at the L1 Lagrange point ∼1.5 million km away from the Earth. This is about 1% of
the distance between the Earth and the Sun. OMNIWeb data is timeshifted from the
L1 point to the Earth’s bowshock as described by King and Papitashvili [2005]. This is
done according to the bow shock model of Farris and Russell [1994]. The initial ACE
data has a 16-sec resolution, but for the data used in this thesis it is averaged over one
minute for the relevant time period.

1http://omniweb.gsfc.nasa.gov
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Figure 3.4: Orbit of the ACE satellite during a full year in 2014-2015. We can see how the orbit around
the L1 point is not circular, but rather elliptic. Downloaded from https://sscweb.gsfc.nasa.gov on
27 April 2017

.

3.2.1 ACE satellite

There are several satellites orbiting around the L1 point. In this thesis we are mostly
interested in magnetic field data from the years 2014-2017. For that purpose the Ad-
vanced Composition Explorer (ACE) [Stone et al., 1998] launched on 05 February 1998
will be most relevant. As an redundancy, data from earlier missions IMP-8 and WIND
are also available for times when ACE data is unavailable.

Figure 3.4 shows the orbit of the ACE spacecraft during an entire year. We can see
that the spacecraft makes about 2 orbits during one terrestrial year. The offset from
the equatorial plane is being corrected for in the OMNI data from NASA providing the
solar wind conditions.

ACE consists of several instruments, but the one providing magnetic field data is
called MAG and consists of two flux-gate magnetometers mounted on the tip of two
booms of the spacecraft for reduced noise and redundancy Smith et al. [1998]. ACE
measures magnetic field strength in three dimensions in GSM coordinates, and thus
has three orthogonal mounted flux-gate instruments for each sensor. The flux-gate
magnetometer works by passing an alternating current through one of two parallel
mounted coils of wires. The induced magnetic field in the secondary coil represents the
magnetic field generated by the first coil, in addition to the external magnetic field.
Since we know the input magnetic field from the first coil, the magnitude of the external
field representing the magnetic field from the solar wind can be calculated.

In some cases the ACE data in unavailable due to maintenance or orbital manoeu-
vres, and then the Wind satellite data will be filled in.

3.2.2 IMF uncertainty

In the IMF OMNI plots that will be presented in Chapter 4 we have included data from
one hour before the events to make sure the relevant time of the solar wind is covered.
The IMF data are timeshifted to the expected position of the Earth’s bowshock based
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on the GSM Vx component flow speed towards the Earth measured by the satellite.
This timeshift is usually about 50-70 minutes for normal solar wind speeds between
350-500 km/s. In addition, there is a further delay of at least 5-8 minutes until we can
see the ionospheric response [Moen et al., 1999]. This depends on the location of the
bow shock, which usually lies around 90 000 km away from the Earth. However, for
positive Bz reconnection will take place in the lobes further towards the nightside of the
Earth, adding an additional time delay to the propagation time from the observation
at L1 until the response in the ionosphere.

Accounting for a plausible error in the measured solar wind speed of 10% at 500
km/s gives a change of ±5 min in the propagation time. Even after adding other uncer-
tainties as the position of bow shock of the Earth, it is very likely that the onset of the
ionospheric response is within the time span shown in the OMNI plots. Furthermore,
we also tried to pay close attention to any sharp transition in the orientation of the
IMF that may affect our conclusions.

3.3 DMSP satellite data

The Defense Meteorological Satellite Program (DMSP) is a meteorological and space
weather satellite program with several tens of satellites launched between 1962 and
2014. There is a wide range of scientific instruments on board the DMSP satellites.
For our interest the newest generation of satellites (F16-F19) launched in 2003 - 2014
containing a series of ultraviolet imaging sensors is the most important. The satellites
are in polar sun-synchronus orbits at 840 km altitude with an orbital period of 102
min. This orbit goes through the uppermost region of the ionosphere, and causes the
orbit to approximately be fixed in local time.

3.3.1 SSUSI

The Special Sensor Spectrographic Imager (SSUSI) is the instrument on-board DMSP
that is of interest for UV imaging. SSUSI contains a line scanning imaging spectrograph
(SIS) covering the far ultraviolet spectrum, which is the sensor we will use. The spec-
trometer records auroral emissions in 5 different channels depending on wavelength,
namely 121.6, 130.4, 135.6, 140-150 and 165-180 nm [Paxton et al., 1992]. The SIS is a
circle spectrograph consisting of a cross-track scan mirror, and a telescope mirror. A
drawing of the instrument is shown in Figure 3.5. The lens has a 11.8◦ field of view
resulting in a 153 km wide cross track line scan. With 16 spatial sensors will this give
10 km x 10 km resolution with 156 pixels from horizon to horizon. A full description
of the instrument can be found in Paxton et al. [1992].

Figure 3.6 shows an example of auroral intensity in the UV-spectrum as seen by
the DMSP satellite after several passes over northern Canada.

Due to scattering of sunlight there will be contamination of non-auroral UV de-
tection in the spectrometer as dayglow [e.g. Strickland et al., 2004]. To remove this
contribution from the detected signal, a model for dayglow intensities is developed.
However, due to uncertainties in this model, the minimum intensity threshold for de-
tection of FUV aurora is higher on the dayside. For the 121 nm emissions the threshold
is 2000 R (Rayleigh) against a 10 kR background, while for the nightside it is only 500
R for a 1 kR background [Paxton et al., 1992]. This is one of the reasons why most
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Figure 3.5: Drawing of the SSUSI instrument that makes a 153 km wide cross track line scan of 16 pixels
as the satellite passes over the auroral oval [downloaded from http://ssusi.jhuapl.edu/instrument_

system_description on 27 April 2017

.

Figure 3.6: Example of auroral emission observed by DMSP spacecraft in the northern hemisphere
[downloaded from https://ssusi.jhuapl.edu/ on 09 May 2017].
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of our measurements are from December, when the dayside dayglow is at a minimum
around winter solstice.

3.4 SWARM

SWARM is a three spacecraft European Space Agency (ESA) mission with the main
goal to study the Earth’s magnetic field [Friis-Christensen et al., 2006]. SWARM A and
C are in polar orbits of 450 km altitude with 93 min orbital period, while SWARM B is
in a slightly higher orbit at 513 km and 95 min orbital period. All three satellites were
launched simultaneously on 22 November 2013. There are several different instruments
on board, with the Vector Field Magnetometer (VFM) and Electric Field Instrument
(EFI) being the most important for our purpose. Unfortunately, after talking to one of
the lead scientists of the EFI instrument, Dr. Johnathan Burchill from University of
Calgary, we learned that the charged particle detectors representing the EFI were quite
unreliable and did not give satisfying results from the first two years of operation. There
were therefore no EFI data available for the time of our SuperDARN measurements.

3.4.1 Vector Field Magnetometer

The magnetometer is a fluxgate type magnetometer consisting of a 3-axis Compact
Spherical Coil (CSC) mounted on the tip of the optical bench of the spacecraft. An
illustration of the spacecraft can be seen in Figure 3.7. For this thesis we have used the
Level-2 Field Aligned Current (FAC) data which is derived using the spatial gradient
of the geomagnetic field data from the VFM instrument. This is first done by using
Ampere’s law to find the vertical current density:

jz =
1

µ0

�
∂By

∂x
− ∂Bx

∂y

�
(3.1)

where jz is the current density, µ0 the magnetic permeability, and B the magnetic
field strength. The Z-axis is pointing vertically downward, X-axis is northward, and
Y-axis is eastward. The FAC density is then found by taking into account the magnetic
inclination angle I so that:

jFAC = − jz
sin I

(3.2)

However, for our purposes we generally look at the FAC at high latitudes where
the inclination is close to 90◦, and the FAC density is almost identical to the vertical
current density in Equation 3.1. For detailed information about how the FAC is cal-
culated the reader is referred to Ritter et al. [2013]. That paper also explains how the
multi-constellation spacecraft can be used to make more accurate readings of the FAC
fluctuations.
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Figure 3.7: Illustration of the three satellite SWARM constellation flying over the polar cap. The
VFM instrument is mounted to the left at the end of the optical bench [downloaded from http:

//www.esa.int/spaceinimages/Images/2012/03/Swarm on 27 April 2017].

3.5 NOAA POES and MetOp spacecrafts

The National Oceanic and Atmospheric Administration (NOAA) Polar Orbiting Envi-
ronmental Satellites (POES) are sun-synchronous polar orbiting satellites in an orbit
of 850 km altitude, and the orbital period is 102 min. As of 2017 the constellation
consists of 3 operational satellites launched between 1998 and 2009 with a variety of
weather monitoring instruments. For our purpose we will focus on the Space Envi-
ronment Monitor (SEM-2) instrument that measures the flux of precipitating particles
into the ionosphere.

NOAA has also provided the SEM-2 instrument for the ESA led polar orbiting
meteorological satellites MetOp-A and B launched in 2006 and 2012. These satellites
contain the same SEM-2 instruments as the POES satellites. SEM-2 consists of two
instruments, the Total Energy Detector (TED) measuring soft particles for energies up
to 20 keV and the Medium Energy Proton and Electron Detector (MEPED) measuring
energetic ions for energies up to 6900 keV. For our study, we will only use data from
the MEPED detector that is used to identify the polar cap area of open field lines in
areas with no visual DMSP coverage.

3.5.1 MEPED

MEPED is a solid state detector measuring electron energies from 30 - 1000 keV and
ions from 30 - 6900 keV. A full technical description of the instrument can be found
in Evans and Greer [2000]. This instrument is known to degrade its sensitivity over
time [Galand and Evans, 2000; Sandanger et al., 2015], but for our purpose we are only
interested to know the poleward boundary of the polar cap which is the boundary for
open magnetic field lines. To determine the boundary we use electron energies > 30
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keV for the 90◦ sensor which looks outside the loss cone. Particles outside the loss
cone will not be lost and mirror in the magnetic field below the satellite. The > 30
keV boundary is used as an ”electron trapping boundary” indicating the location of
the ”last” magnetic field line that is considered to contain trapped particles. Electrons
with energies > 30 keV have their origin in the magnetosphere, and will move quickly
back and forth along closed field lines. When a field line is opened due to magnetic
reconnection, the electrons will escape and not longer be detected [Lorentzen et al.,
1996]. The area poleward of this electron trapping boundary is therefore used as locator
for the open polar cap, called the open-closed field line boundary (OCB).

3.6 Data Analysis strategy

The work in this thesis is a combination of a statistical survey of SuperDARN flow
velocity data, and case studies of specific events. A significant amount of time was
spent to write the code enabling efficient detection of RFEs in the SuperDARN data
set. Although RFEs have been seen in the SuperDARN dataset before, it was just a
few cases that were found manually by looking through scan plots [Oksavik et al., 2011].
Our work has therefore significantly increased the database of RFEs in SuperDARN.

We have developed a algorithm for systematical detection of RFEs based on the
definition by Rinne et al. [2007]. We have chosen to analyse data from the polar
cap SuperDARN radars consisting of Clyde River (CLY), Inuvik (IV) and Rankin Inlet
(RKN) mainly for December 2014 and December 2015. Data from Longyearbyen (LYR)
is also analysed in December 2016 and January 2016. For each radar, a total of about 60
days have therefore been analysed. The reason why December and January are chosen
is because previous studies shows more SuperDARN backscatter during the polar night
[Imber et al., 2013], and a winter-summer asymmetry where RFEs don’t develop under
sunlit conditions [Moen et al., 2008].

Originally only 7-10 days of the radar world day campaigns of 2014 and 2015 were
analysed due to high data availability of conjugate observations such as the incoherent
scatter radars EISCAT and RISR-N [Bahcivan et al., 2010]. For 2014 we found a
few cases of interesting RFEs over the RISR-N field of view, but unfortunately after
contacting Roger Varney at SRI (which is responsible for operating the radar) we
learned that the Generator Building at Resolute Bay caught fire, and there was no
available data for the second half of the 2014 World Day.

The EISCAT radar is too far away for having any conjugate data with the three
original polar SuperDARN radars. To increase our statistics we did a further search
with our algorithm for the full months of December 2014 and December 2015.

A key reason for our focus on SuperDARN line of sight velocity data is because
these data are not biased towards any large scale static models or assumptions for the
ionospheric convection. It is in particular for small localised areas and short temporal
scales that there is a knowledge gap in terms of understanding the actual flow of plasma
in the ionosphere. With the SuperDARN line of sight dataset of a full scan in 60 seconds
we have an excellent tool to address this topic.

Our second challenge was to find events with good data coverage and conjugate
satellite and/or other ground based data. This is important both to verify the reliability
of flow channels seen in SuperDARN data, but also to supplement with data such as
auroral arcs from the DMSP satellite, and field aligned currents from SWARM. The

44



Figure 3.8: Illustration of how the algorithm operates to find RFEs. Range gate (n,i) represents the
evaluated array in the flow matrix. To be marked as an RFE there need to be two consecutive range
gates of velocity exceeding 250 m/s (or -250 m/s) and then at least two range gates of velocity in the
opposite direction. For each of the flow domains at least one of the neighbour beams need to have
similar velocity as well to make sure that it’s not an error with one specific beam.

case studies of such special events will represent the second part of our results.

3.6.1 DaViTpy

The algorithms we have developed to discover Reversed Flow Events are written in the
open source computer language Python2. The specific toolpack used for visualising the
SuperDARN data is based on the Data Visualization Toolkit (DaViT) developed for
IDL, and is now in the process of being made available through the Python program-
ming language as DaViTpy.

DaViT, and initially DaViTpy, was a project developed at the university Virginia
Tech to visualise and make use of the huge SuperDARN data sets produced by an
increasing number of active radars. SuperDARN stores all raw and processed files at
their servers at Virginia Tech, which is then being locally downloaded when researchers
around the world request certain data sets. SuperDARN is a collaboration of several
universities, and the development of DaViTpy is done together using the code sharing
platform GitHub3. As of June 2017 the software library is actually not fully finished
and still in Beta phase, with space physicists collaborating making the software better
and more useful for everyone.
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Figure 3.9: The areas a), b), c) and d) shows examples of different flow structures that all will be
identified by the algorithm. Blue denotes flow towards the radar above 250 m/s, and red flow away
from the radar with speed exceeding 250 m/s in opposite direction. Note that two consecutive range
rages with flow in the same direction is common for all identified cases.

3.6.2 Search algorithm

For the work of this thesis we have focused on full radar scans from the above mentioned
SuperDARN radars, which were used to determine if there were areas of reversed flow in
opposite direction of the large scale flow with speeds exceeding 250 m/s in one direction,
and surrounding flow of at least 250 m/s in the opposite direction. In the algorithm
each radar scan is imported into an m x n matrix representing the number of beams
(usually 16) times the number of range gates (usually 90). Successive range gates are
then compared by the algorithm to see if they have a velocity shear of at least 500 m/s.

However, there are large portions of noise in the velocity data generating single range
gates of a beam with large velocity shears. To mitigate this problem the algorithm was
enhanced to only report reversed flows if there were at least two successive range gates
with the same high velocity, and then at least two subsequent range gates of opposite
velocity. To make sure this is not just random noise in one beam, the adjacent range
gates are checked that at least one of them has the same high velocity as the centre
beam.

The algorithm for determining if a matrix of velocity data potentially contains an
RFE is available in Appendix C. The algorithm starts at the first range gate of the first
beam, and then moves through all beams for each range gate. If the algorithm finds
something, it returns the indices of the beam and range gate that satisfies the RFE
selection criteria. If there are multiple flow shears in the scan, this is not evaluated,
since the scan has already been marked as interesting and kept for later use. Figure 3.8
shows schematically how the algorithm evaluates a range gate in the search of RFEs.

2High-level general programming language first created by Guido van Rossum and released in 1991
https://www.python.org/

3The current version of DaViTpy can be freely downloaded from https://github.com/

vtsuperdarn/davitpy
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Figure 3.10: An example of how the algorithm has detected an RFE and a custom made plot has been
generated. This particular example is from the Longyearbyen (LYR) radar from 04 December 2016.
The red circle around 7 MLT denotes the flow shear marked as an RFE. On the top of the Figure is
the scan type, date and time in UT, as well as the IMF conditions and the radar operating frequency.

Here at least two range gates of flow in each direction are marked with blue and red
colors denoting opposite directions. Figure 3.9 shows different combinations of flow
shear that all pass the algorithm for RFE detection.

For each RFE detected, the software adds an array in the RFE list structure,
containing the radar site, beam, gate, magnetic longitude and latitude, as well as well
as the MLT. UTC time stamps for the specific event are also recorded. Added from a
custom made database is also IMF Bx, By and Bz which are stored in the RFE list.

When the software has finished analysing all scans in the pre-defined time range and
for the selected radars, it continues to make plots marked with red circles identifying
RFEs as well as embedding the IMF conditions and large-scale convection map from
the SuperDARN database. An example can be seen in Figure 3.10, which shows RFE
number 47 automatically detected by the developed software.

After all RFE scan plots are produced, a spreadsheet is also made for easy access and
inspection. We have developed an extensive library of scripts and functions for collect-
ing data and orbital parameters from SWARM, DMSP, NOAA and SWARM in addition
to ground based data from SuperDARN and solar wind data from OMNI. Only the spe-
cific search algorithm is attached in Appendix C, but the entire software developed for
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producing and plotting the results in this thesis is available in the GitHub repository at
https://github.com/ReedOnly/masterReed2017. The search algorithm as an inde-
pendent package also usable for finding enhanced flows and other features in the Super-
DARN data can be found at https://github.com/ReedOnly/superDARN-RFEfinder.
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Chapter 4

Results

This chapter presents the results and is divided into two parts. First we present several
case studies of Reversed Flow Events (RFEs) found by the algorithm described in the
instrumentation chapter. Afterwards follows a statistical summary of all identified
RFEs, and the properties they have in common.

From December 2014 and December 2015, we have analysed in total 60 days of
SuperDARN data from the three radars Clyde River (CLY), Inuvik (INV) and Rankin
Inlet (RKN). The Longyearbyen SuperDARN radar started operating in 2016, and we
have also analysed data from it in December 2016 and January 2017. The SuperDARN
radars run 24 hours a day, and each radar produces one scan every minute, resulting
in over 350 000 scans in the analysed time period. In this dataset we have identified 57
reversed flow events that satisfy the definition of Rinne et al. [2007] of flow of minimum
250 m/s in the opposite direction of the large-scale background flow, and a net flow
shear of minimum 500 m/s.

Figure 4.1 shows a map with dots indicating the positions of identified RFEs in
magnetic AACGM coordinates [Baker and Wing , 1989]. They are not sorted by IMF
or MLT, so the Figure just shows the physical location relative to each radar. Most of
the RFEs are found from radar scans from the Inuvik (INV), Rankin Inlet (RKN), and
Clyde River (CLY) radars. For 2016 there are also a few examples from the Longyear-
byen (LYR) radar. We also found one event that was detected by the Hankasalmi
(HAN) radar in Finland. It has to be emphasized that the number of days for the
three first radars is larger than that for HAN and LYR, so this map does not reveal
anything about the occurrence rate of RFEs for different radars. The RFEs are also
shown listed in Table 4.1. The events are numbered, which will be referred to when
addressing specific events. Events later presented in case studies are marked in bold in
the table. Full details about detected RFEs can be seen in Appendix B.

Both the INV and CLY radars have a field of view in a more zonal direction com-
pared to the RKN which looks straight towards the magnetic pole. Because of geometry
and the radars ability to only measure the line of sight velocity it should be expected
that the CLY and INV radars will see more RFEs than the RKN radar. Previously,
RFEs have mostly been seen in the east-west direction [Rinne et al., 2007], which is
not possible with the poleward aligned RKN radar. However, our analysis reveal that
most RFEs are not flowing directly longitudinally, which allows them to be detected
by the RKN radar as well. Because of its position, the RKN radar usually has good
data coverage which increases the chances of seeing reversed flows.
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Figure 4.1: Location of the observed RFEs in the radar’s field of view. Each point represents the centre
of the RFE at the beginning of its discovery, and the color indicates which radar detected the RFE.

It should be noted that all reversed flows that fulfil the velocity and spatial RFE
conditions as defined by Rinne et al. [2007] will be called RFEs in this chapter. The
specific 21 RFEs found by Rinne et al. [2007] will be called Rinne-RFEs. However,
since Rinne et al. [2007] only looked for RFEs close to local magnetic noon, they were
all assumed to have the same physical origin. Our investigation has a less strict con-
straint, which allows us to identify RFE-like reversed flows during the full 24 hours of
a day. As we will discuss later, the cusp RFEs might just be a small subcategory of a
larger category of reversed flow channels that are found at different MLT.
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Table 4.1: Summary of all RFEs found with the search algorithm during the targeted time intervals.
Case studies presented is highlighted in bold. See Appendix B for full details about detected RFEs.

Nr. Radar Start time UT Dur. Nr. Radar Start time UT Dur.
[yyyy/mm/dd] [hh:mm] [min] [yyyy/mm/dd] [hh:mm] [min]

1 cly 2014/12/20 23:40 7 30 cly 2014/12/14 14:58 1
2 inv 2014/12/16 00:14 49 31 cly 2014/12/17 21:04 16
3 inv 2014/12/16 21:16 5 32 cly 2014/12/19 23:19 19
4 rkn 2015/12/10 18:39 1 33 han 2014/12/14 05:56 3
5 rkn 2015/12/11 13:53 9 34 inv 2014/12/01 11:42 9
6 rkn 2015/12/12 13:36 1 35 inv 2014/12/01 12:18 6
7 rkn 2015/12/12 17:32 1 36 inv 2014/12/01 15:35 25
8 rkn 2015/12/13 14:55 4 37 inv 2014/12/03 11:19 5
9 inv 2015/12/09 23:01 17 38 inv 2014/12/03 15:27 8
10 inv 2014/12/15 00:37 12 39 inv 2014/12/03 15:46 5
11 inv 2014/12/18 21:33 45 40 inv 2014/12/04 07:10 22
12 inv 2014/12/20 19:31 6 41 inv 2014/12/04 07:56 7
13 rkn 2014/12/15 00:19 24 42 inv 2014/12/04 18:39 11
14 inv 2014/12/01 16:07 15 43 inv 2014/12/08 14:00 11
15 rkn 2014/12/15 01:07 5 44 rkn 2014/12/10 11:00 9
16 rkn 2014/12/17 14:57 9 45 rkn 2014/12/11 10:19 1
17 rkn 2014/12/17 16:00 1 46 lyr 2016/12/01 07:46 7
18 rkn 2014/12/18 14:05 1 47 lyr 2016/12/04 01:44 1
19 rkn 2014/12/20 17:11 18 48 lyr 2016/12/04 11:06 9
20 cly 2014/12/03 11:12 31 49 lyr 2016/12/16 10:27 8
21 cly 2014/12/03 10:46 4 50 lyr 2016/12/17 03:24 11
22 cly 2014/12/03 21:32 9 51 lyr 2016/12/17 07:19 7
23 cly 2014/12/04 07:43 3 52 lyr 2016/12/17 08:57 17
24 cly 2014/12/04 10:31 10 53 lyr 2016/12/20 10:58 8
25 cly 2014/12/06 10:08 5 54 lyr 2016/12/22 04:16 6
26 cly 2014/12/08 22:01 5 55 lyr 2016/12/24 06:25 1
27 cly 2014/12/11 21:49 8 56 lyr 2016/12/25 04:42 3
28 cly 2014/12/13 00:18 97 57 lyr 2016/12/29 06:13 1
29 cly 2014/12/14 14:04 9
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4.1 Case studies

In the following section we will highlight the most interesting findings among the RFEs
that we have discovered in the SuperDARN data sets. This includes an RFE lasting
especially long, two simultaneously RFEs, and one event seen on the nightside, rather
than the typical dayside Rinne-RFEs.

4.1.1 RFE seen with multiple radars
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Figure 4.2: Solar wind conditions for RFE 28. Panel (a) shows the IMF By (green) and Bz (orange)
components. Panel (b) shows the solar wind speed. Panel (c) shows the clock angle as defined in the
text. Panel (d) shows the proton density of the incoming solar wind. All data are time shifted from
L1 to the Earth’s bow shock.

The first event we will discuss is a reversed flow seen simultaneously by several of
the polar cap radars from 00:18 - 01:54 UT on 13 December 2014. This is the longest
lasting RFE in our dataset lasting 97 minutes.

Figure 4.2 shows the OMNI solar wind conditions as recorded by the ACE satellite
and time shifted to the bow shock. The solid vertical line marks the onset of the event
in UT, while the grey shaded area shows the duration of the event when we apply a 6
minute time-shift to account for a conservative estimate for the propagation from the
bow shock to the ionospheric responses [Moen et al., 1999; Jackel et al., 2012]. Panel
(a) displays IMF By and Bz. By is positive between 0 and 5 nT during the entire event,
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Figure 4.3: RFE 28 in red and yellow color flows in the sunward direction seen by the Clyde River
(CLY) radar on 18 December 2014 at 00:52 UT. A black outline highlights the RFE. The data is
plotted in magnetic coordinates with noon MLT pointing up. The equipotential contours of the large-
scale convection pattern are overlaid using black solid and dashed lines.

as well as up to an hour before the event. Bz is only slightly positive and fluctuating
slightly negative around 30 minutes before the onset of the event.

Panel (b) shows the solar wind speed. The speed Vx is stable at -600 km/s indicating
relatively fast solar wind towards the Earth.

Panel (c) shows the clock angle of the IMF. The clock angle is defined as θ =
tan−1(|By/Bz|) for Bz > 0 and θ = 180◦ − tan−1(|By/Bz|) for Bz < 0. Consequently
southward IMF will be shown as θ > 90◦. For this event we see that the IMF is mostly
By dominated with shortly due north IMF (θ < 45◦) around 20 minutes before the
radar observations of the RFE.

Panel (d) shows the proton density Ni in the solar wind. The density is low between
2-3 particles per cm3, but is related to the fast speed, which results in lower density.

The data gaps are usually a result of insufficient data coverage, but can also be a
consequence of fluctuations in solar wind speed causing anomalies in the time shifting
from L1 to the bow shock.

Figure 4.3 shows an example of a RFE from the Inuvik (INV) SuperDARN radar
when also the radars Clyde River (CLY) and Rankin Inlet (RKN) had good data cover-
age. We can see the line of sight velocity of the backscattered ionospheric signal where
blue indicates fast flow (300-500 m/s) towards the radar and green slower speed (less
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Figure 4.4: Comparison of RFE from Figure 4.3 also seen by the Clyde River (CLY) and Rankin Inlet
(RKN) radars simultaneously. Blue color indicates southward flow. We see that the location of the
flow channel is matching well across the radars. The black outline from the INV radar is overlaid on
top of both the CLY and RKN fields of view.

than 300 m/s) towards the radar. Red represents fast flow (300-500 m/s) away from
the radar. The radar data is plotted in magnetic AACGM coordinates, see Appendix
A. The orientation of the map is Magnetic Local Time (MLT) with local noon always
pointing up. The local time is displayed around the edges of the figure. Backscatter
resulting from ground scatter rather than the intended ionospheric scatter is marked
with grey color in the scans. Overlaid are also the equipotential contours of the cross
polar potential, which indicates the direction of the large scale plasma convection due
to E×B drift. These contours are based on all available radar data at the time as well
as the solar wind conditions. In areas of little data the contour is based on large-scale
static models. The flow contours therefore don’t take into account any small-scale fea-
tures in the flow, but it gives an indication of the large-scale convection. For reference,
the field of view of the other polar radars are also shown on the map. The date and
time of the scan in UT, as well as IMF conditions, are also shown on top of the figure.

From Figure 4.3 we see that there is a flow channel moving away from the radar in
red overlaid with a black outline. The channel is located in the post noon inflow region
between 14 -17 MLT at ∼ 83◦ magnetic latitude. The speed inside the flow channel is
up to 500 m/s in the opposite direction of the large-scale flow and therefore categorized
as an RFE. The surrounding flow is slower(around 100 m/s in opposite direction).
According to the definition by Rinne et al. [2007] the flow channel in this particular
scan therefore does not fulfil the RFE criteria, but in earlier and subsequent scans the
background flow is also larger than 250 m/s. As we will see from scans from other
radars, this low speed is also a result of the radar only measuring line of sight, while
the flow in reality might be much larger, but in a direction somewhat perpendicular to
the radar field of view.

Figure 4.4 shows the same flow channel from the two other radars RKN and CLY at
approximately the same time. The color scaling is the same as in Figure 4.3. We can see
that the flow channel is visible in both the CLY and RKN radars. The black outlining
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is the position seen with the INV radar in Figure 4.3, which confirms the coexistence
of the flow channel in all three radars. The RKN radar also confirms that there is an
east-west component of the flow of around 300 m/s equatorward of the radar. This
makes it a good candidate for testing the location determination of the backscattered
signal, since the three radars are operating independently of each other. It shows very
good agreement with the observations, which suggests that the SuperDARN range
determination is working well in accordance with studies by Yeoman et al. [2001] and
Chen et al. [2016].

Because of the slightly positive Bz during the event, this is most likely an example
of two flow reversals seen in a post-noon lobe cell, as represented in panel A) of Figure
2.17.

DMSP and SWARM intersecting the RFE

For this particular event the SWARM-B spacecraft passed directly through the RFE
at the beginning of the event from 00:20 to 00:21 UT as seen in Figure 4.5b. In this
projection red color represents flow towards the radar and blue color away. The RFE
channel is the encircled blue channel with flow towards dayside noon. The projection
is the same as in the previous SuperDARN scans, with noon MLT pointing up.

At 00:15 UT, around 15 minutes prior to the SuperDARN scan the DMSP F18
satellite also passes slightly equatorward of the RFE. The observed UV aurora is over-
laid in Figure 4.5b in green color with radiance represented in Rayleigh (R) shown by
the bottom colorbar. The outer green auroral oval shows that the RFE is well inside
the polar cap.

The ground tracks of both spacecrafts are shown with a blue line for DMSP and
red line for SWARM-B with circles marking every minute along the trajectory.

The field-aligned current density measured from the SWARM-B spacecraft is shown
in Figure 4.5a. The time of the RFE is highlighted by grey shading. The current
determined from magnetic field measurements using Amperes law shows downward
Field Aligned Current density as positive values, represented by the blue line. The
uncertainty in the measurements is represented with the red line. We see that there
are weak currents in the shape of thin current sheets alternating between downward
and upward FAC in association with the RFE.

The current sheets are easiest to see on the equatorward side of the RFE, from
00:21:00 to 00:21:30 UT. In Figure 4.5a, upward currents are shown with positive values.
Southwood [1987] and Oksavik et al. [2004] have described that the RFEs should be
associated with FACs. However, the SWARM data are so fine structured that it is
difficult to see a simple relationship like the one described by Southwood [1987]. It
could be that the RFE has internal fine-structure when it comes to currents, or the
flow may be structured at smaller spatial scales than the SuperDARN can resolve.
Rocket data [Oksavik et al., 2012] have identified structures in the plasma flow down
to spatial scales of just a few kilometers, and it is possible that this is what SWARM is
also seeing. It should be pointed out that the strongest currents are seen around 00:22
UT, when the SWARM-B enters the postnoon auroral oval.
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Figure 4.5: SWARM B in Panel (a) shows the Field Aligned Currents (FACs) when the spacecraft
intersect RFE 28. Blue represents the measured current, while red is the error of the measurements.
It is seen that there are weak filaments of upward and downward currents in connection with the RFE
from 00:21-00:22 UT corresponding to the equatorward side of the RFE. The strongest currents are
found when the spacecraft enters the postnoon auroral oval around 00:22 UT. In panel (b) the blue
RFE 28 seen by the Inuvik (INV) radar on 13 December 2014 at 00:19 UT is shown using a black
contour. Red represents flow towards the radar in this map. Trajectories from SWARM B and DMSP
F18 are overlaid.
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MetOp-A intersecting the RFE

Towards the end of RFE 28 the MetOp-A spacecraft passed directly over the RFE
from 00:36-00:39 UT. The spacecraft ground track is shown in green with markers
every minute along the track in Figure 4.6b. The DMSP F18 spacecraft with UV
auroral imaging passes approximately simultaneous and its orbit is shown in blue.

Particle measurements from the MetOp-A MEPED instrument are shown in panel
(a). The > 30 keV electron sensor is the most important for our purpose of identifying
the OCB (shown with solid vertical lines in Figure 4.6a). Poleward of the OCB there
are no magnetopsheric particles, indicating open magnetic field lines. There is very
little electron and proton flux in the area where the RFE is located. The OCB is
marked with red crosses in Figure 4.6b, which confirms that the RFE is well within
the polar cap. From the DMSP data we see that there is a polar cap arc stretching
equatorward on the dusk side of Figure 4.6b. Due to DMSPs long recurrence rate (101
mins) and limited ground observation we have not been able to confirm whether the
arc is moving.
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Figure 4.6: (a) shows MEPED data for energetic > 30 keV electron precipitation for the event. In (b)
the blue RFE 28 is seen by the Inuvik (INV) radar on 13 December 2014 at 01:43 UT is shown using
a black contour. Red represents flow towards the radar. Trajectories from MetOp-A and DMSP F18
are overlaid onto the map. Two red marks in (b) are used to indicate the OCB based on the MetOp-A
data.
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4.1.2 Lobe cell RFE
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Figure 4.7: Solar wind conditions for RFE 2. Panel (a) shows the IMF By (green) and Bz (brown)
components. Panel (b) shows the solar wind speed. Panel (c) shows the clock angle. Panel (d) shows
the particle density in the incoming solar wind. All data are time shifted from L1 to the Earth’s bow
shock.

The following event shows RFE 2 seen by the SuperDARN INV radar on 16 De-
cember 2014 which lasted 49 minutes from 00:14 to 01:03 UT. The event occurred for
stable positive IMF By and Bz conditions as seen in Figure 4.7. A clock angle between
45◦ − 90◦ up to an hour before the event means the solar wind conditions is By dom-
inated for northward IMF. The conditions are therefore ideal for lobe reconnection.
The solar wind flow speed is stable around 490 km/s with a density around 4 cm−3.
This means that the dayside reconnection region most likely will be shifted prenoon
because of the magnetic tension force [Cowley et al., 1991]. This is also confirmed by
the large-scale convection pattern that has been overlaid in Figure 4.8.

Figure 4.8b shows the LOS velocity for the Inuvik (INV) radar on 16 December 2014
at 00:38 UT. This is in the middle of the event, and around the time the reversed flow
is at it’s strongest. Blue color denotes flow towards the radar, while red denotes flow
away. The coordinate system is using magnetic AACGM latitude and MLT longitude.
We can see that there is strong sunward flow against the background flow towards the
dayside seen as blue color in the radar plot outlined with a black contour. On either
side of the radar there is strong poleward flow away from the radar seen in red.
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Figure 4.8: Panel (b) shows RFE 2 indicated by a black contour in the Inuvik (INV) SuperDARN
radar scan on 16 December 2014 at 00:38 UT. The RFE is located in the postnoon sector between
14-17 MLT. By and Bz are positive, which for northward IMF is favourable a lobe cell in the postnoon
sector. Panel (a) shows the velocity data from beam 14 as a function of range gate. The RFE is clearly
seen in blue between the start and end times marked with vertical lines.
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This is an example of an event that fulfils the RFE criteria, but is still consistent
with the flow direction based on large scale convection associated with lobe cells, which
has reconnection north of the equatorial plane due to positive Bz, and thus causes a
sunward flow different from the normal two cell convection [Reiff and Burch, 1985].
This configuration resembles the cell configuration from panel A) in 2.17. We will
discuss this phenomena in more depth later.

Figure 4.8a shows the LOS velocity data for Beam 14 for the full duration of the
RFE. The beginning and end of the RFE is indicated by vertical lines. Here we can
clearly see the RFE in blue color in gate 21-27 from 00:15-00:50 UT. The reason why
the RFE disappears at the very end is most likely due to missing backscatter for this
area. In other beams the RFE is visible at the end as well. When looking closely at
the backscatter in panel (a) it can be seen that the backscatter is somewhat alternating
for every second scan. This is a result of the radar alternating between two frequen-
cies of 12.2 MHz and 12.4 MHz which has different propagation characteristics in the
ionosphere.
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Figure 4.9: Fitted velocity vectors for all available SuperDARN radars for RFE 2. Overlaid the map is
the black contour from Figure 4.8. The arrows show movement starting from the arrowhead onwards.
The enlarged clip in the upper right corner shows the area surrounding the RFE. We see that the fitted
velocities agree with the LOS velocities from the INV radar.

Figure 4.9 shows the fitted vector velocities for all available SuperDARN radars at
the same time as the scan for RFE 2 at 00:38 UT. The arrows show movement starting
from the arrowhead onwards. As we can see from the Figure, there are several velocity
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shears within the polar cap justifying the existence of an RFE. The enlarged clip in
the upper right corner shows the area surrounding the RFE. We can see that inside the
RFE contour there are sunward flow of ∼300 m/s while on the poleward side the flow
is ∼200 m/s poleward. On the sunward side of the RFE is somewhat more towards
the dusk side with speeds reaching 400 m/s. Overall we notice that the fitted velocities
agree well with the LOS velocities from the INV radar.
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Satellite passes

RFE 2 is located in the polar cap close to the dayside open closed boundary (OCB) as
seen in panel (c) of Figure 4.10. There is an auroral arc located directly underneath the
centre flux of the RFE flow which is outlined in black. Shown are also the trajectories
from DMSP, SWARM-A and MetOp-A. The OCB from the electron particle flux is
shown in panel (b) and marked with red crosses in panel (c). The dayside boundary
seems consistent with the auroral oval seen in the same region by DMSP around 1
minute earlier, which means the two measurements are very comparable.

SWARM A and C fly around 200-300 km away from the RFE and towards the
dayside. The two trajectories are more or less similar and at the same time, so only
SWARM-A is marked with a red line in panel (c). The field-aligned current (FAC)
from the two SWARM spacecrafts are seen in panel (a) of Figure 4.10. Although there
are no available radar coverage across the SWARM track, the flow channel of RFE 2 is
likely extending towards the area passed by SWARM. The SWARM data shows that
there are strong sheets of FAC as the satellites intersect the OCB from 00:47 -00:49
UT. The blue line shows the downward current density measured by SWARM A, the
green line SWARM C, and the red line is a combination of the two datasets. This data
has smaller uncertainty, but at the cost of less temporal resolution. The data from
SWARM A and C correlate with a few seconds delay, showing consistence of the two
datasets. Figure 4.10a shows there is a positive (downward) current on the poleward
side of the auroral oval, and a negative (upward) current equatorward of the oval.
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Figure 4.10: RFE 2 seen simultaneously by MetOp-A and SWARM spacecrafts. Panel (a) shows the
Field-Aligned Currents (FAC) as recorded by the SWARM A and C spacecraft. Downward currents are
shown positive in the graph. Panel (b) shows trapped > 30 keV electrons by the MetOp-A MEPED
instrument. Panel (c) shows the RFE in red overlaid on top of the UV aurora as recorded by the
DMSP F16 satellite. Red is sunward flow as seen by the INV SuperDARN radar. There is a clear
correspondence between the green auroral arc and the flow channel. Fluctuations in the FAC can be
seen as SWARM passes equatorward of the RFE.
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Figure 4.11: SuperDARN backscatter power associated with RFE 2 which is indicated by the black
contour. We note that the backscattered power is smaller in the outlined black area than in the area
surrounding the RFE.

For RFE 2 there is a weakening in the backscatter power as we can see in Figure
4.11 where the backscattered power for the RFE is shown inside the black contour line
around 17 -21 dB, while the enhanced flows on each side of the RFE have backscatter
power stronger than 30 dB. This enhanced backscatter on the boundaries is in agree-
ment with the findings of Oksavik et al. [2011] which studied decameter irregularities
set up by the flow shear from the RFE. As the SuperDARN backscatter is a result of
plasma irregularities, it is expected to see enhanced backscatter at the flow reversals.
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4.1.3 Nightside RFE
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Figure 4.12: Solar wind conditions for RFE 40. Panel (a) shows the IMF By (green) and Bz (brown)
components. Panel (b) shows the solar wind speed. Panel (c) shows the clock angle as defined in the
text. Panel (d) shows the density of the incoming solar wind. All data are time shifted from L1 to the
Earth’s bow shock.

Figure 4.13 shows an example of a nightside RFE with sunward flow (orange) of ∼
300 m/s opposing the large scale flow at ∼ 500 m/s as observed by the INV SuperDARN
radar. This happens at a time of predominantly positive IMF Bz as well as strongly
negative By as seen in Figure 4.12. The clock angle is close to 45◦ up to an hour before
the event, which indicates |By| ≈ |Bz| and By strongly negative. The solar wind speed
was around 500 m/s, and the particle density 5 cm−3, which is representative of average
solar wind conditions. The event lasts 22 minutes before it fades away. Overlaid Figure
4.13 is also UV aurora from DMSP F17 ∼20 minutes after the RFE has ended. From
the UV data we can see that there is a strong auroral oval in the post-noon sector.
Due to the RFEs location poleward of the auroral, the RFE is most likely on open field
lines.

This event would have been ideal to check for optical imaging, to see if there is any
auroral streamers related to auroral streamers as observed by Sergeev et al. [2004]. Un-
fortunately it is cloudy over northern Canada at the time of the RFE, so the otherwise
available all-sky auroral cameras are unable to confirm this. There are also no DMSP
satellites passing directly over the RFE which could confirm the existence of an auroral
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Figure 4.13: RFE 40 from the Inuvik (INV) radar near 22 MLT. The RFE is the yellow/orange area of
sunward flow (away from the radar), which is located between strong anti-sunward flow (blue) which
is expected for old open flux in the nightside polar cap. The auroral oval from DMSP F17 pass ∼20
min later indicates that the RFE is located on open field lines.

streamer.
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4.1.4 Two Simultaneously RFEs
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Figure 4.14: Solar wind conditions for RFE 13. Panel (a) shows the IMF By (green) and Bz (brown)
components. Panel (b) shows the solar wind speed. Panel (c) shows the clock angle as defined in the
text. Panel (d) shows the density in the incoming solar wind. All data are time shifted from L1 to the
Earth’s bow shock.

Figure 4.15 shows an example of a double RFE observed in the dusk sector around
15 MLT. In panel (a) of Figure 4.15 we can see a centre flow channel in red color at
00:29 UT on 15 December 2014 observed by the RKN radar. This flow is away from the
radar in the polar cap at 81◦ magnetic latitude (MLAT). Simultaneously as the centre
flux develops, we can see two reversed flows on each side in blue color moving towards
the RKN radar. The flow intensifies until 00:31 UT as seen in panel (b), before it starts
fading around 00:39 UT. The event was observed for a total of around 25 minutes.

From Figure 4.14 we can see that both IMF By and Bz are highly turbulent both
before and during the event. Bz has been positive for an extended time period prior to
this event, but approaches zero around the time the RFE is seen in the SuperDARN
scans. By was positive before the event, but around 00:10 UT it dropped quickly
negative, which indicates a rapid change in the location of the reconnection site at the
magnetopause from pre-noon to post-noon where this event is observed. The clock
angle is mostly < 45◦ and on several occasions reaching 0◦. This means the IMF is due
north, with dominant component alternating between |By| and |Bz|.

The velocity is relatively stable at 400 m/s which is rather slow. The density
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Figure 4.15: RFE 13 from the Inuvik (INV) radar consisting of two anti-sunward flow channels (blue)
that are opposed to the large scale background flow. The event is located in the postnoon sector, in
an area of flow towards the inflow region, which is expected at this local time and magnetic latitude.
From panel (a) we can see how two simultaneously RFEs develop at 00:29 UT, separated by a strong
centre flux in the opposite direction (red color). It intensifies in panel (b) at 00:31 UT which sustains
until 00:33 UT in panel (c). Eventually the RFE and centre flux fades away around 00:39 UT as seen
in panel (d).

reaching the bow shock is high, between 7-9 cm−3. It is also worth noting that the
particle density is not stable, but somewhat turbulent compared with the other events.

Unfortunately, there are no satellite passes during this event, so there is no data
to confirm the location of the OCB. The location at 81◦ magnetic latitude makes the
RFE however very likely to be deep inside the polar cap.

Due to its far location post-noon, this is most likely an example of lobe cell recon-
nection. Nevertheless, due to the simultaneous growth and decay of both reversed flow
channels, it can also possibly be the ionospheric response of an Southwood FTE where
the centre flux represents a newly reconnected field line [Southwood , 1987]. Since the
IMF By is positive prior to the event it also makes the inflow region shift post-noon
[Ruohoniemi and Greenwald , 2005]. We will assess this issue further in the discussion
chapter.
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4.1.5 Non-stationary RFE
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Figure 4.16: Solar wind conditions for RFE 42. Panel (a) shows the IMF By (green) and Bz (brown)
components. Panel (b) shows the solar wind speed. Panel (c) shows the clock angle. Panel (d) shows
the particle density in the incoming solar wind. All data are time shifted from L1 to the Earth’s bow
shock.

Figure 4.16 shows that the IMF conditions for RFE 42 is fairly stable with a weakly
positive IMF Bz, and a strongly negative By. This is reflected in the clock angle
between 45◦ − 90◦ indicating By dominated IMF. The solar wind speed Vx is almost
constant at 500 km/s while the density is ∼4 cm−3. RFE 42 starts to appear around
18:39 UT and displayed in Figure 4.17 panel (a) from 18:41 UT. At 18:46 UT it has
moved westward and slightly poleward. Since this is close to the dayside inflow region,
for negative By we expect flow away from the radar. However, around 8:30 MLT the
flow is in a direction strongly against the inflow direction. At 18:48 UT we see that
the RFE is expanding before it starts fading away at 18:49 UT, which is a frequently
observed feature of RFEs. The original position of the RFE is outlined by the black
contour in panels (c) and (d). The relative motion of the RFE is in the order of 200-300
km, and a duration of 11 minutes gives it a propagation speed of around 400 m/s. This
is consistent with typical convection speeds in the polar ionosphere and of the same
order of magnitude as the speed in the flow channel itself.

Due to the RFEs location between 08-09 MLT this is possibly too far towards the
dawn side to represent an dayside RFE. It is at least outside the MLT range studies by
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Figure 4.17: RFE 42 seen from the Inuvik (INV) SuperDARN radar between 18:39-18:49 UT, here seen
from 18:41 UT. In panel (a) we see the development of the RFE around 09 MLT in the prenoon inflow
region. Through panels (b) and (c) we see the RFE moving eastward towards the inflow region denoted
by the large blue arrow in panel (a). Note that the flow inside the blue coloured RFE is westward the
entire time. Blue denotes flow towards the radar and red away from it. The contour outline in panels
(c) and (d) show the position of the RFE at 18:41 UT. In panel (e) at 18:49 UT the RFE starts fading
away.

Rinne et al. [2007]. Slightly positive IMF also favours reconnection in the lobe cells.
However, with limited data from other ground-based instruments and satellites, no
final conclusions can be reached. The flow channel’s location at 77◦ magnetic latitude
(MLAT) also gives it the possibility to be located both inside and outside the polar
cap.
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4.2 Overview of results

The presented case studies are only a small portion of the dataset we have studied. In
the following we will try to summarize our results by giving an overview of the time
duration and IMF distribution of the analysed RFEs. It has to be emphasized that this
study is rather limited with 57 RFEs analysed in total. Any statistical findings should
therefore rather be seen as indications instead of solid conclusions.

4.2.1 Time duration
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Figure 4.18: Overview of the time duration of the 57 RFEs that we identified in our analysis. We see
that the vast majority of events lasted shorter than 20 minutes.

Figure 4.18 shows an overview of the time duration of all 57 reversed flow events
that we have identified. The vast majority of the RFEs lasted less than 20 minutes.
Marked in red are all events only seen in one radar scan, which amounts to 10 RFEs.
The average duration of our events is 11.4 minutes. This is, however, affected by the
inclusion of a few very long lasting events. The calculated median value is 8 minutes,
which indicated the typical event duration. This is in contrast to the RFEs found by
Rinne et al. [2007], which had a lifetime of ∼ 19 minutes in average.

4.2.2 IMF and MLT dependency

Figure 4.19 shows the polar distribution of magnetic latitude (MLAT) versus magnetic
local time (MLT) for the observed Reversed Flow Events (RFEs). Local noon is up, with
MLT time written around the polar plots. The plots are sorted by IMF components
and coloured based on the sign of the average IMF values in a period of 15 minutes
before each RFE event. This is to see whether the IMF polarity affects the distribution
of RFEs versus local time. The interval of 15 minutes is chosen to take into account
the propagation time from the bow shock to the ionosphere, as well as including more
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measurements than just a snapshot. The size of the circles represents the absolute
magnetic field strength, but not to scale.

Most RFEs are found on the dawn and dusk sides with 26 events in the 4-10 MLT
dawn region (46%) and 14 in the 14-20 MLT dusk region (25 %). 12 RFEs are identified
within the 10-14 MLT dayside region (21%) and only 5 in the 20-4 MLT nightside region
from (9%). The dayside boundaries are chosen where the majority of the Rinne et al.
[2007] RFEs are found. The dawn and dusk regions are located where the ionospheric
response of lobe reconnection is thought to occur [Imber et al., 2006]. The nightside
region is covering the largest MLT span (8 hours) but account for the lowest number
of RFEs with only 5. The polar plots in Figure 4.19 have boundaries for the polar cap
regions marked.

As we see for IMF Bx in panel (a) and By in panel (b), there is a clear trend for the
location of RFE depending on their magnetic field polarity. IMF Bx is usually positive
when By < 0 and vice versa due to the Parker spiral geometry of the emitted solar
wind.

Most RFEs with By > 0 in Figure 4.19b are found from slightly pre-noon (8 MLT)
until 18 MLT, while RFEs with By < 0 are predominantly found on the nightside (20-7
MLT). For strong By this is not unexpected, since By > 0 will shift the dayside inflow
region post-noon [Cowley et al., 1991]. There is no significant spread in MLT based
on IMF Bz shown in panel (b), but in our study 26 RFEs (45.6%) of the RFEs with
stable Bz is observed during northward IMF, while only 6 RFEs (10.5%) were observed
during southward IMF. The remaining either has poor data coverage or fluctuating
IMF Bz prior to the RFE onset. This shows that for stable IMF conditions, RFEs are
more likely to occur for northward IMF.

Figure 4.19d shows the RFEs with stable IMF sorted by clock angle. We see that
all events with θ < 45◦ and thereby IMF north dominated are located in the dawn and
dusk regions. All RFEs with IMF due south (θ > 135◦) can be seen on the dawn side.

Panel (e) shows the RFEs with stable By and Bz displayed as IMF strength versus
MLT. Events with both By and Bz stable are thus displayed with two dots of red and
blue. We see that at the dayside both By and Bz are positive for these events. For
dawn/dusk events there is more spread but with predominantly positive IMF Bz. In
the nightside region all events have strongly northward IMF as well as strongly negative
IMF By. However it should be noted that these events are only a small subset of all
the RFEs with stable IMF for 15 minutes prior to the events, so not all events are
represented here.
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Figure 4.19: Panels a), b) and c) show the MLT distribution of IMF Bx, By, Bz respectively in a
polar plot. The events are coloured with positive values red and negative blue. The magnetic pole
represents the centre with magnetic noon up. Grey dots represent changing IMF sign. d) shows the
clock angle sorted by due north (red), By dominated (blue) and due south (yellow). All polar plots
have boundaries for polar cap regions marked. In panel (e) we see By and Bz sorted by their IMF
strength versus MLT.
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Chapter 5

Discussion

In this chapter we will discuss our results and present plausible explanations for the
observations. Based on the observational features and source regions, we will attempt
to categorize the reversed flow events. First we will discuss some biases in the radar
data, and the validity of the spacecraft measurements.

5.1 Data validity

In order to make sure the results of our data is reliable we have taken a closer look at
the fitting of individual range gates within the SuperDARN data. We will briefly assess
how it is done, and the reliability of the velocity fittings. Afterwards we will highlight
a few challenges with the SWARM field aligned currents, and how it affects our results.

Figure 5.1 takes a closer look at the FITEX results from the Inuvik (INV) Super-
DARN beam 14 at 00:38:48 UT, which is the same beam and time as from RFE 2 in
Figure 4.8. The figure shows power, velocity and the number of good lags for different
range gates. The RFE is observed in range gate 22-26 and outlined in black. There is
relatively strong backscatter power during the event, as well as 10-15 good lags which
ensures smaller uncertainties when the velocity is determined. Figure 5.2 shows the
fitted results of range gates 21, 22 and 24, which is just before the flow reversal, during,
and after. From panel (a) we can observe that the velocity is calculated to -708 ±
12 m/s. From the model phase comparison we see that there is little fluctuation in
the phases, which means there is little uncertainty in the data. There are, however,
two secondary minima in the least square fit, marked 1) and 2) that are indicative of
multiple velocity signals inside the volume of range gate 21. It could indicate turbulent
convection near the RFE.

Figure 5.2b shows that the flow has changed direction to +84 ± 43 m/s. From
the model phase comparison we see there are a lot more fluctuations in the phase
error, which indicates that in this range gate there is not one decisive velocity, but
rather a combination of multiple speeds superimposed. We can see that this is an
increase in turbulence form panel (a). From a single range gate, the autocorrelation
function can therefore give an indication of turbulent flows, possibly giving rise to the
growth of plasma irregularities. In literature there are two fundamental mechanisms
for producing F-region irregularities at high latitudes [Carlson et al., 2007], the Kelvin-
Helmholtz (KH) instability [Basu et al., 1988], and the E×B Gradient Drift (GD)
instability [Tsunoda, 1988].
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Figure 5.1: Overview of the number of good lags at each range gate for beam 14 of the INV radar on
16 December 2014 at 00:38:48 UT. The range gates containing the RFE 2 is highlighted with a black
contour.

The KH instability is thought to occur when there are severe velocity shears trans-
verse to the magnetic field. The GD instability is a cross-field instability happening
when a charge separation takes place, and which is due to the induced electric field in
the presence of a magnetic field increases the disturbance.

To our knowledge, this is the first time that someone has pointed out the structure
of the flow within one single range gate of SuperDARN in connection with the edge of
a RFE.

Figure 5.2c displays the subsequent range gate further inside the RFE, and the data
shows that the flow turbulence is smaller. This can be seen by a velocity of 502 ± 36
m/s and a more stable model phase comparison. Overall we can conclude that the
number of good lags is sufficient for determining an accurate flow velocity inside and
outside the RFE.

Similar investigations have been made for other beams and RFEs reported in this
thesis, in order to verify the data quality.
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Figure 5.2: A look at the quality of the fit for range gates 21-24 in beam 14 of the INV radar on
16 December 2014 at 00:38:48 UT, which corresponds to RFE 2. For the velocity it is seen that the
error is relatively small. [Panels generated with the ACF diagnostic tools from Virginia Tech’s sites,
http://vt.superdarn.org/]
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Figure 5.3: Relative SuperDARN coverage for different magnetic latitudes in December 2014 and
December 2015, from which the majority of our data is collected. There is more coverage at midnight
UT when the polar radars are close to noon MLT [statistics made by Kjellmar Oksavik].

5.1.1 Biases is SuperDARN data coverage

Figure 5.3 shows the relative coverage of all radars in the northern hemisphere sorted
by magnetic latitude of 60-70◦, 70-80◦ and 80-90◦. Our events are all above 70◦, and
most above 80◦, which corresponds to green and red color in the plot. There is generally
more coverage in 2014, which is closer to solar maximum and resulting higher ionization
in the ionosphere [Balan et al., 1994]. This further results in better conditions for
SuperDARN backscatter [Imber et al., 2013]. In the 2015 panel we can see that there
is a periodic oscillation of coverage following a 24 hour cycle. This is a result of the
Canadian radars RKN, INV and CLY that are close to noon MLT at midnight UT when
the coverage shows most activity. Higher backscatter at dayside than the nightside is
a result of stronger ionizing particle precipitation and solar EUV radiation resulting in
higher plasma density [Milan et al., 1997].

The fact that most of our RFEs are observed in the dawn/dusk or dayside polar cap
might be related to the fact that this is where there is best data coverage, but our data
also indicates higher occurrence in the dayside when the data coverage is taken into
account. For 2014 this was not a dominating factor, as most observed RFEs occurred
in the dayside polar cap.

5.1.2 SWARM Field Aligned Currents

Due to SWARMs large orbital speed of ∼ 7.6 m/s and sampling frequency of 1 Hz, the
resolution of individual measurements will be ∼ 10 km. Small scale currents extend up
to 150 km and are commonly associated with kinetic Alfvén waves [Stasiewicz et al.,
2000], which give correlation up to 20 seconds. These are the features shown in Figure
4.5a and thought to originate from reconnection events at the dayside magnetopause,
or in the magnetospheric lobes. It has to be noted that large-scale FACs are not visible
on this scale due to fluctuations from the small scale current sheets. These large-scale
currents can be seen in the combined dataset in the red line in Figure 4.10a which shows
currents while the spacecraft passes equatorward of the RFE through the OCB. Efforts
to filter out small scale current sheets has therefore been done to study the temporal
and spatial variations of large scale FAC [Lühr et al., 2015]. Studying time variation of
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small scale current sheets is a new opportunity with SWARM due to the constellation
of several spacecrafts.

There are, however, a few problems with the current density calculated from Am-
pere’s law in equation (3.1). The magnetometer measures the complete geomagnetic
field, so there are models applied to subtract the main field from the readings. The
spacecraft only measures gradients of the magnetic field along the orbit, so cross-track
gradients are assumed to be insignificant. As discussed in the theory, the calculation
of current density assumes that field-aligned currents are perpendicular to the flight
direction, which is only the case when the magnetic field lines are perpendicular too.
This is only true at very high magnetic latitudes, which is not the case for the entire
polar cap. As discussed by Lühr et al. [2015], small changes in the assumptions of the
main magnetic field and the algorithm used for calculating the current density results
in large variations of the final current density. A lot of caution should therefore be
taken when interpreting the actual currents.

For the single satellite FAC shown in Figure 4.5 the actual value of the current is
of less importance since we are not intending to make estimates of e.g. the ionospheric
conductivity, but rather the existence of small scale current sheets during periods of
ionospheric flow channels. Indeed our results confirm this finding with several upward
and downward current filaments down to around to 5 seconds duration, resulting in
∼40 km spacial extent. There is no dominant direction of the current, with the current
filaments alternating direction every 40 km equatorward of the flow channel. It should
be noted that all these currents are on open field lines and not related to the large-
scale Region-1 and 2 currents. To our knowledge this is the first time small-scale field
aligned currents have been reported in relation to reversed flow channels in the polar
ionosphere.

5.2 Algorithm challenges

The search algorithm only detects strong velocity shears, and principally does not
distinguish between an RFE and for instance a flow reversal. As we know, an RFE
needs at least two regions of strong shear flow, i.e. both clockwise and counter-clockwise
flow reversals. The actual RFEs therefore have to be manually sorted to remove false
hits by the algorithm.

As of now, only around one of every 50 scans flagged by the algorithm turns out
to be actual RFE, which means that some manual work is still needed done to analyse
a large dataset for occurrence of RFE. However, for this master thesis the goal has
mainly been to extend the list of RFEs seen by SuperDARN. For future projects, it
is therefore critical to advance the algorithm to obtain a higher success ratio for the
detection of RFEs.

This problem is a good example where machine learning algorithms and image
recognition can effectively be used to improve the search algorithm. However, that is
far beyond the scope of this master project.

Another question is also whether the RFE definition set by Rinne et al. [2007] and
stated in 2.6.1 is the best to detect transient reversed flows in the ionosphere. The
criteria were mainly set based on the restrictions of the EISCAT radar used in their
study. For the physical processes responsible, the specifications of the instruments is
irrelevant. For instance, if RFEs are the observable return-flow of FTEs, what if many
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return flows do not develop into fully reversed flows, but rather as a weakening in the
large scale convection? By the RFE definition of minimum 250 m/s flow in opposite
direction of the large-scale flow this weakening will not be detected as an RFE even if
it has the same physical origin as fully developed RFEs.

Since RFEs only had been observed in one SuperDARN study [Oksavik et al., 2011]
prior to our work, we primarily focused on identifying strongly developed flow channels.
For further studies however, care should be taken with setting too strict criteria, as
many observable signatures otherwise might be discarded due to arbitrary limits.

5.3 Location dependent generation mechanism

As it is clear from the MLT distribution in Figure 4.19, reversed flows are not only
limited to magnetic noon and the dayside inflow region. In contrast, all the events
reported by Rinne et al. [2007] happened between 10:30 and 13:30 MLT. However, this
is related to the fact that their scans were constrained between 09:00 and 14:30 MLT,
with the majority of their scans occurring between 10:15 and 12:45 MLT.

In our study we placed no restrictions on MLT for the dataset we analysed, because
SuperDARN radars operate 24 hours a day. From Figure 4.19 we see that most RFEs
are detected at the dayside, but not all. There were also several nightside RFEs.

We have sorted our events depending on Magnetic Local Time (MLT), and sorted
the RFEs in Table 5.1. We observe that there are 12 events in the dayside region, 5 in
the nightside, and 40 in the dawn and dusk sides combined.

Both Rinne et al. [2007] and Moen et al. [2008] explain RFEs as a result of dayside
reconnection in terms of Southwood FTEs or MI current systems. This might be the
case for RFEs near the OCB in the dayside inflow region. However, it does not cover all
RFEs that otherwise satisfy the RFE selection criteria of Rinne et al. [2007]. Therefore
we will now discuss three main categories of RFEs and categorize them depending on
their location and generation mechanisms:

Dayside RFE: This is the original observation of RFEs that was detected by Rinne
et al. [2007], and further investigated by Moen et al. [2008] and Oksavik et al. [2011].
These RFEs are thought to occur near the dayside OCB as an ionospheric response to
magnetic reconnection at the dayside magnetopause.

Lobe cell RFE: This is the most frequent observation in our SuperDARN dataset.
Based on IMF conditions it is thought to originate from flow reversals set up by lobe
cells during positive IMF Bz.

Table 5.1: Distribution on RFEs according to their location in the polar.

Region MLT Number of events Average Duration (min)

Dawn 04-10 26 7.9
Dayside 10-14 12 10.1
Dusk 14-20 14 19.7
Nightside 20-04 5 9.2
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Nightside RFE: This is one of the least understood types of RFE like flows and is
most likely set up by bursty bulk flows [Angelopoulos et al., 1992] in association with
nightside reconnection.

5.3.1 Dayside RFE

This is the best documented type of RFE. Originally only seen by the EISCAT Sval-
bard Radar by Rinne et al. [2007], Oksavik et al. [2011] observed the first RFE with
the SuperDARN Hankalasmi (HAN) radar. Dayside RFEs have been thought to origi-
nate from magnetic reconnection on the dayside magnetopause. It has however been a
problem to identify which mechanisms are responsible for generation. For a long time
it was thought to be related to flux transfer events through the Southwood FTE model
[Southwood , 1987], but there has been a constant issue that the observed RFEs only
contain one return flow channel. According to the Southwood model there should be
a strong centre flux with two return flows on either side for each FTE event. Further-
more, RFEs cannot represent the centre flux, since the flow direction is opposite to the
magnetic tension force. Rinne et al. [2007] therefore presented a modified version of
the Southwood FTE model which only contains the poleward side of the return flow.
This was an effort to explain why only one reversed flow is observed.

Moen et al. [2008] took a step back from the Southwood FTE explanation, and
described RFEs as a result of two consecutive FTEs connecting through a poorly con-
ducting ionosphere. These FTEs are independent and map to different reconnection
sites in the magnetosphere. Two independent magnetosphere-ionosphere current loops
will therefore be set up giving rise to the large electric field resulting in a RFE.

Alternatively Moen et al. [2008] suggested that RFEs might be the ionospheric
footprint of an inverted V-type coupling region because of the quasi-stationary and
bipolar form of the RFEs observed in their study. Inverted Vs are events related to
accelerated trapped electrons observed on the equatorward side of the dayside OCB.
Moen et al. [2012] observed a close relationship between PMAFs and FTEs, as well as
inverted Vs and FTEs. Their studies conclude that both RFEs and PMAFs therefore
are ionospheric signatures of an inverted V- type coupling region.

Our study indicate that these explanations by Moen et al. [2008] might not be the
case for all observed dayside RFEs. As shown in Section 4.1.4, we have observed at
least one case of a dual RFE existing in the dayside polar cap near the open closed
boundary. As Figure 4.15 reveals, both the centre flux and the reversed flows develop
together and thus should be treated as signatures of one event. The simultaneous
growth and decay makes it evident that these structures must result from the same
event. However, due to the positive IMF Bz for this event, it also makes an FTE
explanation questionable. A recent study by Wang et al. [2006], which observed 3
years FTEs from Cluster data emphasizes that a large portion of the FTEs can also
occur for northward IMF. Accordingly the FTE explanation cannot be excluded for
northward IMF.

It might be the case that the equatorward return flow is sometimes underdeveloped
as explained by Rinne et al. [2007], but the lack of two return flows may also be a result
of the relatively limited field of view of the EISCAT Svalbard Radar, and thus imposing
limitations of seeing the larger picture. In addition, EISCAT radars only operate on a
campaign basis. With the SuperDARN radars we have studied RFEs over thousands
of kilometres, with larger temporal resolution and continuous coverage. In this way

81



we have more opportunities to see the ionospheric response resulting in reversed flow
channels. The disadvantage is that SuperDARN has lower spatial resolution, so we
cannot see the smallest RFEs with SuperDARN.

Our SuperDARN data shows 12 RFEs happening in the dayside polar cap inflow
region. Due to limited conjugate satellite passes and ground observations our data does
not make any final conclusions on the generation mechanism, but the observation of si-
multaneous RFEs close to the inflow region still makes the Southwood FTE mechanism
relevant.

5.3.2 Lobe cell RFE
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Figure 5.4: A sketch of the convection pattern for northward IMF By and Bz after Reiff and Burch
[1985] overlaid on top of the line of sight velocity data from the INV SupperDARN radar. The lobe
cell is marked with an ’L’.

40 of our RFEs are determined to originate from the dawn/dusk section. Due to
their far distance from the cusp inflow region, an FTE explanation seems less likely. Of
course these are not strict locations, and the inflow region can be shifted due to IMF
By, so in boundary regions between dayside and dawn/dusk there could potentially be
other mechanisms responsible for the observed reversed flows.

As presented in Chapter 4.1.2, the RFEs observed in the dawn and dusk section
are thought to originate from lobe reconnection giving rise to lobe convection cells in
the polar ionosphere [Reiff and Burch, 1985]. Based on the continuous northward IMF
prior to most of our observed events, this makes the lobe cell explanation preferable.

When evaluating ionospheric signatures of lobe cell reconnection for northward IMF,
we have to separate between single and dual lobe cell reconnection [Imber et al., 2006].

82



Figure 5.5: Schematic representation of reconnection for different values of IMF. (a) shows low-latitude
dayside magnetopause reconnection for southward IMF, which is the one giving two cell convection.
(b) shows single lobe cell reconnection for northward IMF with IMF By �= 0. This gives independent
reconnection in the hemispheres and no change of OCB. (c) shows dual lobe reconnection for northward
IMF with By ≈ 0. This results in two lobe cells and contraction of the polar cap due to closing of open
field lines. In the convection patterns the solid circle is the OCB and solid arrows are flow streamlines
[from Imber et al., 2006].

For IMF By values either strongly positive or negative we get independent reconnection
in the northern and southern hemispheres, and the reconnection will not produce any
closed field lines. The location of the OCB and the size of the polar cap will therefore
be unchanged, and the open shear flux in the polar cap is said to be stirred [Crooker ,
1992]. An illustration of this scenario is shown in Figure 5.5b.

For IMF By close to zero during northward IMF is we get dual lobe reconnection,
caused by simultaneous reconnection in both hemispheres and closing of open field lines
in the polar cap [Imber et al., 2006; Milan et al., 2000]. This happens because there
will be simultaneous but independent reconnected field lines in the two hemispheres for
IMF By �= 0. For IMF By close to zero the two reconnection sites will be on the same
interplanetary magnetic field line in a way such that this will be closed, see Figure 5.5c.
For this dual lobe reconnection there will be sunward flow across the OCB and the
polar cap will contract due to a loss of open magnetic flux.

Hot Flow Anomaly

We have also searched for reversed flows in relation to Hot Flow Anomalies (HFA)
in the solar wind. HFAs are temporary reversals of the solar wind that move past
the Earth and result in strong density variations, plasma heating, and flow deflection
[Schwartz et al., 1985; Thomsen et al., 1986]. The transient magnetopause deformation
caused by the HFA gives ionospheric responses in the form of convection vortices that
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move from the dayside to the nightside [Sibeck et al., 2003]. During a HFA observed
by the THEMIS spacecrafts, Jacobsen et al. [2009] observed ionospheric flow opposite
to the large-scale convection.

The reversed flow seen by Jacobsen et al. [2009] due to HFA was observed in the
prenoon MLT sector and could be a possible generation mechanism for our dawn/dusk
RFEs. Unfortunately, the OMNI data did not reveal any strong pressure gradients for
our events. However, the SuperDARN coverage has improved substantially since the
study by Jacobsen et al. [2009], and it may be possible to observe signatures in the
ionosphere of separate HFAs in the future.

5.3.3 Nightside RFE

Nightside RFEs have in common with the lobe cell RFEs that the reversed flow chan-
nels are observed in the sunward direction. However, they are distinguished by their
location, which around midnight MLT makes the lobe reconnection explanation un-
likely. Strong sunward flow is often seen in relation to Bursty Bulk Flows (BBFs)
[Angelopoulos et al., 1992]. These flows are thought to originate from nightside recon-
nection [Nagai et al., 1998], but the full details are still unknown. BBFs are most often
observed during the growth and expansion phase of auroral substorms for southward
IMF [Sergeev et al., 1996]. However, one of the issues with a substorm explanation of
BBFs is that they are also observed during quiet conditions, as investigated by Zhang
et al. [2016]. For these events IMF is predominantly northward.

Senior et al. [2002] observed westward flow bursts by SuperDARN just south of
auroral streamers observed in relation to BBFs for northward quiet IMF conditions.
The auroral streamers are attributed to earthward injection of high velocity plasma
from the near-earth plasma sheet.

Recent studies by Lyons et al. [2011] shows that narrow flow bursts from far within
the polar cap directed equatorward towards the nightside polar cap boundary can
trigger BBFs in the plasma sheet which then leads to auroral poleward boundary in-
tensification (PBIs) and streamers. Hence it is a rather open question what triggers
the bursty bulk flows in the plasma sheet, and whether they are caused by ionospheric
flow channels, or if the flow channels are caused by BBFs [Pitkänen et al., 2013].

4 out of 5 of our nightside observations of reversed flow channels occur during
prolonged period of northward IMF. Additionally, 4 of them occur during negative
IMF By conditions. Based on the results of Zhang et al. [2016] it is therefore no reason
to believe that the observed nightside RFEs are related to substorm onset, since BBFs
during northward IMF are not closely related substorms. Further investigations with
magnetospheric observations will be needed to determine the exact cause and effects.

Transpolar arcs

As described in 2.5.6, TPAs are observed to occur simultaneously with azimuthal flow
towards magnetic midnight [Fear and Milan, 2012b] for northward IMF. This east-west
elongated flow is reversed in terms of the return flow seen for symmetric tail reconnec-
tion at midnight MLT. As most of our RFEs are observed during northward IMF, some
of the them could potentially be related to TPAs and twisted tail reconnection. This
would primarily apply to events observed near the nightside auroral oval on closed field
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lines. These events should consequentially also be observable together with the actual
transpolar arc.

Of our 5 observed nightside RFEs only one was observed during an optical satellite
pass by the DMSP spacecraft, RFE 40 presented in 5.3.3. This enhanced flow is however
sunward far into the polar cap, not longitudinally towards midnight MLT. The UV
auroral oval seen ∼10 minutes after the RFE ends also does not show any signs of a
TPA in this case.

Without having systematically searched for reversed flows in relation to TPAs our
study has not excluded them either. By examining the other 4 nightside RFEs, they all
appear to be north-south aligned far into the polar cap. This favours a BBF explanation
as described above, but it does not mean that the TPAs cannot be responsible for RFEs.
One reason why we didn’t see any TPAs in our study might be related to the fact that
the three polar radar mainly used, RKN, CLY and INV are looking far into the polar
cap, and have no or little coverage directly at the equatorward side of the nightside
OCB where the flows are expected. By including more lower latitude SuperDARN
radars, it is possible that this category might be more frequently observed.
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Chapter 6

Summary and Conclusion

This chapter concludes our study into the phenomena of Reversed Flow Events (RFEs)
in the polar cap ionosphere. We have performed an comprehensive multi-instrument
study comparing ground based radar measurements (SuperDARN) with satellite based
magnetic (SWARM), particle (NOAA and MetOp) and optical (DMSP) instruments.
Overall RFEs seem to be a frequent phenomena happening during all local times. We
have shown that there are most likely several different generation mechanisms that can
result in the same signatures in the ionosphere.

RFE occurrence

By using our custom made search algorithm a total of 57 previously unidentified RFEs
were found in data from the high latitude SuperDARN radars from primarily December
of 2014-2016. We found a distribution of RFEs lasting up to 97 minutes, with an average
duration of 11.4 minutes. Most RFEs were found in the dawn and dusk regions with
26 events in the 04-10 MLT dawn region (46%) and 14 in the 14-20 MLT dusk region
(25%). 12 RFEs were identified within the 10-14 MLT dayside region (21%) and only
5 RFEs in the 20-04 MLT nightside region (9%).

Our data shows no limitations within the northern hemisphere polar cap regard-
ing where reversed flows are observed. The observational occurrence rate is rather
determined by the radar’s viewing direction and ionospheric conditions for radio wave
propagation.

Local time and IMF dependency of RFEs

The observations of RFEs are strongly dependent on the IMF conditions and local
time. Most nightside RFEs occur during both negative IMF By and Bz. There was no
significant spread in MLT based on IMF Bz, but in our study 79% of the RFEs with
stable IMF prior to onset were observed during positive IMF Bz. For By there was a
strong preference towards dawn and night for negative values, and day and dusk for
positive values.

Depending on their location we have classified the reversed flow channels as either
dayside RFEs, lobe cell RFEs, or nightside RFEs. RFEs previously reported by Rinne
et al. [2007] are all in the first category, but with our search algorithm we have also
been able to observe reversed flows at all local times, hence the two new categories.
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The IMF conditions show correlation with this categorization, as mostly northward
IMF is observed for the lobe cell RFEs.

In this study we have seen the first clear example of current sheets on the equa-
torward side of the RFE. This agrees with the predictions of Moen et al. [2008] that
there should be upward Region-1 FAC on the equatorward side of the RFE. However
the current density data from the SWARM spacecrafts show that the currents are not
uniform in one direction, but that several smaller both upward and downward current
sheets exists.

Most RFEs appeared stationary, while at least one event (RFE 42), was seen moving
poleward. This is contrary to the study by Rinne et al. [2007], which in 30% of their
RFEs observed poleward latitudinal movement.

SuperDARN data validity

Some RFEs have been simultaneously observed with multiple radars, and are found
to overlap. This is convincing and shows good accuracy in the SuperDARN range
determination. In our assessment of the SuperDARN data validity we were able to
see the existence of several velocities superimposed inside a single range gate scatter
volume. This is a strong indication of smaller flow features within the usual 45 km
range gate resolution. To our knowledge, this is the first time SuperDARN has been
used to reveal spatial features of smaller scale sizes than the length of an range gate.

RFE generation mechanisms

Our results show indications of several different generation mechanisms of RFEs de-
pendent on observation region and IMF conditions. Dayside and nightside RFEs are
most likely responses to transient reconnection in their respective regions.

The dayside RFEs observed near the dayside inflow region have both fluctuating
IMF By and Bz, giving rise to shifting reconnection sites necessary for the Southwood
FTE and MI-current loop explanations presented by Rinne et al. [2007] and Moen et al.
[2008] to occur. Our results are therefore in agreement with their findings.

Nightside RFEs are much less frequently observed. However, the ionosphere in
northern hemisphere during winter time has generally less backscatter in the night
[Milan et al., 1997], so this might rather be a problem with less favourable SuperDARN
observation conditions during night time. In literature, nightside flow transients have
frequently been observed in relation to Bursty Bulk Flows (BBFs) [Senior et al., 2002],
and Transpolar Arcs (TPAs) [Fear and Milan, 2012a]. However, due to all of our
nightside RFEs being north-south aligned, this makes the BBF explanation more likely.

Dawn and dusk RFEs are attributed to be a consequence of lobe reconnection for
northward IMF. Depending on IMF By strength this can happen on both open and
closed field lines [Imber et al., 2006]. This is confirmed in our results with optical and
particle measurements, but the resolution of the data are often insufficient to explicitly
determine the location of the OCB. This will require further investigations with higher
spatial resolution.
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Chapter 7

Future Work

The work of this thesis covered a limited number of days analysed by the SuperDARN
radars close to winter solecistic. With a larger dataset and multi-instrument observa-
tions a statistical study over several years, and at different seasons can be carried out.
The available SuperDARN datasets from the last two decades opens up the possibility
for large statistical studies of occurrence and distribution of RFEs.

With small modifications the developed search algorithm for RFEs can also be used
to detect enhanced flow channels and other specific features in the SuperDARN line of
sight data. We have only applied the algorithm on data from the polar cap radars in
the northern hemisphere, but it can similarly be used for the mid-latitude and southern
hemisphere radars. However this was out of reach for this master thesis.

The upcoming EISCAT 3D incoherent scatter radar [McCrea et al., 2015] is also
a new possibility to investigate reversed flow channels and instabilities with far better
resolution. Since this is a phased array radar, it enables the possibility to study the
movement of RFEs with higher both spatial and temporal resolution.

Assessing the relationship between RFEs, PMAFs, ion-upflow, and inverted-Vs is
also something that we did not study too deeply, but that is of crucial importance
for understanding the generation of RFEs and the magnetosphere-ionosphere coupling
[Moen et al., 2012]. This is important because these features serve as observable proxies
for determining the location of magnetic reconnection, the direction of current systems,
and regions of particle precipitation. More ground and rocket based measurements
in co-existence with RFEs would therefore provide valuable insight to reveal these
relationships. It would also be interesting to study if RFEs exists in the daylit summer-
time to check for ionospheric summer-winter asymmetries as suggested by Moen et al.
[2008] and Koustov et al. [2017].

Some of the remaining unsolved scientific questions related to RFEs are listed below:

• Is there a seasonal variability in the occurrence of RFEs?

• Can RFEs be observed in conjugate hemispheres simultaneously?

• What role does RFEs play for the generation of plasma irregularities that affects
human communication and navigation?

• Can underdeveloped RFEs possibly be more frequent and observable than the
actual RFEs?
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Appendix A

Coordinate systems

Two coordinate systems have been used in this thesis, and here we give an overview.

A.1 Geocentric Solar Magnetospheric (GSM)

For solar wind data we use the Geocentric Solar Magnetospheric (GSM) coordinate
system, which has its X axis pointing towards the Sun, and the Z axis being the
projection of the Earth magnetic dipole axis (positive North) perpendicular to the X
axis [Russell , 1971]. The Y coordinate is orthogonal to both X and Z. When the solar
wind hits the Earth’s magnetosphere, it is aligned with the Earth’s dipole axis, which
makes this a good coordinate system for investigating the solar wind’s interaction with
the Earth.

A.2 AACGM

A mathematical model of the Earth’s magnetic field, there is the International Geo-
magnetic Reference Field (IGRF) published every fifth year since 1965 [Zmuda, 1971],
with the last being the 12th revision released in 2015 [Thébault et al., 2015]. This model
represents the Earth’s magnetic field in terms of spherical harmonics based on ground
and space-based observations. The spherical harmonic coefficients are updated every
five years to take into account that the Earth’s magnetic field is changing over time.

The Corrected Geomagnetic Coordinates (CGM) system is one system often used,
which are tracing along the magnetic field lines of the IGRF model. For our purpose,
we use a special version of the CGM system called Altitude Adjusted Corrected Ge-
ogmagnetic Coordinates (AACGM), originally defined by Baker and Wing [1989] and
later updated by Shepherd [2014], which ensures that different points along the same
magnetic field line will have the same coordinate. This is practical for mapping events
in the ionosphere to a common grid.

Most data in this thesis will use Magnetic Local Time (MLT). Here the longitude
is oriented such that magnetic noon (MLT=12hr) is the meridian pointing towards
the Sun. The MLT coordinates are fixed in the Sun-Earth system, while the Earth is
rotating. The magnetic latitude (MLAT) is the same as for the AACGM, system where
90◦ N will be at the magnetic pole in the northern hemisphere.
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Figure A.1: AACGM coordinates plotted over the northern hemisphere in red color with geographical
coordinates in grey background [from Laundal and Richmond , 2016].
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Appendix B

List of RFEs

The following list gives extended details about all the Reversed Flow Events (RFEs)
found during our study. The events are numbered after when they were detected, so
they are not necessarily in chronological order. Date and start time in UT for all the
events are given. Then follows the duration as well as gate and beam for which the
event was observed. The magnetic local time and magnetic latitude for each event as
used in the summary plots is also showed following the average IMF By and Bz in a
time span of 15 minutes prior to the detection of each event.

Some events were located manually when looking through scans of other events, and
do not always have all details calculated. ’A’ in IMF values means ’Alternating’ and
denotes those events where IMF changes sign during the 15 minute averaging period.

Table B.1: List of all RFEs found in this study

Nr. Radar Start Date Start UT Dur. Beam Gate MLT MLAT IMF By IMF Bz

[yyyy/mm/dd] [hh:mm] [min] [nT] [nT]

1 cly 2014/12/20 23:40 7 11 13 17.8 83.1 3.87 A

2 inv 2014/12/16 00:14 49 11 22 16.0 81.0 2.99 2.65

3 inv 2014/12/16 21:16 5 8 9 11.5 77.0 3.11 A

4 rkn 2015/12/10 18:39 1 14 14 13.1 77.3 A A

5 rkn 2015/12/11 13:53 9 11 4 8.3 75.2 5.09 A

6 rkn 2015/12/12 13:36 1 9 7 7.9 76.4 2.19 A

7 rkn 2015/12/12 17:32 1 10 14 12.0 78.0 1.05 A

8 rkn 2015/12/13 14:55 4 6 13 9.0 78.2 A A

9 inv 2015/12/09 23:01 17 9 24 13.6 82.2 4.27 3.54

10 inv 2014/12/15 00:37 12 14 31 16.0 81.8 5.16 A

11 inv 2014/12/18 21:33 45 10 8 11.5 76.5

12 inv 2014/12/20 19:31 6 4 14 9.5 78.1 2.86 3.07

13 rkn 2014/12/15 00:19 24 4 22 17.0 80.9 A 2.66

14 inv 2014/12/01 16:07 15 6.5 80

15 rkn 2014/12/15 01:07 5 5 16 18.0 78.8 2.8 A

16 rkn 2014/12/17 14:57 9 10 11 9.5 77.6 3.74 A

17 rkn 2014/12/17 16:00 1 14 8 10.4 76.3 2.9 A

18 rkn 2014/12/18 14:05 1 7 9 8.5 77.2 5.38 A

19 rkn 2014/12/20 17:11 18 8 12 11.5 78.0 5.58 A
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Nr. Radar Start Date Start UT Dur. Beam Gate MLT MLAT IMF By IMF Bz

[yyyy/mm/dd] [hh:mm] [min] [nT] [nT]

20 cly 2014/12/03 11:12 31 4.5 84.0

21 cly 2014/12/03 10:46 4 7 20 6.0 81.9 A 2.15

22 cly 2014/12/03 21:32 9 14 18 15.0 84.8 1.76 4.52

23 cly 2014/12/04 07:43 3 12 21 0.9 84.3 -5.48 2.92

24 cly 2014/12/04 10:31 10 1 18 4.4 79.5 -0.65 2.23

25 cly 2014/12/06 10:08 5 3.5 84.0

26 cly 2014/12/08 22:01 5 10 18 15.2 83.2 -0.91 1.21

27 cly 2014/12/11 21:49 8 6 8 15.0 81.2 -4.32 A

28 cly 2014/12/13 00:18 97 4 20 17.0 80.6 A 1.68

29 cly 2014/12/14 14:04 9 5 10 8.5 81.1 A -6.19

30 cly 2014/12/14 14:58 1 5 13 9.4 81.2 2.34 A

31 cly 2014/12/17 21:04 16 4 11 14.5 80.9 3.33 4.59

32 cly 2014/12/19 23:19 19 2 15 16.0 80.1 A 5.11

33 han 2014/12/14 05:56 3 4 36 7.8 73.6 5.09 -1.7

34 inv 2014/12/01 11:42 9 9 24 3.0 82.2 -10.9 1.36

35 inv 2014/12/01 12:18 6 13 18 4.0 79.0 -6.46 3.88

36 inv 2014/12/01 15:35 25 9 16 6.3 78.9 -3.09 3.6

37 inv 2014/12/03 11:19 5 7 25 2.1 83.0 A 2.55

38 inv 2014/12/03 15:27 8 8 16 6.5 79.0 -4.32 3.87

39 inv 2014/12/03 15:46 5 11 20 6.9 80.2 -4.73 4.45

40 inv 2014/12/04 07:10 22 1 14 22.0 77.6 -3.84 2.49

41 inv 2014/12/04 07:56 7 13 18 23.0 79.0 -6.9 A

42 inv 2014/12/04 18:39 11 13 11 9.3 77.2 -4.37 1.9

43 inv 2014/12/08 14:00 11 11 38 8.9 84.5 A A

44 rkn 2014/12/10 11:00 9 8 23 5.4 81.5 1.59 -1.86

45 rkn 2014/12/11 10:19 1 11 24 6.5 81.3 -4.05 1.8

46 lyr 2016/12/01 07:46 7 7 14 13.0 79.3 4.74 1.66

47 lyr 2016/12/04 01:44 1 6 22 8.0 80.4 0.54 -1.62

48 lyr 2016/12/04 11:06 9 10 5 15.5 77.4 A -1.65

49 lyr 2016/12/16 10:27 8 11 7 15.0 77.5 -2.24 A

50 lyr 2016/12/17 03:24 11 10 19 8.5 78.5 -2.03 0.42

51 lyr 2016/12/17 07:19 7 6 10 11.5 79.1 A A

52 lyr 2016/12/17 08:57 17 9 7 12.5 77.9 A 0.78

53 lyr 2016/12/20 10:58 8 13 9 15.5 77.3 5.05 A

54 lyr 2016/12/22 04:16 6 12 10 8.0 77.6 3.46 A

55 lyr 2016/12/24 06:25 1 11 0 10.0 76.1 -2 -2.39

56 lyr 2016/12/25 04:42 3 7 8 9.0 78.5 3.37 A

57 lyr 2016/12/29 06:13 1 12 15 11.0 77.6 -2.47 A
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Appendix C

Search algorithm
def rfeFinder(velMatrix):

"""
A function to locate RFEs in an entire scan of SuperDARN LOS data

Parameters:
VelMatrix (Array):

Matrix with dimensions of gates x beams

Returns:
n,i (int):

Index of location of sucessful located RFE
None, None:

Returns None if there is no RFE in the current scan

Written by Kristian Reed 2017

"""

[cols,rows]=shape(velMatrix)

#Loop through beams
for i in range(1,rows-1):

#Loop through gates
for n in range(cols-3):

#Check for speed greater than 250 m/s in each direction
if (velMatrix[n+2,i]>250 and velMatrix[n,i]<-250) or \

(velMatrix[n+2,i]<-250 and velMatrix[n,i]>250):

#Check for min 2 gate rfe 
if (abs(velMatrix[n,i]-velMatrix[n+1,i])<200):

#Check for strong gradient drift
if (abs(velMatrix[n,i]-velMatrix[n+3,i])>500):

#Check neighbour beam for same flow speed
if (abs(velMatrix[n,i]-velMatrix[n,i+1])<200 or \

abs(velMatrix[n,i]-velMatrix[n+1,i+1])<200) and \
(abs(velMatrix[n,i]-velMatrix[n,i-1])<200 or \
abs(velMatrix[n,i]-velMatrix[n+1,i-1])<200): 

#Check neighbour beam for gradient drift
if (abs(velMatrix[n,i]-velMatrix[n+2,i+1])>500 or \

abs(velMatrix[n,i]-velMatrix[n+3,i+1])>500) and \
(abs(velMatrix[n,i]-velMatrix[n+2,i-1])>500 or \
abs(velMatrix[n,i]-velMatrix[n+3,i-1])>500): 

#If all requirements passes, return index of RFE
return n,i 

#If any condition fails, return None 
return None,None
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