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Abstract

The rare decay — w/*¢~ is the simplest manifestation oba— d¢* ¢~ flavor-changing neutral
current (FCNC) process. This type of process only proceedsidgir penguin loop or box dia-
grams and is sensitive to physics at the electroweak sd¢alanlbe used to constrain parameters
of the Standard Model and its extensior$.— 7¢*/~ events have not yet been observed; the
branching fraction is expected to be an order of magnitudaienthan the measured branching
fraction for the similarB — K¢/~ decay.

Using 230 million3 B meson pairs collected with tHgaBAR detector, we have done a search
for the rare decay3 — #¢*¢~. The data was produceddrfe™ collision at thel’(4S) resonance
in the PEP-II collider between 1999 and 2004. Four exclusiv@eson decay modes have been
reconstructedB* — 7™/ ¢~ andB® — 7% *¢~, where/™/~ is either an electron paie{e™)
or a muon pair 4" x~). We find no evidence for a signal, and we obtain upper limitshe
branching fractiond3. Assuming the isospin relatiof(B™ — 77(*t{7) = 2 x %B(BO —
7%¢*¢~), we obtain an upper limit at 90% confidence level on the théoleflavor—averaged
branching fraction oB — 7/*/~ to be

B(B — wlt47) < 9.5 % 107® at 90% C.L.

We have also reconstructed two control modes — r+e*u™ and B° — #%* 4T, and we
also obtain an upper limit at 90% confidence level on the lefimvor—violating decays — meu
of

B(B — mep) < 9.2 x 1078 at 90% C.L.

This is the first search for these rare decays at the cuBdractory experiments. This limit
is an improvement by four orders of magnitude with respedhéothe previous experimental
limit, and about a factor three above Standard Model preextist
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Preface

During the first half of the twentieth century, the theoridsgoantum mechanics and special
relativity revolutionized our understanding of physicygming the very small and very fast.
Through the latter half of the twentieth century, the Stadddodel [1-4] for particle physics
grew out of these theories and from discoveries made ingbaxollision experiments.

Quantum Electrodynamics (QED) [1] was developed in the K)4hd was the first such
guantum field theory to interpret light as a quantized plar{iihe photon) being a field excitation
of the electromagnetic field. It combines quantum mechaamnckspecial relativity, and was a
success in explaining all the observed effects of atomisioky

QED became a prototype of a local gauge field theory [5], uplichvalso the quantum field
theory of strong interactions is modeled. The strong imt#va is responsible for keeping the
nucleons together in the nucleus of the atom. The early yhafhe strong force, explained by
Yukawa interactions between the nucleons developed in [B3models the interaction between
the nucleons as a pion exchange. A yet different mechanisesonsible for the radioactive
decay of the nucleus; these are due to the weak force.

Particle collision experiments followed, from fixed-targexperiments from the 1950s
through the 1970s, where a heavy-nucleus material was broledbédy subatomic particles, usu-
ally protons, to sophisticated high-energy physics (HE®eements with large linear or circular
accelerators and storage rings colliding nucleons orrelegiositron pairs. Through the years,
a zoo of new particles, “hadrons”, were discovered, mosheifit highly unstable elements that
decay into several other particles instantaneously. Samsesof order in this chaos was in-
troduced in the 1960’s with the quark model, which postddteat the nucleons and the other
hadrons which were observed in the high-energy experineamisist of quarks [7].

In the early 1970s, onto this background of quantum meckaarid special relativity and the
hadron classification scheme, the Standard Model deveiop®éd consistent theory. A quantum
field theory for the strong nuclear interaction (Quantum @iowdynamics, QCD) was developed
between 1960-1973 [3], and the weak nuclear interactionuméged with the electromagnetic

XVii
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interaction in 1973 into the Electroweak (EW) theory [2]. Fhnified EW theory predicted the
existence of the heawy” andW* gauge bosons which were later discovered at the Super Proton
Synchrotron (SPS) [8] and studied in details at the LargetEia Positron collider (LEP) [9].

The Standard Model fits very well with all observed phenonearécle physics to date. Itis
successful in explaining how things happen, but not so mudty”. It is unlikely to be the final
theory, and leaves many questions unansweredggef0]). For example, it does not explain
why there are exactly three families of particles or why tharges are quantized, and the origin
of particle masses is not fully understood. The masses tsand quarks are believed to arise
from Yukawa interaction with the Higgs condensate [11],douassociated Higgs boson has not
yet been seen experimentally. The Standard Model has aii@asbitrary parameters [12] which
are determined from experiments, with 9 additional oneseifcaunt in the neutrino masses and
mixing matrix.

There are many extensions to the Standard Model. Of the nopstigr ones are SuperSym-
metric (SUSY) [13] models which successfully combine the Q@id EW theories by describing
a symmetry relation between fermions (leptons and quarkgpasons (the “force-carrier” par-
ticles). SUSY can solve many of the unanswered questionssangood candidate for a unified
theory. However, its validity has not been established lyyexperimental results.

The BaBAR experiment [14] was designed for high-precision measungsnef CP viola-
tion [15] which expresses the degree of asymmetry betwedienaand antimatteiCP violation
occurs in the Standard Model through quark mixing, and hasdw been measured in many
different B decay channels by botBaBAR and Belle [16]. ButCP violation and other measur-
able quantities may be altered by not-yet-discovered physhich is not accounted for by the
Standard Model. And the search for new physics will contiwitd increasing energies in HEP
experiments, the most imminent being the LHC experimentsdbout to come online in 2007.
In the meantime, rar& decays are sensitive to presence of new physics on a higlsr snale
than that of thé quark, m. The physics discussed in this work is related to certaia dacays
of B-mesons, which due to their low rates and quantum loop stre@onstitute precision tests
of the Standard Model as well as a testing ground for effetfshgsics beyond the Standard
Model.

This thesis presents a search for one of these rare quantyprmprocesses in which B
meson decays via the weak force inta & "¢~ final state. Chapter 1 explains in more details
what is known about these physics processes today, theetiemdiframework used for making
predictions, and what we can learn from measuring thesa tyfpgecays. Chapter 2 describes the
detector and the accelerator facility which makes upBh@4aR experiment, and which produces
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and collects thé3-meson data used here. In Chapter 3, the experimental temmighich are
typical for this experimental setup are described, and @nappresents the analysis, control
checks and results of the search for the rare radiativereleeak penguin decaip — w(*(.
Chapter 5 concludes with some thoughts on the results of tilgsas, and the outlook for further
studies of these decays. Appendix A describes the preparatid calibration of background
radiation sensors used for protectiBgBAR against stray radiation from the PEP-1l beams.
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Chapter 1
Theoretical and experimental motivation

Over the last couple of decades, a lot of attention has beriséal on radiative and semileptonic
penguinB-decays. The interest stems from these decays’ role as aaitegting ground for
physics at the electroweak scale. These penguin decayislpr@iaboratory for precision testing
of the Standard Model [1-3] and for potentially discovergifgcts of new physicbeyondit.

Experimental data from weak-interaction processes rékatheutralZ’-current interactions
never change the quark flavor, while the charfjéé-current interactions always do. The flavor-
changing charged-current interaction can be understotetnms of left-handed (L) quark-fields
organized in weak isospin SU(2) doublets:

(4).(0).00),

The primed quantities are linear combinations of the magsnstatesd, s andb) and relate to
these via the Cabibbo-Kobayashi-Maskawa (CKM) matrix [18irekel by

d/ vud Vus Vub d
s’ = Vea Ves Vb s |- (1.2)
v Via Vis Vi b

whereV;; express the coupling strength between the quark flavargl j. The matrix is often
given in terms of the Wolfenstein parameterization [19] imieh the matrix elements are given
as expansions in the parameter |V,| ~ 0.23.

Even though flavor-changing neutral currents (FCNC) do notioat tree level, they are
allowed in higher-order processes, like penguin loop anddyagrams involving heavy virtual



2 CHAPTER 1. THEORETICAL AND EXPERIMENTAL MOTIVATION

particles. Examples of such loop and box diagrams are shovigure 1.1, which depicts the
electroweak decay of  meson at the quark level. The diagrams show the amplitudes co
tributing to the decayB — =/¢*/¢~ if the final-state meson includes tiequark, or the decay
B — K/¢+(~ if the final-state meson includes thaequark. These decays are the simplest mani-
festations of thé — d¢*¢~ andb — s¢*¢~ transitions.

a) )
Y,Z -
b Tucts  sd b
W
q q q q

Figure 1.1: Feynman diagrams of Standard Model FGNE s/ ¢~ andb — d¢* ¢~ transitions.
Diagram a) shows the electroweak penguin process involeitiger a virtual photon~() or a
virtual Z°, and diagram b) shows th&* box diagram.

These transitions are usually calleatliative penguin processes since the first order contri-
butions come from what are normally radiative correctiams tiree diagram. The absence of
tree diagrams for these processes results in a suppresselliesto vertex factors, and additional
suppression is caused by the GIM mechanism [20]. The typeoaiss which is the subject of
this analysis also goes under the nasemileptonigenguins, to specify the ¢~ final state and
distinguish it from the more abundaint- sy andb — d~ processes.

Since these decays proceed via weakly-interacting pestisiith virtual energies near the
electroweak scale, they provide a promising means to séareffects from new flavor-changing
interactions. Such effects are predicted in a wide varié¢odels, usually in the context of
b — s{T¢~ [21-25]. Some of these imagined new processes are departdteh — s transition
in figure 1.2, where the loops shown involve a charged Hifgsboson or supersymmetric
particles (charginoy*) and up-type squarksi(¢, t), or gluino @) or neutralino ¢°) with down-
type squarksd, 3,7)). If there exists non-trivial flavor violation in the newtéractionsp —
d¢+¢~ can also exhibit large observable effects, independerteoékperimental constraints on
b — stt{~ [26,27]. Effects of physics beyond the Standard Model maynstip in the decay
rates, the” dependence of the decay (= m2.,-), in the decay angles of these decays, or they



a) b) ) ) -
H X g, x°
b u, c,t S b 0,c,1 S b d,5,b S

Figure 1.2: Possible new-physics Feynman diagrams fob the s transition: a) A charged
Higgs loop, b) a chargino loop with up-type squarks, c) ghuim neutralino loops with down-
type squarks.

may show up as unexpecté® asymmetries [28, 29].

Even if new physics processes are not present in these ddbaysare still interesting as
a precision testing ground for the Standard Model at thetrel@eak scale. Their rates and
distributions are sensitive to the top quark mass and to thel @tatrix elements.

The first evidence of & — s penguin process was observed in 1993 by the CLEO collabora-
tion in a signal ofB — K*(892)~ decays [30], which are the simplést- sy processes. CLEO
was also the first to measure the inclusiver sy decay [31]. The Feynman diagram is similar
to the photon penguin in figure 1.1a with the photon being iedhis case. Due to angular
momentum conservation, the external real photon is notvallicfor a pseudoscalar meson final
state {r, K) and thus the simple$t— sy andb — dv decays are th& — K*y andb — p~,
respectively, with vector meson&’{ andp) in the final states.

The decay rate fob — s¢* ¢~ is suppressed by another vertex coupling constant compared
tob — sv. These rare decays have three amplitudes contributingreliftly at different recoll
energies o2, ,- = ¢*), thus these decays have non-trivial kinematic propertieieh can be
predicted and measured. As early as 1987 the CLEO and ARG Usbodditions were searching
for inclusive X,/* ¢~ decays [32—-34], wher&, is a hadronic final state originating from tke
guark. These events were not observed until the large datples of theB-Factories [35, 36]
became available.

We will return to the experimental status of these decays &dking a look at the theoretical
framework for understanding these processes.
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1.1 Effective Hamiltonians for FCNC processes

The simple electroweak amplitude for— s¢*¢~ andb — d¢*¢~ depicted in figure 1.1 is
further modified by soft and hard gluon interactions betwieé@ral and final state quarks. Short-
distance QCD corrections are dominant (comparable in sizeet@ure electroweak diagram)
and these can be reliably calculated using perturbatiooryhel' he long-distance QCD effects
play a sub-dominant role because of the large mass aBtheeson. Since the decay involves a
single hadronic current, the non-perturbative QCD pararsei@n be isolated and related to the
same parameters for other decays. The theoretical toatalpiused is the Operator Product
Expansion (OPE) [37] which separates short-distance QG tsffrom long-distance QCD ef-
fects. In this framework, the effective low-energy Hanmilzn relevant to the partonic process
b — s{T¢~ can be written as [23]:

_4Gr

Heg(b— slT07) = NG

10
VeV Z Ci(1)Oi (1) (1.3)

whereGr = g(ﬂg—;)Q is the Fermi coupling constant am¢tV;, are the CKM matrix elements
which dominate fob — s¢*¢~1,

The operators); describe the effective vertices and include the long-d#aQCD ef-
fects, whileC;(u) are the corresponding Wilson coefficients [37] that descpbysics at short-
distances (high energy scale). Both the operators and tisok\Miloefficients depend on the scale
at which they are calculated. However, the resulting Hamién is scale independent.

The Wilson coefficients describing the short-distance QGBcé$ can be calculated pertur-
batively at some renormalization scalgusually in theMS scheme [38]. Their values are found
by a matching procedure between the effective theory antuth8tandard Model at a high en-
ergy scaleu ~ my,. At this energy scale, perturbation theory in the strongptiog o (p) is

valid due to the asymptotic freedom property of QCD, and tteyle expanded as follows [39]:

as(p o (p
Ci() = ) + B 0y + B @) 4 o) 1.4)
Evolution of the Wilson coefficients from the high-energylecdown to the low-energy scale
1 = my, IS described by the Renormalization Group Equation (RGE). [40 this process,
contributions fromi¥* and other heavy fields are integrated out, or removed fronthbery
as dynamic degrees of freedom and instead contained in il tonditions of these Wil-

1Due to the smallness df,,V.*, the terms withV,, V., areV;,V;* are dominating. The terii,, V% is further
removed from the equation using the unitarity of the CKM nixatV;, Vs + Vo, V.22 + Vi V5, = 0)
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son coefficients. At this low-energy scale, however, thesgmee of large logarithmic terms
as(p)ln(my /my) in the Wilson coefficient calculations spoils the validitf/tbe usual pertur-
bation series. A Renormalization Group (RG) analysis [29)ved| for efficient calculation of
logarithmic terms to all orders of perturbation theory. hie ’th order of RG improved pertur-
bation theory, the terms .
i) (et
b
are summed to all orders df (k = 0,1,2,...). The leading order (LO) corresponds to
n = 0 in most cases. Thus, LO calculation corresponds to sumniirigealeading logarith-
mic terms of orden o, (u)in(mw /my))*, while at next-to-leading order (NLO), all terms of
order o, (11)[cvs (p)In(my /my)|* are summed in addition, and so on. For a detailed review of
the methods, see [28, 29]. The resulting Wilson coefficielegsend oy, only via the ratio
n = as(pw)/os()-

The Wilson coefficients play the role of coupling constanittha FCNC vertices (operators)
O;. In equation 1.30, — Og are four-quark operator§); is an electromagnetic dipole operator,
Qs is a chromomagnetic operator, atld andO,, are the semileptonic operators. The operator
basis is defined ie.g.[41]. Forb — s¢*/~ processes)- is the leading contribution of the pho-
ton penguin and, andQ, are the leading contributions of tlié/~ penguin and box diagram.
The operators mix under renormalization [41], thus the il@pdrder operators receive some
contributions from the other operators as well. These &ffae included in the effective Wilson
coefficientsCst, C¢T andCsT. Calculations ofC¢t, CsT andCyy have now been performed up
to next-to-next-to-leading order (NNLO) [39, 42—-45].

The decays involving — sy andb — d~ transitions are sensitive to the Wilson coefficient
C';. The decays involving — s¢*t¢~ andb — d¢* ¢~ transitions are in addition sensitive to the
Wilson coefficients”y and (.

The effective Hamiltonian for the — d¢* ¢~ transition is defined by the same operators and
the same Wilson coefficients that appear in equation 1.3héxg other CKM matrix elements
are involved. In this case, the couplings between the eatérandd quark to theu, ¢, and
t quark loops are such that we need to include two additiomaigen the Hamiltonian, and
Her (b — dlT¢7) is given by [46]:

Heg (b — dlT07) = —%W&th {21'121 Ci(1)Oi()
(1.5)
=M1 ()[OF (1) — O1 ()] + Co(u)[O05 (1) — O2(p)]} }
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VubV:d
VinVig !

where) = using the unitarity of the CKM matrix,e. V, Vi, + Vi, Vi, = =V V.

1.2 Theoretical predictions

Theoretical predictions of physical observables involedéculations of matrix element®.g.
M = (dlT 0 |HE (b — de+e7)|b). Neglecting thed-quark mass, the QCD-corrected matrix
element for thé — d¢* /¢~ transition is given by [47]:

M = % ViaVi, {CSH dyu(1 = v5)b €yl +Chg dy, (1 — 75)b lyFysl
(1.6)
—20¢H % Jicrwq”(l + 75)b Ey“f} ;

whereg? is the invariant dilepton mass.

Inclusive decays® — X ("¢~ andB — X /*¢~) are the simplest ones from a theoretical
standpoint. Here, heavy quark expansion (HQE) [48, 49]mpatars can be used, and make very
reliable predictions. The branching fraction of the di@ptiecays are calculated as a function of
§ = ¢*/m3, whereq is the four-momentum transfer by tiie/~ system, therefore® = m7,
is the dilepton mass squared, imthe most important contribution to the theoretical utaiaty
(total of ~ 15%) [23]. To avoid the large uncertainty duevtvo:jpole, it has become customary to
normalize the branching fraction to experimentally meadér— cer branching fraction, thus

calculating )
ex i
Bp_.x.eti-)(8) = F(IZ(B;);?:;D) 4B —;i;(sf 2 1.7)

The explicit expression for the semileptonic decay widtls — X.er) can be found ire.g.[39].

From an experimental point-of-view, the inclusive decaysraore difficult to measure than
exclusive decays. Exclusive decays have well defined kitieatgroperties that can be used
to select the events and measure decay properties. Tlabnatedictions, on the other hand,
involve explicit matrix elements of the operators over nmestates. The matrix elements are
parameterized in terms of form factors, which are difficolicalculate precisely. These have
typically had an uncertainty of 20%-30%, although contohmeork on improving techniques
and input parameters are bringing these uncertainties.down

The form factors of the transition involving the pseudoacahesons3 — 7 are defined in

terms of the matrix elements. The matrix element descrithegstandard weak — = current
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is [50]:

2 2

m2 — m2 m —m
(v(p2) [0l Bps)) = {<pw + pa)y — qq} i) + {qq} (@) (19)

and the matrix element describing the— 7 penguin current is given by:

l

o 6 e+ p) = (b = 2} S0, (19

(m(pr)ldo,wq” (1 — 75)b| B(pp)) =

wherepg andp,. are theB- andr-meson momenta, = pg — p,, andmg andm, are the meson
masses. The form factoys(¢?) andf, (¢?) are independent of the renormalization sgaince
u7,b is a physical current in contrast to the the penguin cureptq” (1 — ;)b [50].

In semileptonic decays the physical rangeins 0 < ¢*> < (mp — m,)?. The form factors
fi andf, are relevant td3 — w/v decays as well, whilg; only matters for the penguin decays.
In this work, the signal model used for efficiency estimatises the form-factor predictions of
Ball & Zwicky [50]. This model is chosen because it includegiaéive corrections and the most
recent input parameters, and it calculates all the releBant = form factorsf7 (¢*) and f (¢*)
andfZ(¢*). The calculations are done in the framework of light-cone Q@B rules [51], which
requires the final-state meson to haves> Aqcp, thus the calculations cover only the region
0 GeV?/c* < ¢? < 14 GeV!/ct. However, Ball & Zwicky have given a parameterization that
include the main features of the analytical properties efftthm factors and they extrapolate the
result to cover the full physical regidn< ¢* < (mp — m;)? ~ 26.4 GeV?/c*. The uncertainty
due to this extrapolation is claimed to be approximately 3¥e total theoretical uncertainty at
zerog? is now as low ag0% to 13%.

For B — 7 decays, an alternative approach exists which is to cakeditain factors using
lattice QCD [52]. Lattice QCD expected to give the most prepigsictions in the long term,
however, currently onlyB — x form factors for the standard electroweak current have been
predicted. Lattice spacing constrains the calculationgto- 14 GeV?/¢?, thus lattice QCD
is complimentary to the the LCSR approach. Extrapolations@#R calculations to higher
values and lattice QCD calculations to lowgrvalues have shown good agreement [53].

1.3 Measurable quantities

To tests the Standard Model and search for effects of newigglgsyond it, requires observables
for which there are precise theoretical predictions that lba measured with a high precision
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experimentally.

1.3.1 Decay rates

Since the first observation of the — s penguin transition by CLEO-II in 1993, when the
branching fraction,3, was measured based on B0 — K*(892)y events and found to be
(4.14+ 1.5+ 0.9) x 1075, precision measurements have been done both of this exzldstay
as well as the inclusive decdy — X,v. The world average [54] todafi(B — K*(892)v) =
(4.01 4 0.20) x 1072, is based on measurements BABAR [55], Belle [56] and CLEO-II [57],
in agreement with the less precise NLO Standard Model piied (see e.g. [58,59]).

Also the inclusive decay rate has been measurd8ABgr [60,61], Belle [62,63] and CLEO-
|l [64, 65], and the current experimental average is [B6p — X.v) = (3.55 &+ 0.2670% +
0.03) x 10~* for £, > 1.6 GeV. A recent result [67] based on NNLO calculations estisat
B(B — Xvy) = (3.15+£0.23) x 10~*for E, > 1.6 GeV. The uncertainties of the experimental
results and the new theoretical results are now of the sad®.doFhe central value of the NNLO
calculation is lower than earlier results from NLO calcidas (seee.g.[68]), and about o lower
than the experimental average.

The agreement between these measurements and theoralocahttons of branching frac-
tions of b — sy transitions put constraints on new-physics parameterkgda8 on the value
of the Wilson coefficientC¢, but the hint of discrepancy allows for new-physics proessa
b — sv transitions [69].

Theb — s¢T¢~ transition provide complimentary information, in parfi@uon the Wilson
coefficientsC¢t andCsH, and branching fraction predictions have been calculagetlatively
in QCD to NNLO [23F. The main theoretical uncertainties arise from interfeeanith charmo-
nium production in the tree-diagram decBy— X,.J/¢(— £147).

The branching fraction of the exclusive dec#($ — K(*¢~) andB(B — K*(*(~) have
recently been measured BABAR [26] to be B(B — K{(1¢~) = (0.34 £ 0.07 + 0.02) x 107°
andB(B — K*((~) = (0.78701% £ 0.11) x 10~%, where the first errors are statistical and the
last errors are systematic. These results are compatilthetmeéoretical calculations at NNLO
[23, 70], which predic3(B — K¢*¢~) = (0.35+0.12) x 107%, B(B — K*ete™) = (1.58 &+
0.49) x 1075, andB(B — K*uTu~) = (1.19 £ 0.39) x 10~%. The hadronic uncertainties in the

2Note that the lowest-order QCD correctionshte+ s/ /¢~ starts aiO(a; '), as opposed to the decay— sy
where the lowest order corrections start(in?). Hence, the NNLO accuracy iB — X /*¢~ amounts to
calculatingO(«a) corrections, while the NNLO results mentioned f8r — X, amounts to calculating ()
corrections [23]
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exclusive branching fraction predictions are currenttgéda than the experimental uncertainties.
Therefore, improved measurements of these total exclisaeching fractions will have only
limited usefulness in terms of testing the Standard Model.

Predictions for inclusive decays have been computed by8R23,1] to NNLO accuracy and
predictB(B — X.eTe™) = (6.89+1.01) x 107 andB(B — X u"u~) = (4.154+0.70) x 1075.
Various calculations of the effects of new physics have h@eformed, indicating possible en-
hancements in the branching fraction®f— X /"¢~ of up to a factor of two [72] compared to
Standard Model predictions. The inclusive branching foactvas first measured by Belle [35]
based on 64.5 millioB B-pairs: B(B — X(*t¢~) = (6.1 & 1.4(stat.)]}*(syst.)) x 107, for
mye+- > 0.2 GeV/c?, and was shortly after also measuredBaBAR [36] based on 88.9 million
BB-pairs:B(B — X T¢7) = (5.64+1.5(stat.)4+0.6(exp. syst.)+1.1(model syst.)) x 1075, for
my+e- > 0.2 GeV/c?. Belle later updated the analysis with 152 milliBB-pairs [73] and found
B(B — X *07) = (4.11 4 0.83(stat.) 7057 (syst.)) x 1076, for my,~ > 0.2 GeV/c?. These
experimental results are most easily compared to an estinyd74] for the combined branching
fraction B(B — X (*¢7) = (4.18 £ 0.70) x 107 for my+,~ > 0.2 GeV/c%. From this we see
that current knowledge about the deday— X./*¢~ is limited by experimental uncertainties
due to limited statistics and model dependence. Incredaéstis is already available and im-
proved measurements can be expected in the near future. ddhel dependence stems from the
uncertainty in thes — X, hadronization model and the fact that the experimentaltetudate
have all used the sum-of-exclusive modes technique wher& fthadronic system is explicitly
reconstructed. A fully inclusive measurement which dods@ly on explicit.X, reconstruction
has not been successful so far.

The CKM-suppressed transitian— d has recently been observed by Belle [75] in the ex-
clusive decay channelB — py and B — w~. With a significance o06.10, they measure the
combined branching fractioB(B — (p,w)y) = (1.32 7031 T549) x 106, where the uncertain-
ties are statistical and systematic. This combined bragdinaction assumes the isospin relation

betweernp™, p’ andw and is defined as

B(B = (pw)y) = BB — p™) =2 2-B(B’ — p) = 22 B(B" — w)

BABAR has followed with a measurement [76] yieldi®{ BT — pty) = (1.06 105 +
0.09) x 1075 and B(B* — py) = (0.77 515 £ 0.07) x 10~¢ observing approximately 40
events in each mode. The highest significance is found frenth — "y mode which has a
statistical significance df.20. Also here, a combined limit has been found from a combined fit
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to all the modes yielding(B — (p/w)7y) = (1.0140.2140.08) x 109, corresponding to a sta-
tistical significance 06.30. The uncertainties are statistical and systematic. Thesponding
theoretical predictions al8(B — (p/w)7y) = (1.38 4+ 0.42) x 107 [77].

The CKM suppressetd — d¢* ¢~ transition has not been measured yet. The previous search
for B — w¢*¢~ was done in 1990 by the MARKII experiment [78], which set th@aplimits
at 90% confidence level:
B(B" — ntete”) <3.9x 1073

B(B" — 7 utp™) <9.1x107

No search has been reported on for fife— 7°/* ¢/~ modes.

In the Standard Model, the prediction for thi® — #¢*¢~ branching fraction is3.3 x
10~® [47]. The uncertainty in the prediction is approximatély/% with the main contribution
coming from uncertainties in form-factor calculations. eTibranching fraction predicted is an
order of magnitude smaller than the one measuredfer K¢"(~. Models beyond the Stan-
dard Model can have an observable effect on both the bragdtantion as well as oe.g. CP
asymmetries and lepton forward-backward asymmetrieserGive very small expected branch-
ing fraction, the only feasible observable with the currentuture BABAR datasets will be the
branching fraction.

Investigations have been done of how the branching fragtmuid be different in the frame-
work of the general two Higgs doublet model (2HDM (model)liIn this model the branching
fraction is expected to bB(B — w(T(~) = 4.1 x 107 [47]. Other physics scenarios beyond
the Standard Model may possibly increase or decrease thiglhing fraction further, but this
has not yet been explored through phenomenological céicnta

1.3.2 Ratio of decay rates

The hadronic uncertainties that currently limit the premisof theoretical predictions, typically
cancel if we look at theatio of branching fractions. By comparing modes withe~ and it~
in the final stateBABAR has measured the ratio of branching fractions:

_ B - Kptu™) BB — Kp'p)

Rk = I'(B— Kete-) B(B— Kete) (1.10)

which in the Standard Model has a very precise predictiokiof= 1.0000+0.0001 [79]. While
the prediction of the branching fraction is depending omgrmantation models, the prediction
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of the ratio is nearly model independent, since many foratefadependencies cancel in the
ratio. This ratio may deviate from unity if particles in thap couple differently to muons and
electronsE.q. if the squark in the chargino-squark loop depicted in figuBbXadiate a neutral
Higgs boson, this Higgs boson would decay inte'a.~ pair more often than as" e~ pair. The
predictions forRx- in the Standard Model i8.73 + 0.01 [79], due to the pole region for low
values ofg?. In this region the rate for electrons is higher than thatnfiorons due to the low
mass of the electrons. Fotf above4mi, the two lepton modes are expected to have nearly the
same branching fraction also f& — K*/*¢~, andRy- = 0.991 £ 0.002 [79].

From the analysis oB — K®)¢*¢~ events,BABAR found Rx = 1.06 + 0.48 4 0.08 [26],
which is still statistics limited with only 46 signal eventsthe sample. SimilarlyRx- over
the full ¢> region was found to b®.91 & 0.45 4 0.10, These are based on a sample of 57
B — K*{*¢~ events. Both results are consistent with Standard Modelatapens. This
is also true for the result obtained when considering efly> 0.1 GeV?/c*, which yields
Ry« =1.40 +£0.78 £ 0.10. A similar measurement at, = B(B — wu*u~)/B(B — mete™)
can be done once a significant signal®bf— 7/*¢~ events is observed.

Another interesting ratio of decay rates is the ratio of teely discovered CKM suppressed
B — (p,w)y decay and the CKM allowed? — K*v decays. The ratio of the branching
fractions for these two modes gives the opportunity to mes3${,;/V,,| via the relation

BB —py) Vil (mk—m3)® [ T7(0) \*
B R el () (AR @

where the ratio ofB — K* and B — p form-factors are well predicted/ <" (0)/77(0) =
1.17 + 0.09 [80] and AR is a parameter of order0% with large uncertainty accounting for
effects of weak annihilation and NLO corrections [59]. Thecertainties inAR,+ /x-+ are
rather large due to a contribution frof¥ *-annihilation diagram in theB* — p*~ pro-
cess. To simplify the theoretical interpretation, equatioll is best used with the branch-
ing fractions of theneutralmodes only. By comparing only neutral modé&BaR determines
Via/Vis| o yic0 = (0.21610:037 (exp.) 10018 (theo.)). Using the combined branching fractions of
both neutral and charged modé@BAR measures$Viy/Vis| = (0.17170035 (exp.) T0-517 (theo.)),
and Belle measure¥;,/Vi,| = (0.19979:528 (exp.) 75018 (theo.)).

We can imagine measuring;,/V;| in a similar way using the rati8(B — n(*(~)/B(B —
K(¢*¢™). Given that the expected branching fraction for— x¢*¢~ is so low, |V,y/Vis| will
probably be even more firmly established by the timB a— /"¢~ signal of proportions is
observed. Perhaps it may be useful as a control check one day.
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Recently CDF reported on a measurement of B0 oscillation frequency\m, [81, 82].
They measuré\m, = 17.31 1532 £+ 0.07 ps~!, where the first uncertainty is statistical and the
second is systematic. From this they deterniirig/Vi,| = (0.20875:05% *0:9%8), where the first
uncertainty is experimental and the second is theoretical.

1.3.3 CP asymmetry

CP asymmetry is also measured and predicted through ratioaafyd@tes, with the convenient
cancellation of hadronic uncertainties. The dir€#t asymmetry,Acp, is for B — K +(-

decays defined as

ACP:F(B—>K Ve~ ) —T(B — K®ete) (1.12)

I'(B — KW o+e- )+ T(B — K®(+)

This asymmetry is expected to be small in the Standard Motet reason for this is that the
loops contributing to thé — s¢*¢~ transitions are proportional t, V%, V,, V.5 andV,, V.,
and the smallness 6f,,V.*, (proportional toA*) compared to the other two terms (proportional
to \? and—\?, respectively), combined with the unitarity of the CKM matfl;, V% + V., V" +
V'V, = 0), has the consequence that> s¢¢~ is dominated by thé&},V;*-term only. Thus,
the CP violation in this transition is expected to be small in thargtard Model [83].

Using the self-tagging modes reconstructed for the— K ) ¢+¢~ analysis,BABAR mea-
sures directCP asymmetry to bedcp(Bt — KT(7) = —0.07 £ 0.22 + 0.02 and
Acp(B — K*0~7) = +0.03 £ 0.23 + 0.03, where the first errors are statistical and the
second are systematic. The measured values in both chameetonsistent with negligible
direct CP asymmetry as expected by the Standard Model [84]. Using $8®miB 5 pairs,
BABAR also searched fo€P asymmetry in the inclusivdB — X,/*¢~ decays and found
Acp(B — X H07) = —0.22 £ 0.26 £+ 0.02 [36], where the first errors are statistical and
the second systematic.

The case is expected to be different for~ d¢*¢~ transitions, because here the loops are
proportional toV;, V5, V.,V and V., V.5, which are all of the same order(\?), and this
introduces a considerabl&” asymmetry in the partial rates [85,86]. Th&-violating difference
betweenh — d¢*¢~ andb — d¢*(~ is proportional to IniV,,V.",/(Vi,Vy5) and is numerically
equivalent to-5% (—2%), assuming CKM parameters= 0.34 andp = 0.3(—0.3) [85].

The averag€’P asymmetry in the Standard Model has also been investigatatd partial
decay rate of the exclusivB — (7, p)e*e™ events in the region 1 Ge¥ /s < m;, — 20
MeV by [86]. ForB — rt+¢—, A% is found to be betweer2.2% and—6.0% depending
on assumptions for the CKM matrix parametgrands. TheA(”Z ) is almost independent of
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choice of form-factor model. FaB — pt*+¢~, A% is approximately zero for one choice of

form factors (Colangelo [87]) and betweer2% and—5% based on another set of form factors
(Melikhov [88, 89]).

1.3.4 Differential decay rates

Sinceb — s¢t¢~ andb — d¢t¢~ are three-body decays resulting from three different elec-
troweak amplitudes, the non-trivial kinematics and angdistribution have rather precise Stan-
dard Model predictions, any of which could be modified by néwsics at the electroweak scale.
Measurement of these distributions, therefore, constiiests of the Standard Model which are
not currently limited by theoretical uncertainties. Podidins have been made for the differential
decay rate as a function of the invariant dilepton mds$B — X,(7(~)/ds, wheres = ¢?/m?
and¢®> = m2.,, seee.g.[23]. Thus, it is of interest to measure the dilepton invatrimass
distribution.

BABAR has measured the differential decay rateéBof~ K¢*¢~ andB — K*(*{~ in two
bins of ¢>. The low statistics does not allow for more than two bins so fBhe results are
generally consistent with thg dependence predicted by the Standard Model.

With somewhat larger statistics than for exclusive dec#lys,analyses of inclusive —
X,T¢~ decays have measured the differential decay rate in five [BBls Also these yield
results which are in agreement with the Standard Model.

1.3.5 Lepton forward-backward asymmetry

Interferences between the axial-vector currents and veatoents impact the angular distribu-
tion of b — s¢T¢~ andb — d¢*¢~. For highg?, Oy (V) and O, (-A) dominate, and this leads
to an effective (V-A) interaction. For low* O; (-V) dominates ove®, (V). These differences
affect the angular distribution of the decay.

The forward-backward asymmetry of the lepton arfjlas a function of;?, is sensitive to
non-Standard Model physics. We defifieas the angle of the positive (negative) lepton with
respect to the flight direction of thg (3) meson, measured in the dilepton rest frame [90]. The
differential forward-backward asymmetry-z has a distinct pattern predicted by the Standard
Model. Figure 1.3 shows a simulation of the distribution/gfz for the decayB — K*¢*/(~
by [26]. In the presence of new physics, this pattern can tezeal [23, 91]. In particular, at
high ¢2, the sign of Ar5 is sensitive to the sign of of the product of the Wilson coéffits
Cet andCeE. In the Standard Model the sign df- for the highg? region is expected to be
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Figure 1.3: Simulated distribution o5 as a function ofg? for the decayB — K*(*(-
(by [26]). The filled circles show the Standard Model preidict The other curves illustrate how
Arp is sensitive to the sign of the effective Wilson coefficieMigw physics contributions may
affect the effective Wilson coefficients.

positive, while it is expected to be negative for lgdv The cross-over point is well predicted
in the Standard Model, and with enough data it can be meastiteel distribution is similarly
sensitive to the sign aff.

Then the average lepton forward-backward asymmétry is defined as:

dl'(cos 0y > 0)/ds — dI'(cos 0, < 0)/ds
dl'(cosb, > 0)/ds + dI'(cos 0, < 0)/ds

App = (1.13)
wheres = ¢?/m%. This ratio is nearly independent of the detailed structiithe form factors.

The forward-backward asymmetry is expected to vanishBfors K(*¢(~ andB — w/t(~
because these are pseudoscalar-to-pseudoscalar detdayshlyione decay angle. A non-zero
Arp is expected foB — K*(*¢~ and similarly forB — p¢*¢~ since these are pseudoscalar-
to-vector decays, with three decay angles which interfewk @oduce a net lepton forward-
backward asymmetry. With the measured signal reporteidBsr and Belle of about 5@ —
K/(t¢~ events and 7B — K*(*¢~ events each, the first measurements have been made of the
App. Combining all modes witg? > 0.1 GeV?/c?, BABAR measuresipp(BT — KT(T(7) =
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0.15703% £ 0.08 [26], by a maximum likelihood fit to the distributiors 6, which is consistent
with zero as expected in the Standard Model and also in mamelmdeyond. Combining all
modes forB — K*(*¢~ with ¢*> > 0.1 in a similar way, we measutérz(B™ — K(T(7) >
0.55 at 90% confidence level. The sample was also divided into tws i ¢, as the standard
model predicts negativd -z for ¢> < 4 and positived 5 for ¢> > 4. Due to the low statistics,
the bins had to be divided differently, by considering esdrglow and above the charmonium
vetoes. A large positive asymmetnyp = 0.7270328 4 0.08, is found in the highy? region
(¢* > 10.24 GeV?/c*), consistent with Standard Model expectation. This digfawew physics
scenarios in which the product ¢fs® and C¢T have opposite sign compared to the Standard
Model. In the lowg? region (.1 GeV?/c! < ¢* < 8.41 GeV?/c?), a lower limit of Apg > 0.19
is set at 95% confidence level, which does not yet allow to draw conclusions about new
physics in this region.

App for B — plt{~ is expected to be: —17% [86]. The exclusiveB — =/*¢~ and
B — pt*¢~ decays have also been investigated theoretically in thergeHiggs doublet model
which includes effects from a neutral Higgs particles [9je effect from a neutral Higgs boson
is expected to give sizablérp for B — w¢*/~, however most significantly so f&# — n7+7~.
This would be a strong test of such models if they could be oreds

For B — w/*¢~ and B — p¢*{~, however, the rates are so small that a sample- of
10'° — 10 BB mesons will be needed, and thus not likely to be studied atuhentB-Factory
experiments [86].

1.3.6 Lepton-flavor violating modes

In this work, the lepton-flavor violating modes — 7eu have been reconstructed for use as
a control sample. In the Standard Model these decays mayehagipa very low rate due to
neutrino mixing. However, these rates are expected to bbdw the current experimental
sensitivity, and observation of such modes in the curretd dat would be a likely indication
of physics beyond the Standard Model. Lepton-flavor viatatiecays have for instance been
suggested through theories involving leptoquarks [25].

BABAR has searched for lepton-flavor violating decays infhes K *)e, control modes and
set an upper limit at 90% confidence level&(fB — Kep) < 3.8 x 1078 andB(B — K*eu) <
51 x 1078,

A search by the MARK-II collaboration [78] has set an uppeitiom the branching fraction
B(B*T — mteu) < 6.4 x 1073 at90% confidence level. Using the reconstructed control sample
of B — mepu events, we have also searched for any signal of lepton-flastating decays in the
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analysis presented here.

1.4 Summary

With increased data samples expected within a few yearsnéd@surement of decay angles and
differential branching fractions i — K ¢*¢~ decays can become precision measurements
and put constraints on the Standard Model and models beyonuith the branching fraction

of B — n/*¢~ andB — pl{*(~ expected to ba — 2 orders of magnitude smaller than this,

it will still be a while before differential decay rates, ward-backward asymmetries ant
asymmetries can be measured for these modes.



Chapter 2
The BABAR experiment

The data for this analysis has been collected byBhBar detector [93] at the PEP-II collider
[94,95] at the Stanford Linear Accelerator Center (SLAC) inifdatia, USA (figure 2.1).

Figure 2.1: Photos of the SLAC site (left) and iB&Bar detector (right).

2.1 The accelerator facility

PEP-Ilis are™e~ asymmetric collider operating at a center-of-mass eneir@9 &8GeV, which
corresponds to the mass of thi¢4.S) resonance. Th&(4.5) is a bound state of & quark pair
which is above the mass threshold for decaying inf®/a meson pair. The branching fraction
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B(T(4S) — BB) is close to 100 %.

The cross-section forte~ — bb is measured from thBABAR data to be 1.11 nh compared
too(ete” — cc)=1.35nband", _, ;,o(ee” — ¢g) =2.09 nb. Comparing the cross-sections,
we see that there is a substantial background of continlghtrdjuark events(e~ — ¢g, where
q = u,d, s,c)in the data collectedn the 7'(45) resonance. To study this background, PEP-II
has run with energies below the peak of #{gl.S) resonance.

In PEP-II, 9.0 GeV electrons collide with 3.1 GeV positrogsjing the center of mass a
Lorentz boost of3y = 0.56 in the direction of the incoming electron beamThis boost is
needed in order to separate the two decaysmeson vertices. Because thé4S) is so close
to B B-production threshold, the twB mesons are produced almost at rest in the center-of-mass
frame. Due to the boost they typically move250 m before decaying, which is a measurable
distance in theBABAR detector.

Due to the different beam energies, the machine needs twaggtsings. The high-energy
ring (HER) is used for electrons, and uses the old PEP (“Rwsklectron Project”) ring. The
low-energy ring (LER) was constructed for tBeBAR experiment and stores positrons. The rings
are about 2.2 km in circumference and have hexagonal gepmélr six straight segments. It
further uses the powerful injection system of the lineareta@ator built for the Stanford Linear
Collider (completed in 1989) which injects the acceleratedigles into the PEP-II beam lines.
The two beams are brought to collide in Interaction RegiorR23) where theBABAR detector is
located.

2.2 The data sample and luminosity

The purpose of théABAR experiment is to stud¢'P violation and rare3-meson decays with
extremely high precision, in order to determine parametéthe Standard Model and search
for effects of physics beyond it. This requires a high-stats data sample. The e~ collisions
provide a clean environment in the sense that event mulitiels are low (there is on average
ten tracks in aBABAR multihadron event) and the four-momentum of the centamaés frame
is well defined. A-high statistics sample is obtained by Highinosity £. Luminosity is a
machine parameter relating the event ratevith the interaction cross sectien,;:

R=_CL 0. 2.1)

1The cross-sections{) is measured in units dfarn (b), defined as 1 b #0~2® m2. Thus anano barnis 1 nb =
10737 m2.

213is the speed of the moving frame relative to the speed of (igt 2) andy is the Lorentz factor{ = 117,3).
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In a symmetric collider, the luminosity is given by

ning ning

£ f47ramay f4, [€55€,; (2:2)
wheren; andn, are the number of particles per bunchjs the frequency of collisionsy,
ando, characterize the Gaussian transverse beam profiles in timhtal (bend) and vertical
directions, and, is the transverse emittanee- o2 /3, 3 is the amplitude function ang* is the
value of this amplitude function at the interaction poimt.order to obtain high luminosity, one
needs to make high-density bunches of low emittance todeodit high frequency at locations
where the beam optics provide as low values of the amplitudetions as possible. At PEP-II
there are collisions approximately every 4.2 ns.

The focus in designing the PEP-II collider was thereforelitam a high instantaneous lu-
minosity. The design luminosity of = 3 x 103 cm™2s~1 was reached within about a year
of operation. On August 16, 2006, it reached its record lasity thus far of12.07 x 1033
cm~2s7!. A large data sample also requires efficiency of the detéct@cording all the events.
The BABAR datataking is typically 98% to 99% efficient, and averageer@ll the years of data
taking thus far, it has abodt% efficiency. PEP-II is typically in operation 24 hours a daylan
7 days a week for several months at at time, with only shortrdiomes due to unforeseen prob-
lems or periodical machine development days. Each suchpenigd of operations constitute
arun. Since startup, there have been five runs, ranging in lemgth §even months for Run 3
to sixteen months for Run 5. Between each run, a shutdown of arfemths accommodates
machine or detector upgrades. At the end of Run 5 in August,Z9BB-1l had integrated more
thanL = [ dtL = 400 fb~! of integrated luminosity since the startup, a4BAR had collected
more thanZ = 390 fb~! (figure 2.2). Thentegrateduminosity has been greatly improved by the
introduction of trickle injection, which involves fillinge beams at a low rate during datataking
so that pauses due to filling of beams are avoided.

The data sample used for this analysis consist of all good @&ien from October 1999
through May 2004, corresponding to tBaBAr datasets Run 1 through Run 4. The integrated
luminosity amounts t@09fb~* of data collected on th&(4.5) resonance, as well &.5fb™"
of data collected slightly below th#&(45) resonance in order to have a data control sample
consisting solely otTe~ — light quark events. The on-resonance data sample corrdsgon
230 x 10% BB pairs.

The sample is partitioned into several subsets (blockgydasBABAR running conditions.
Table 2.1 lists each subset and % count and integrated luminosity:
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Figure 2.2: Integrated luminosity at the PEP-II collidesrfr 1999 to 2006.

e Run 1 corresponds to data taken from October 1999 throughntthefe2000, with an in-
tegrated luminosity 0f9.3 fb~! on-resonance. This run is further divided into two blocks,
defined by different operating voltages of the DCH (see se@i8.2):

block 1 (10.0fb~! on-resonance) had a DCH voltage of 1900 V, while
block 2 0.3fb~! on-resonance) had a DCH voltage of 1960 V.
e Run 2 corresponds to data taken in 2001-2002, with an inegjtaminosity 0f59.5fb~!

on-resonance. The DCH voltage at the time was 1930 V. This agrbkeen divided into
two blocks because of different muon identification perfance.

In 2001,34.6 fb~! were collected on-resonance:

in 2002,24.9 fb~! were collected on-resonance.

e Run 3 corresponds to data taken in 2002-2003, with an in@djfatminosity of30.7 fb~!
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Number of BB Integrated luminosity (fb ')

Run Year Block (/10°) On-Res. Off-Res.
1 2000 1 10.84 10.0 0.9
1 2000 2 10.21 9.3 14
2 2001 1 38.80 34.6 3.7
2 2002 1 27.02 24.9 3.2
3 2003 1 33.83 30.7 2.4
4 2004 1 109.45 99.4 9.9

Total 230.15 208.9 215

Table 2.1: Number o3B3 decays and integrated luminosity of the 1999-2004 data lsafop
the various subsets of good data.

on-resonance. Like Run 4 it consists of a single block with D@Hage of 1930 V.

e Run 4 corresponds to data taken in 2003-2004, with an inegjtaminosity 0f99.4fb~*
on-resonance.

The efficiencies are compared between data and simulatgulesifor each block indepen-
dently, and any post-processing corrections are done oocébly-block basis.

2.3 The detector components

The BABAR detector [93], shown in figure 2.3, surrounds the PEP-lIradgon region and has
five sub-detector systems at different radial distancas fitte beam line, each serving compli-
mentary functions in order to fully reconstruct the decathef3-mesons and identify the decay
products. The detector is constructed with a cylindricattddgpart and one end-cap on the for-
ward and backward side. Due to the asymmetric energies arréshlting boost of the decaying
particles in laboratory frame, the detector has been budin asymmetric way. The barrel part
of the detector stretches about 37 cm longer in the forwanection than in the backward di-
rection relative to the nominal interaction point and thevard direction is equipped with more
detectors, while read-out electronics and support strastare placed at the rear of the detector
if possible.

The coordinate system in the lab frame is defined so that #xés is parallel to the magnetic
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field of the solenoid and in the direction of the high-energyoeam. The, axis points vertically
upward and the: axis points horizontally, away from the center of the PERAY. The origin

is the nominal location of the interaction point. The redemaction point is measured on an
event-by-event basis by measuring the primary vertex otttaged tracks in the event. The
azimuthal angle runs from—x= to 7, and the polar anglé, between the track direction and the
z axis, runs fron) to .

2.3.1 The silicon vertex tracker (SVT)

The silicon vertex tracker consists of five layers of 340 detdided silicon microstrip sensors.
The inner three layers are located as close as possible &7tBenm radius beam pipe in order
to measure the position and angle of traversing tracks witigla precision. The hit resolution
in the SVT ranges from 20m to 40um. The track position and angle are of great importance
for a precise reconstruction of vertices; in particularhef two decaying3 mesons, but also the
vertices of theB-meson decay products. The vertex resolution for a fullpnstructeds decay

is 50 um - 100 um in the z-direction, and 10Qum - 200 zm in ther — ¢ direction. The two
outer layers of the SVT provide further precision trackinigiet is especially important for the
alignment of the SVT and DCH tracks. The analysis considaretis work, uses information
from the B decay vertex to reduce background from incorrectly recanttd B mesons which
may have tracks originating from differeBtmesons and thus different vertex positions.

The SVT is also important to identify tracks with a low traasse momentuny;. The SVT
provides the only tracking for charged particles with< 120 GeV/c. One type of events relying
on this information is decays involvingia** — D°r%, where ther: has has a low momentum
(is slow) due to the small difference between the masses obthand theD® mesons.

In the forward direction, the SVT cover tracks from the iatdion point down to about 20
from the beam line and in the backward direction the anguee@ge is down to about 30The
angular coverage is constrained by machine (PEP-II) coesn

2.3.2 The drift chamber (DCH)

The main tracking detector fd8ABAR is the 40-layer wire drift chamber, whose principle pur-
pose is momentum measurements for charged particles. Thei®@he¢ of the main inputs to
the BABAR trigger. The chamber has low-mass wires and is filled with sargeture of about
80% helium and about 20% isobutane to minimize multipletedag. The DCH uses a hexag-
onal small-cell design with individual sense wires surmbesh by ground wires. The cells are
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Figure 2.3:BABAR detector, side view (top) and end view (bottom).
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organized in 10 superlayers of alternating axial and leftright-stereo orientation, providing
spatial coordinates with a resolution in thalirection of 700m [96]. The single-cell average
resolution in ther — y direction is 12%m.

The sense wires in the DCH are currently operated at 1930 k¢goonding to an avalanche
gain of~ 4 x 10*. The design was to operate it at 1960 V, but due to continuinglpms with
discharges from one of the sections, the voltage was lowter£800 V at the start of Run 1. The
damaged section was later turned off and water vapor wasldddiee gas mixture and after this
addition no more discharges were seen.

The reconstruction of charged-particle tracks relies dormation from both the SVT and
the DCH. A Kalman filter algorithm [97] is used, and the trageies of the charged particles are
parameterized with 5 parametei;, ¢y, w, zo andtan A, and their associated error matrices.
The parameters are measured at the point of closest apppmazEhto the z-axis; d, andz, are
the distances of this point to the origin of the coordinatgem in ther — y-plane and along the
z-axis, respectively. The anglg is the azimuth of the track) is the dip angle with respect to
the transverse plane and= 1/p is the curvature. The track resolutionds = 29um, o4, =
23um, o4, = 0.43 mrad,o., » = 0.53 x 1072 [93]. The resolution of transverse momentum has
been measured using cosmic ray particles and is [96]:

0y /Pr = (0.45 £ 0.03)% 4 (0.13 £ 0.01)% - pr

A good resolution on the track parameters is also cruciatiferquality of the Cherenkov
angle reconstruction in the DIRC subsystem. The analysiepted here o3 — w/*¢~ relies
on the Cherenkov angle reconstruction for excellent piontiieation.

The DCH also provides particle identification for low-momanttracks using the measured
energy loss due to ionizatiod £ /dz, figure 2.4).

2.3.3 The Cherenkov-radiation detector (DIRC)

The Detector of Internally Reflected Cherenkov light (DIRC) ig\g rmaging Cherenkov detec-
tor for charged-particle identification, and in particuteovides separation of kaons and pions
from about 500 MeW up to the kinematic limit of about 4.5 Ge¥/ It consists of 144 syn-
thetic fused silica quartz bars with a thickness of 8 cm wihigcts the length of the barrel part of
the detector (4.9 m). When a relativistic charged partickwiomentum above the Cherenkov
threshold traverses the quartz bars, photons are emittaccone around the charged-particle
trajectory, and the light is transported by total interredlaction to the rear end of the detector
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Figure 2.4: Scatter plot showing” /dx versus momentumin the DCH from beam background
trigger data with parameterized Bethe-Block curves for d#ffi mass hypotheses.

where it is projected on to a plane of 10752 photo-multigigyes (PMTSs) (figure 2.5).
From the PMT measurements, an image of the Cherenkov ringi€¢oe® of it) is recon-
structed. The radius revealing the angle of the Cherenkog:con

1
- B

with 5 = v/c andn is the refractive index in the medium. Since the Cherenkoveadgpends
on the particle velocity, the different angles at a given raatam is used to identify the charged
particles (see figure 2.6).

The angular resolution of the DIRC photon detection is abOu2 inrad, and the measured
time resolution is 1.7 ns, close to the intrinsic 1.5 ns titaimee spread of the PMTs. Th&
separation provided by the DIRC for tracks at 3 Gelg/about4.20, which is within15% of the
design goal [98].

O (2.3)
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Figure 2.5: Schematic concept of the DIRC. Cherenkov lightassd in the silica material is
guided towards the back of the detector where 10752 photopier tubes record the signals
and and allow for reconstruction of the characteristic Chlewe ring images used in particle
identification.

2.3.4 The electromagnetic calorimeter (EMC)

BABAR 's electromagnetic calorimeter consists of 6580 Csl(Tlhtstating crystals for measur-
ing energy deposited by neutral and charged particles ovenargy range of 20 MeV to 4 GeV.
It is the only sub-detector for detecting photons and thenrdatector for identifying electrons.
Photons and electrons interact with the scintillating makend form electromagnetic showers
of photons and electron-positron pairs. The resulting gnshapes are characteristically dif-
ferent than for muons or hadrons which interact mainly thloionization of the material in
the calorimeter. Hadrons can also interact with the nudl¢éh® atoms making up the crystals,
although the calorimeter only amounts to less than onedaotien length §).

An electromagnetic shower induced by electrons of more gtanVieV typically deposits
energy in more than 10 crystals, while the largest fractibthe shower is contained in 2-3
crystals.

Lateral and longitudinal shower shapes are used to sepphat®ns and electrons from
muons and charged hadrons, and from neutrons and nferfetbcays as well as debris from

370 mesons where the two photons are nearly collinear in thedadwy frame and leave a single bump in the
EMC.
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Figure 2.6: The DIRC provideK’/w separation from about 500 MeMip to the kinematic limit
of about 4.5 GeW.

hits of background events. Hadrons tend to have a more ieeghiower shape in the EMC. The
shape can be characterized by the following variables:

e The lateral moment LAT of the shower energy deposition [99fined as LAT=
" Eir?/(Eyrd + Eyrd + 305 E;r?) where then crystals in the EMC cluster are ranked
in order of deposited energy;, ro =5 cm is the average distance between crystal centers,
andr; is the radial distance of crystafrom the cluster center, which is calculated as the
center of gravity with linear energy-weighting for everystal.

e The Zernike momentsl,,,,, [100] measure the irregularity of the shower shape. We use
only Ay = 37 52 [4(5)" — 3(%)%|e > wherer; and¢; are the radial and angular
separation of crystal with respect to the cluster centédr,,; is the total energy of the
cluster andR, is a cutoff radius of 15 cm.

e For charged tracks, the longitudinal shape of the showebeattescribed by the distance
A¢ between the centroid of the cluster and the extrapolatidghe€orresponding track at
the surface of the EMCA¢ typically has a wider distribution for hadron tracks than fo
electron tracks, and for electrons we typically haverad < A¢ < 0.07 rad [101].

e Electrons with their low mass are likely to deposit all thefrergy in the EMC, and can
be identified from the fact that the measurédp is close to unity. Muons and pions only



28 CHAPTER 2. THE BBAR EXPERIMENT

deposit ionization energy and has &App distribution peaking at values smaller than unity.
Anti-protons interact with the detector material and y$elg/p > 1.

The energy resolution of the EMC is measured from calibrations with a radioactive
source. These runs are typically performed once every 18a98 and have a length of 40-60
minutes. The energy resolution is found to be [102]:

2.30 £ 0.03 £ 0.3
op _ ( )% @ (1.35 £ 0.08 £ 0.2)% (2.4)

L /E(GeV)

with the two terms added in quadrature. The uncertaintiesttistical and systematic, where
the statistical uncertainty comes from the fit and the syatenone mainly comes from uncer-
tainties in the asymmetry of the photaty £\, distribution.

The angular resolution is determined from the transvergstarsize and the distance from
the interaction point:

(4.15 + 0.04mrad
0g = 0¢p =

. : mrad 2.5
EGoV) +(0.00£0 OO)) a (2.5)

The energy-dependent term in each of these expressiores &men fluctuations in photon
statistics as well as electronics and beam-backgroune ndike constant term is dominant at
high energies and arises from non-uniformities in lightexion, shower leakage or absorption
in the material between and in front of the crystals and catlibn uncertainties.

The mass resolution of reconstructetimesons decaying into two photons is 6.5 MeV, illus-
trated by the plot in figure 2.7.

2.3.5 Instrumented flux return (IFR)

Outside of the electromagnetic calorimeter, a supercadimdusolenoid provides a magnetic field
of 1.5 T needed to measure the charged-particle momentasdléeoid is surrounded by steel
plates which functions both as magnetic flux return and asmaetector and hadron absorber.
The steel plates vary in thickness from 2 cm for the innerrplades to 10 cm for the outer plates.
The flux return is instrumented between the layers of steel tle instrumentation used for
the data sample considered here has been Resistive Plate @8gRBCs) [103]. There are 18
layers of steel with 19 layers of RPCs in the barrel part of theater, and there are 18 layers of
RPCs in each of the end caps. There is a total of 65 cm (four ctterelengths £)) of iron in
the barrel and 60 cm of iron in each end-cap. During the sunoh2002 the forward end-cap
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Figure 2.7: Invariant mass of two photong' (— ~~) in hadronic events with the energy of both
photons above 30 MeV and energy above 300 MeV. The solid line is a fit yielding a width of
6.5 MeV.

was increased to about six interaction lengths. There isnaone interaction length before the
first RPC layer. The penetration depth of a track in the IFR edus distinguish muons from
hadrons.

2.3.6 TheBABAR trigger

The BaBAR trigger has two levels. The first level trigger (L1) is a haadevtrigger which selects
physics events based on simple detector signals to redare-background down to a level (2
kHz) acceptable for the software trigger (L3) which decidédsch events are being stored for
offline processing (a few 100 Hz).

The L1 trigger decision is based on track segments frominttsa DCH, showers in the EMC
and hits in the IFR. The latter is used mainly for triggering:~ events and cosmics, while the
DCH and EMC triggers provide the main trigger inputs f#physics processes.

The L3 trigger software comprises event reconstructioncdaskification, a set of selection
filters, and monitoring. A better DCH tracking (vertex resmn) and EMC clustering filters
compared to the L1 information allow for a greater rejectidibeam-induced background and
Bhabha events. The total trigger efficiency is required teeedc99% for all3 B events and at
least 90% for other physics events.
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2.4 Event reconstruction

In order to study properties d8-meson decays, the mesons are reconstructed from they deca
products. These are detected as charged-particle tracks,austers of energy deposits in the
detector. This section describes the algorithms used $retiélysis to select high-quality tracks
and neutrals and to identify leptons, photons and hadronscianstruct the3-meson from its
decay products consisting of two leptons and one pion. Weddscribe control samples which
are used to validate the particle identification efficieacie

2.4.1 Selection of tracks and neutrals

The tracks used as lepton candidates are required to hastaaak-of-closest approaaofg to
the interaction point of less thdns cm in thex — y plane and less thait) cm in thez-direction.
The lepton tracks are further required to have a transvemeantump, of at least 100/eV/c,
and to pass the quality requirement that it must have at 1&akits in the DCH.

The requirements on hadron tracks¥, =*) are similar, but to allow also low-momentum
hadrons, we impose no requirement on the track’s transveaseentum and no requirement on
number of DCH hits associated with the track.

Photons are reconstructed as neutral clusters in the wedtat which are not associated with
any tracks. To separate good photons from other neutralsitspo the calorimeter, we require
the particle to deposit a minimum energy3df MeV, and require the lateral moment LAT to be
less than 0.8.

2.4.2 Particle identification

This section introduces the identification algorithms usetthis analysis for distinguishing the
different particle species.

Electron identification

Electron candidates are identified combining informatiamf the EMC, DIRC, and DCH. The
tracks must be within the acceptance of the tracking and EBt€atiors {0.74 rad< 6 < 0.84
rad), a minimum of four crystals must be associated with tbster resulting from the pass-
ing electron track, and the measured energy deposit shautddse to the track momentum:
0.5 < E/(p-c) < 1.5. These preselection criteria separate electrons from mutmaddi-
tion, a likelihood fraction is constructed to separate tetets from hadrons by combining lateral
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and longitudinal shower shapesAT, A¢) and E/p from the EMC and ionization energy loss
dE /dz from the DCH. For low-momentum tracks, information from thiRD is used as well. If
at least 6 photons are expected in the Cherenkov ring imadgedaiven track momentum, then
at least 6 photon must also be measured. This ensures dedliabrenkov angle measurement,
and also removes kaons and protons below the Cherenkov tideghless than 6 photons are
expected for the given particle momentum, then the DIRC mé&iron is ignored, as it does not
provide enough information. If the track passes this selecthe Cherenkov angle is taken into
account for the likelihood fraction.

Overall, the selection efficiency from this algorithm isween92% to 95% as shown in
figure 2.8. The misidentification rate of pions is less th&¥@. Kaons and protons with mo-
mentum belows00 MeV/c have selected at a rate 2o — 10%, however, tracks with such a low
momentum are rarely used.
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Figure 2.8: Electron selection efficiency as a function olhmeatum in Monte Carlo and data
ete” — ete~ control sample. The left plot shows the efficiencyedfin data (points) and in
Monte Carlo (open circles), the middle plot shows the same foand the right plot shows the
ratio of efficiencies in data and Monte Carlo for ande™ tracks.

Electron bremsstrahlung recovery

When ultra-relativistic particles get deflected by the fieldgunding an atomic nuclei, they emit
photons to conserve four-momentum. For the energies reley&ABAR data, only the electrons
(due to their small mass) display any measurable amounioBtiemsstrahlung effect [104].

We attempt to recover the original electron energy by combithe electron candidates with
nearby photons,e. the photon must lie within an angular region in the polar afgf:

0. — 0,| < 35 mrad
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and within the following region in the azimuth angte

of — b0 mrad < ¢, < @, fore,
S‘fzint. <Yy < 908+ + 50 mrad for e™

Here, (o, o) is the initial direction of the electron track, evaluatedtlze interaction point,
and @.eut., veent.) 1S the centroid position of the associated calorimetriovgtr. Only photons
with an energyE, > 0.030 GeV are considered, and it also has to pass the quality iaribér
0.0001 < LAT, < 0.80 andZernike(42) < 0.25.
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Figure 2.9:e¢"e™ invariant mass with and without bremsstrahlung recovetye distributions
contain Monte Carlo simulations @ — J/¢ K events.

Muon identification

Muons are identified by their penetration depth in the IFRemergyE..,, deposited in the EMC.
The latter is effective in removing electrons from the samnplhile information from the IFR is
mainly used to distinguish between muons and hadrons.

Muons are generally the particle which travels through tlestmaterial, while hadrons are
stopped in the iron plates to a greater extent. Thus the eioet depth/Ny**** (in units of
interaction lengths) and its deviatiax/V, from expectation for a-track are useful parameters.

The hits in the IFR are matched to the track extrapolatiomftoee DCH, and a goodness-of-
fit parameten? ...,./d.o.f. is used to reduce background from neutral hadrons in claseémity
with another track.
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Similarly, a parametef- describes the continuity of the track and is used for traokfie
forward end cap and the boundary between barrel and forwatatap. This is to guard against
artificially large number of interaction lengths due to ramchits from beam background in close
proximity with a pion track.

Hits in the IFR cluster are parameterized by a third-orddyrpmmial fit in three dimensions,
and the goodness-of-fi2, /d.o. f. can be used to suppress hits from beam-background events.

The average multiplicityn of hit strips per layer as well as its standard deviatighis also
used to remove events with random beam background.

All of this information is combined into a neural network aighm which gives a continuous
output variable between 0 (background-like) and 1 (sidika)- Different levels of muon effi-
ciency and hadron rejection can be achieved by changingaihahnetwork output values. The
selection used here is rather tight, and has a muon efficiehalpout70% for momenta higher
than1.5 GeV/c, which is the momentum needed for a charged particle to réechR detector.
The mis-identification rate for pions using this selectisrgbout3%. Misidentification of kaons
are generally lower than that of pions, with the exceptioRaiins with momentum larger than
4.0 GeV/c. The muon efficiency as a function of particle momentum isxghim figure 2.10.
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Figure 2.10: Muon selection efficiency as a function of motaenin Monte Carlo and data
ete” — putu~~ control sample. The left plot shows the efficiency,df in data (points) and
in Monte Carlo (open circles), the middle plot shows the saone:f, and the right plot shows
the ratio of efficiencies in data and Monte Carlo for andy~ tracks. As can be seen from the
left and middle plots, the muon efficiency turns on for pdetimomenta of).7 GeV/c which

is the threshold momentum for a track to reach the IFR detecite efficiency is slightly
overestimated in the Monte Carlo simulations for particlemeata betweef.7 GeV/c and1.5
GeV/c, as is seen from the right plot.

A loosemuon selection is also used for a hadronic control sampleéhferB — w(*(~
analysis (Chapter 4). This has a looser selection criterrothe neural-network output which
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gives a muon identification efficiency of neafl§%, and a mis-identification rate of pions and
kaons of3% and1 — 2%, respectively.

Charged kaons

The identification of charged kaons combine informationrfrthe SVT, DCH and the DIRC
into a likelihood fraction. For each charged track, a liketd is calculated for each particle
hypothesis. The total likelihood is the product of likeldus:

L= LDIRC ’ LDCH ’ LSVT- (26)

We require that the fraction of likelihoods of being a kaorthat of being a pion is high
(Lxaon/ Lpion > 0.9 or a momentum-dependent requirement if the momentum isddhgin 2.5
GeV/c), and at the same time that the fraction of likelihoods ohgei kaon over that of being
a proton is high. Here the requirement is less stgt.{,/Lyroton > 0.20, also here with a
momentum dependent requirement for tracks with 2.5 GeV/c¢). In addition, the track must
not be identified as an electron, unless its momentum is hegs40 MeV/ c.

For the likelihoods from the SVT and DCH, the measured dE/doimmpared against the
expected dE/dx from the Bethe-Bloch parameterization. The Dk&Hhood is calculated based
on a Gaussian probability-density function, and the SVEliitood is calculated based on a
Bifurcated Gaussian probability-density-function. Thelihood from the DIRC is based on the
Cherenkov angle, the number of photons and the track quality.

The efficiency of the kaon selection is more tt&X¥ for most of the momentum spectrum
(see figure 2.11), with a mis-identification rate from piond enuons of a few percent, the largest
being~ 5% for tracks with momenturp > 3.5 GeV/c. The kaon identification for particle
momenta below).7 GeV/c relies mainly ondE//dx measurements in the DCH. Fpr> 0.7
GeV/c, the kaon identification relies on the DIRC.

Charged pions ¢*)

The charged pionr™ candidates are selected based on the same likelihood isuased
for selecting charged kaons, only here the requirementshatel,.,,, /L., < 0.2 and that
L proton/ Lpion < 0.5. Again, the track is required to fail the electron identifion criteria.

The efficiency of the pion identification is highest for thevimomentum tracks80% to
90% efficent for most of the kinematic region used here, then pirapoff a bit for the highest-
momentum tracks (see figure 2.12). Kaon mis-identificatédes are between 2% and 10%, with
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Figure 2.11: Kaon selection efficiency as a function of motuenin Monte Carlo (MC) and
dataD** — D°rf, D — K control sample. The left plot shows the efficiencyf in
data (points) and in Monte Carlo (open circles), the middt phows the same fak—, and
the right plot shows the ratio of efficiencies in data and Mo@arlo for K™ and K~ tracks.
Kaon identification for particle momenta bel®w GeV/c relies ond E /dx measurements in the
DCH. Forp > 0.7 GeV/c, the kaon identification relies on the DIRC. The right plot se@adip
in the data/MC ratio due to incorrect modeling of the traasitegion in the Monte Carlo.

a misidentification rate from muons of abali’s. The pion identification for particle momenta
below1.1 GeV/c relies mainly on/E'/dxz measurements in the DCH. For: 0.7 GeV/¢, kaons
become visible in the DIRC, and above this momentum,dthg¢dx measurement in the DCH
looses its discriminating power and kaon/pion separattiag mainly on the DIRC detector.

Neutral pions ()

We constructr’ candidates from two neutral clusters in the EMC consisteétit two photons.
7Y candidates are required to satisfy the following requineisie

e 0.115GeV< m o < 0.150GeV
Heremo, the invariant mass of the two photons, is calculated attherigin, which is
taken to be thé* /¢~ vertex position.

e 0.050GeV< E, <10.0GeV

e 0.0< LAT, <0.80
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Figure 2.12: Pion selection efficiency as a function of motmenin Monte Carlo (MC) and
dataD*™ — Drf, D' — Knr control sample. The left plot shows the efficiencyof in
data (points) and in Monte Carlo (open circles), the middtg ghows the same far—, and the
right plot shows the ratio of efficiencies in data and Montel@€for 7+ and=~ tracks. A dip is
seen in the data/MC ratio in the right plot for particle monaan~ 0.9 GeV/c due to imperfect
modeling in the Monte Carlo of the region where pion/kaon sspan transitions from relying
on the DCH and to relying on the DIRC.

2.4.3 Data control samples

With the very large dataset collected ByBAR the precision of the measurements is high, and
small differences between the Monte Carlo (MC) simulated &svand real data events can have
a measurable impact on the physics results.

Tuning and performance studies of particle identificatsane with high-purity data control
samples:

e Muon identification, as well as muon contamination to otleetiple selectors, is studied in
a control sample of"e~ — pt 7y events, selected by requiring exactly two oppositely-
charged tracks and one photon consistent with the four-mameof the incoming elec-
tron and positron. Muon identification criteria are appliedone of the tracks and the
efficiency of the criteria can be tested by applying it to thleeo track. Since this is a
three-body decay, the muon efficiency can be measured ovietearange of momenta.

¢ |dentification of charged kaons and pions are checked witbnéral sample ofD** —
Dz}, which is selected from its signature of a slow (low-momemftypion and small
mass differencé\mp-+_poy. The D" decays into &~ and ar™, and its decay products
can be used as control sample for kaons and pions. This dafaes& also used to check
pion efficiency by the kaon selection and vice versa, as veeamn efficiency by lepton



2.4. EVENT RECONSTRUCTION 37

selectors.

e Pion contamination in the electron and muon selection iskd with a control sample
of efe™ — 777~ events where one of the taus decay into a 3 particles (3-piengy)
(t— — 7 n"7 ;) and the other decay is a more commeng5%) 1-prong decay with
one charged particle and at least one neutrino.

e Electron efficiency, as well as electron contamination teeoparticle identification algo-
rithms, is studied in a control sample of radiative Bhabhats/g e~ — ete ). Similar
to the muon control sample, these events are selected byingpexactly two oppositely-
charged tracks and a photon with total energy and momentmsistent with the incident
particles. The highest-momentum track is identified as antein via its£'/p, and the
other track is used to study the selection efficiency.

Using these control samples, identification efficienciesdetermined for each particle se-
lection algorithm for each particle type, and in the MontelQathe particle ID efficiency is
adjusted to match the data. The measured efficiencies aezlstolook-up-tables which hold
the identification efficiencies for each run block in diffetéins of particle momentung, and®é.

The control samples typically consist of low-multiplicgyents, and an additional correction
is done here to check the efficiencies in multihadron evéfasthis we use charmonium control
samples, which have the same final states as signal. Thisguoeis described in section 4.4.

All simulated events are thus corrected for data—MC diffeess at several levels:

o Particle identification differences are studied in datai@isamples and simulations of the
same processes, and high-precision correction by datatidsrare found for all charged
particles as a function of particle momentum and directieach identified track has been
corrected according to this procedure.

¢ Particle identification is also studied in event types samib signal by using charmonium
control samples. A correction is applied for the total eéfiay per block.

o Relative differences between the tracking efficiencies ita @ad Monte Carlo is found
from comparing tracks detected in the SVT and the DCH detec&ystematic uncertain-
ties on this method is obtained from studying a control sengbl3-1 prongr7 decays.
Events withK2 decays provide an additional control sample for tracks withertex dis-
placed from the interaction point. Tracking efficienciesénbeen studied in the data and
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in Monte Carlo, and correction factors applied according tomantum and direction for
all tracks with quality criteria applied.

o 7V efficiencies are studied in data and Monte Carlo using a clsdrople ofr7 events and
measuring the double rati%i_}”)dm/“_}p)m. Momentum-dependent weights have been

T—T)data/ (T—T)me

applied to events containing candidates.




Chapter 3
Experimental techniques

The experimental setup @ABarR and PEP-II is such that kinematic features of the events can
be used to distinguish between signal and background. Tapter introduces some of the
most common quantities typically used BABAR analyses, and which are used in the analysis
described in the next chapter.

3.1 Event-shape variables

With PEP-II beam energies of 10.58V, just above threshold faBB production, the twa3-
mesons are produced almost at rest in the center-of-mass frherefore, the decay particles
from the two B mesons are isotropically distributed. This is not the cémsyever, for the
light-quark background which makes up abay8 of the events at 10.568:ieV. Events with
ete™ — qq, whereq = u, d, s, ¢, produce lighter meson decay products with higher momentum
and this makes the event shapes more jet-like.

A set of variables describing the event shape is commonlyg useHEP analyses (see
e.g.[105]). Unless stated otherwise, these are always defindteinenter-of-mass frame. The
variables considered in this analysis (plots can be seegctios 4.2.2) are the following:

e Fox Wolfram momen{d.06], defined as

1 o
Hy = T > 1l | P(costi;), (3.1)

vis 4§ j

whereL,; is the total visible energy of the evept,andp; are the momenta of particlés
andj, andd,; is the angle between the momenta of partided;. F, is the Legendre [107]

39
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polynomial of ordetri. In this work, only the ratio of second to zeroth Fox-Wolframo-

ments is used:

=
The distribution ofR, is close to zero for a perfectly isotropic event and close torla
perfectly back-to-back two-jet event. Thus, at i@S) resonanceB3 decays tend to have
a distribution around 0.2 while continuum events tend tk@raund 0.7 in this variable.

Ry (3.2)

Thrust The quantity thrust T is defined by [108]:

(3.3)

T = maxwzl

and the thrust axis is given by thevector for which the maximum is attained. The value
range isl /2 < T < 1, with a 2-jet event corresponding 7o~ 1 and an isotropic event to
T~1/2.

The direction of the thrust axis can also be used to sepdratet-like continuum events
from the isotropicBB events. In this analysis, we define an angleg,.: as the angle
between the thrust axis of the reconstruckednd the thrust axis of the remaining particles
in the event| cos 61,45t | has a uniform distribution in sign@ B events becausB-decays
do not have a well defined thrust axis. Howevens 0,,,.;| peaks around 1 for continuum
events, since the thrust axes of the two jets are back-tk-bac

Legendre moment§ he i-th momentZ; is defined byL; = =, |pj|| cos(6;)[’, where the

p; are the center-of-mass momenta of all particles not useddanstructing the signal

B candidate, and the angl is between the particle’s momentum and the thrust axis of
the signalB. For signalBB events, the distribution is peaked around zero, while for
continuum events the distribution éf,/ L, is around 0.6.

3.2 Kinematic variables

The PEP-Il beam energies are known to a high precision [98f mean energies of the two
beams,E}.... = (£ + E* )/2, where the asterisk indicates the center-of-mass franee, ar
calculated from the total magnetic bending strength andv¥keage deviations of the accelerating
frequencies from their central values. The spread in thesared beam energy is;- =

2.6 MeV.

beam
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We can compare the enerdys of the reconstructed® meson with the well-known beam
energy:
AE = EE - Egeam (34)

If the B-meson is correctly reconstructed this quantity will beozeéfhe spread in this quantity
is dominated by the spread iy, which is typically20 MeV.
Another useful kinematic quantity is the energy-substiiunass:

mes =\ B — P51 (3.5)

wherep}; is the B-meson momentum in the center-of-mass frame reconstrdiciad the B-
meson decay products. For a correctly reconstruéeaheson, this quantity is equal to the
nominal B massjng. The spread imngg is dominated by the spread in beam energy.

These two kinematic variables span a two-dimensional pdmeh is used to select signal
B-meson decays. Correctly reconstructeanesons occupies a small signal region in this plane
which is used to search for signal events. Events outsidkigféegion are useful for studying
properties of background events.

3.3 Plotting and fitting event distributions

These and other kinematic variables are used to isolateighalsevents. The tool typically
used to plot the variables is the ROOT analysis frameworR]J[10he signal and background
distributions in thengs—AFE plane are modeled by fitting a probability-density-funct{® DF) to
the data points in this plane. The tool used here for fitting £ the distribution is RooFit [110].
The signal shape is parameterized in botls and AE by a Gaussian function plus a ra-
diative tail described by an exponential power functiormowonly referred to as a Crystal Ball
lineshape [111]. This takes the form
f(a:)oc{ exp(—%) (2 —7))o >«

. B : (3.6)
Ax(B—-%=2)" ; (z—7)/c <a

whereA = (ﬁ)” X exp(—|a|?/2) andB = ol la|. The variableg ando are the Gaussian
peak and width, and andn are the point at which the function transitions to the poweiction
and the exponent of the power function, respectively. A pfasimulated Monte Carl&t —
7T¢+(~ signal events fitted with the described PDF is shown in figute Bhe fit to the signal

distributions are used to determine the width of the sigagian and to evaluate signal in the
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charmonium control samples (section 4.3.1).
The combinatorial background shape is parameterized byrgmsAhreshold function [112]

in Mmegs:

Flomgs) = mas,| 1= (2 exp (1 = ()L 37)

where( is a fit parameter and, = E;,,, as introduced earlier. The combinatorial background
shape inAE is parameterized by an exponential function or a first-opddynomial function.

For evaluating the combinatorial background in two dimensi (nps—AE) we use a
probability-density-function which is a product of an Aggfunction inmgg and an exponen-
tialin AE:

FIAE, mygs) = N 32 g |1 - B o750 ei ) (3.8)

where N is a normalization factor, and s afdare free parameters determined in the fit to the
data. Figure 3.2 shows events from a background control leacgmsisting of off-resonance
events reconstructed in tli¢ — ey reconstruction mode. The plot shows the projections of the
fitted PDF onto thengs and A E distributions.

For systematic studies we also use a more general form fobdhkground shape (equa-
tion 3.8), where the Argus slopg, is allowed to be a function A E

£=E(AB) = & + EAE + LHAB (3.9)

whereg; are correlation parameters.
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Figure 3.1: Projections of two-dimensional fitita;s and A £ distribution in simulatedB*t —
7T ¢~ signal events. The signal distributionsrin:s and inAE have been fitted to a Crystal
Ball lineshape (equation 3.6).
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Figure 3.2: Projections of two-dimensional fitng:s and A E distribution in a background con-
trol sample of off-resonance events reconstructed inRhe- wep modes. The background
distributions have been fitted to a product of an Argus fumcin myg and an exponential func-
tion in AE (equation 3.8).
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Chapter 4

Search forB — wé1te¢—

If the Standard Model prediction [47] is correct, we expéetttaround 228 — w/*{~ events
(summing over lepton flavor and pion isospin) may have beedymed in the data collected
during BABAR Run 1-4. It is tempting to start looking for these events agddrmeasure a
branching fraction, which could be altered with respectt@n8ard Model expectations in the
case of new physics. The main challenge experimentallyaisvtle search for a very rare decay
mode, with large abundance of pions and leptons in backgrewents from both otheBB
events and continuum events. In addition, we expect a sii@abackground component from
the CKM favoredB — K ("¢~ decay which will be impossible to remove completely. Howeve
the excellent—r separation provided by the DIRC subdetector reduce thedglmmds to a
very low level.

The basic technique is to reconstruct the decay ofRhmeson from all the final state par-
ticles. The lepton pairs considered aree—, ptp~, ande®u™, with the latter combination
primarily serving as a background control sample. The meseconstructed B — 7¢*(~
modes arer®* andz’. To reduce background, strict particle identification iguieed, a multi-
variate discrimination technique is used to separate kfggra combinatorial backgrounds, and
direct vetoes are used to remove “peaking” backgroundshwigwe the same shapes as signal
in the variables used to extract the signal.

The signal yield is extracted by counting events in the kiagersignal region. The combi-
natorial background is estimated from an extended unbinmedmum likelihood fit of thenyg
sideband, which is then extrapolated into the signal reggactkground which peaks in the sig-
nal region is estimated from simulated sources and, in tee odhadronic B decays, from data
control samples. Independent control sampleBABAR data are used extensively to verify the
efficiency of the signal selection, to estimate the perfaroeaof the multivariate discriminants,

45
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to estimate peaking backgrounds, and to test the fit teckniqu

This is a “blind analysis” [113], in the sense that thecandidates irBABAR data that are to
be included in the signal extraction procedure are not exaduntil the event selection has been
finalized.

4.1 Signal model and simulation samples

The signal efficiency and characteristics are determinedyussample of Monte Carlo simula-
tions of B — w/*¢~ events. The signal decay kinematics follow the modeling lofed\al [23],
and B — = form-factors are based on Ball & Zwicky [50, 114, 115]. The sliated samples
are modeled with a full detector simulation based@®ANT4 [116] with the event generator
EvtGen [117].

To study background yields and characteristics, a largebenmf B-meson decay channels
have been studied with simulated events:

e The decaysB — J/¢m andB — ¢(25)m, with J/¢ — (T¢~ andy(2S) — (7,
have the exact same final states asihe> 7/ ¢~ decay. The amplitudes of these decays
also interfere with the penguin amplitude and make the #texal predictions difficult in
certain regions ofn,+,~. These Monte Carlo samples are used to study rejection of this
class of background.

e Simulations of the penguin decays — K®)¢*¢~ and the charmonium mod&s —
J/¢ K and B — (2S) K, models the background from the more abundant signal-like
events where a kaon passes the pion selection.

e GenericBB and continuum events model the combinatorial backgrouuidaa@ used to
optimize the event selection.

e A large number of samples modeling exclusivemeson decays have been investigated to
consider potential peaking background modeg, B — ﬁ(—> K*tn)r™.

The only simulated data samples which directly affect thalfbranching fraction upper
limit are the signal samples from which the signal efficiesare obtained, and certain types of
peaking background processes. The shapes and level ofeaiking combinatorial backgrounds
are determined directly from th@aBAr data.

Tables 4.1 — 4.3 list the samples of simulated events usdtkistudy of signal and back-
ground characteristics.
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Number
0B/B of 1'(4S) Data/MC
Process B (%) Ref. Events (/10%) (/1073)
BT — wtete” 3.3x10°% 30 [47] 232000 7031 0.033
BY — 70¢te~ 1.65 x 1078 30 [47] 232000 14061 0.016
BT — atutu” 3.3x1078 30 [47] 234000 7091 0.032
B — rOutpu~ 1.65 x 1078 30 [47] 230000 13939 0.017
Bt —ptete”  6.0x 1078 30 [47] 234000 3900  0.059
BY — plete~ 3.0x 108 30 [47] 234000 7800 0.030
BT — ptutu” 6.0 x 1078 30 [47] 232000 3867 0.060
B® — Oty 3.0 x 10°8 30 [47] 232000 7734  0.030
BT — Ktete~ 3.4 x 1077 29 [26] 268000 788 0.29
BY — KO%te~ 3.4x 1077 29 [26] 580000 1706 0.14
BT — Ktutu~ 3.4x 1077 29 [26] 268000 788 0.29
B® — KOutpu~ 3.4 x 1077 29 [26] 578000 1700 0.14
B — K*ete™ 78x 107 385 [26] 580000 744 0.31
BY — K*0¢te~ 7.8 x 1077 38.5 [26] 576000 738 0.31
B — K*utu~ 7.8 x 1077 38.5 [26] 578000 741 0.31

BY — K*Outy~ 7.8 x 1077 38,5 [26] 582000 746 0.31

Table 4.1: Samples of simulated sign@ (— w¢*¢~) and penguin background events used
in this analysis. The number of events and effective numbéf(aS) decays (and branching
fraction assumptions) in the simulations are given, aloitp the ratio of the number ¢f (45)
decays in the data to the effective number of simulated svent

4.2 Event selection

The BT — nt¢*/{~ events are selected from three charged-particle tracksBand> 7°¢+¢~
events are selected from two charged-particle tracks angkhwotons if the event is kinematically
consistent with originating from & meson.

We require two oppositely-charged lepton candidates (e, 1) in the combinationg™e™,
wtu~ ore*u™. The leptons are identified using particle identificatioibecia described in sec-
tion 2.4.2. Electron candidates are required to have a mamen > 0.3 GeV /¢; muon candi-
dates are required to have momentum> 0.7 GeV/c. Lepton pairs with at least one electron
with a low invariant massy+,-, are considered consistent with coming from photon conver-
sions ¢ — eTe”), and these events are vetoedhif:,- < 0.03 GeV/c% The lepton pairs
are combined with a pion (eitherra track or ar® meson decaying t9v). The charged-pion
identification and neutral pion reconstruction are bottcdbed in section 2.4.2.
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Number
0B/B of 1'(4S) Data/MC
Process B (%) Ref. Events  (/10°) (/1073)
BT = J/gnt  48x10° 125  [54]
J/p — 40 11.8% 1.7 127000 22422 10.3
BY — J/yr° 2.2 x107° 18.2  [54]
J/p — 00 11.8% 1.7 814000 317374 0.73
70 sy 98.798%
Bt — J/WK+  99x107%  4.04  [54]
T/ — 00 11.8% 1.7 169000 1447 159
BT —¢(2S)rt 3.0 x 1077 [118]
P(28) — 0T 0 1.47% 7.2 88800 201361 1.1
B = ¢(28)r° 1.5 x107° [118]
(28) — (+0- 1.47% 7.2
70 — vy 98.798% 88200 404866 0.57
BT - ¢(2S)K+ 6.8 x 104 59  [54]
P(28) — 00~ 1.47% 7.2 50100 5012 45.9

Table 4.2: Samples of simulated charmonium events usedsiatialysis. The number of events
simulated and the effective number{4S) decays (and branching fraction assumptions) are
given, along with the ratio of the number 8f4.S5) decays in the data to the effective number of
simulated events. Similar-sized samples are also usédméson decays to charmonium and
and K* final states.

This section describes the event selection and backgraejedtion for theB — w/t(~
modes in detail. Events selected/das— mey are considered a control sample of the penguin
modes, and the event selection for these modes is not optinsizparately. The selection criteria
used for these modes are summarized in section 4.3.3

4.2.1 Kinematic regions

Using the kinematic variablesizrs and AE defined in section 3.2, we define three kinematic
regions to evaluate signal and background (see figure 4.1):

e The signal regionis defined as a&-2¢ region around of the mean valuesrinys andAF,
whereo is the standard deviation of the signal distributionsgg is expected to peak at
the mass of thé3-meson, whileA E is expected to peak at zero for correctly reconstructed
signal events. For Monte Carlo simulated samples, the stdmfgiationss,,,,, andoag
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Number
of '(4S) Data/MC
Process o B Events  (/10%) (/1073)
GenericBTB~ 1.11nb 50% 584.1 1168.0 0.20
GenericB°B° 1.11nb 50% 540.7 1081.4 0.21
Continuumee 1.35nb 425.6 0.66
Continuumui/dd/s5 ~ 2.04 nb 677.1 0.62

Table 4.3: Samples of simulated genei@& andete™ — ¢q (¢ = u, d, s, ¢) continuum events
used in this analysis. The number of events and effectivebenaf?"(45) decays (and branching
fraction assumptions) in the simulations are given, aloitp the ratio of the number ¢f (45)
decays in the data to the effective number of simulated svent

are obtained from fits to the signal Monte Carlo samples; féinohgy the regions in data,
both the mean and the standard deviations are determineditecto theB — J /¢ 7 data
control samples. The values defining the boundaries in datgieen in table 4.4. The data
events in the signal region are not inspected until the eselettion criteria are finalized
and background expectations have been determined.

mode mps low  mgg high AFElow AFE high
[GeVic?] [GeVic?]  [MeV] [MeV]
BT — wtete” 5.2748 5.2847 -53.6 37.4
BY — nl¢te™ 5.2767 5.2839 -115.0 82.5
BT - atutu~ 5.2749 5.2847 -42.0 35.0
B — n0utp~ 5.2764 5.2836 -87.4 68.0

Table 4.4: Boundary values defining the signal region for dack 7/*¢~ mode. The bound-
aries used in thé8* — 7tep and B — 7% modes are the same as for theé — 7tete™
andB° — 7%*e~ modes, respectively.

e The fitregion includes the signal region as well as a sidebandig andA £ wide enough
to fit the combinatorial background distributions to detererbackground normalizations
and shapes. This region also remains hidden until the eeéttsn criteria are finalized.
Events in this region are inspected and compared to expatdaiefore the signal region
is investigated. For all modes, the fit region is defined by

mgs > 5.2 GeV/c* and
IAE| < 0.25 GeV.
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e The grand sideband regionis a very broad region surrounding the fit region and is dgjoi
from the fit region. The sideband region is dominated by coiaioirial background and is
used to isolate background-like events for further stuay/fancomparison with simulated
background events. The sideband region is defined by

5.0 GeV/02 < Mmgs < 9.3 GeV/02
IAE| < 0.50 GeV

andnotin the fit region.

T T T T T T T T T T T T T T
0.4 + A - 0.4 +y - -
me'e - Uty |
% 0.2 %\ 0.2 Fit Reg|0n. B
O ok Sideband © ok Sideband Signal g |
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1 1 1 1 1 hd M| 1 1 1 1 1 1 1 1
5 5.05 5.1 5.15 5.2 5.25 5.3 5 5.05 51 5.15 5.2 5.25 53
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Figure 4.1: The three regions ofzs and AF used to analyzé3 — =/*¢~ candidates. The
boundaries of the signal region are defined-as relative to the mean of the signal distributions,
whereo is the standard deviation of the signal distribution forteatthe modes. The fit region
is a larger region which also includes the signal region. Sideband region outside the fit
region contains only background events. optimal in b&tk/S + B and.S/+/B. The points are
simulatedB — 7/* ¢~ events.

4.2.2 Fisher discriminant for continuum ¢g suppression

To suppress background from continuum/dd/s5 and ce events, we use a Fisher discrimi-
nant [119] composed of selected event shape variablesteé~igh show distributions of these in
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Monte Carlo signal events and in off-resonance data evehesfdllowing quantities have been
used:

e The ratio of Fox-Wolfram [106] momentB, = H,/H,, as defined in section 3.1. The
moments are computed with all charged and neutral pariicle event. The distribution
of R, peaks around 0.2 for signal events and 0.7 for backgrounat®vin figure 4.2a, a
preliminary selection o3 B events has already removed most events With> 0.5.

e The value| cos 0|, wheredy is the angle between th8 candidate’s momentum and the
beam axis in the center-of-mass frame. For correctly ré¢oected signal events, this
angle is distributed asn? 6, while for incorrectly reconstructed events in the contimu
background, the distribution is uniform, as seen in figugb4.

e The value| cos Oyurust|, Whereby,,s; IS the angle between the thrust axis of the recon-
structedB and that of the remaining particles in the event. As seen urdig.2c, this has
a uniform distribution for signal events and peaks near Témtinuum background.

e The ratio of Legendre momenfs,/L,, computed from all particles not used in recon-
structing the signaB candidate with respect to the thrust axis of the sighalAs seen in
figure 4.2d, these have a signal distribution around zercaamackground distribution at
positive values. Due to a preliminary selectionfof > 0.5, the background distribution
of this variable has already been truncated.

A Fisher discriminant is a linear combination of discrinting variables which projects the
discriminating power onto a single one-dimensional quwnie define the Fisher discriminant,
F, as:

F=co+c1-Ry+co-cosbp+ c3-cosbippust + €4+ Lo/ Lo (4.2)

The Fisher discriminant coefficients,, c;, c3 andc, are determined independently for each
mode so as to maximize the discriminating power. The firsfficdent, ¢, is defined so that the
signal distribution ofF has mean value zero.

The distributions of the output Fisher discriminants arevanin figure 4.3 for simulated
signal events and for off-resonance data events. An indkgpgrselection is chosen for each
mode (see section 4.2.4).

4.2.3 Likelihood ratio for BB background suppression

To suppress backgrounds from non-sigidB events, we define a likelihood ratio from four
guantities. For each of these variables, we construct aapitiy-density-functions (PDF) for
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Figure 4.2: Distributions of input variables for the Fiskiéscriminant forB — 7e*e~ events
in the signal Monte Carlo (solid line) and off-resonance ddtshed line). The input variables
are a)Ry, b) | cos O3], €) | cos Oyrust| @Nd d) Lo/ Lo,
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Figure 4.3: Distributions of Fisher discriminants for@) — ntete™, b) B — #le*e™, c)
Bt — 7#tutp~ and d)B° — 7%t u~ events from signal Monte Carlo (solid line) and off-
resonance data (dashed line).
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signal and background3(B) distribution. The PDFs are fitted to simulat&d— ¢+ ¢~ signal
events and generiB B events for each mode individually. These distributions laest-fit PDFs
are shown in figure 4.4. The quantities used are:

e The missing energy in the event, computed from all chargedreutral particles in the
event. If all particles in the event are detected, sighahesill have no measured missing
energy. Leptons ilBB background typically stems from semileptonic decays, hedé
events have a measurable missing energy. The distribudiensarameterized by a sum of
two Gaussian functions, and can be seen in figure 4.4a.

e The logarithm of the vertex probability of thB candidate. In correctly reconstructed
signal events the tracks should all originate from the saemex and the vertex fit should
give a high vertex probability. For random combinations aftigles, the vertex point will
have a lower probability than signal events. The distrdmgiare described by the sum of
an exponential function and a first-order polynomial andlmaseen in figure 4.4b.

e The logarithm of the vertex probability of the two leptonfielsame arguments as previous
point apply here as well. The distributions are describedhgysum of an exponential
function and a first-order polynomial and can be seen in figute.

e The valuecos g, wheref is the angle between thB candidate’s momentum and the
beam axis in the center-of-mass frame. For correctly re¢oacted signal events, this
angle is distributed asin® 3 = (1 — cos?6p), and is parameterized by a second-order
polynomial. For incorrectly reconstructed events in thB background, the distribution
is uniform. As seen in figure 4.4d, a component of 8¥8 background has @ — cos )
distribution as well. Thus, also a linear term is allowedtfoe background parameteriza-
tion.

From these PDFs we construct a likelihodd) (atio:

signal £
signal L+ BB L

L ratio = (4.2)

where
signal £ = [[Paf”
i (4.3)
= PAfyY) - Pdfi - Pafsd. - Pafss)

cosfp
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Figure 4.4: Distributions of input variables to the likalitd ratio forB* — 7" u*u~ events
in signal Monte Carlo (thick line) anddB Monte Carlo (thin line): a) missing energy in the
event, b) logarithm of thé-vertex probability, c) logarithm of thé* ¢~ -vertex probability, and
d) cosf. The dashed lines in figure a) show the contributions of tdezidual Gaussian com-
ponents.
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where Pdf ) is the probability-density-function for the signal disuition of variablei. The
background likelihood ratio is defined similarly from PDHstained from distributions in the
BB Monte Carlo samples.

The distributions of the output likelihood ratio are showrigure 4.5. For signal-like events
this ratio will approach 1, foi3B-like events it will approach 0. An independent cut value is
chosen for each mode (see section 4.2.4).
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Figure 4.5: Distributions of likelihood-ratio outputs fay B¥ — nete™, b) B — nle*e™, ¢)
Bt — ntputp~ and d)B° — 7%t~ events from signal Monte Carlo (solid histogram) and
BB Monte Carlo (thick line).

4.2.4 Optimization of selection with Fisher and likelihood-ratio

To reduce the combinatorial background, we select eventshwiave large values for the Fisher
discriminant andC-ratio outputs. The optimization is done férand likelihood-ratio selection
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criteria simultaneously. For each reconstruction mode,aitimal selection criteria is chosen
such that it maximize§/+/S + B, whereS andB are the signal and background yields expected
in the signal region.

The signal yield S, is determined from counting simulated signal events irstgeal region,
and the background yield3, is determined from a two-dimensional extended unbinnexi-na
mum likelihood fit to simulated generi8 B and continuum events in the;s — AE plane. The
background fit function is a product of an Argus thresholdction [112] inmggs and a first-
order polynomial inAE. Figure 4.6 shows projections ontegs and AE of the Monte Carlo
simulated events and best-fit functions in the fit region f@mnés selected aB™ — wtete™.

The simulation samples are normalized to the luminositheBaBAR dataset to be analyzed
(209 fb'), and for the signal estimation, we assume Standard Modeiching fractions as
suggested in [47].

Figure 4.7 shows a contour plot 5f,/(S + B) as a function of Fisher and likelihood-ratio
criteria for each of the four penguin modes.

mode F > | Lratio> | efficiency| Syield | Byield | S/v/S+ B
BT — wfete” | -0.1 0.5 7.2% 0.54 0.97 0.55
B? — ml%Te~ 0.1 0.4 5.7% 0.22 0.92 0.22
BT - atutu~ | 0.1 0.4 4.7% 0.37 0.77 0.42
B — 70utu~ | 0.2 0.5 3.1% 0.13 | 0.58 0.17

Table 4.5: Optimal selection criteria for the Fisher disgnant (F) and the likelihood £) ratio,
as well as signal efficiencies, signadl)(and backgroundZ&) yield estimates and significance
after sideband scaling and efficiency corrections.

4.2.5 Vetoes for suppression of peaking backgrounds

This section describes a series of vetoes that are usedptesgpeaking backgrounds. These are
events where @& meson decays into the same or similar final states as sigeat.eVherefore,
the events resemble our signal in that they populate the &amamatic region of thengg and
AF plane. Some peaking backgrounds are easy to veto becaysmtiiain narrow resonances.
The resonances we veto are

o J/tp — (¢~ andy(2S) — (T
These come primarily from — J/¢m or B — (2S)m events, but also from the more
copiousBt — J/¢Y Kt and Bt — ¢(2S)K™ modes, where the kaon passes the pion
selection.
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7tete”, b) Bt — 7#tuTu~, ¢) B — rlte”, d) B® — #%u*u~. A marker indicates the
optimal selection criteria, Whlch are also given in table 4.

e DV — g xt, Dt — 7%+, D - K—xtandD* — 7K™
The D mesons are produced in the decadys— Drm or B — DK where hadrons are
misidentified as muons. Thet — 7K+ decay is doubly Cabibbo suppressed, but we
veto it anyway.

Charmonium vetoes

Events with a charmonium meson decaying into a pair of lepk@ave sharp peaksin,+,- and
are simple to remove. We veto events with:,- consistent with a//y» or a(2S5), which are
the two most dominating charmonium resonances.

Complications arise due to bremsstrahlung of electrons asuiemtification of tracks, pri-
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marily kaons. If electrons from &/ loose energy due to bremsstrahlung and the photon(s)
are not recovered by the bremsstrahlung recovery procethee the measured invariant mass
will be smaller than expected for.&/v» meson and thé\ £ will be decreased correspondingly.
To account for this effect, we make the veto dependent\@hof the reconstructed candi-
date, as illustrated in figures 4.8 and 4.9. The veto regiomsiefined in a similar way as was
done in [26]. Since bremsstrahlung also occur for muongittb a lesser extent, we also make
the vetoA F-dependent for the muon modes. If the event contains a kasndantified as a
pion, then theA E will be reduced due to the incorrect mass assumption. Weinaveased the
width of the A F-dependent veto correspondingly in order to remove theldraakground from
B — J/YK (andB — 9(25)K) event. This reduces the efficiency somewhat, but we have put
emphasis on removing as much peaking background as possible

For electron modes, thé/i) veto region is the union of the following three regions in the
AE — my, plane:

e 2.90 GeV/c* < my < 3.20 GeV/c?

o for my, > 3.20 GeV/c?, a band in theA E — my, plane defined by
1.11¢% x mg(GeV /c?) — 3.67 GeV < AE < 1.00¢* x mg(GeV /c?) — 2.875 GeV
o for my, < 2.90 GeV/c?, a triangle in theA E — my, plane defined by
AFE < 1.00¢? x my(GeV/c?) — 2.875 GeV

For muon modes, thd/i) veto region is the union of the following three regions in the
AE — my, plane:

e 3.00 GeV/c? < my < 3.20 GeV /c?

o for my, > 3.20 GeV/c?, aband in theA E — my, plane defined by
1.11¢% x mg(GeV/c?) — 3.614 GeV < AFE < 1.00¢* x my(GeV/c?) — 2.925 GeV
o for my, < 3.00 GeV/c?, a triangle in theA E — my, plane defined by

AE < 1.11¢* x my(GeV/c?) — 3.31 GeV



4.2. EVENT SELECTION 61

The)(2S) veto region is defined the same way for electrons and muonsyider for 7
modes than forr™ modes. Forr®¢+¢~, we veto the union of the following three regions in the
AE — my, plane:

e 3.60 GeV/c* < my < 3.75 GeV /?
o for my, > 3.75 GeV/c?, a band in the\A E — my, plane defined by
1.11¢% x mg(GeV /c?) — 4.305 GeV < AFE < 1.00c¢* x my(GeV/c?) — 3.525 GeV
e for my, < 3.60 GeV/c?, atriangle in theAE — my, plane defined by
AFE < 1.00¢* x my(GeV/c?) — 3.525 GeV
For7%¢*¢~, we veto the union of the following three regions in thé& — m,, plane:
e 3.60 GeV/c? < my < 3.75 GeV /c?

o for my > 3.75 GeV/c?, aband in theA E — my, plane defined by
1.11¢2 X mg(GeV/c?) — 4.194 GeV < AE < 1.00¢? x my(GeV/c?) — 3.525 GeV
o for my, < 3.60 GeV/c?, a triangle in theAE — my, plane defined by
AFE < 1.00¢* x mg(GeV/c?) — 3.525 GeV

There is an additional charmonium veto imposed on the eleatnodes for those events
which escape the vetoes described above. If a photon whiek dot arise from electron
bremsstrahlung is incorrectly recovered by the bremdstngkrecovery algorithm, it could
escape the veto om, mass. We reduce this possibility by requiring that also theri-
ant mass of the two electrongithout bremsstrahlung recovery does not lie in the regions
2.90 GeV/c? < my < 3.20 GeV/c? and3.60 GeV/c? < my, < 3.75 GeV /2.

Vetoes againstB — D backgrounds

B-meson decays t®&7 and DK whereD — 7w or D — K7 may peak in the signal region if
both tracks reconstructed as leptons are really misidedtifadrons. Table 4.6 gives an overview
of the B — Dh modes that may contribute and which are being vetoed.

The event is vetoed if either the ¢~ combination or ther/ combination is consistent with
originating from aD when the tracks are givenr or K7 hypotheses. The selection differs
according to modes:
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Figure 4.8: Veto regions in the plane spannedihy,- andAFE are indicated by lines for each
of the four reconstruction modes. The dots correspondsnalated inclusiveB — J/4X and
B — ¢(25)X events ¥ signifies any addition particles).
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Figure 4.9: Veto regions in the plane spannediby,- andAE are indicated by lines for each
of the four reconstruction modes. The dots correspondstalated generid3 B events and
here events in the charmonium veto region have been removed.
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B(B — Dh) x events expected
Process B(D — hh) Effective 5(B — hhh) (Run1-4)
B~ — D%~ (4.91+0.21) x 1073 x
D? — gt (1.38 £0.05) x 1073 (6.78 £ 0.38) x 1076 1560 + 87
DY — K—nt (3.81 £ 0.09) x 1072 (1.87 £0.09) x 10=% 43055 £ 2072
B~ — DK~ (3.7+0.6) x 107* x
DY — g—rt (1.38 £ 0.05) x 1073 (5.11 +0.85) x 10~7 117 +19
D — K-t (3.81 4 0.09) x 102 (1.4140.23) x 10~° 3245 + 529
BY — D70 (2.914+0.28) x 107% x
DO — gt (1.38 £ 0.05) x 1073 (4.016 +0.41) x 107 92+ 9
D - K-t (3.81 4 0.09) x 102 (1.114£0.11) x 10~° 2552 =+ 280
B - Dot (2.874£0.19) x 1073 x
D~ — g nO° (1.334£0.22) x 1073 (3.82+) x 1076 878 + 156
D™ — K—n° <4.2x 1074 <12x10°° < 276
B — DK+ (2.0 +0.6) x 107* x
D™ — 70 (1.334£0.22) x 1073 (2.66 = 0.91) x 1077 61 +21
D™ — K—n° <4.2x107* <84 x1078 <19

Table 4.6: Estimate on how many hadronic events Witmesons ar@roducedn the Run 1-4
data sample. Here = 7 or K. These modes are expected to peakixy andA E and will be
vetoed. Estimates are based on branching fraction expawdtom [54].

e Inthe Bt — ntete” andB° — 7%ete~ modes, we do not vet® events, since the rate
of hadrons passing the electron selection is very low.

e Inthe Bt — ntu™u~ we veto events which have two opposite-charge tracks with an
invariant mass within the ranges4 MeV/c* — 1.89 MeV/c*. We consider the following
particle combinations and mass hypotheses:

¢t~ assumingrtn, Ktn~ (if Bt - «#t¢*/)ora* K~ (f B- — «n¢*{"),and
7t~ assumingrtr or KT,
e In the modeB® — 7%~ (figure 4.10) we veto events where the invariant mass of the

neutral pion and any of the leptons is in the range) MeV/c?> — 1.94 MeV/c? when
assigning eithem .+ or mg+ mass hypotheses to the lepton tracks:

7%+ assumingr’zt or 7O K *
70~ assumingr’7~ or 70K~

If an event falls into any of these categories, it is remowethie D veto.
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Figure 4.10: 7%+ invariant mass for simulate8° — D* (7% )7~ events reconstructed as

B® — 7% "¢~ with a pion misidentified as a lepton. A sum of two Gaussian #b&s been
fitted to the distribution.

4.2.6 Multiple candidate selection

If more than oneB candidate remains after all the selection criteria haven lagplied, one is
selected based on:

e For Bt — nt¢t¢—: the candidate which has the with most SVT hits

e For BY — #%*¢~: the first candidate which appears in the ntuple (effegtigetandom
choice).

Table 4.7 lists the average number®tandidates selected in simulated signal events.

Mode Candidates/event
B — mete~ 1.13
B — 7Vete~ 1.35
B — wutu” 1.15
B — 7Out 1.59
B — meu 1.06
B° — 1%y 1.04

Table 4.7: Mean number of signal candidates per event foasigonte Carlo events passing all
selection criteria except the multiple candidate selectio
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4.3 Data control samples

Control samples in the data are used to verify that the sirdilsamples are correctly represent-
ing the data.

The vetoed peaking-background events constitute a useffufsndependent control sam-
ples. In particular, the charmonium samples are highssiedisamples with the same kinematics
as signal events in particular regions;éf Control samples of /1) — (¢~ events are the largest
samples. These describe individual particle momenta olaga range, but is naturally limited
to a narrow region of> = my+,-. The smaller sample consisting©{25) — ¢7(~ events is a
control sample for a higheg-region.

The J/+ control samples are used to study the signal efficiencyasgimapes and to verify
the analysis by measuring tii&— /v = branching fraction.

Hadronic peaking background are evaluated using a samgbe-ef 7.h events, where one
track is identified as a pion, one trackasselyidentified as a muon, as described in section 2.4.2,
and the third track is not identified as any particular hadfidre loose muon selection has a rather
large fraction of mis-identified pions and kaons, and prexdduitable data sample for this study.
All tracks are also required to fail the electron selectamd all tracks except the loose “muon”
are required to fail the muon selection. This selects a sawfpbredominantly hadronic events
consisting ofB — wr andB — K.

Background control samples are used to cross-check the fmacidjestimates based on con-
tinuum andB B simulated samples. The final background estimate is dong tis2BABAR data
in the fit region, but the optimization is done with simulasaanples.

4.3.1 Charmonium control samples

A J/iy control sample is constructed by selecting events whiabrfagkinematically to the signal
region, and which satisfy all of the other requirements epx¢hat they are required fail the
J/ veto. Three different selections dfyy samples have been used for different purposes.

The B — J/v¢ = control sample

This sample is the one with events most similaBte- 7/*¢~ signal events. Like for th&* —

7 T¢t¢~ selection, the selection aB*™ — J/¢7™ will contain a non-negligible background
component from the more abunddst — .J/¢ K" events where the kaon fails rejection by the
pion selection. Also other background sources have beeiestuFor low values ofAF there
are contributions fronB — J/ipandB — J/iy K* as well.
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Using this sample we compare various distributions of dateMonte Carlo simulated events
to check that the level of agreement is acceptable. Figulels4l17 show the distributions of
my+—, mgs, AFE, 7 and/ momenta as well as the outputs of the Fisher discriminanttiaad
likelihood-ratio in theBABAR data and Monte Carlo simulations. Also the input quantitges t
the latter two discriminants were checked and were showauogl @greement between data and
Monte Carlo. The statistics of this sample is limited, so thisot a precision test. To achieve
the best possible statistics in the simulation sample, &tadof B — J/¢y 7, B — J/v K
and inclusiveB — J/¢) X are used. In the plots, the Monte Carlo distributions are draith
two sets of error bands: the total uncertainty (light gragdamed from summing in quadrature
the Monte Carlo statistical uncertainty and the branchiagtion systematic uncertainty, and the
Monte Carlo statistical uncertainty only (dark gray). Aletdistributions show that the data is
well described by Monte Carlo simulations.
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Figure 4.11: Distributions of the dilepton invariant masshe B — J/i)© control samples for
the four B reconstruction modes. The points with error bars are oor@sce data events, and
the gray histograms are simulated events, with statisticelsystematic uncertainties shown in
the dark and light gray bands, respectively.
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bands, respectively.

The B* — J/¢ K* control sample

A larger sample is obtained by replacing the pion identifisatvith kaon identification B+ —
J/¢K* events are more abundant thBf — .J/¢7*. Due to the incorrect mass hypothesis
(m,+) assigned to thé&'* track, the reconstructed energy; is lower than expected faB* —
70+t~ decays, thud\ F is shifted by about-70 MeV.

This sample gives a high-statistics comparison of the $gjmapes. Figure 4.18 shows com-
parisons of data and Monte Carlo events using distributibmsi@, A F, the Fisher discriminant
and the likelihood ratio. The level of agreement is foundédashtisfactory.

The “K(t¢=" B* — J/v¢» K* control sample

The sample ofB* — J/¢y K* events can be improved by reconstructing the event8 as
K(+¢~, thereby obtaining & F distribution which is centered at zero and has a reducechwidt
For this, we use the event selection developed forRhe: K¢*¢~ analysis [26], and also here
with the J/« vetoes reversed. The purity of this sample is very high. fe@ul9 shows theigg
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fit on the full on-resonance data sample.

This control sample is used for studying the efficienciefefiepton identification, the Fisher
discriminant criteria and the likelihood-ratio criterraBABAR data and Monte Carlo simulations.
The results of this study is described in section 4.4.

The B* — ¢(25)K* control sample

Events that are removed by thi€2S) vetoes also constitute a control sample which checks the
signal efficiencies at somewhat high@rthan what events withi /+) do. The branching fraction
of B — (25)x is expected to be small [118], and with the combined bramrhiaction of
¥(2S) — (ete) or (uTp~) being only(14.65 4+ 1.05) x 1073 [54], these events are not useful
as a control sample.

Instead we seledB* — (25)(— £+¢~)K* events by applying kaon identification to the
hadron track and reverting thg2.5) veto. Figure 4.20 shows the distributionsrof.,s andAE
in this data sample compared to Monte Carlo simulated events.
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Mode Yield Eff. (%) 13/10*6 PDG B/l()*6
Bt = atete” 108+ 14 182 44+6 48 + 6
Bt - rtutpu~  89+11 122 5447 48 + 6
BT — gt 48+ 4 48+ 6
BY — 7lete— 5449 16.0 2544 22+ 4
BY — 70t~ 284+ 6 87 2445 2244
BY — 70¢te— 24+3 22 +4

Table 4.8: B — J/iywyields and branching fractions from the fits BiBAR data. Combined
branching fractions are computed from the least-squareghtesl average; all uncertainties are
statistical only.

B — J/vy 7 branching fraction measurement

Using theB — J/v 7 control sample, we measure the branching fract8a8 — J/i)7) as

a crosscheck for th& — 7¢*¢~ analysis. The branching fractions are computed from yields
extracted by a two-dimensional extended unbinned maxinketiHood to events in the fit region
for four final states.

The signal shape is parameterized in betky andA E by a Gaussian function plus a radia-
tive tail described by an exponential power function, axdbed in section 3.3.

In the charged modes, a signal-like componentfor— .J/¢ K™ is included, with the mean
of AFE offset by about-70 MeV. The shape parameter for this peaking background coeon
has been fixed to values obtained from fBie — J/¢) K+ control sample.

The combinatorial background shape is parameterized byrgmsAhreshold function [112]
in mgs, as described in section 3.3.

Figure 4.21 shows projections of the data and best-fit pribtyadensity function for the
reconstruction mod&* — J/¢ ™ with J/¢) — eTe~. The background fronB* — J/¢ K
events is clearly visible in figure 4.21b, and a dashed lidkcates the fit component for these
events. Figure 4.22 shows projections from a similar fit mekients selected &’ — J/¢7°,
with J/v — pt .

Table 4.8 summarizes the — J/i) 7 signal yields obtained from these fits, the signal ef-
ficiencies obtained from studying simulatéd — .J/i) 7 signal events and the corresponding
branching fractions in thBABAR data. The measured branching fractions are consistenthéth
world average [54] for these decays.
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Figure 4.18: Distributions ofngs, AF, Fisher discriminant and likelihood ratio in the —
J/ K control samples foBABAR data (points) and Monte Carlo (histograms) for the charged-
reconstruction modes. The lines in the third- and fourth-pdots indicate the optimal Fisher
and likelihood ratio selections, respectively (eventhworight of the line are selected).
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4.3.2 Grand-sideband control sample

In order to understand our combinatorial background s@,8&BAR data in the grand side-
band region are compared with the sum of predicted yields amt&! Carlo-generated generic
B9BY, B*B~, uds andcé samples; each subsample in this sum is scaled independeritig
corresponding on-resonance data luminosity. Figuresa44230a show the distribution of kine-
matical variables in on-resonance data and the combineerigegB3 and continuum Monte
Carlo sample. The continuum fraction of the total is shown gnay histogram.

Simulations compare well with data for thi& — 7u* .~ channels, but for thé& — wete™
channels there are substantially more events in the dataithéhe Monte Carlo samples.
The events causing the discrepancy tend to have low pion mioime(figure 4.28a) and large
lepton-lepton opening angle (figure 4.30a). We believe thssrepancy results from two-
photon processes which are not modeled in Ba&8aR Monte Carlo. Two-photon interac-
tions occur when an electron and a positron at high energidsiraclose proximity emit a
pair of virtual photons which interact electromagnetigath produce a pair of fermions,e.
(ete™) — (ete )yy — (eTe™)(ff), where the fermionsf, can be either leptons or quarks
turning into hadrons. Usually, the original electron angipon retain their momenta and high
energies and escape detection, while the two fermions lmaverlomenta and balanced trans-
verse momenta. If the virtual photons are hard enough, obetbrof theet ande™ can scatter
into the detector, along with the fermions, and these ard hkety the events seen as an excess
of events in the data. No such excess of events is seen jn'tlae channels.

The belief that the discrepancy is due to two-photon everfigriher strengthened by the ob-
servation that these are nat{45) events. When replacing the continuum-Monte Carlo sample
with the off-resonance data sample, the overall normatimatf the histograms agree. This is
seen in figures 4.23b-4.30b, where on-resonance data apacedwith the sum off 3-Monte
Carlo and off-resonance samples. The contribution fromreédbnance data is shown separately.

Since the discrepancy is more pronounced for the lower sabfiengs (figure 4.23a) and
reasonably small in the fit region these events are not fustinelied or removed. In the end, the
relative normalization of the combinatorial background W floating in the fit, hence it is not
essential to the signal extraction that the normalizatsomodeled precisely by the simulation.
However, the generic Monte Carlo is used to determine selectiteria for the Fisher discrimi-
nant and likelihood-ratio. Therefore, for this purpose wals the generic Monte Carlo samples
to match the on-resonance data, with scale factors detedrirom comparison with sideband
and off-resonance data.

The scaling factors are determined separately¥6r and continuum Monte Carlo:
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e BB-Monte Carlo scaling factors are determined from the ratioefesonance data yields
to the sum of3 B-Monte Carlo and off-resonance data yields inghend sideband regian

e Continuum-Monte Carlo scaling factors are determined froenrttio of off-resonance
data yields to the continuum-Monte Carlo yields in fheegion plus theA £ sidebands
Here, AF sideband is defined as outside the fit regiod\if' but within the fit region in

TMEgs.

Table 4.9 summarizes the luminosity-scaled yields usedeterthine the scaling factors for
generic Monte Carlo samples.

Mode MC Yield Data Yield Data/MC
Continuum MC and off-resonance yields in thév-sideband and fit region
BT — ntete™ 48+ 6 136 + 36 (285 + 83)%
BY — 710ete~ 19+ 3 58 + 24 (312 + 140)%
BT — atutu~ 88+ 7 87+ 29 (100 + 34)%
B — rOutpu~ 35+ 5 394+19 (111 £+ 5%
Bt — 1ten 225+12 165+ 40 (73 £ 18)%
BY — 10¢p 544 6 58 + 24 (108 + 46)%
BB MC + off-resonance and on-resonance yields in the grandaitteregion
BT — rtete™ 1402490 1296 + 36 (92+ 6)%
B — nVete~ 732 £ 62 729 4+ 27 (100 £ 9)%
BT —atutuT 965454 862 + 29 (89+ 6)%
BY — mOutpu~ 356 £ 38 322 £+ 18 (90+ 11)%
BT — ntep 2115+ 79 1976 + 44 (93+ 4%
BY — 7%y 824446 819429 (99+ 7%

Table 4.9: Comparison of the sample yields to determine sitgldata/MC scale factors for
generic Monte Carlo simulated samples. The total yields baes scaled to 209 8.

As a cross-check, data/MC ratios were also obtained fogmifft sub-regions of thegs-AF
plane. The ratios were all in agreement within errors.
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gray histograms show the contribution fram/dd/ss/cc events.

70
60
50
4o+- :
30|
20
10

Events / 0.0075 GeV/ ¢2

0

""Events / 0.0075 GeV/ c2

5 5.05 51 5.15 5.2

Events / 0.0075 GeV/ ¢2

" Events / 0.0075 GeV/ c2

5.15 5.2
m_ (GeV/ ¢?)

5 5.05 51

50

401 .

N | 5 Wy |
gt DY 1§

10\1’
0

251

5.15 5.2
m_ (GeV/ ¢?)

o

151 : ' .

I 1
bR
" H+-+ r *'Hi.-fH*ﬁ

SIS 52 5% 53
m_ (GeV/ ¢?)

[¢)]
o
o
(&
(&
[N

5.25 5.3

20

10

[¢)]

1 1
5 5.05 5.1

Figure 4.23b: Distributions imgs of events in the upper and lower sidebandsAof. On-
resonance data (points) and the sum of genBifit Monte Carlo and off-resonance data (his-
tograms). The light gray histograms show the contributromf off-resonance events.



78 CHAPTER 4. SEARCH FORB — wfte~

> >
& &
Te] Te]
S 5
S S
i i
=Rl o441
004 02 0 0.2 0.4 004 02 0 0.2 0.4
A E (GeV)
= S tPete ] 3
O 30ﬂl | | | 1 O
S 2l |'M ] 1 8
> 2ol : T4 T 4 g
S ol T Wt 4 73
2 i o 11 11 ] £
g 1;)_ "‘.\"‘-“-.f | '*.1','+ ++|++ g .
W‘ﬁ—u—._,—u—\_.—l_!‘ ! 4
004 02 0 0.2 0.4 004 02 0 02 0.4
AE (GeV) AE (GeV)

Figure 4.24a: Distributions imbj of events in the lower sideband ofzs. On-resonance data
(points) and generickB + uu/dd/ss/cc) Monte Carlo (histograms). The light gray histograms
show the contribution fromu/dd/ss/cc events.

- T T T T T 80 T T T T T

% w0 | we'e | 3 | TCU
: 60 : -

S 60—+{H++ o 4 8 "HT i
) L | : )
o " . +—'| FTHTIVI 1l A o 40+,» +H+ " | i
2 T L1 It : 8 lhTI‘T =
3 4 (Firugdder T L S fUEE
S 20 I 10 SRR B ZO:P
( ‘ FApre oF! m

004 02 0 02 04 004 02

30F
25
20-|
15 —I ]
10

Events / 0.025 GeV
Events / 0.025 GeV

o=

-0.4 -0.2

AE GeV)

Figure 4.24b: Distributions i\ &/ of events in the lower sideband ofzs. On-resonance data
(points) and the sum of generi¢B Monte Carlo and off-resonance data (histograms). The light
gray histograms show the contribution from off-resonanents.



4.3. DATA CONTROL SAMPLES 79

.
oo-TTr ete o s
1000+ -

800
600
400}
200

Events / 0.333333
Events / 0.333333

Events / 0.333333
Events / 0.333333

Continuum Fisher Continuum Fisher

Figure 4.25a: Distributions in the Fisher discriminant gémts in the grand sideband. On-
resonance data (points) and genefdX + uii/dd/s5/cc) Monte Carlo (histograms). The light
gray histograms show the contribution frarm/dd/ss/cc events. The vertical line indicates the
optimal lower value for making a selection in the Fisher dismant.

1400 ' — 1400 ' ' ]
+ ~- _ -n+ +y- um
% 1200-TU € € . . § 1200-TU L™ *.:"T'Z. i
& 1000~ ‘ ‘ - %9 1000~ - - |
™ ¥ .
o 800 1 o 800F —
@ 600 4 @ 600 -
c c P
% 400 — % 400 L'L —
200 — 200 7_\;& —
1 1 i = 1
%6 -4 2 2 4 U6 -4 -2 0 2 4
Continuum Fisher Continuum Fisher
T T T T T T T T
o 700 1 @ 600—T|_0|J_+ VR s
(42} o
o« 600 4 ® L y i
™ o 500 -4
™ _ ™ -
g o - ]
= = 300+ .
[%2] - [2]
g 20 E 200 - —
2 200 15 -
100 - 100 ks —
0 1 0 - J—ut‘-o‘ 1
3 -4 -2 0 2 4 -6 -4 -2 0 2 4
Continuum Fisher Continuum Fisher
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gray histograms show the contribution fram/dd/ss/cc events.
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Events / 0.2 GeVk

Events / 0.2 GeVkt

350
300
250
200
150
100
50
0

++ wree
RE

+ +, -

0

1 2 3 4
I* momentum (GeV/c)

200

150

100

50

Pete

I* momentum (GeV/c)

Events /0.2 GeVk

Events / 0.2 GeVkt

350
300
250
200
150
100
50
0

=

=

+

=
|

0

100

80

60

40

20

I* momentum (GeV/c)

Figure 4.29b: Distributions in lepton momentum, of events in the grand sideband. On-
resonance data (points) and the sum of genBifit Monte Carlo and off-resonance data (his-
tograms). The light gray histograms show the contributromf off-resonance events.



84 CHAPTER 4. SEARCH FORB — wfte~

180F - . . = . . .
1601 Tl'" + ~ | 1401 -r[" + -

0 140|—+~ ee 4 b 120/ H p' i

S 120—'ﬁ+ 4 2 100 .

=~ 100_ I — ~

[%2] [2]

c <

(3] (5]

> >

i, i)

Lo Lo

S <3

o o

@ @

c c

(3] (3]

> >

L L

Figure 4.30a: Distributions imos %%, the angle between the two leptons in the center-of-
mass frame, of events in the grand sideband. On-resonatedptants) and genericAB +
uu/dd/ss/ce) Monte Carlo (histograms). The light gray histograms shaswdbntribution from

uti/dd/s5/ccevents.
180 . ; : - . ; ;
160[" =
+ o + -
160] Te'e | o TUU Y -
w 14004 1 _
o AL o 120
S 2 ] S 100 —
= 100 4 =
%) : 0 B
€ 80 ' 1 E
% 60 + L& B : T %
40 Chele Ll T, . 3
20 ’”:«'-;' J LTS R
g 05 0 ., 05 1
cos ..
100 : ; .
e'e .
Lo Lo
S S
o - o
£ 1 £
2 a i ¢
e . Hih,t ] @
, 4ad s L
¢ [ 'é‘.‘*m “...#
0. 05

0

Figure 4.30b: Distributions imos %Y., the angle between the two leptons in the center-of-
mass frame, of events in the grand sideband. On-resonatecédants) and the sum of generic
BB Monte Carlo and off-resonance data (histograms). The ligay gistograms show the
contribution from off-resonance events.



4.3. DATA CONTROL SAMPLES 85

4.3.3 eu control sample

An additional cross-check on the data—MC agreement for auaidrial background is provided
by theep control sample.

For selectingB® — ntep and B — 7'eu events, we use the same selection criteria as
the B — mete™ mode andB® — 7%Te~ mode, respectively, with one exception: the vetoes
against ofB — D= background (section 4.2.5) is implemented as forie— =" pu*u~ and
B° — 7% 1~ modes.

No peaking structures are expected indpheeconstruction modes, but the vetoes of peaking
backgroundse.g. B — J/¢r andB — D, are used to eliminate these background processes
in cases where one of the muons are misidentified as an eleotruice versa.

Figure 4.31 shows a comparison of Fisher and likelihoom-distributions for on-resonance
e data in the fit region (points with error bars) and total genbfonte Carlo samples (gray
bands). The input variables were also investigated, arna-&C agreement is good in all of
these distributions.
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Figure 4.31: Distributions of Fisher and likelihood-rata ey, control sample events in the fit
region.
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4.4 Selection efficiencies

The efficiency calculation is based on signal Monte Carlo dasnffarge samples of simulated
B — w(*¢~ andB — me*puT events). Some corrections have already been applied fer-dif
ences between data and Monte Carlo performance of trackohgamicle identification. These
corrections are based on low-multiplicity samples desctim section 2.4.3. Due to detector
response differences, efficiencies may be differentdét events where we typically have ten
charged tracks and many neutral particles.

In order to correct for any additional efficiency discrepant data and Monte Carlo, we
compare the efficiencies of individual selection critersang theB — J/i) K control sample
introduced in section 4.3.1. This sample has nearly no backgl and high statistics. The mea-
sured data/MC efficiency differences are used as corretdiciors when evaluating the signal
efficiency from simulated signal. The uncertainties in thestios are used to bound systematic
uncertainties on the signal efficiency.

4.4.1 Lepton-identification efficiency correction

To check the efficiency of the lepton identification, we selec— J/i K events kinematically,
but with only one lepton identified. By applying signal-regitt & selection and fitting the distri-
bution inmgg with a signal PDF and a background PDF, we obtain the sige& gorresponding
to the signal region. Figure 4.19 shows the data selectddbeth leptons identified.

The efficiency is calculated the same way in data and MonteClaylmeasuring the number
of events where both leptons pass particle identificatiersus events where one of the leptons
fail the particle identification.

The measured efficiencies in data and Monte Carlo as well as¢asured data/MC-ratios
are summarized in table 4.10 for electron and muon ideriidicaThe electron identification is
(92.0 £ 0.3)% efficient in the data an@2.9 + 0.1)% efficient in Monte Carlo, which gives a
correction factor for am™e~ pair 0of 0.983 + 0.007. The muon identification i§67.5 + 0.6)%
efficient in the data an9.2 + 0.2)% efficient in Monte Carlo, which gives a correction factor
for a utp~ pair of 0.947 + 0.019. The uncertainties in the correction factors are assigsed a
systematic uncertainties in the signal efficiencies.
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Lepton ID Data Efficiency MC Efficiency C = (Data/MC)?
Electron  (92.0f 0.3)% (92.9f 0.1)%  (98.3+ 0.7)%
Muon (67.5+ 0.6)% (69.2£ 0.2)%  (94.7+ 1.9)%

Table 4.10: Identification efficiencies for electrons andomaiin data and Monte Carlo (MC).
The table also lists the correction factor, used to correct the efficiency of lepton pairs in Monte
Carlo.

4.4.2 Fisher and likelihood-ratio efficiency corrections

Since the selections by Fisher discriminant and likeliroattb are optimized individually for
each mode, it seems natural to determine the efficiencies0 — J/¢ 7+ andB® — J /v 7°
events. However, these control samples are not very langleh#s would lead to an unnecessarily
large systematic uncertainty. We therefore chose taiise~ J/¢ K+ events, since these have
the same topology and cover nearly the same kinematic regiéh— J/i) m events.

Thus, we use the selection Bff — K*/(*/~ events as described in section 4.3.1, but define
the Fisher discriminant and the likelihood ratio as theydaned for theB — w/¢*/~ selection
modes. This procedure is justified because the input giemtid the Fisher discriminant and
likelihood-ratio do not depend directly on the final statetiples, with the exception of th&
vertex probability. FoB? — 7°¢*¢~, the latter is approximated by tli&/~ vertex probability.

Table 4.11 tabulates the measured efficiencies and ratibe sklections based on the Fisher
discriminant and the likelihood ratio in data and Monte Caflbe efficiency of each selection
criterion has been measured with and without the otherrmiteapplied. Within uncertainties,
the measured data/MC ratios agree between the two methatdshe exception of data/MC for
Fisher selection efficiencies in thie — 7t~ modes, where the two data/MC measurements
still agree within2o. The data/MC ratios are all close to 1.0, and overall theieffxy is mea-
sured to be a little higher in Monte Carlo than in data. We atrtiee signal efficiency by the
data/MC ratio obtained from measuring the efficiency of thebined Fisher and likelihood-
ratio criteria.

4.4.3 Fully corrected signal efficiencies

After all corrections have been applied, the signal efficies in the fit region and in the signal
region are given in table 4.12.



88 CHAPTER 4. SEARCH FORB — wft4~

Mode Data Efficiency MC Efficiency C = (Data/MC')
Fisher efficiencies for events that pass the likelihoodctiele:

BT — ntete (82.1+ 0.7)% (82.0+ 0.3)% (100.1:£ 0.9)%
BY — 7lete~ (71.5+ 0.8)% (72.4+ 0.2)% (98.8+ 1.1)%
Bt —w xfuty~  (69.84 0.9)% (69.2+ 0.4)% (100.9t 1.5)%
BY — w0utp~ (66.4+ 1.0)% (65.2+ 0.4)% (101.8+ 1.7)%

Fisher efficiencies independent of likelihood selection:

BT — ntete~ (79.3£ 0.6)% (79.2+ 0.3)% (100.1+- 0.8)%
B? — mVete (69.0+ 0.7)% (70.3+ 0.3)% (98.0+ 1.1)%
BT - ntutpy~  (66.8+ 0.9% (67.4+ 0.4)% (99.1+ 1.4)%
B — 70utp~ (63.3+£ 0.9)% (63.2+ 0.4)% (100.2t 1.5)%

Likelihood efficiencies for events that pass the Fishercsiele:

BT — ntete” (70.6+ 0.8)% (72.0+ 0.3)% (98.2+ 1.2)%
B? — mlete (80.8+ 0.7)% (82.0+ 0.3)% (98.5+ 0.9)%
BT - atutpy~ (8174 0.9)% (85.3+ 0.3)% (95.8+ 1.1)%
BY — 7Outp~ (76.84 0.9)% (80.3+ 0.4)% (95.6+ 1.3)%

Likelihood efficiencies independent of Fisher selection:

BT — ntete” (68.2+ 0.7)% (69.5+ 0.3)% (98.2+ 1.1)%
B? — nlte~ (77.9+ 0.6)% (79.7+ 0.3)% (97.7+ 0.8)%
BT - atutpy~ (7831 0.8)% (83.1+ 0.3)% (94.2+ 1.0)%
B — 7%ty (73.3+0.8)% (77.8+ 0.3)% (94.2+ 1.1)%

Efficiency of Fisher and likelihood selection combined:

BT — ntete” (56.0+ 0.8)% (57.0+ 0.3)% (98.2+ 1.4)%
BY — plete- (55.7+ 0.7)% (57.7+ 0.3)% (96.6+ 1.4)%
Bt - ntutpy~  (54.6+ 0.9Y% (57.5+ 0.4)% (95.0+ 1.7)%
B — 7Outp~ (48.6+ 0.9)% (50.7+ 0.4)% (95.9+ 1.9)%

Table 4.11: Fisher and likelihood-ratio efficiencies by méar data and Monte Carlo (MC). The
correction factoilC' used to correct signal efficiencies in the Monte Carlo samplésken from
the data/MC ratios for the two selection criteria combined.

4.4.4 Systematic effects from model dependence

The simulated signal sample used to evaluate the efficiebased on kinematics modeling
by Ali et al [23], and B — = form-factors are based on Ball & Zwicky [50, 114, 115]. The
largest theoretical uncertainty to the branching fracpoediction comes from the form-factor
calculations. Thus, it is of interest to estimate how largeetiect the form-factor predictions
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Mode Fit region efficiency Signal region efficiency
Bt — ntete  (11.92£0.00)% (7.17+0.05)%
BY — 7lete~ (8.98 £ 0.06)% (5.68 £0.05)%
Bt — wtutus  (6.60 +0.05)% (4.71+0.05)%
B — mOut (4.48 +0.04)% (3.11£0.04)%
Bt = ntep (8.77+0.05)% (6.3140.04)%
B® — 10y (5.45 4+ 0.05)% (3.70 4+ 0.04)%

Table 4.12: Total efficiency foB — w/*¢~ events in the fit region and the signal region after all
corrections, based on cut and count procedure. Uncedaiate statistical only.

have on signal efficiencies.

These systematic effects have been evaluated by investighe change in signal efficiency
when different form factor models are used. The alternaiveels considered are LCSR predic-
tions [114,115], an alternative set of input parametennffo0] as well as two other form-factor
calculations based on the relativistic light-cone quarkleldLCQM) [88, 89]. Predictions from
lattice QCD are not given for the most relevant form facfe(q?, ;1) (see section 1.2), and are
not included in this evaluation. We did attempt to use a c®oplattice QCD models by using a
relation betweerfr(¢2, 1) andf, (¢*) andfy(¢?) at high values of? given by [87], and this gave
a result that matched very well with the other models for tighdst values of?, but deviated
strongly in the lowg? region. Since the relation provided and lattice QCD are nigalrke for
low ¢2, these models were ignored. Figure 4.32 shows the effetieagignal efficiency on the
distribution ofm,+,~ with different form-factor models. Table 4.13 lists theatale change in
signal efficiency for the different models considered.

Mode Ball03 B&Z'05set2 B&Z'05set4d M'96setl M&S'00

B — mete -0.54% 0.00% -0.27% +1.07%  +0.13%
BY — 1l%te™  +3.31% 0.00% -0.33% +2.31% +0.33%
B — mutu +4.17% 0.00% -0.19% +2.84% 0.00%
B — utp~  +7.31% 0.00% -0.88% +2.63% 0.00%

Table 4.13: Relative change in signal efficiencies from chngpdifferent form-factor models.
The baseline model is provided by Ball & Zwicky '05 [50], set 2.
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Figure 4.32:m,, distribution in theB* — ©Te™e™ mode for different form factor models. The
dips in the distribution aroung ;,, andm,,sy are due to the charmonium vetoes.

4.5 Estimates of residual peaking background

Peaking backgrounds have been reduced by vetaég/ofi)(2S) and D mesons. Some residual
background may be left from these modes. In addition, ndagibdle backgrounds are expected
from non-resonant decays & mesons, likeB — =rnw. This residual background must be
estimated and accounted for when computing the branchaagién upper limit.

We separate peaking background processes into two typdsortia peaking backgrounds,
where the lepton candidates in th& final state arise from hadrons misidentified as leptons; and
non-hadronic peaking backgrounds, for which the leptordickates are real leptons.

4.5.1 Hadronic peaking backgrounds

B-meson decays to hadronic final states can mimic the sigtia ifracks identified as leptons
are misidentified hadrons. Since the number of hadronsmaa#is¢ electron selection is rather
small, this background source is only relevant for muon oleén
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These backgrounds are estimated using a control sampleafha3 decays inBABAR data.
A sample disjoint from the signal-selection sample is delkby requiring that two out of three
tracks fail the muon and electron identification criteridneTremaining track is required to fail
the electron identification but it should pass a loose muentification which has a high rate
pion mis-identification < 8%). This selects a sufficiently large control sample®»f— wuh
events consisting primarily a8 — whh events, wheré = 7, K.

Using this sample, we estimate how maBy — whh events would pass thB — muu
selection, by weighting the events according to each tsgmdbability of passing the tight muon
selection. These probabilities are obtained from the Ipigtity control samples described in
section 2.4.3. For instance, the weight applied fé’a— 7°h "~ sample is:

P(h* —p) " P(h™ —p)
P(ht = fpose) (L = P(ht — et)) = (1= P(h™ = f505.))(1 = P(h™ — 7))

w(p™h™) =

where

e P(ht — ut)[P(h~ — p )] is the probability for a positive [negative] hadron spedie
[~~] to be misidentified by the muon selection;

o P(h™ — uit,..)[P(h~ — uy,,..))]is the probability for positive [negative] hadron species
h* [h~] to be misidentified by thibosemuon selection;

e P(ht — ™) [P(h~ — e7))]is the probability for positive [negative] hadron specles
[~~] to be misidentified by the electron selection.

The weights given in the control-sample efficiency tablgsetel on the particle hypothesis as-
signed to the track. We use the pion identification criteoialassify each event. If a track

does not pass these criteria, it is assumed to be a kaon, amel¢évant probabilities are picked

from the kaon control sample efficiency table (see sectidr8. The efficiency loss due to this

classification scheme is also included in the weighis;

)y =w(pthT 71

wlrtn) = w(th) X S
1

wKtn ) =wpth™) x —

(K) =l h) % e s

wheree(7) is the efficiency of a pion to be identified as a pion aél) is the efficiency of a
kaon to fail pion identification.
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The expected vyield in the signal region is extracted from e-dimensionaly? fit to the
weightedmgg distribution, for events within the signal-region &fF, as shown in figure 4.33.
The PDF consists of an Argus function parameterizing thelsonatorial background plus a
single Gaussian for the peaking background. The paramgitéie Gaussian are fixed to expec-
tations for signalB — w/*/¢~ events. The slope of the Argus function as well as the raativ
normalization of the two are floating parameters in the fit.

Themgg distribution with the fitted curve superimposed is showniguFe 4.33. From this
procedure we expect to fitd027 & 0.033 B* — 7*hh events and.035 £ 0.022 B® — 7hh
events within the signal region.

| | | |
526 5.28 %.2 522 524 526 5.28
m_. (GeV/ ¢?) m_. (GeV/ ¢?)

%.2 5.22 5I.24

Figure 4.33:mgg fits to extract hadronic peaking background in the signabregLeft: BT —
nthu. Right: B — 7.

4.5.2 Peaking backgrounds with leptons

Peaking background from sources with real leptons are astubased on high-statistics Monte
Carlo samples, with all the same efficiency corrections agwsed to evaluate signal efficien-
cies. Table 4.14 summarizes the contributions from theouarsamples, and figures 4.34-4.36
show distribution of events from the most important oneavies-AE plane. (Note that the
plots arenot normalized to luminosity.) The main contributions comenifro

e K (*{~ background:
We find that0.06 + 0.02 Bt — KTete™ events are expected in the signal region for
the Bt — mtete™ mode, and this is the largest peaking background contabub this
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reconstruction mode. The contribution froB" — K*u*pu~ tothe BY — ntutu~
mode is about half of this, and contributions from thi& modes are negligible. Most of
the events from these decays have too low & to end up in theB — w/¢*¢~ signal
region, as shown in figure 4.34. From the plot we can see tkatdle of the distribution
falls outside ther/* ¢~ signal region, but the tail of the distribution occupies lihe-AE
half of the signal region.

e plt¢~ background:
These events tend to pass most of the selection criterigjre there is one pion missing
from the reconstructe®, bothmgs and AE tend to be shifted downward. The shift is
of order a few MeV inmggs and 200 MeV or more iM\E. No background events from
B — pl* ¢~ are expected in the signal region, as seen from figure 4.35biel4.14.

e K*(*{ background:
These events do not peak anywhere within the fit region, aadaly expected to con-
tribute as combinatorial background. Figure 4.36 showslisibution of B — K*/*¢~
events in the fit region.

e Charmonium background:
Any charmonium background events that fail the charmonieto will appear as peaking
background in the data. This background is estimated frotfusie Monte Carlo sam-
plesofB — Jin, B — JWK, B — ¥ (25)r and B — (25)K events. No such
background events are found.
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Figure 4.34: Scatter plots ok F vs. mgg for B — K/{*¢/~ Monte Carlo events in the fit
region for a)B* — ntete™, b) BY — ntutpu~, ¢) B® — n%Te” and d)B° — 7lutpu~
reconstruction mode 6t scaled to Iuminosity). The small boxes show the signal regioom
which B — #/*¢~ candidates will be selected.
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Figure 4.35: Scatter plots &S F vs. mgg for B — pl™¢~ Monte Carlo events in the fit region
fora) BT — ntete”, b) BT — 77 uTpu~, c) B — 7% Te” and d)B° — 7°u*u~ (notscaled
to luminosity). The small boxes show the signal regions fmeimch B — 7¢* ¢~ candidates will
be selected.
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Figure 4.36: Scatter plots & &' vs. mgg for B — K*/*¢~ Monte Carlo events in the fit region
fora) Bt — ntete™, b) BT — 77uTpu~, ¢) B — 7% e~ and d)B° — 7°u*pu~ (notscaled
to luminosity). The small boxes show the signal regions frainich B — 7/*¢~ candidates will
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Figure 4.37: Scatter plots df £’ vs. mgg for inclusive J/i» andy)(2S) Monte Carlo events in the
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be selected.
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Region sample Bt —natete B? —n%te- Bt —wrtptu~ B — 2Outpu~
Fit region: K (T~ 0.66 = 0.19 0.17 + 0.05 0.39+0.11 0.09 £0.025

p i~ 0.22 +0.07 0.09 + 0.03 0.18 £+ 0.06 0.06 = 0.02
K¢~ 0.66 £ 0.25 0.25+0.10 0.51 £ 0.20 0.16 = 0.06
Jhpm 0.09 £ 0.01 0.05+0.01 0.09 £0.01 0.023 £ 0.004
Jhp K 0.00 £ 0.00 0.00 = 0.00 0.46 4+ 0.02 0.204 £ 0.009
»(28)m 0.00 £ 0.00 0.00 4+ 0.001 0.001 £0.0002  0.0005 =+ 0.0002
(285K 0.10 £0.01 0.00 £ 0.00 0.00 £+ 0.00 0.00 £ 0.00
hadronic 0.030 £ 0.036 0.048 £ 0.030
Total 1.74 £0.32 0.56 +0.11 1.66 +0.24 0.58 = 0.08
Signal region: K {7/~ 0.055 £ 0.016 0.003 £ 0.001 0.028 £ 0.008 0.002 £ 0.000
p i~ 0.001 £ 0.000 0.002 £ 0.000 0.001 £ 0.0002 0.000 £ 0.000
K¢~ 0.001 £ 0.000 0.003 £ 0.001 0.011 £ 0.004 0.002 £ 0.001
Jhpw 0.00 £ 0.002 0.000 £ 0.000 0.000 £ 0.000 0.001 £ 0.000
Jp K 0.00 = 0.00 0.000 £ 0.000 0.000 £ 0.000 0.00 = 0.00
(29T 0.00 £ 0.00 0.001 £ 0.0002 0.00 4 0.00 0.000 £ 0.000
P(25)K 0.00 £ 0.00 0.000 £ 0.000 0.00 4+ 0.00 0.00 £ 0.00
hadronic 0.027 £ 0.033 0.035 £ 0.022
Total 0.057 £0.016 0.009 £ 0.002 0.059 £ 0.034 0.040 £ 0.022

Table 4.14: Summary of number of peaking background evequsated in the fit and signal
regions. Efficiency corrections have been applied like diesd for signal Monte Carlo.

4.6 Estimate of residual combinatorial background

The combinatorial background is due to random combinataingarticles and does not peak
in mgs or AE. This background is determined from on-resonance dataeiffittihegion before
events in the signal region are inspected.

A two-dimensional extended unbinned maximum likelihoodsfpperformed over a subset of
the fit region for whichmgg < 5.2724 GeV /2. The yield in the signal region is obtained by ex-
trapolating the best-fit probability-density-functiorD[P) into the signal region and integrating
the PDF over this region. The statistical uncertaintiesha procedure are estimated from the
sum in quadrature of the uncertainties induced from the ored$ackground normalization, the
measured Argus slogeof themgg function, and the measureslEZ exponent s.

Prior to doing a fit to the on-resonance data sample, the guredras been tested on simula-
tion samples. This has two purposes. It allows us to maketsat¢he background has been well
understood in terms of luminosity- and sideband-scaledt®l@arlo simulation samples. It also
allows us to study the different background shapes forRiiz component and the continuum
component in the data.
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4.6.1 Fits and yields in Monte-Carlo simulated data

An extended unbinned maximum likelihood fit of the PDF giverequation 3.8 is performed
on a sample of3 5 simulated events and continuum simulated events. Afteinasity and
sideband scaling, the expected number of events in the fanmeggnges from 30 events in the
B° — 7%~ mode to 107 events in thB™ — 7FeTe™ mode, where the uncertainties in these
estimates are in the range 15 — 35%. The numbers for each majilen in the first column
of table 4.15. The uncertainties in the Monte Carlo expemtatiare dominated by the large
uncertainties in data/MC sideband ratios (table 4.9).

The best-fit PDF is then integrated over the signal regioreterthine the expected number
of combinatorial background events in this region. As seemfthe third column of table 4.15,
based on this Monte Carlo estimate, we expect less than oneiaviae signal region for each
of the modes.

4.6.2 Fits and yields in theBABAR data

An unbinned maximum likelihood fit can now be performed onBaB4R on-resonance data in
themgs-AFE fit region.

The fit procedure is first performed on tiie — 7tep and B — 7%eu control samples.
Figure 4.38 shows theigs and A E distributions forB — mepu events with projections of the
best-fit PDF superimposed. The fit yields 187 — 7 teu events and 68° — 7'epu events in
the fit region. The expectation from fits to simulations ofgen3 5 and continuum events were
178 £ 23 and63 + 14 events, respectively. With this result, we consider theagrent between
number of observed and expected events to be acceptablegweeomto theB — 7/ ¢~ modes.

For the B — w¢*¢~ modes, the fits are performed on the subregigR < 5.2724GeV /c?,
and yield 1288+ — ntete™ events, 4BY — nlete events, 111BT — 7+t~ events and
22 B — 7%t~ events in the full fit region. This is also consistent with eggations from
scaled simulated samples (table 4.15).

By integrating the best-fit PDFs over the signal region, waiolthe observed combinatorial
background in the signal region. These expectations ar@awed with the ones obtained in the
same way from simulated data samples in table 4.15.

4.6.3 Bias correction: toy Monte Carlo study

To investigate any potential biases in the signal extragtimcedure, toy Monte Carlo exper-
iments are performed. Two sources of bias have been inadstig bias due to low statistics
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Figure 4.38: Projections afigs and AE with the best fit to the PDF functions from two-
dimensional unbinned maximume-likelihood fits BaBArR data for theB — mweu modes. The
vertical line indicates the edge of the signal regiomis.

Mode Fit region Fitregion  Signal region  Signal region
expected bkg. observed bkg. expected bkg. observed bkg.
Bt — ntete™ 107+ 24 128 0.97 £0.22 0.87+0.24
BY — 7l¢te~ 344+ 10 49 0.92 +0.27 0.42 +£0.21
BT — atputu~ 99 £+ 17 111 0.77+0.13 0.85+0.24
BY — 7O0ut 304+ 11 22 0.58 £ 0.22 0.17+0.14

Table 4.15: Expected (Monte Carlo) and observed (data) quatdnial background yields and
uncertainties in the fit and signal regions.

in the maximum likelihood fit, and bias from fitting a two-coament background with a one-
dimensional probability density function.

To avoid bias due to low statistics, tlmeanexpected background in the signal region is
determined from performing the same signal extractionguace on an ensemble of 10000 toy
Monte Carlo experiments. The toy Monte Carlo samples are akigeed from the background
probability-density-function (equation 3.8) with the béis parameters obtained frorBABAR
data. Each of the toy-Monte Carlo experiments is then fitteth Wie same one-dimensional
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probability-density-function with slope parameters amdnmalization floating, and the signal-
region yield is extracted by integrating the resulting P¥Erdhe area of the signal region.

From the distribution of yields from the toy-Monte Carlo ekpeents, we determine the pull
in units of the background uncertainty measured in the rai:d

pull = (measured mean — toy MC mean)/measured uncertainty

Table 4.16 shows the results of this toy Monte Carlo study. mkan pull is generally negative,
i.e. the measured values are biased by low statistics toward sadaés, except for the mode
BT — wtete”, where the measured value is larger than the mean of the tayevi@arlo
distributions. The pull distribution width is consistenithvunity, except for the low-statistics
modeB® — 7°u* u~, which underestimates errors by 30%.

We correct the observed background in the signal regiontanehcertainty, by shifting the
central value by the pull mean times the signal region bamkapl uncertainty. The signal region
background uncertainty is further inflated by a factor eqoidhe pull width.

Mode Signal box Mean pullmean pullwidth Corr. signal box

observed bkg. toy MC error (o) observed bkg.
BT — wtete~ 0.87+£0.24 0.26 +0.11 1.00 0.84 +0.24
BY — 70ete~ 0.42£0.21 0.20 -0.08 1.08 0.43 +0.23
BT — atutu~ 0.85£0.24 0.23 -0.23 1.06 0.90 £ 0.25
B — rOutpu~ 0.17+£0.14 0.20 -0.39 1.40 0.23 £ 0.20
BT — afepu 1.48 £0.32 0.33 -0.23 1.04 1.55 £0.34
BY — Oy 1.114+0.39 0.40 -0.34 1.10 1.22 £0.43

Table 4.16: Observed combinatorial background yields aoerainties for 209 fb'. Tabulated
are the baseline fit, the mean error in toy Monte Carlo, the rpaeéinthe pull distribution width,
and the bias corrected signal box yield.

Additionally, there is a potential bias from fitting the oespnance data with a single PDF
function, while the underlying distribution consists o888 component and a continuum com-
ponent, which may well be different and not well combined aggle sum. In order to estimate
this bias, the on-resonance data has been fitted with a tiwmpa@oeent PDF, where one com-
ponent has all parameters fixed to the shape found for sietliaZ events, while the other
component (modeling the continuum background) has allrparars varying freely in the fit.
Toy Monte Carlo studies are then performed based on this tmagponent parent PDF, and the
same procedure as above is used to obtain a bias-corregtead-gegion yield. The difference
in results from using a two-component PDF compared to a onggonent PDF is taken as a
systematic uncertainty.
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4.6.4 Background shape systematic studies

To gauge the size of the systematic uncertainty duegg-A E correlations in the combinatorial
background, the data sample was refitted with a correlata@poesas described in section 3.3, and
the expected background in the signal region was recomputed

When the same exercise was performed with simul&B8dand continuum samples, thiz3
backgrounds exhibit the largest differences while theioooim backgrounds show a negligible
difference. The net effect is to decrease the expected baekd in the signal region by about
10%, which is three to four times smaller than the expectatissital error in this number. The
fitted correlation parametegs and¢, from equation 3.9 are all statistically consistent withazer

We also vary the functional form for th& ' shape, fitting the data with first- and second-
degree polynomials in addition to the baseline exponestiape.

The systematic uncertainties determined from these v@mgin the fitting procedure are
given in table 4.17 for each of the modes.

4.7 Results

Once the event selection has been verified by checking thairtfresonancBABAR data yields
in the fit region agree with expectations, and the total nurobexpectedackground events in
the signal region have been determined, we take a look av#rgswithin the signal region.

4.7.1 Total number of events expected

The total expected background in the signal region is obthirom integrating the PDF from the
on-resonance data over this region. The result is sumnehinzable 4.17. Less than one eventis
expected in the signal region for each of the penguin modigls,n@arly one event expected for
the charged modes and 0.3-0.4 events expected in the newidals. 1.2-1.5 events are expected
in the signal region for the lepton-flavor violating modes.

4.7.2 Total number of events observed

Once we have determined the number of expected backgrowrdsewe inspect the events
in the signal region. Figure 4.39 shows scatter plots\éf vs. mgg for all events in the fit
region and signal region for all modes. We observe a totdireetB — 7¢* ¢~ candidates in the
signal regions of thé — 7¢* ¢~ penguin modes and one candidate in the lepton-flavor vigati
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Systematic Trete” mVete~ Tt 7Ot TTeu lep
mus-AFE fit 0.84£0.24 043+£0.23 0.90 £ 0.25 0.23+0.20 1.55£0.34 1.22+£043
mgs-AFE corr. +0.02 +0.03 +0.06 +0.03 +0.17 +0.05
AFE shape +0.02 +0.01 +0.12 +0.02 +0.31 +0.24

Peaking (/™) 0.06 £0.02 0.01£0.00 0.03+0.001 0.00540.000 0.0040.00 0.00=£0.00
Peaking (hadronic) 0.00 £0.00 0.00£0.00 0.03+0.033 0.035+0.022 0.0040.00 0.00 4+ 0.00
Total 090+024 044+£0.23 0.96£0.29 0.27£0.20 1.556+£0.49 1.224+0.50

Table 4.17: Estimated number of background events withrigiogies. The uncertainties in the
background affect the branching fraction upper limits aditact systematic uncertainties.

B — mep control modes. As can be seen from the plots, the events andyadistributed across
the fit region, and the number of events observed within tgeasiregions are consistent with
background expectations.

Inther*ete™ signal region, one event is observed. The background exfp@ein this mode
is 0.90 4+ 0.24 events. Two events can be seen just outside the signal regitre lowA E side.
This is the part of the fit region whei@™ — K*ete™ events are expected to accumulate.

In the 7* 11~ signal region, one event is observed and again this is densiwith the
expected).96 + 0.29 background events.

The B — 7%*¢~ modes have smaller statistics. One event is observed in%hae .~
signal region wher®.27 + 0.20 background events were expected, and no events are observed
in then®eTe™ signal region wheré.44 + 0.23 background events were expected.

Thus, combined for all penguin modes; + 0.5 background events were expected, arid
events were observed. Based on the signal efficiency, t&ouilatable 4.12, the signal expected
with Standard Model predictions f&(B — =n(*¢~) [47], we expect to have.6 + 0.2 Bt —
ntete” events in the signal region,2 0.1 B® — rlete” events0.4 £ 0.1 Bt — atutpu~
events and).12 + 0.04 B® — 7%~ events in the signal region. Thus, a totallof 4 0.4
signal events were expected for all modes combined.

No flavor-violating events are expected in the Standard Njates for the lepton-flavor
violating modes, the Standard Model expectation is to seeveats. We have determined that
we expect more than one background event in each mode. Suhcerme event is observed for
these modes in total, this is consistent with backgroundnarglgnal for lepton-flavor—violating
modes are seen.

Figure 4.40 shows thers andAE distributions for theB — 7/* ¢~ events with projections
of the best-fit PDF superimposed.
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Figure 4.39: Scatter plots ek E' vs. mgg for all events in the background fit region passing
the selection. The small boxes in each of the plots outlieestgnal region from which signal
candidates are selected.



4.7. RESULTS 103

N
O o
(o] Lo
o o
S S
o ~
~ (2]
@ <
o g
¢ i
L
N
o o
(@] Yo
o o
S o
o ~
o © 2
g 4 0
@2 .

0 1 1 1 L

5.2 5.22 524 /1 526 5.28

m, (Gevic?)
T T T T

o + - >
2 2 TUU U ‘B
> 2
g 15 4 8
S o
S 10 =
I £
c ()

5 =
g it
L

0 1 1 1

5.2 5.22 524 /o 526 5.28

mg (Gevic?)

12F T T T T ]
o + - >
2 o T 1 3
O o
o 8F - )
S o
s 6r 1 2
=~ [}
a 4 - c
o] g
g 2 1o

0 1 l 1 1 O 1 1

5.2 5.22 . 5.26 5.28 -0.2 -0.1 0 0.1 0.2

524 2
m., (GeVic?) A E (GeV)

Figure 4.40: Projections ofirg and AE of B — /"¢~ events in the full fit region. Super-

imposed is the PDF we use to model combinatorial backgrotlihd.parameters were obtained
from two-dimensional unbinned extended maximume-liketitidits to events outside the signal
region, withmgg < 5.2724 (to the left of the gray vertical line).



104 CHAPTER 4. SEARCH FORB — wft4~

4.8 Systematic uncertainties

Systematic uncertainties are of two types. The first typesisté of multiplicative uncertainties
which affect how the observed signal yields are translatedbranching fraction measurements.
The individual contributions are summarized in section4.8he second type is uncertainties
in the background which additively affect the observed algnelds themselves. These are
summarized in section 4.8.2.

4.8.1 Multiplicative systematic uncertainties

Table 4.18 lists the multiplicative systematic unceriam@affecting the signal efficiency. They
include the following sources:

e Uncertainty in the tracking efficiency for leptons: aftepgpng the tracking efficiency
corrections described in section 2.4.3, we assign a coecklancertainty of-0.8% per
lepton track.

e Uncertainty in the tracking efficiency for hadron trackdstis a correlated uncertainty of
+1.4% per hadron track.

e Uncertainty in the efficiency of the electron selection:stts obtained from comparing
the electron identification efficiency in data and Monte Cdwdsed on the charmonium
control samples (section 4.4.1) The Monte Carlo is correbtethe data/MC ratio, with
the systematic error taken as the uncertainty in this cborgovhich amounts ta-0.7%.

e Uncertainty in the efficiency of the muon selection: this lidadned the same way as the
electron systematics (section 4.4.1). The Monte Carlo ieected by the data/MC ratio,
with the systematic error taken as the uncertainty in theection, which amounts to
+1.9%.

e For the uncertainty in the efficiency of the pion selectiore asume an uncertainty of
0.5% for each pion taken, based on a data—MC study of a sarhgke-e D7 events
by [120].

e Uncertainty in the efficiency of® identification: after applying the® efficiency correc-
tions as described in section 2.4.3, the uncertainty is $164° candidate.
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e Uncertainty in the efficiency of the continuum Fisher disgriant selection and thB 5
likelihood-ratio selection is obtained from measuring #féiciency in data and Monte
Carlo of these selections combined. The efficiencies are aoedpusing the charmonium
control sample, as described in section 4.4.2. The MonteoGants are corrected by
data/MC ratio, with the systematic error taken as the errothe correction. The size
of this uncertainty ranges from4% in the B — mete™ modes tol.9% for the B® —
7°u ~ mode.

e Statistical uncertainties in the signal efficiencies arége from the size of the simulated
sample used for efficiency evaluation. We have about 260 Dd@Iated signal events for
each mode, so the statistical uncertainty is sniall%).

e The estimated number @B events in our data sample has an uncertainty. df.

e The uncertainties due to the signal efficiency of thg; and A E' selection requirements
are determined from:

— The measured mean and width of these distributions in chatmocontrol samples.
For BT — n™¢*¢~, we use samples a8 — .J/¢ KT events, in which the mean
and width are precisely bounded, and we assign a total sgstenmcertainty of
~ 0.7%; for B® — #%*¢~, we use samples a8 — J/¢7" events, which have
limited statistics and introduce a total systematic uratety of 7%.

— For the electron modes, we allow for a larger or smaller betraklung tail in the
AF distribution, introducing a systematic uncertainty of-1.3%.

e Uncertainties in signal efficiency resulting from use ofeliént theoretical models to de-
scribe the signal arise mainly from the variation of sigrffitiency as a function of?. The
largest theoretical uncertainty is due to form-factor pr#ons, and we have investigated
the effect of different models in section 4.4.4. The modglatelence systematic is taken
to be the maximum difference between the alternative maedghe baseline model, and
ranges froml.1% for Bt — rtete™ t0 7.3% for B® — 7%u*pu~.

The total multiplicative systematic uncertainty is the smngquadrature of these relative un-
certainties for the individual sources, with the exceptibthe tracking efficiency uncertainties
for leptons and hadrons, which are taken to be 100% cortklate
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Systematic 7tete wlete ntutu~ nO%utp™ nten 7lep
Trk eff. +3.0 +1.6 £3.0 +1.6 +3.0 +£1.6
Electron ID +0.7 +0.7 +0.4 +04
Muon ID +1.9 +1.9 +1.0 +1.0
Pion ID +0.5 +0.5 +0.5

701D +3.0 +3.0 +3.0
Fisher andB B likelihood +1.4 +1.4 +1.7 +1.9 +14 +14
MC statistics +0.1 +0.1 +0.1 +0.1 +0.1 £0.1
BB counting +1.1 +1.1 +1.1 +1.1 +1.1  +1.1
signalmgg model +0.3 +5.1 +0.4 +4.9 +0.3 +5.1
signal A E model +0.6 +5.1 +0.5 +5.4 +0.5 +£5.2
signal A £ radiative tail +1.2 +1.3 +1.0 +£14
Model dependence +1.1 +3.3 +4.2 +7.3 +3.0 +£3.0
Total +4.0 +8.9 +5.9 +11.2 +4.9 48.9

Table 4.18: The sources of systematic uncertainty in theeufmit on the branching fraction
due to signal efficiency (%).

4.8.2 Background systematic uncertainties

Uncertainties in background expectations affect the briagcfraction upper limit in an additive
way. The additive systematic uncertainties considered have been summarized in table 4.17
and include the following components:

e Uncertainty due to the shape assumed for combinatorialgsaakds:

— Uncertainties from thewgs-A F fit is the dominant systematic effect. They are evalu-
ated by varying each of the parameters of the fitHiy, for each change recomputing
the signal-region expectation and finally adding the demistfrom each in quadra-
ture. On top of this, a small correction is applied from thasbstudies described in
section 4.6.3.

— Uncertainties due togs-A E correlations are evaluated by performing a background
estimation fit which allows theigs Argus slope to depend b F (see section 4.6.4).

— AF shape uncertainties are evaluated from using alternatbleapility density func-
tions (linear, quadratic), described in section 4.6.4.

e Uncertainties in peaking background estimates:

— The uncertainty in hadronic peaking background yieldsaiert from the uncertainty
of the yield obtained from the one-dimensionats y2-fit in section 4.5.1.
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— The uncertainty in peaking background with real leptonst(se 4.5.1), estimated
from simulated background samples, are due to uncertaintitbe branching fraction
assumed [54].

The total additive systematic uncertainty is the sum in gaiade of the absolute uncertainties
listed, as summarized in table 4.17.

4.9 Branching fraction upper limit

The branching fractiof is generally calculated by

No served N ackgroun
BB — et — Notmnes ~ Nowsgrome @)
B

With Nobserved N0 Npackerouna D€ING the observed number of events and expected backgiound
the signal region, respectively s is the number of3-mesons in th&ABAR data sample (given
in table 2.1), and is the efficiency for detecting — 7/ ¢~ decays.

With the observed events consistent with background, nideexie for aB — /"¢~ signal
is found. Thus we set an upper limit on tihe— 7¢*¢~ branching fraction using a frequentist
method which takes into account both the uncertaintieserstgnal sensitivity §z x <) and
the expected backgroun®{,cxsrouna) [121, 122]. The signal efficiency varies by mode and is
given in table 4.19. The number &+-meson decays i+ = NBO(ﬁ) = 230.15 million.

The upper limit is computed at 90% confidence level, meartiag in the one-sided confi-
dence interval there is 10% probability or less that the walae of the parametel3] is above
this interval. This is basically a conventional frequenlisiit, following an approach due to
Neyman [123]. The uncertainties in sensitivity and backgbestimates introduces a Bayesian
viewpoint. However, the main source of uncertainty — thesBam statistics of the number of
events — is treated in a frequentist fashion.

A toy Monte Carlo technique is used to compute the confidemosli For a given num-
ber of observed events), background expectation\V{,,. + ox,,,) and sensitivity § + o5), a
Poisson distribution is constructed. Here, both backgilcamd sensitivity are assumed to have
Gaussian uncertainties. Based on this Poisson probabéigity-function, ensembles of toy
Monte Carlo experiments are generated. The branchingdraapper limit at 90% confidence
level corresponds to the value for which the toy Monte Carlzeginents yield higher branching
fractions in less than 10% of the experiments. By setting é@msisivity to unity, we similarly
obtain the upper limit on the number of signal events at 90%8idence level, given as 'Events
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Observed  Expected Events U.L. Signal B U.L.
Mode Events  Background 90% C.L. Efficiency 90% C.107(")

BY S rtete 1 0.90£0.24 3.0l (2.99) 7.1+03% 1.84 (1.83)
BY — mOete- 0 044+£0.23 189 (1.86) 57+05%  1.44 (1.42)
BY — e 1 0.96£0.29 296 (2.93) 47+03% 274 (2.71)
B® — nOut - 1 0274020 3.64 (3.62) 3.1+03% 512 (5.10)
Bt — ntep 1 1.55+0.49 243 (2.34) 6.3+0.3% 1.69 (1.63)
B® — % 0 1.22+0.50 1.21 (1.08) 3.7+0.3%  1.42 (1.28)
BY = a0t 1.16 (L.15)
B° — 700+ ¢- 1.16  (1.15)
B — wlti- 0.946 (0.936)
B — rmep 0.920 (0.83)

Table 4.19: Results of thB — /"¢~ analysis: The table includes observed signal candidate
events, expected background, signal yield upper limit & @0nfidence level, signal efficiency,
and the branching fraction upper limit at 90% confidencellellee numbers in parentheses are
limits evaluated without the inclusion of systematic unamties. The combined limits at the
bottom are derived from simultaneous limits calculatednftbe individual modes.

U.L. in table 4.19. This number corresponds to the numbesvehts for which 10% of the toy
experiments yield a larger number of events.

To evaluate the effect of the uncertainties in signal semitgibnd background, we have com-
puted the upper limits without uncertainties as well. Thenbars are given in parentheses in
table 4.19. As expected, the upper limits decrease wherrtantges are removed.

To combine results from the individual modes, we use the lgoadel isospin relation
betweenr* and7° as well as the world average [54] éf-meson lifetime ratiorg+ /750 =
1.071 4+ 0.009 as a constraint:

TB+

BB — ™) = ; {B(B+ — 7 ) + 2——B(B° — Woﬁg)} (4.5)

TBO

The most significant upper limit is obtained from tBeé — w*e*e™ channel, which yields
B(BT — 1Tete™) < 1.84 x 1077 at90% confidence level. The upper limit from thgt —
7Tt~ channel is considerably less restrictive due to the mucledaketection efficiency of
this mode. Here we obtailB(B™ — ntpu™p~) < 2.74 x 1077 at90% confidence level.

The best limit in the neutral modes is obtained from ffe— 7%¢Te~ channel, where no
events were observed. Here we fiffB® — 1e¢Te™) < 1.44 x 1077 at 90% confidence level.
Since the branching fraction for the neutral modes are égdeo be half of the corresponding
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charged mode, this limit is really less sensitive than the @tained for the charged mode. The
background expectation is also low in this mode, contritmutio a higher limit. TheB? —
7%, i~ channel is the least restrictive of tiie — 7¢*¢~ channels with3(B° — 7%uTu™) <
5.12 x 10~7 at90% confidence level. Here the background expectation is loasdtve do see
one event.

Assuming the partial widths a8 — 7/* ¢~ to electrons and muons are equal, the limits for
the two decay modes can be simply combined to provide a cadbimit of 1.16 x 107 for
Bt — ¢t~ and1.16 x 1077 for B® — 7%t ¢~.

Taking isospin symmetry into account (equation 4.5), the 8 — 7¢*¢(~ modes are com-
bined, yielding

B(B — mlt07) <0.95%x 1077 at 90% C.L.

For the lepton-flavor violating modes, the most sensitinatlis again obtained from the
charged mode which has a branching fraction of a factor twgelathan the neutral mode due
to isospin. TheB™ — 7w*eu channel has a higher detection efficiency and larger backgro
expected than the neutral mode. Thus, this limit is the mestrictive despite the one event
observed. The limit obtained B(B™ — wTeu) < 1.69 x 1077 at 90% confidence level. The
limit obtained from theB® — =% channel where no events are seeBi$B° — 7lcu) <
1.42 x 10~" at90% confidence level.

A combined limit is obtained for the lepton-flavor violatimyjodesB — mweu, assuming
isospin symmetry analogous to equation 4.5. The combimeitlik

B(B — mep) < 0.92 x 1077 at 90% C.L.
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Chapter 5
Conclusion

Electroweak penguin processes constitute an excitingréétwy for searching for effects of
physics beyond the Standard Model. Alreddy— sy measurements have become precision
measurements, and thie¢ — K*¢*/~ analysis is beginning to yield sufficiently large sample
of events that allow for measurements of forward-backwaygiremetries, branching fraction ra-
tios and other model-independent quantities that test tdwedard Model are put constraints on
models of new physics. So far, no measurements have beegsagrdement with the Standard
Model, but they also allow for many new physics scenarios.

The rare semileptonic penguin decBy — w/¢*{~ constitute another test of the Standard
Model. This mode has never been observed, and is expectadéaltbranching fraction of about
3.3 x 108 [47]. A search for thisB-meson decay mode has been performed using a sample of
(230.1 4 2.5) x 10° BB pairs produced at th¥(4.5) resonance in thBABAR experiment. No
excess of events is seen in the signal region, and an upperidirset for the lepton-flavor—
averaged branching fraction at 90% confidence level:

B(B — mlt0™) < 9.5 x 1078,

This upper limit is more than four orders of magnitude lowmart the previous limits set for
these decay modes [78]. This is about a factas @f 1 above the Standard Model prediction. A
branching fraction oft.1 x 10~8 has been predicted in the two-Higgs doublet model [47], and
our result does not put any constraint on this model yet. éraglgscrepancies may possibly occur
in other models, but have not been explored theoreticalllgen — d¢* ¢~ transition yet.

In addition, an upper limit on the branching fraction of tlepton-flavor—violating modes

111
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B — meyu is set at 90% confidence level:
B(B — weu) < 9.2 x 1075,

This is the first search foB — =w¢*¢~ events performed by the B factory experiments.
With anticipated final samples of order 1-aband with the small backgrounds observed in this
analysis, it may be possible in the future to achieve an éxgertal sensitivity comparable to the
Standard Model prediction. Figure 5.1 shows a projectiothefcurrent upper limit result for
B(B — w¢*t{~), assuming no more events are seen despite the increasimpkity. Figure 5.2
shows a similarly naive extrapolation of the significancepressed ass/v/B, based on the
current results. Here we assume that signal and backgrathdgale proportional to luminosity.

=
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| ‘ |
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Figure 5.1: Branching-fraction upper limit vs. integratachinosity projected for the search for
B(B — w(*¢~) events in the future. A data sample of 1000'fks expected by the end of
BABAR.

Based on the estimate given in figure 5.1, the upper limit redthl ab ! is comparable to
the Standard Model prediction 83 x 10~8. If there is also new physics present which contribute
constructively to these decays, an observation may be dt han

Additionally, possible improvements to the analysis arthinireach. For thd8ABAR data
collected during 2005 and later, a new muon detection systeised. This may improve the sig-
nificance of the muon modes. Improved background rejectiomdvalso improve the statistical
significance compared to the estimate in figure 5.2. Witheiased statistics, one can also do a
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Figure 5.2: Significances/+/B) vs. integrated luminosity projected for a futuséB — w(*(~)
measurement. A data sample of 1000fis expected by the end &aBAR.

maximum likelihood fit and improve somewhat from this methddhus, with some reachable
improvements to the analysis, is is very likely tHBBAR is able to detecB — w/"/~ events
before PEP-II switches off in 2008.
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Appendix A

Beam-background detectors

Beam background hitting the detector will over time causeafgarto the detector components
and electronics. The main known sources of beam backgroundsgnchrotron radiation(-
rays) in the vicinity of the interaction region; interactibetween the beam particles and the
residual gas in either ring; and electromagnetic showernsmgged by beam-beam collisions.

The synchrotron radiation is effectively reduced throughdesign of the interaction region,
so this source is expected to be low. Beam-gas scatteringss sewere when vacuum is poor,
and is usually reduced after some time of beam operatiors. i$ tine primary source of radiation
damage in the SVT and the dominant source of background hesdictor systems except the
DIRC. The third component, electromagnetic showers gereetatdbeam-beam collisions, is
directly proportional to the luminosity and is expected éathe dominant background over time.
This is already the main source of background seen by the DIRC.

During my work with detector operations for the EMC subsygstédid a study of the total
leakage currents of the EMC readout diodes since the stdBAB4R data collection 1999 (see
figure A.1, which shows the average leakage current per diodach of the channels, where
channel 8 and 9 correspond to the forward end cap). The darvegre recorded when none
of the beams were in operation, although residual backgroadiation may be present. The
leakage currents of the diodes are seen to increase ovemimeEh was expected. However, the
increase is far larger than expected from photon/electadration alone, and there is suspicion
that the damage is due to neutrons [1]. In any case, it renraipsrtant to reduce the radiation
damage as much as possible.
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Figure A.1: Average leakage current per diode, October 18@figh May 2002. The
total measured current per quadrant with no beams preseittied by the number of
diodes in the quadrant, is shown versus time in seconds.

A.1 EMC CsI(TIl)/PIN-diode Radiation Sensors

In order to protecBABAR against excessive radiation, especially during the bégiwf the PEP-

Il collision run in 1999, a protection system was designedthgasure instantaneous radiation
close to the beam pipe insi@aBAR. The EMC group made four sensors from materials left over
from building the EMC. The sensors are thus miniature calet@rs, consisting of a small piece
of CsI(TI) crystal with a PIN-diode for electronic readoutdavere installed along the inner wall
of the forward end cap of the EMC.

In the summer of 2002, PEP-II arBhBAR had a major shutdown to improve cooling to the
bellows close to the interaction point, which was neededtdioning with higher luminosity.
By this time, the signal from these sensors had become uaestahich was taken as a sign of
radiation damage. We made use of the shutdown opporturigptace the four radiation sensors.
The same mechanical setup was used as before, but the Cs}dthland the PIN-diodes were
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replaced.

A.2 Preparation and assembly

The active part of the sensors consists of an approximatelyx 1 cm?® block of Thallium doped
Csl crystal with a PIN diode attached with optical grease. Fin¢diodes draw currents of less
than one nA when un-irradiated, and the current increasesily with increasing radiation
incident on the diode surface. CsI(TI) crystal is a scinifavhose purpose it is to increase the
signal gain for the light-sensitive PIN diodes.

The old packages were removed fr@nBaR and taken apart. The mechanical housing was
the only part which was reused. The housing is a solid alumipiece with an approximately
2 x 4 x 4 cm? carved cavity in which the instrumentation of the sensais sfhe4 x 4 cm?
opening is covered by a thin aluminum lid. The old piece of T3I¢rystal was taken out and
inspected. It had acquired a slightly pink color, which ebamount to some 10% loss of light
yield.

Four new pieces of Csl(Tl) crystals were prepared (figure Aiggt machine cut by Light
Fabrication at SLAC, then hand polished in a fume hood (tommire breathing of toxic thallium
dust).

R
’
.

Figure A.2: New CsI(TI) crystals in the process of being gwid. The crystals aré x 4 x 1
cm?® blocks of scintillating material providing high photon ideor PIN-diode readout.

THAMAMATSU S3590-01 Si PIN diodes



126 APPENDIX A. BEAM-BACKGROUND DETECTORS

The finished crystals were finally wrapped with a diffuse e (165:m TYVEK paper)
with a1 x 1 cm? cut at one side where the PIN diode was attached. A thin lafeptical
grease between the PIN diode and the Csl(TI) crystal ensomesth light transmission from the
crystal to the diode. Cablésvere soldered onto the anode and cathode of the PIN diode. For
later convenience, the cables were equipped with conrgabout 1-2 meters from the sensor,
so that they can be taken out without unmounting the wholeefstem. A piece of Kapton(R)
tape covers the soldering joints to ensure that they ardateslifrom the aluminum lid. The
PIN-diodes are connected to the crystals by mechanicasypre$rom the lid of the aluminum
box, increased by a strip of foam stuck to the lid. Once thénéid been closed, the packages
were wrapped in black tape, calibrated and installed albagopper cooling pipes on the inner
cylinder of the end cap. The calibration will be describeddtail later. A picture of an almost

assembled sensor is seen in figure A.3, and figure A.4 showsftii® newly installed sensor
packages.

Figure A.3: Assembled background EMC
PIN-diode sensor without the aluminum
lid.

Figure A.4: Two sew sensor installed at
12 o’clock and 3 o’clock positions.

A.3 The electronic readout

The currents from the four EMC PIN-diode background detscéwe fed into a preamplifica-
tion board (figure A.5) located at the south-east sidB84BArR where the signals are amplified,
summed and converted into a voltage signal. The voltagetmubto the CAMAC Beam Abort
Module (figure A.6) located in the IR-2 alcove.

2BELDEN 88103, with a length of approximately 15 meters.
3Burndy Trim Trio
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Figure A.5: Two pre-amplifier boards

in a mobile crate attached to the east Figure A.6: CAMAC Beam Abort Module
side of theBABAR detector. in the IR-2 alcove.

The CBAM was designed for thBABAR Protection System and is connected to the PEP-II
beam abort system. ThBaABAR Protection System as a whole was designed to be capable of
dumping the beams or inhibiting injection if the radiationsd rate was above a certain level.
The output of the CBAM module is read in by EPICS [2], the slowcol system forBABAR,
where the signal from the four EMC PIN-diode sensors ardledh&MC TOTL.

A threshold is set on the CBAM, which corresponds to a levelralibe beams should be
dumped. For the EMC-diode signal, this beam-dump mechanasrblen disabled, but at a
signal 70% of the threshold setting, the injection rate balreduced.

A.4 Calibration of the new sensors

The sensors were calibrated using a 5.6 Ci Cobolt 60 sourcdaedlty available at the Radi-
ation Physics / OHP department at SLAC. The well is a narrovit stith a bucket containing
a radioactive Co60 source. The bucket can be raised or lowertke well and thus providing
different radiation intensities due to the distance betwe source and the diodes. The lowest
radiation dose provided (with the bucket at the bottom ofileé) is 3 mrad/min and the highest
radiation dose provided (with the bucket high up in the wislB00 mrad/min.

The goal of the calibration is to be able to understand thpuiutoltage from the CBAM
in terms of radiation incident on the sensors. Ideally thisutd have been done by calibrating
the sensors and its full readout chain as one unit. Howevs,td time constraints only the
sensors and preamplification boards were calibrated. B&tsrof further amplification stage in
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the CBAM were based on the schematics, as well as some testiragasts after installation.

The calibration had to be done in two steps due to initial jgois with figuring out the
grounding scheme on the preamplification boards. The semisemselves had to be installed
before the SVT cables were reattached after the shutdowithais there was a time constraint
in having the sensors calibrated. Therefore, the sensaes eedibrated first, to understand the
currents induced as a function of radiation. The electowias calibrated later to understand the
combined voltage as a function of input currents.

A.4.1 Calibration setup

The setup consisted of all four EMC background sensors oRligaglas on top of the source
well. The cables connecting the sensors to the preampidichbard, ran out into the adjoining
room where the electronics was set up for reading out thdtiegwoltages. The output of the
preamplification board was read out with an oscilloscop@geiwith all channels connected or
with single channels connected.

In the following, the four sensors are named according to fhesition along the cooling
pipes on the inner cylinder of the end cap: “12 o’clock” piosit (top), readout channel O;
“3 o’clock”-position (east), readout channel 1; “6 o’cldghosition (bottom), readout channel 2;
“9 o’clock”-position (west), readout channel 3.

The output voltage from the preamplification board was messat about 5-10 different
radiation intensities between the lowest and the highesitipo of the bucked in the well. The

Figure A.7: Calibration in Co60 Source well, “aerial view”. lfcsensors are seen on a sheet of
Plexiglas on the top of the well. The radiation level is meadwvith a radiation meter (Radcal).
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(ASP-1) | (Radcal) | 12 o'clock | 3 o’clock | 6 0o’clock | 9 o’clock

[rad/} | [mrad/mij | Ch. O[nA] | Ch. 1[nA] | Ch. 2[nA] | Ch. 3[nA]
0.0 0.0 0.24 0.27 0.25 0.43
0.2 3.0 0.53 0.58 0.50 0.70
1.6 25 2.50 2.80 2.25 3.00
2.6 50 4.90 5.00 3.80 5.30
4.6 75 7.50 7.60 5.80 8.00
6.0 100 9.50 10.00 7.50 10.5
7.5 125 12.40 12.80 9.60 13.20
9.1 150 14.50 15.00 11.00 15.50
12.0 175 17.40 17.90 13.30 18.40
14.0 200 19.60 20.50 15.20 21.00

Table A.1: Calibration data from the new EMC PIN-diode ses$oased at 30 V.

dose rate at the calibration points were measured with atiadimeter.

A.4.2 Calibration of individual sensors

The voltage regulator on the original preamplification hia@rned out to be damaged, and until
the damage could be repaired, we first tested the sensogsthsispare preamplification board.
The currents read out from the individual channels showéaeal response, indicating that the
sensors were working as they should.

Most importantly, we calibrated the diode currents digegtlthout the amplification stage
using a pico-amperemeter. This required the diodes to legesbiased due to the low currents.
For this we used a 30-V voltage supply/ {2 resistor, the diode and a BNC pico-amperemeter.
This gave a reliable relation between currents drawn byrttiwidual diodes and radiation inci-
dent on the sensors. The results can be found in table A.1llatidgin figure A.8.

Normally the diodes are operated without reverse bias gejtaince a bias voltage may
increase the radiation damage to the diodes. A bias voltafeincreases the stability and
linearity of the diodes, but the currents are the same withvaithout reverse bias voltage.

For this measurement, two radiation meters were used: R8d&aland ASP-1. The former
is the reliable one, but this one was unfortunately not atseél for the later measurements. The
discrepancy between the two meters are seen from the firssecwhd column of table A.1
The tables in this appendix contains the raw, uncorrectadimgs from the ASP-1 (measured in
rad/h), but the plots have the corrected numbers.
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Figure A.8: Measured leakage current vs. radiation for #¢n@ EMC PIN-diode sensors biased
at30 V.

A.4.3 Calibration of the preamplification boards

After the original preamplification board was repaired ane grounding understood, both of
the preamplification boards were calibrated to understhadédlation between output voltage
and input currents. It was difficult to obtain any device dyjmg currents of a few nA, so in
this calibration we made use of some old radiation detect@ade by the DCH group to provide
currents of approximately the right magnitude.

These old DCH diodes first must be calibrated in the same wayeaENMC diodes, biased
at 30 V and read out by a pico-amperemeter. These diodes waltesand had some radiation
damage, but they still provided a reliable input currenthad tight order of magnitude when
irradiated. These measurements are shown in table A.2 atibglin figure A.9. This data
serves as a reference for combining the currents from the BMd@es with the voltage of the
pre-amplifier boards.

The pre-amplifier boards were then connected to the DCH djcates the measurements
were done again for individual channels and all channelsbioed with DCH diodes at the
source well. The raw data from these measurements are givables A.3 and A.4 and con-
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(ASP-1) | 12 o'clock | 3o'clock | 6 o'clock | 9 o'clock
[rad/f | Ch. O[nA] | Ch. 1[nA] | Ch. 2[nA] | Ch. 3[nA]
0.0 2.30 0.62 1.00 0.60
1.0 2.50 1.00 1.50 1.00
3.0 3.40 1.80 2.40 1.80
6.0 5.00 3.10 4.00 3.20
10.0 7.20 4.90 6.10 5.00
15.0 8.90 6.30 7.80 6.45

Table A.2: Calibration data for old DCH diodes biased at 30 \é @itagram shows data for each
sensor plotted vs. radiation.

stitutes a calibration of the boards as a function of ragimtiUsing data from table A.2, we
can translate voltage vs. radiation into voltage vs. inputents. To do this, we assume that
the currents are the same whether the diodes are biased. dfigote A.10 shows this relation
for individual channels, and figure A.11 shows the outputage as a function of input currents
when all channels are connected to irradiated sensors.

(ASP-1)| 12 o'clock | 3o'clock | 60'clock | 90o'clock | Sum
rad/H | Ch. 0O[mV] | Ch. 1[mV] | Ch. 2[mV] | Ch. 3[mV] | [mV]
3.0 182 165 206 164 736
6.0 468 392 492 396 1760
10.0 850 692 860 712 3240
15.0 1190 990 1200 1020 4520

Table A.3: Calibration data for the original preamplificatiooard.

(ASP-1) | 12 o'clock | 3o’clock | 60’clock | 9o’clock | Sum
rad/ | Ch. 0O[mV] | Ch. 1[mV] | Ch. 2[mV] | Ch. 3[mV] | [mV]
1.0 60 48 60 60 222
3.0 214 172 204 188 800
6.0 500 412 492 424 2000
10.0 870 710 850 728 3300
15.0 1200 980 1160 1000 4480

Table A.4: Calibration data for the spare preamplificatioardo
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Figure A.9: Measured leakage current vs. radiation for ed¢he old DCH PIN-diode sensors

biased at 30 V.
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Figure A.10: Measured single channel output voltage ofioaigyleft) and spare (right) pream-

plification board vs. input currents.
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Figure A.11: Plotted here are the sum of input (DCH-diodejenis versus total output voltage
with all channels connected. To the left: voltage readimgmfthe original board, and to the
right: voltage readings from the spare preamplificationrtea

A.5 Radiation Dose-Rate Calculations

In order to extrapolate voltagg vs. currenty or radiationx to larger currents suitable for the
EMC diodes, the data points in figures A.10 and A.11 are fitveafirst-order polynomiaf(g),
expressing output voltage in terms of the input curr@niy in turn is a function of radiation
x, g(x). The functionf(g) is specific for the preamplification board,(and f;, representing
voltage from the “original’and the “spare” preamplificatiboards, respectively), andzx) is
specific for the diode sensorgyandgg, representing currents from the DCH and EMC diodes,
respectively).

We see from the figures that all the fits f0g) have almost the same slope. The slope for
the total output voltage is systematically a bit higher tti@nslopes for the individual channels.
This mirrors the fact that the total voltage with all charsnebnnected were also systematically
higher than the sum of voltages from single channels coeddtables A.3 and A.4).

The constant term irf differs a bit depending on the diodes’ dark current, sineegpteam-
plification board has been tuned to give 0 V at 0 mrad/min. Tdmé& durrent for the old diodes
are much higher (2.3 nA, 0.62 nA, 1.00 nA and 0.60 nA) than vithvey are for the new EMC
PIN diodes (0.24 nA, 0.27 nA, 0.25 nA and 0.43 nA), thereftwe ¢onstant term is larger for
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Figure A.12: Estimate of preamplification board output ag# vs. currents for single EMC PIN
diodes (original preamplification board to the left, sparegmplification board to the right).

f(gp) than for f(gg).

The constant term is not of any major interest in these clifims because the baseline
current (dark current) will inevitably change with time & tdiodes are exposed to radiation,
and the trimming potentiometers on the preamplificationrtd@ed the CBAM will need to be
adjusted so that the output voltage show 0 V when beams are off

For the single-channel slopes, figure A.12 gives an estiofatiee output voltage from the
preamplification board with respect to currents from singger EMC diodes by merely using
the same slope as obtained from figure A.10, but adjustingdhstant according to dark current
(requiring 0 V at 0 mrad/min). The constant term here is fotredh the product: (-1)x the
slope x the diode dark current. We can do the same for total voltagje iespect to the sum of
all four input currents. This is shown in figure A.13.

To obtain the output voltage from a given preamplificatioatoloas a function of radiation,
f(z), we substitute the curregix) with the measured old DCH diode currenis,(z), or the
measured new EMC diode currengg(z) , as obtained from the calibration of individual diode
sensors at 30 V. FofP this should agree with the curves obtained from the predicgtion
board calibrations in tables A.3 and A.4. These curves haea Iplotted in figure A.14. The
calculatedf () is given in table A.5. Comparing the functiofiS(x) in the table with the curves
in figure A.14 shows that they mostly agree; the largest dsamcy is for the slope in channel
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Figure A.13: Estimate of total preamplification board outpoitage vs. the sum of the EMC

PIN diode currents (original preamplification board to tb#,|spare preamplification board to

the right).
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Figure A.14: Original Pre-Amplifier Board output vs. radoati(measured), to be compared with
the f,(x) entries for channels 0 - 3 for the old DCH sensors in table A.5.
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channel old DCH sensors new EMC sensors
0 gn(z) = 2.032+40.032z ge(z) = 0.129 + 0.097 x
folg(x)] = —424.2+179.5¢g(z) | folg(x)] = —43.1+179.5¢(x)
fslg(x)] = —405.1+179.5¢(x) | fslg(x)] = —43.1+179.5¢9(x)
fP(z) = —59.5+5.7x E(y) = —19.9+ 174x
1 go(r) = 0.516 +0.027 z ge(z) = 0.159 +0.101x
folg(x)] = —133.2+4+173.8¢g(x) | f,lg(x)] = —46.9 + 173.8g(x)
fslg(x)] = —123.54+1729¢g(x) | fslg(x)] = —46.7+172.9¢g(x)
fP(z) = —43.5+4.7x Elz) = —193+176x
2 go(z) = 0.877+0.032z ge(x) = 0.239+0.074x
folg(x)] = —201.9+176.9¢g(z) | folg(x)] = —44.2+176.9g(x)
fslg(x)] = —190.2+ 171.7g(z) | fslg(x)] = —43.0+ 171.7g(z)
fP(r) = —46.845.7x fBa) = -19+13.1x
3 gp(r) = 0.497+0.028 2 ge(z) = 0.340 +0.103
folg(x)] = —135.7+174.2¢(x) | folg(x)] = —T74.9+174.29(x)
fslg(x)] = —113.94+170.6 g(z) | fslg(x)] = —73.4+170.6 g(x)
fPz) = —49.1+59x fBa) = —15.7+179z
total go(z) = 3.92+0.119z ge(z) = 0.867 +0.375z
folg(x)] = —927.3+181.9¢g(z) | folg(x)] = —216.5+ 181.9 g(x)
fslg(x)] = —829.7+179.9¢(x) | fslg(x)] = —214.1+179.9 g(x)
fP(z) = —2143+21.6x fB(z) = —58.8+682x
fP(z) = —124.5+21, 4z fEz) = —581+675z

Table A.5: The equations for calculating voltage outputrfrthe preamplification board from
diodes leakage currents at different radiation dose rdie&h of the four channels measured
with DCH diodes, then based on measured dark current, ctdcular EMC diodes. The units
are:[z] = mrad/min,[g] = nA, [f] = mV.

3. In the case of*, we do not have this direct measurement, and the curve tinofitave need
to rely on the calculations, given in the last column in tahls.

Table A.5 summarizes the measured and calculated relabiengeen radiation:, current
g and voltagef for the “original” and “spare” preamplification boards ar tfour “old DCH
diodes” and the four “new EMC diodes”. The equatior$z)and gp(z)are obtained directly
from the fit to data in tables A.1 and A.Z,[g(x)]and fs[g(x)]in the “old DCH sensor” column
are obtained from fits to the data in tables/figures A.3 and Ak same functions in the “new
EMC sensor” column inherits the slope from the “DCH” measugrts, but have constant term
adjusted according to different diode dark currents. Thea#qgns forf,(x) and fs(z) are the
results of substitutingp (x)or gg(x)in f,[g(z)]and fs[g(x)], respectively. The functiongx) in
the “total” row are a sum of the currents in each individuamhel,g(z) = >, g;(x).
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Figure A.15: Final estimate of preamplification boards atitp.r.t input currents from the EMC
PIN-diode sensors, and w.r.t radiation, for the originalgmnplification board (left) and the spare
preamplification board(right).

In figure A.15, the estimate of output voltage from the prelfinption boards with respect
to total current in from the new EMC diodeg[¢r(z)) are plotted. In the same picture, the
radiation incident on the EMC PIN-diode sensors is givenraalgernative x-axis, making this
also a curve of the estimatgd (x). As already noted, the constant terms in the fits are arpitrar

The CBAM comes on top of this, but as this is only an inverteg, stope will be the same,
and only the constant term will be affected.

A.6 Cross-checks

As an independent cross check, four packages of various tffiosimeters were installed close
to the PIN-diode sensors. Most of these dosimeters (optirsit types) have very high dose
absorption, and need to stay in for some length of time beferean see any measurable effect.
In each package there is also one ordinary TLD (Thermoluscieiet Dosimeter), which only
measures doses precisely up to about 50 rad, and so showddeut at an earlier stage. These
ordinary TLDs also have the nice feature that they can @jatsh between neutron radiation and
other forms of radiation.

After nearly one year of running after the PIN diode sensagsevealibrated and installed,
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the dosimeters were taken out, and accumulated radiatise doecked. This radiation dose
was compared to the integrated voltage signal recorded i@ &P he analysis of EPICS data is
presented in section A.6.1. The results of the dosimeteiogas presented in section A.6.2.

A.6.1 Cross-check with EPICS data

emc_totl vs. time
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Figure A.16: Voltage (EMCTOTL signal) plotted as a function of time, from Nov 5, 2002ilun
June 30, 2003, averaged over periods with beam, without paadithe difference between the
two (pedestal subtracted voltage).

The result of the calibration with the Co-60 source can be sanaed in a single equation
expressing the voltagé/, as a function of dose rate;

U(z) = 1.137z, (A.1)

with [U] = V and[z] = mrad/s. Note that the unit used fois now mrad/s, while the figures in
earlier sections quote mrad/min. Turning the equationratt@ives us the dose rate as a function
of voltage, which is more convenient for finding the integthtlose rate:

_ ADose

Rate = z(U) = N 0.88U, (A.2)
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and so by integrating the voltage over time, we get the actateuidose:
/ d(Dose) = 0.88 / U(t)dt (A.3)

The voltage read out from CBAM into EPICS is stored in the Ambeatabase, and this
information can be retrieved. In figure A.16, the voltagel@tpd as a function of time for all
of the Run 3 period. The plot shows three curves, one repiegeviltage readings in periods
with beams on, one representing voltage readings in pewidtisbeams off, and the third one
representing the difference of the two. Thus, the third Isnéhe pedestal subtracted voltage.
Assuming equation A.3 obtained from the Co-60 calibrati@nthie correct relation between
voltage and dose, a numerical integration of the pedestdtatied histogram in figure A.16
gives total absorbed energy dose

D 4 pIN—_diodes = 816402 mrad = 816.4 rad /8months = 102 rad/month (A.4)

Since the dose D [rad] is per unit mass, it would be more cotodoterpret the average dose
seen by the four detectors:

DpiN_diode = 204.1 rad/8months = 25.5 rad /month. (A.5)

Given that dosimeters were installed in all four locatiansauld also have been of interest
to compare dosimeter and PIN-diode sensor in each locdiignye do not have the signal for
each of the PIN-diode sensors read out, only the sum of thesfgnals.

A.6.2 Thermoluminescent dosimeter cross-check

There were 4 TLDs present from Nov 5, 2002 until August 18,3@ach located close to one
of the background sensors. Each TLD was replaced once dilnénigtal period. The total dose
absorbed in each location is calculated as a simple sum.

Each TLD consists of four elements, in table A.6 given as EIE8 and E4 ar€'a SO,
phosphor with plastic and lead filters respectively. Thepoase on these elements are almost
purely due toy radiation. E1 and E2 also sgeandn radiation.

On recommendation from H. Tran at ES&H Radiation ProtectiddLaAC, we use the signal
from E2 as the total accumulated dose and the signal from Edeasccumulated dose due to
photons. Thus we have accumulated from November 5, 2002 ugtud, 2003 ( approximately
9.5 months ):



140 APPENDIX A. BEAM-BACKGROUND DETECTORS

TLD Time El E2 E3 E4 Photon | Neutron
Id range [rad] [rad] [rad] [rad] ED [rem] | ED [rem] || E2/E4 | E3/E4
3h 1082 Nov5-Jan24 || 67.58 | 60.07 | 37.80 | 40.97 37.06 25.93 15 0.9
6h 1350 Nov5-Jan24 || 89.20 | 82.43 | 91.95 | 83.94 76.68 9.24 1.0 11

12h| 3676 | Novs-Jan24 | 91.65 | 85.28 | 116.50| 8528 | 77.70 | 1074 | 1.0 | 1.4
[Oh | 1165 | Nov5-Mar27 || 143.05] 139.32] 103.66] 112.73]] 101.85 | 3943 | 12 | 09 |

3h | 6000672| Jan24-Augl8| 282.22| 244.87 | 207.29| 234.70|| 208.60 52.07 1.0 0.9
6h | 6000713| Jan24-Augl8| 331.53| 304.28| 302.38| 232.03| 211.55 104.06 13 1.3
9h | 6001013| Mar27-Augl8| 124.47| 117.92| 81.29 | 77.45 70.69 49.96 15 1.0
12h | 6001585| Jan24-Augl8|| 314.13| 290.32| 369.12 | 294.82|| 269.09 32.94 1.0 1.3

Table A.6: Summary of results from dosimeter (TLD) crossath

e 3h: 304.94 rad total, 275.69 rad due to photons, 29.27 radadoeutrons.
e 6h: 386.71 rad total, 315.97 rad due to photons, 70.74 radadoeutrons.
e 9h: 259.24 rad total, 190.18 rad due to photons, 69.06 radcdoeutrons.

e 12h 375.60 rad total, 380.10 rad due to photons, -4.5 radaoetutrons.

Uncertainties in the measurements of the TLD readings wetrsupplied, but we state the
result as an average of the four locations, and give the measunt error as the spread in values,

giving:

Drip (total) = (331.67721) rad/9.5months = 34.9%7-% rad /month (A.6)
Db (photons) = (290.5755.) rad /9.5months = 30.6]7 rad/month (A.7)
D11b (neutrons) = (41.1732:¢) rad/9.5months = 4.37%{ rad/month (A.8)

These numbers must be compared to equation A.5. Given fdatigeruncertainties, it looks
like the result obtained integrating the EMKODTL signal is consistent with the photon dose

measured by the TLDs.
We have compared the values read out from the diodes andistotiee ambient database,

with the dose accumulated by nearby dosimeters. Since ystatiPIN-diode detectors are used
as input in the evaluation of beam quality, it is importardtttheir measurements are reliable, at
least on a relative scale.
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A.7 Concluding remarks

This study suggests that crystal-PIN-diode sensors haasumed about 74% of the total dose
accumulated by the TLDs in approximately the same positidinge assume the crystal-PIN-
diode sensors are sensitive to photon radiation only, theejpancy is smaller (83% of the TLD
result). The discrepancy may be much larger, however, ifctlystal-PIN-diode sensors are
sensitive to neutrons as well, as this would not have bednded in the calibration, since no
neutron radiation was present during calibration. Thera s&rong suspicion that this is the
case [1].

Until now the EMC PIN-diode background detectors have oslgrbused as a relative mea-
surement of background radiation from the beams, in ordprdtect against excessive radiation
during poor injections. The calculation of dose-rate fréwve EMC TOTL voltage is only meant
to support decisions on where to set the limits as to whatrsaggng radiation for the EMC (see
also [1]).

The sensors might need to be replaced (at least) once mang dioe life of theBABAR
experiment. My suggestions in case of this, is that we radenshe choice of cables, as the
ones used now are not really low-noise and the diode signalrysweak. The electronics is also
very sensitive to variations in temperature and humiditg t#he only method used until now for
stabilizing this has been to insulate the pre-amplifierecvdth foam. Perhaps there are ideas for
better solutions out there and if so, perhaps it would behwdntle trying to implement the tem-
perature corrections with thermistors once again. | woidd advice in favor of thinking about
a better mechanical setup for the diode in the box, to enbatettdoes not move with respect to
the crystal and that there is no air gap between the two. Anqbssibly large source of error is
the baseline subtraction in the EMIOTL integration. Some better averaging / histogramming
algorithm may be able to improve this.

The study as described only makes a simple average overlthientel range. Also, the time
range considered for the crystal-PIN-diode detectors atdhe exact same as the time range
the TLD’s were accumulating doses, and the time range of @aEhalso differ a bit, and it is
possible that these were saturated towards the end of teespan.

With the uncertainties discussed taken into account, thidysshows that the crystal-PIN-
diode sensors do measure approximately correct dose ridte farward end cap of the BABAR
calorimeter.
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