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Abstract
Thule Air Base in northwest Greenland experienced an extreme windstorm dur-

ing the night of 8/9 March 1972. The event is not among official WMO records

because the anemometer broke after recording the highest gust of 93 m s−1. A recent

study re-examined the event based on coarse-resolution reanalyses and observations

which, however, did not fully resolve the proposed storm processes. This is the first

study that uses high-resolution numerical simulations to investigate the processes

associated with this windstorm. A cold-frontal inversion and strong flow across the

mountain ridge upstream of Thule Air Base (associated with a passing low pressure

system) are shown to be key factors for the severe downslope windstorm in the lee of

the ridge. It is shown that trapped lee waves occurred during the initial phase of the

storm, but did not contribute to the highest wind speeds as proposed in the previous

study. It is confirmed that rotor circulations occurred which possibly contributed to

the large wind variability and, hence, large differences between individual observa-

tion sites. However, no rotors were present at the time of the highest simulated wind

speed. Instead, wave breaking above the lee slope is found to indirectly contribute to

the wind maxima by facilitating Kelvin–Helmholtz instability at the top of the shoot-

ing flow that caused intense wind speed pulsations near the surface. In agreement

with the previous study, a corner jet was simulated, however it was not responsible

for the strong winds in the vicinity of the air base. Sensitivity experiments showed

that the flow field was considerably influenced by the high topography downstream

of the air base and that simulations with very thin or no sea ice cover over Baffin Bay

resulted in a weaker frontal inversion and up to about 30% lower maximum wind

speeds.
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1 INTRODUCTION

Wherever fast-moving air encounters mountainous terrain,
there is potential for severe weather phenomena such as
downslope windstorms. Such phenomena may be manifested
in their most extreme forms when strong contrasts in air tem-
perature occur, such as when midlatitude air meets the vast
glaciated landscapes and frozen oceans of the polar regions.
Due to scarce observational facilities in such areas, presum-
ably many of the most extreme conditions are undetected.
Nevertheless, during the night of 8/9 March 1972, a US Air
Force base in northwest Greenland, Thule Air Base (TAB),
endured and recorded a windstorm that deserves the des-
ignation extreme. Observed wind gusts reached 93 m s−1 at
one of the measurement sites at TAB. In a re-examination
of this event, Moore (2016) doubted the first explanation of
Stansfield (1972) that katabatic flow down the Greenland Ice
Sheet and funnelling in local valleys could have produced
the observed wind gusts. Rather, Moore (2016) concluded
that downslope winds associated with trapped lee waves were
responsible for the observed high winds. However, this con-
clusion was based on reanalyses, surface observations and
radiosonde data, i.e. a coarse-resolution dataset that does not
fully capture gravity wave processes. Furthermore, the link
between trapped lee waves and strong near-surface winds
down the lee slope is not obvious. For example, trapped
waves might be a concomitant phenomenon but not the direct
reason for the strongest winds since the wind speed max-
imum usually occurs upstream of the first lee wave crest
(e.g. Doyle and Durran, 2002; Vosper, 2004). The goal of
this study is to explicitly resolve gravity-wave processes with
high-resolution numerical simulations and thereby fill the gap
in reasoning.

Downslope windstorms, in one form or another, are
a well-known phenomenon in many mountainous regions.
There have been numerous efforts to theoretically describe
such storms during the past century and there has been scien-
tific discussion and dispute about the validity and limitations
of different theories. While there were attempts to explain
downslope windstorms as a hydraulic analogue of subcriti-
cal to supercritical flow transitions (e.g. Long, 1954; Smith,
1985; Durran, 1986; Gohm and Mayr, 2004; Gohm et al.,
2008; Jiang, 2014), another branch of theory made the link
with reflection and resonance of vertically propagating grav-
ity waves and wave breaking (e.g. Klemp and Lilly, 1975;
Peltier and Clark, 1979; Laprise and Peltier, 1989). How-
ever, studies of real downslope windstorms demonstrate that
in each case different factors can be important and that char-
acteristics can even change throughout individual phases of
a single event (e.g. Gohm and Mayr, 2005). Mountain geom-
etry, a temperature inversion close to mountain height, wave
breaking above the lee slope of the mountain and vertical lay-
ering of wind speed and stability are all factors that have been

found to be important with respect to downslope windstorms
(e.g. Mayr and Gohm, 2000; Vosper, 2004; Durran, 2015a;
Stiperski et al., 2017).

The study area, with TAB at its centre, is shown in
Figure 1. Place names were adopted from the Greenlandic
geographic information system (NunaGIS, 2018) and pre-
vious publications (Stansfield, 1972; Moore, 2016). TAB
was built in secret by the US Military starting in 1951 and
is located on the south shore of the Wolstenholme Fjord
(Figure 1b). The peninsula between Wolstenholme Fjord and
Cape York, where TAB is located, does not seem to have its
own name and is for the purpose of this study referred to
as Pituffik peninsula, after the name of the lowlands upon
which TAB was constructed. Pituffik peninsula is the south-
ernmost part of a protrusion on the west coast of Greenland
that frames Baffin Bay in the north (Figure 1a). The glacier
called Store Landgletscher forms a topographic ridge, south-
east of TAB, which is on average 700 m high and rises to
join the Greenland Ice Sheet at the connection of the penin-
sula with mainland Greenland (Figure 1b). If not otherwise
specified, ridge refers to this specific topographic ridge. The
ground around TAB is permafrost and, according to the land
use categorization of the ERA-40 reanalysis from the Euro-
pean Centre for Medium-range Weather Forecasts (Uppala
et al., 2005), most of the Pituffik peninsula was covered by
ice and snow in March 1972.

The study by Moore (2016) has sparked new attention and
interest in this historical extreme event by linking the high
wind speeds to trapped lee waves, wave breaking, rotors and
a corner jet. The goals of this study are

• To use high-resolution numerical simulations to investi-
gate the atmospheric processes that led to the windstorm
and observed extreme wind speeds at TAB;

• To test the hypotheses in Moore (2016) against results from
the numerical simulations;

• To asses the sensitivity of the model results to varying sea
ice and snow cover as well as the influence of mountainous
terrain downstream of TAB;

• To compare this event to established downslope windstorm
theory.

The remainder of this article is organized as follows. Avail-
able observations of the event as well as the numerical model
are described in Section 2. In Section 3 results from the
numerical simulations are used to describe the synoptic- and
mesoscale development before and during the windstorm.
This section also contains selected results of the control
simulation and two sets of sensitivity experiments that high-
light important aspects of the windstorm at TAB. Results
are discussed in Section 4 and conclusions are drawn in
Section 5.
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(a) (b)

F I G U R E 1 (a) Second WRF model domain with Δ𝑥 = 9 km, and location of two nested domains (dashed boxes) with Δ𝑥 = 3 km and
Δ𝑥 = 1 km. Sea ice fraction from ERA-40 is indicated from zero (blue) to one (white) and locations of TAB and the radiosonde stations listed in
Table 2 are shown in red. (b) Immediate surroundings of TAB inside the Δ𝑥 = 1 km domain. Measurement sites TAB, PS7, BEW and PMT from
Stansfield (1972) are marked in red. Important geographic features are labelled in blue. The downstream terrain that was flattened in the DFLT
simulation is hatched and coloured. The SYNOP stations DUN and QAA as well as the upstream location (UPS) are marked in black and the
cross-section line C–C′ is shown in red. Grey contour lines indicate terrain height with increments of (a) 400 m and (b) 100 m. Full names and other
details of the measurement sites are listed in Table 2

2 DATA AND METHOD

2.1 Observations
Observations of the event are rather scarce and are limited
to a few SYNOP and radiosonde observations by the Dan-
ish Meteorological Institute (DMI) and the documentation
from TAB. In October 1972, seven months after the wind-
storm, Stansfield (1972) published an article that documented
the event as it was recorded at TAB. Most of the measure-
ments, including the ones of the highest wind speeds at Phase
Shack 7 (PS7), were taken by the observational system at
TAB. The meteorological department at TAB as well as the
557th Weather Wing and the 21st Space Wing of the US Army
have been contacted by the first author in order to find out
whether the original observations of 8 and 9 March from
TAB could be recovered. Unfortunately, at the time of writ-
ing, no record of the original observations seems to exist.
However, there is no reason to doubt the validity of the obser-
vations published in the article by Stansfield (1972). Table 1
provides an overview of wind measurements from the obser-
vational system of TAB. Locations of the observational sites
are indicated in Figure 1b .

PS7 is a survival shelter and measurement site along the
road to the Ballistic Missile Early Warning System (BEW)
site. Pingsorssuit Mountain (PMT) describes an elevated
radar site south of TAB. In addition to the wind measure-
ments, the minimum sea level pressure in the centre of the
low pressure system was estimated to be around 970 hPa.

Temperatures at TAB were estimated between –18 and –15 ◦C
during the event and the average temperature of PS7, BEW
and PMT was –26 ◦C. Sustained wind speeds in Table 1 con-
form with the US standard of 2-min sustained wind reporting.

At the time of the windstorm, radio soundings were con-
ducted twice daily at 0000 UTC and 1200 UTC at a station
called Pituffik (PIT, WMO no. 04202) directly at TAB. Ver-
tical profiles from this location and other radio soundings
from the west coast of Greenland and the Canadian Arc-
tic were used for model validation in section 3. Radiosonde
data were obtained from the Integrated Global Radiosonde
Archive (IGRA, 2018).

In 1972 there were two SYNOP stations close to TAB,
both of which were operated by the DMI. The station named
Dundas (DUN, WMO no. 04200) was in the immediate vicin-
ity of TAB and the other one, Qaanaaq (QAA, WMO no.
04205), about 100 km north of TAB (Figure 1b). While DUN
recorded observations at 3-hr intervals between 1200 UTC
and 0000 UTC, QAA recorded only twice a day at 1200 UTC
and 1800 UTC. No indication of the windstorm is apparent in
the QAA record and the DUN dataset lacks the possibly most
interesting observation at 0000 UTC 9 March, leaving a data
void of 15-hr between 2100 UTC 8 March and 1200 UTC 9
March. The wind record at DUN indicates calm conditions
(zero wind speed) during a large proportion of the avail-
able SYNOP observations, which seems questionable given
a mean wind speed in March of above 3 m s−1 (Stansfield,
1972). In addition, no extraordinary weather is indicated at
TAB at the time of the windstorm. This differs considerably
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T A B L E 1 Values of sustained wind speed (2-min averages) that were exceeded during the indicated period on 9
March 1972 and measured peak gusts with their associated times as published in Stansfield (1972). Measurement sites
are shown in Figure 1b

Location Sustained wind speed (m s−1) Period Gust (m s−1) Time
TAB ≥ 30 0000 UTC – 0400 UTC 49 0355 UTC

PMT ≥ 51 2330 UTC∗– 0700 UTC 72∗∗ —

BEW ≥ 51 0200 UTC – 0500 UTC 65 —

PS7 ≥ 62 0100 UTC – 0500 UTC 93 0155 UTC

All times are for 9 March, except for * which is for 8 March. **The gust value at PMT was estimated.

T A B L E 2 All measurement stations of this study with their abbreviation, elevation above mean sea level (if known), WRF model terrain
height, and position. Δx is the grid spacing of the model domain from which the model terrain height and data were retrieved, except for ∗ which
was retrieved from the 1 km domain

Location Abbreviation Elevation (m) Model elevation (m) Latitude (◦N) Longitude (◦W)
Air base weather stations Δx = 1 km
Thule Air Base TAB 77 115 76.533 68.700

Pingsorssuit Mt PMT 545 76.401 68.728

Ballistic Missile
Early Warning
System

BEW 328 76.570 68.300

Phase Shack 7 PS7 302 300 76.523 68.328

DMI SYNOP stations Δx = 3 km
Dundas DUN 21 71 76.567 68.800

Qaanaaq QAA 16 36 77.467 69.217

Radiosonde stations Δx = 9 km
Pituffik at TAB PIT 77 65∗ 76.533 68.750

Alert ALE 65 47 82.500 62.333

Aasiaat AAS 43 17 68.708 52.852

Iqualuit IQA 22 61 63.750 68.550

from the Air Base’s own observations at TAB (Table 1), there-
fore one should be cautious when interpreting these SYNOP
datasets. The scarce observations are nevertheless used for
model validation in Section 3.2.

2.2 Numerical model
All numerical simulations in this study were performed with
version 3.8.1 of the Polar WRF model, a modified version
of the Weather Research and Forecasting (WRF) model opti-
mized for applications in polar regions. Polar WRF has been
developed by the Polar Meteorology Group at the Byrd Polar
and Climate Research Center of the Ohio State University
(Hines and Bromwich, 2008; Bromwich et al., 2009; Hines
et al., 2011). Modifications to the standard WRF version
3.8.1 primarily consist of altered snow thermal properties and
improved heat flux calculations in the land-surface model
as well as specification options for sea ice. Calculations are
based on the Advanced Research WRF core (Skamarock
et al., 2008). In all numerical simulations, four two-way
nested domains with horizontal grid spacing of 27, 9, 3 and
1 km were used. The 27 km domain extends from the northern

USA to the North Pole, uses a polar stereographic map pro-
jection and was chosen to be large enough to capture the track
of the relevant low pressure system over the whole duration
of the simulation. The locations of the 9, 3 and 1 km nested
domains are shown in Figure 1a, and the extent of the 27 km
domain in Figure 2. All domains had 110 vertical model levels
with the lowest half-level located at 10 m above the ground.
Vertical grid-spacing increased from 20 m at the surface to
500 m at 20 km above mean sea level (MSL), from where
it was kept constant until the model top at 10 hPa (or about
30 km MSL). The uppermost 10 km served as a gravity-wave
absorbing layer based on Klemp et al. (2008). The four model
domains were initialized in sequence at 0000 UTC 6 March,
0000 UTC 7 March, 1200 UTC 7 March and 0000 UTC 8
March 1972, respectively, which had the advantage that the
nested domains received higher resolution initial and bound-
ary conditions than the coarse reanalysis used to drive the
27 km domain (see below). Computations in each domain
started before the low pressure system moved into the respec-
tive area to allow for some spin-up time.

In this study WRF was run with the Morrison
two-moment microphysics scheme (Morrison et al., 2005),
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T A B L E 3 Overview of numerical simulations presented in this study

Abbreviation Description Sea ice (m) Snow on sea ice (m) Modified terrain
CTL Control run 2.0 0.1 NO

DFLT Model run with flat downstream topography 2.0 0.1 YES

I10S5 Model run with 1.0 m sea ice and 0.05 m snow on top 1.0 0.05 NO

I5S5 Model run with 0.5 m sea ice and 0.05 m snow on top 0.5 0.05 NO

I1S1 Model run with 0.1 m sea ice and 0.01 m snow on top 0.1 0.01 NO

NOI Model run without sea ice 0.0 0.0 NO

the Mellor–Yamada–Nakanishi–Niino (MYNN) level-2.5
scheme for the surface and boundary layer (Nakanishi and
Niino, 2004), the Noah–MP Land Surface Model (Niu et al.,
2011), and the Rapid Radiative Transfer Model for long- and
short-wave radiation (Iacono et al., 2008). The Grell–Freitas
ensemble scheme was applied to parametrize convection in
the 27 km and 9 km domains (Grell and Freitas, 2013), but
not in the convection-permitting 3 km and 1 km domains.
Physics parametrizations were chosen according to rec-
ommendations of previous studies which used Polar WRF
(Wagner et al., 2011; Steinhoff et al., 2013), as well as based
on the extensive testing of Polar WRF by e.g. Hines and
Bromwich (2008) and Hines et al. (2015).

For the 27 km domain, initial and boundary conditions
were provided at a 6-hr interval by the ERA-40 reanalysis
dataset (Uppala et al., 2005). In a comparison of various
reanalysis products, Moore (2016) found that the ERA-40 and
the Japanese JRA-55 (Ebita et al., 2011) reanalyses repre-
sented the vertical structure of the radiosonde profile from
TAB at 0000 UTC 8 March and the large-scale development
of the relevant low pressure system better than the NCEP
reanalysis (Kalnay et al., 1996). JRA-55 was not consid-
ered in this study since it lacks some of the required input
fields to run WRF. ERA-40 provides an option to retrieve
fractional sea ice cover. The same values of sea ice frac-
tion were used in all simulations of this study that included
sea ice (Figure 1a). A MODIS-based land-use dataset with
20 categories and 15 s resolution was chosen instead of the
default version (MODIS-based 21 categories and 30 s resolu-
tion), because the latter seemed to contain unrealistic lake and
woody savanna features in the vicinity of TAB.

Unlike for sea ice fraction, there is no gridded dataset
available for the thickness of sea ice and snow on ice that
goes back to 1972, therefore spatially constant values for those
quantities had to be defined. Polar WRF has default thick-
nesses for sea ice and snow on sea ice that were not used
in this study (3 and 0.05 m, respectively; Hines et al., 2015).
Considering that most of Baffin Bay and the Labrador Sea
is generally ice-free at the end of the summer season (Walsh
and Johnson, 1979; Mysak and Manak, 1989; Maslanik et al.,
2011), it seems unreasonable to assume sea ice could grow
to a mean sea ice thickness of 3 m during one season of
growth. Based on the sea ice thickness data of the Global
Ice–Ocean Modeling and Assimilation System (GIOMAS)

reanalysis (Zhang and Rothrock, 2003) which covers 1979 to
the present, an average sea ice thickness of 2 m was chosen
instead of the default value for the control (CTL) simulation.
The default value for snow depth on top of sea ice, 0.05 m,
seems rather low with regard to snow depth measurements
from Arctic drift stations (Warren et al., 1999), therefore it
was set to 0.1 m in the CTL run. In addition to the CTL simu-
lation with 2 m sea ice and 0.1 m snow on sea ice, a series of
sensitivity experiments with different sea ice and snow thick-
nesses were conducted as well as one sensitivity experiment
in which the topography downstream of TAB was modified
(all simulations are in Table 3): no sea ice and no snow (NOI),
0.1 m sea ice and 0.01 m of snow (I1S1), 0.5 m sea ice and
0.05 m snow (I5S5), 1 m of sea ice with 0.05 m of snow on top
(I10S5), and modified downstream topography (DFLT). Sea
surface temperature (SST), which is contained in the ERA-40
dataset, is not updated during the simulations. During the NOI
simulation, in the areas where sea ice was removed, SST was
constant at the freezing point of sea water, typically 271.46 K.
For the DFLT simulation, the WRF topography of the penin-
sula downstream of TAB (Figure 1b) was flattened to sea level
with a smooth transition to normal topography within a buffer
zone that was wide enough to avoid exceptionally steep slopes
(the surface type, almost exclusively snow and ice, remained
unchanged). Table 3 summarizes all simulations performed in
this study.

3 RESULTS

3.1 Synoptic-scale development
First the large-scale development that led to the downslope
windstorm at TAB based on the CTL run is described. The
low pressure system which generated the downslope wind-
storm at TAB formed when two cyclones merged over the
Gulf of St. Lawrence, southeast Canada (not shown). The
resulting extratropical cyclone crossed the Labrador Sea and
by 1200 UTC 7 March 1972, started to interact with the
steep topography of south Greenland (Figure 2). While the
occluded front was blocked below 3 km and continued along
the southeast coast, the centre of the cyclone made landfall
on the southwest coast of Greenland. This led to a prefrontal
easterly flow across southern Greenland with cloud forma-
tion and 3-hr accumulated precipitation of more than 27 mm



3414 TOLLINGER ET AL.

(a) (b)

F I G U R E 2 CTL simulation (27 km domain) at 1200 UTC 7 March 1972. (a) Sea level pressure (black contours with 4 hPa increments), 2-m
air temperature (colour contours with 5 ◦C increments), and wind field at 10 m AGL (arrows). The red dashed line shows the sea ice edge (fractional
sea ice = 0). (b) Equivalent potential temperature (colour contours with 4 K increments, dashed and dotted contours with 2 K increments) and
geopotential height (white contours with 4 dam increments) both at 850 hPa, and 3-hr accumulated precipitation (solid and liquid; contours with
different grey shades for 0.1–0.5, 0.5–5, >5 mm)

along the steep eastern (windward) slope of Greenland. On
the lee side of south Greenland, a dry and relatively warm
region developed as a result of terrain-induced adiabatic sub-
sidence (Figure 3a,b). With 52 m s−1, the flow down the
western slope of south Greenland was strongest at 2000 UTC
7 March (Figure 3b), where the descending foehn-like flow
(Figure 3c) formed a precipitation shadow over a distance
of about 600 km in the north–south direction. At 0600 UTC
8 March a distinct closed low pressure centre had reformed
over Disko Bay, on the west coast of Greenland (not shown),
and subsequently made its way to a position southwest of
TAB by 0000 UTC 9 March (Figure 4), providing southeast-
erly flow in the area around TAB. The reformed cyclone
was accompanied by two distinct air mass boundaries. A
warm sector preceded the low pressure centre along the west
coast and gradually advanced a warm front northwestward
(Figure 4a,b) and a cold front followed directly in the wake
of the low pressure centre and started to wrap up around it
(Figure 4b,d). The warming on the west coast of Greenland
prior to the passage of the cold front was partly the result of
warm air advection by the cyclone and partly caused by the
descending southeasterly flow on the leeward side of Green-
land (Figure 3). Near-surface air over Baffin Bay can get
very cold in winter due to little insolation and the effect of
the sea ice cover, which insulates the atmosphere from the
ocean (cf. Figure 2a). It was cold air of this type which the
warm front displaced north of the low pressure centre, and
which followed in the wake of the cyclone as it approached
TAB.

3.2 Model validation
Radiosonde profiles from the coast of Greenland and Canada
at 1200 UTC 8 March 1972 are compared to correspond-
ing profiles of the CTL run in Figure 5a. Figure 5b shows
the locations of the radiosonde launch sites superimposed
on the potential temperature map for 1200 UTC 8 March for
which the radio soundings are valid. For the 27 km model
domain, this time corresponds to 60-hr of model integration.
Agreement between observations and the model results is sat-
isfactory. This gives confidence that the model results of this
study represent in a plausible way the large-scale develop-
ment as well as the structure of the boundary layer with a
near-surface inversion. The potential temperature profiles in
Figure 5a reflect the synoptic situation seen in Figure 5b with
the southernmost profile, IQA, being the coldest and the tro-
posphere above the low-level inversion becoming warmer at
radiosonde sites at higher latitudes (i.e. AAS, followed by
PIT and ALE). Below 2.5 km MSL the radiosonde profile
from PIT (launched at TAB) was the warmest and featured
the sharpest temperature inversion below 1 km. Above 1 km
the PIT profile had the smallest vertical gradient of potential
temperature and was therefore the least stable.

In addition to radiosonde profiles, surface observations
from various SYNOP stations on the west coast of Green-
land were compared to the corresponding model time series.
Figure 5c shows the comparisons for the two stations nearest
to the target area, DUN and QAA (Figure 1b and Table 2 give
details). At these two stations the largest differences between
model and observations were detected. The discrepancies are
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F I G U R E 3 CTL simulation (9 km domain) at 2000 UTC 7 March 1972. (a) Equivalent potential temperature (dashed contours with 2 K
increments) and geopotential height (white contours with 4 dam increments), both at 700 hPa. (b) Wind speed (colour contours in m s−1), wind
vectors (reference vector shown in upper right corner), and 2-hr accumulated precipitation (solid and liquid; contours with different grey shades for
0.1–0.5, 0.5–5, >5 mm). (c) Vertical cross-section along line A–A′ shown in (a) and (b) of transect-parallel wind component and wind vectors,
equivalent potential temperature (black contour lines with 2 K increments), total hydrometeor mixing ratio (grey contour lines for 0.1, 0.2 and
0.5 g kg−1) and relative humidity (red dashed contour for 95%)

most apparent in the comparisons of 2-m temperature, 10-m
wind and relative humidity (top three and bottom panels in
Figure 5c). Figure 5c shows that the 15-hr period of miss-
ing observations at DUN between 2100 UTC 8 March and
1200 UTC 9 March, and the 18-hr without observations at
QAA were long enough so that the complete period of high
winds (cf. Table 1) could have passed unrecorded by the
SYNOP stations. As a result, there are no SYNOP obser-
vations to validate the model results during the period of
the simulated windstorm (grey shaded area in Figure 5c).

The time of the windstorm agrees well with the remark in
Stansfield (1972) that the storm caused Phase 3 conditions for
15-hr between 2055 UTC 8 March and 1205 UTC 9 March
at TAB. Phase 3 is the category for the most severe arctic
weather conditions at TAB and results in all air base person-
nel being restricted to the buildings they are in at the time
of declaration. The large differences in 2-m temperatures of
up to 19 K between the CTL run and SYNOP observations
only partly result from the height difference between model
and real topography (Table 2). Comparison of modelled 2-m
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F I G U R E 4 (a)–(c) are as Figure 3a, but at 850 hPa. (d) is as Figure 3c but at 1800 UTC 8 March 1972 and along line B–B′ which is indicated
in (b)

temperatures of a nearby model grid point at 0 m MSL with
DUN yields a similar warm bias of the model at 1800 UTC 8
March (not shown). The difference might rather be connected
to a strong near-surface temperature inversion that was present
in the Wolstenholme Fjord at 1200 UTC 8 March (PIT pro-
file in Figure 5a) in both the radiosonde observation and the
model profile. This inversion is still present in a radiosonde
profile from 0000 UTC 9 March that is not shown here
(Figure 12a in Moore, 2016). In comparison, the CTL sim-
ulation indicates that the near-surface inversion at DUN was
eroded and horizontally displaced when the downslope wind-
storm first reached the bottom of the fjord between 1500 UTC
and 2100 UTC 8 March, which resulted in an increase in 2-m
temperature and 10-m wind speed and a decrease in relative
humidity (Figure 5c). Therefore, air from close to ridge level
was adiabatically brought down to DUN, which explains the
temperature rise to –1 ◦C at DUN (cf. potential temperature
at PIT of about 272 K between 0.7 km MSL and 1 km MSL in
Figure 5a). Most likely this near-surface inversion persisted
longer in reality, hence the downslope windstorm penetrated
into the valley a few hours later, as supported by strong winds

observed after 0000 UTC 9 March (Table 1). However, not all
SYNOP observations disagree with model results and espe-
cially the development and magnitude of sea level pressure
agrees well at all locations and captures the passage of the
low pressure system. Model time series in Figure 5c were
extracted from the 3 km domain in order to get a longer period
for comparison. However, the higher resolution of the 1 km
domain did not reduce the model bias at these stations (not
shown).

To summarize, the model fails to capture the exact time of
the storm onset at TAB, presumably as a result of not being
able to correctly represent small-scale turbulent processes at
the top of the cold pool in the fjord. However, deficiencies
in cold pool processes do not necessarily imply deficiencies
in the severity of the storm once the cold pool is eroded
(e.g. Zängl et al., 2004). Moreover, the model captures the
synoptic evolution of the storm and especially the period
and magnitude of the strongest winds at TAB (cf. Table 1
and Figure 5c). Hence, the simulation is suitable for assess-
ing the mesoscale evolution and structure of the downslope
windstorm.
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(c)

F I G U R E 5 (a) Comparison of radiosonde observations of potential temperature with profiles from the 3 km domain of the CTL simulation at
1200 UTC 8 March 1972 at four sites indicated in (b). Solid lines are model profiles, and markers represent observations. (b) is as Figure 4a–c but
for 1200 UTC 8 March; markers indicate the locations of radiosonde launch sites. Full names and locations of the launch sites are listed in Table 2.
(c) Comparison between SYNOP observations and model time series for the two DMI stations DUN (red) and QAA (green) (locations indicated in
Figure 1b). Sea level pressure, 2-m temperature and relative humidity, 10-m wind speed and wind direction are shown. 0 ◦wind direction together
with zero wind speed denote calm conditions. Further details on the stations are given in Table 2. The grey shaded area indicates the period of the
windstorm from the CTL run at PS7 (2300 UTC 8 March to 0700 UTC 9 March)

3.3 Mesoscale evolution and structure
In the early hours of 8 March 1972 at TAB, there was no indi-
cation that conditions for a severe windstorm were building
up and that only a couple of hours later the area around the air
base, particularly PS7, would experience the strongest winds
since the beginning of the record in 1951 (Stansfield, 1972).
The time–height diagrams in Figure 6 illustrate the evolution
of the flow field at UPS and PS7 (i.e. up- and downstream of
the ridge; Figure 1b) from 0000 UTC 8 March to 0000 UTC
10 March. The wind component parallel to the transect C–C′

as well as equivalent potential temperature (𝜃e) are shown.
Figure 7 shows four selected profiles of these quantities at
UPS before and during the windstorm (corresponding times
are also marked in Figure 6a). At 0120 UTC 8 March the tro-
posphere at UPS and PS7 had a two-layer structure with a
very stable layer close to the ground below 0.5 and 1 km MSL,
respectively, and the rest of the troposphere above had nearly
constant stratification (Figures 6a and 7a). At 0000 UTC 8
March the measured and simulated 2-m temperatures at DUN
were –23 and –27 ◦C, respectively, which is close to the cli-
matological mean temperature for March at TAB (–25 ◦C;
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(a)

(b)

F I G U R E 6 Time versus height diagram of the horizontal wind component in the direction of the transect C–C′ indicated in Figure 1b (colour
contours in m s−1) and equivalent potential temperature (black contours with 2 K increments) at (a) UPS and (b) PS7. Coloured vertical lines in (a)
mark the times of the vertical profiles in Figure 7

(a) (b)

F I G U R E 7 Vertical profiles of the CTL simulation at UPS between 8 and 9 March 1972 of (a) of potential temperature and (b) horizontal
wind component parallel to the line C–C′. The times were chosen to show the range of conditions before and during the windstorm at UPS and are
given in the legend and marked in Figure 6a
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M M M M M M M M M M M M 

NOI

F I G U R E 8 Time series of wind speed on the lowest model half-level (10 m AGL) at PS7 (Figure 1b). Shown are the CTL simulation (thick
solid black line) and the various sensitivity experiments, DFLT (dotted, red) as well as NOI, I1S1 and I5S5 (dashed, green and shades of blue). The
grey shaded area indicates the period of the windstorm from the CTL run at PS7 (2300 UTC 8 March to 0700 UTC 9 March 1972)

Stansfield, 1972). There was a light breeze, 2 m s−1, at DUN
(CTL run) and 3 m s−1 at PS7 (CTL run; Figure 8).

Until 1550 UTC 8 March, 𝜃e and 𝜃 at UPS and PS7
had been steadily increasing below 4.5 km due to warm air
advection by the approaching low pressure system and the
associated warm front (Figures 3a,b and 7a). Above 4.5 km,
𝜃 had slightly decreased over the same time (Figure 7a). At
PS7, which lies at 302 m MSL on the lee slope of the moun-
tain, 𝜃e already reached a maximum of 282 K shortly after
1500 UTC 8 March. This 𝜃e maximum came when wind speed
at PS7 started to increase with a first advance of the downs-
lope windstorm that eroded and displaced the near-surface
inversion on top of the cold pool in the Wolstenholme Fjord
(sequential increase in wind speed at PS7 in Figure 8 and at
DUN in Figure 5c).

From 1730 UTC 8 March 𝜃e started to decrease drastically
throughout the troposphere at UPS (Figure 6a). This was the
result of a cold front that had wrapped around the low pressure
centre (Figure 3b,d) and started to push under the warm sector
that had formed earlier over Disko Bay and had spread over
northwest Baffin Bay (Section 3.1). Figure 9a,b illustrates the
flow field at 104 m MSL and along the vertical transect C–C′

at 2200 UTC 8 March. At this time a rotor circulation had
established at PS7 (Figures 6b and 9b). Atmospheric rotors
are low-level vortices with horizontal axes parallel to the ridge
line (Doyle and Durran, 2002), which are typically associated
with trapped lee waves and reversed flow near the surface (cf.
Figure 9b). Trapped lee waves over the downstream terrain, as
seen in Figure 9b between 𝑥= 120 and 180 km, were present
only during this early phase of the windstorm.

By 2250 UTC 8 March, a three-layer structure had devel-
oped at UPS with a well-mixed layer below 0.8 km MSL
capped by the frontal inversion up to 1.5 km MSL with a
shallow jet embedded in the inversion and a less stable layer
aloft (green lines in Figures 6a and 7a,b). Due to the upstream

tilt, the frontal inversion had lifted about 1 km by 0240 UTC
9 March and the layer above had attained close to neutral sta-
bility (black lines in Figure 7a). The three-layer structure that
evolved between the two profiles at 2250 UTC 8 March and
0240 UTC 9 March represents the relevant conditions dur-
ing the main phase of the downslope windstorm (2300 UTC
8 March to 0700 UTC 9 March; grey area in Figure 8). PS7
on the downstream side of the ridge experienced a strong
increase in wind speed at 2300 UTC when the downslope
windstorm plunged into the Wolstenholme Fjord (Figures 6b
and 8). This sudden increase can be explained by a down-
stream propagation of a hydraulic jump-like feature that was
located about 6 km upstream of PS7 (Figure 9b) at 2200 UTC
and passed PS7 1-hr later (Figure 8).

Between 0000 and 0200 UTC 9 March there was a steady
increase in wind speed at PS7 (Figure 8). This increase began
at the same time as gravity waves started to amplify in the
upper troposphere. During the most intense phase of the wind-
storm between 0200 and 0700 UTC 9 March, a shallow jet
with a depth of about 700 m was present between the ground
and a very stable layer (Figures 6b and 9d). The jet extended
from the ridge crest along the lee slope and down to the
fjord where it separated from the ground, ascending into a
single lee wave over the Wolstenholme Fjord (Figure 9d).
This single wave with its narrow updraught zone resem-
bled a hydraulic jump (e.g. Vosper, 2004). Further waves
appeared above the downstream terrain. However, they seem
to reproduce the shape of the underlying topography in a
more pronounced way than the lee waves that are seen in
Figure 9b. Further evidence for the occurrence of trapped
lee waves in the early stage of the event, which are not
purely the result of the underlying terrain, will be provided in
Section 3.5.1.

The above-mentioned amplified gravity waves in the upper
troposphere started to break at 0130 UTC 9 March. In this
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(a) (b)

(d)(c)

(e) (f)

F I G U R E 9 Flow field of CTL simulation at (a, b) 2200 UTC 8 March, (c, d) 0219 UTC 9 March, (e, f) 1200 UTC 9 March 1972. (a, c, e) show
horizontal wind speed and vectors at 104 m AGL (coloured contours in m s−1). The red line indicates transect C–C′ through PS7 shown in (b, d, f).
The wind speed maximum of the CTL run is indicated by the white star in (c). (e) also shows 24-h accumulated precipitation (solid and liquid, bold
grey contour), with the maximum 24-h accumulated precipitation at 1200 UTC 9 March (9 mm) indicated by the grey dot. (b, d, f) are as Figure 3c,
but for cross-section C–C′ and without relative humidity or hydrometeor mixing ratio. Locations of UPS and PS7 are indicated by white vertical lines
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study gravity-wave breaking is diagnosed when overturn-
ing isentropes lead to a well-mixed layer with reversed flow
above the lee slope (Figure 9d) and high values of turbulent
kinetic energy (TKE, not shown). A TKE-based criterion for
detecting wave breaking has also been used in other stud-
ies (e.g. Bauer et al., 2000). Moreover, a reversed flow is a
typical feature of intense wave breaking (e.g. Doyle et al.,
2000). Between 0200 UTC and 0300 UTC 9 March, the wave
breaking region extended throughout most of the troposphere
and reached close to the top of the stable layer, located at
about 1 km above ground level (AGL; Figure 9d). During
this time, undulations at the top of the stable layer occurred
(Figure 10b) and intense wind pulsations appeared at PS7
(Figure 8). At 0219 UTC 9 March, the peak of the simu-
lated downslope windstorm was reached with the highest
wind speed of 72 m s−1 at 104 m AGL, 9 km west of PS7
(white star in Figure 9c). In comparison, during the real event
the anemometer at PS7 observed the highest but last gust of
93 m s−1 before the anemometer broke at 0155 UTC. Note
that there is a slightly forward tilted, nearly overturning isen-
trope visible at 5 km MSL in Figure 9b, which is associated
with a layer of weak stability advected from the upstream
side. However, in this early stage of the storm before about
0100 UTC, isentropes stayed nearly vertical, TKE remained
low (not shown) and no upper-level reversed flow formed.
Consequently, downslope winds were much weaker before
0100 UTC than afterwards.

At 0400 UTC 9 March a weaker local wind speed maxi-
mum occurred offshore, southwest of the Pituffik peninsula at
about 0.5 km amsl with winds close to 50 m s−1 (not shown).
This local maximum collocates with what is referred to as a
corner jet in Moore (2016). A corner jet can form on the left
and right side of an obstacle (looking in the downstream direc-
tion) when the impinging air stream is horizontally deflected
by the mountain, resulting in flow around, rather than over, the
mountain (Schär and Durran, 1997). In the Northern Hemi-
sphere and for large mountain heights, rotational effects can
additionally enhance wind speeds on the left side of the moun-
tain (Thorsteinsson and Sigurdsson, 1996; Doyle and Shapiro,
1999; Barstad and Grønås, 2005).

From about 0600 UTC 9 March, the elevated inversion
at 2.5 km MSL lost strength and the 𝜃e-profile approached
continuous stratification at UPS (Figure 6a). At the same
time, the flow separation point (i.e. the location where the jet
detaches from the surface; Figure 9d at 𝑥= 110 km) moved
further upstream by 20 km. In Figures 6b and 8 the CTL
simulation features a strong drop in wind speed when the sep-
aration point reached PS7 at about 0700 UTC. The reversed
flow close to the ground in Figure 6b at 0700 UTC indicates
that there was a rotor circulation present underneath the first
trailing lee wave at the end of the shooting flow (further
discussed in Section 3.4). After 0700 UTC, when the tropo-
sphere above PS7 became more continuously stratified, strong

but less severe winds of about 30 m s−1 persisted under-
neath a shallower wave breaking region (Figures 6b and 9e,f),
but started to diminish from 1400 UTC 9 March (Figure 8).
At 1100 UTC 9 March, the troposphere at UPS had nearly
constant stratification throughout (Figure 7a).

There was orographic precipitation mainly over the wind-
ward side of the ridge from 2110 UTC 8 March to 0420 UTC
9 March. Figure 9e shows the 24-hr accumulated precipitation
at 1200 UTC 9 March with the maximum precipitation sum of
9 mm indicated by a grey dot. Even though some precipitation
was carried by the wind to the lee side of the ridge, there was
a clear precipitation shadow with 24-hr accumulated precip-
itation in the CTL run being about ten times lower than that
upstream of the ridge.

3.4 Spatial heterogeneity of the wind field
Even though all measurement stations of the air base’s obser-
vational system presented in Stansfield (1972) are within
a 15 km radius of TAB, observations of sustained wind
speed during the storm differ by 32 m s−1 and peak gusts
by more than 43 m s−1 between the four locations (Table 1
and Figure 1b). Judging from the scarce observations that
are available, Moore (2016) suggested that these differences
could have been caused by the presence of rotor circulations
or wave breaking.

The CTL simulation produced multiple rotor circulations
both in space and time over the course of the storm. Figure 6b
features rotor circulations, represented by reversed flow,
before the beginning of the most intense windstorm activity
(at PS7, 2300 UTC 8 March; also Figure 9b) and close to the
end of it (0700 UTC 9 March; also visible in Figure 10a–c).
The spatial and temporal development of the reversed flow is
shown in Figure 10c in a distance–time diagram of wind speed
at 34 m AGL along the transect D–D′ of Figure 10a (the sec-
ond model level is shown for better colour distinction). In this
transect, reversed flow occurred first at 2100 UTC 8 March,
at about 12 km distance from point D (on the ridge line) in
Figure 10a. Afterwards, the region of flow reversal shifted
downstream along the lee slope and past TAB until 0000 UTC
9 March. In between the occurrence of the main rotor circula-
tions, and especially from 0140 UTC to 0520 UTC 9 March,
a rather stationary band of weak line-parallel winds (but only
intermittent reversed flow) established close to the coastline.
This was the location of the hydraulic jump (also Figure 9d).
Near-surface wind in this band was directed across transect
D–D′ and out of the Wolstenholme Fjord (between the two
periods marked with rotor in Figure 10c).

At about 0600 UTC 9 March, a strong rotor circulation
reformed underneath the first trailing lee wave and advanced
upstream again until 0900 UTC (Figure 10c). The rotor cir-
culation during this time was the strongest of the CTL simu-
lation and reached reversed flow speeds exceeding −20 m/s.
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F I G U R E 10 (a) Wind speed of the CTL run at 0700 UTC 9 March 1972 on the second model half-level (34 m AGL; colour contours in
m s−1), wind vectors (reference vector shown in upper right corner) and terrain elevation contours (grey, 100 m increments). The location of the CTL
run’s wind speed maximum at 0219 UTC 9 March is indicated by the white star. The transect D–D′ in (b, c) is indicated by the red line. (b) Vertical
cross-section of transect-parallel wind component and wind vectors, and equivalent potential temperature (black contour lines with 2 K increments).
(c) Transect-parallel wind component on the second model half-level (34 m AGL) against time. The vertical line shows the location of TAB and the
horizontal lines indicate the times 0700 and 0227 UTC 9 March shown in (a) and (b), respectively. Periods of wind speed pulsations and rotors are
labelled

During both the downslope and subsequent upslope propa-
gation of the main rotor, a second rotor circulation occurred
temporarily about 8 km further downstream (e.g. Figures 9b
and 10c).

Extensive wave breaking above the ridge (between 2 and
7 km MSL in Figure 9d) and Kelvin–Helmholtz waves at
the top of the shooting flow (Figure 10b) coincided with
pulsations in the low-level wind speed between 0200 and
0300 UTC 9 March (cf. Figure 10c between 10 and 40 km at
the time indicated with pulsations). The characteristic period
of these pulsations is about 7 to 16 min (Figure 10c). It was at
0219 UTC 9 March during these fluctuations that the highest

wind speed of 72 m s−1 in the CTL simulation occurred at
104 m AGL.

3.5 Sensitivity experiments
In addition to the CTL simulation, a series of sensitiv-
ity experiments were conducted. First, one simulation was
designed to assess the influence of the terrain downstream of
TAB on the flow field at TAB. Second, a set of sensitivity
simulations with varying sea ice and snow conditions was
conducted to determine the impact of uncertainties in the sea
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ice conditions on the boundary-layer stratification and hence
on the structure and strength of the downslope windstorm.

3.5.1 The role of downstream terrain
One of the main hypotheses of Moore (2016) was that a
trapped lee wave was present during the windstorm and that
the observed extreme wind speeds were associated with this
trapped lee wave. The use of the term trapped lee wave
in Moore (2016) is somehow ambiguous since it seems to
describe a single internal gravity wave in the lee of a topo-
graphic ridge similar to the way stationary internal gravity
wave is used in Durran (2015a). Evidence for this hypothe-
sis was presented in the form of a radiosonde profile from
PIT at 0000 UTC 9 March. It was argued that the perturba-
tion velocity retrieved from the radiosonde profile contained
the signature of a surface-trapped wave and that the profiles
of potential temperature and wind speed were such that the
Scorer parameter, 𝑙 ≈ 𝑁∕𝑈 , decreased between the ground
and 5 km MSL (Moore, 2016). The latter is a necessary con-
dition for the occurrence of trapped lee waves (e.g. Durran,
2015b). In a two-layer atmosphere, lee waves can only exist
if the Scorer parameters, 𝑙L and 𝑙U of the lower and the upper
layer, fulfil

𝑙2L − 𝑙2U >
𝜋2

4𝐻2
, (1)

with 𝐻 being the height of the interface (Scorer, 1949).
Indeed, such trapped lee waves formed in the CTL simula-
tion together with a rotor underneath the first wave crest, e.g.
between about 2000 and 2230 UTC 8 March (Figure 9b).
However, they do not necessarily imply a strong downslope
windstorm along the lee slope. Gravity waves with varying
wavelength and amplitude in the lee of the ridge appear also
at later times during the windstorm (Figure 9b,d,f). The shape
of some of these waves, especially after 2300 UTC, closely
resembles the underlying terrain (e.g. Figure 9d,f), which is
why it is unclear to what extent these waves are trapped waves
that originate from the primary mountain ridge, and to what
degree their position and shape is forced by the local terrain
downstream of the main ridge.

Therefore, a sensitivity experiment DFLT was conducted,
in which part of the downstream terrain (marked region in
Figure 1b) was flattened to sea level while leaving surface
characteristics unchanged. Trapped lee waves as in the CTL
simulation, shown in Figure 9b, occur in a similar manner in
the DFLT run between 2000 and 2230 UTC (not shown). The
highest wind speed of the DFLT simulation was 69 m s−1 and
occurred at 0210 UTC 9 March.

The flow structure close to the time of the highest
wind speeds is illustrated in Figure 11b. It shows the same
vertical cross-section C–C′ as Figure 9d for the DFLT sim-
ulation at 0300 UTC 9 March, i.e. close to the time of the
strongest winds. For comparison, the CTL run is shown in

Figure 11a. It is obvious that the mountains downstream of
the Wolstenholme Fjord play a major role in decelerating the
low-level flow near the coast and further downstream. With-
out these downstream mountains, the shooting flow extends
about 30 km further downstream before a hydraulic-jump-like
response causes deceleration to weaker flow. Unlike in the
CTL run, in the DFLT run there is no quasi-stationary,
large-amplitude wave that resembles a hydraulic jump and ter-
minates the shooting flow (cf. Figure 11a,b). Hence, in the
CTL run during the time of the strongest winds, this single
wave is formed and its position influenced by the downstream
terrain rather than by wave trapping. In the DFLT run the
jump propagates upstream during the three-layer regime when
the height of the elevated inversion layer increases and the
stability decreases (not shown). This behaviour is similar to
the CTL run. Furthermore, the decrease in severity of the
downslope windstorm after about 0600 UTC occurs in both
simulations (CTL and DFLT) and is attributed to a change
from a three-layer atmosphere to a more continuous strati-
fication with weaker impinging flow (Figure 7). Although
wave breaking prevails during this weakening phase, the
well-mixed region and the associated reversed flow become
shallower and weaker (cf. Figure 9d,f).

Time series of 10-m wind speed at PS7 (Figure 8) are
generally very similar for the DFLT and CTL runs except
for one main difference, the prominent drop in wind speed
between 0700 and 0900 UTC 9 March which occurred in
CTL is missing in DFLT. This wind speed drop at PS7 repre-
sents reversed flow associated with a rotor circulation which
occurred in CTL (Figures 10a,b and 6b) but not in DFTL at
this location (not shown). Although rotor circulations under-
neath trailing lee waves temporarily occur in both simulations
(not during the period of the strongest winds), in the DFLT
case the reversed flow is weaker and does not propagate as far
upstream as PS7.

3.5.2 The role of sea ice and snow cover
Results from the CTL run feature an elevated inversion on
top of a 700 m deep jet during the time of the strongest winds
between 2300 UTC 8 March and 0700 UTC 9 March 1972
(Figure 6b). Elevated inversions close to ridge height are often
important features of downslope windstorms and the strength
of the inversion (i.e. the magnitude of the potential temper-
ature increase) can influence the wave field and the severity
of the windstorm (e.g. Vosper, 2004). Sea ice and overly-
ing snow strongly affect the heat exchange between sea and
atmosphere. Without sea ice the skin temperature is higher
since it is determined by the SST rather than the temperature
on top of the layer of sea ice and snow. A higher skin tem-
perature results in a higher sensible heat flux and stronger
warming of the boundary layer, which in turn weakens the ele-
vated inversion of the post-frontal cold air. It is hypothesized
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(a)

(c) (d)

(b)

F I G U R E 11 As Figure 9b, d, f, but at 0300 UTC 9 March 1972 and for the simulations (a) CTL, (b) DFLT, (c) I1S1 and (d) NOI. The location
of PS7 is indicated by a white vertical line

that different thicknesses of sea ice and snow cover affect the
𝜃 difference across the stable layer and alter wind strength
and wave response of the simulated windstorm. Sea ice and
snow thicknesses of the individual sensitivity experiments are
listed in Table 3. Effects of snow and sea ice are considered
in combination rather than varying the two quantities sepa-
rately and the sea ice fractions are the same and constant in
all experiments with sea ice.

Time series of 10-m wind speed at PS7 of the NOI,
I1S1 and I5S5 simulations are shown in Figure 8. Before
1900 UTC 8 March, I1S1 and NOI lag behind CTL by about
1 and 2-hr, respectively, while I5S5 hardly differs from the
CTL run during this time. This lag in the early phase of
the storm comes from a slightly different development of
the cyclone and the way the warm front progresses against
the much colder air mass in the CTL run (2-m temperature
in the CTL run is prefrontal about 16 K lower than in the
NOI run). From 1900 UTC 8 March to 0300 UTC 9 March,
only the NOI simulation has different timing while all sim-
ulations with sea ice are almost synchronous (Figure 8).
After 0300 UTC 9 March, the wind speeds of all sensitiv-
ity simulations develop quite similarly, interrupted only by
rotor circulations under trailing lee waves that reach PS7 at
different times (e.g. CTL at 0700–0900 UTC, and I1S1 at

1200–1400 UTC; Figure 8). Wind speeds during the main
period of the windstorm (2300 UTC 8 March to 0700 UTC 9
March) are generally lower for thinner sea ice and snow and
lowest with 32% reduced maximum wind speed of 49 m s−1

for the simulation with an ice-free ocean, NOI (Figure 8).
Uncertainty connected to the thickness of sea ice (2 m) and
snow (0.05 m) in the initial conditions does not hugely affect
the results, since notable differences between the simulations
start to emerge only below an ice thickness of less then 0.5 m.

Simulations with thin sea ice and snow cover or no
sea ice showed weaker stable layers during the windstorm.
Figure 11a,c,d compare the I1S1 and NOI simulations with
the CTL run at 0300 UTC 9 March when the windstorm in
these three simulations is at a similar stage of development
(cf. Figure 8). While the stratification at UPS above the ele-
vated inversion layer, i.e. above 2.5 km MSL, is affected little
by a change in sea ice and snow conditions, the strength of the
inversion in the I1S1 and NOI runs is weaker than in the CTL
simulation (Figure 11a,c,d). This is due to warmer air in the
boundary layer with 𝜃 being 20 K (14 K) higher and 𝜃e being
up to 30 K (20 K) higher in the NOI (I1S1) run than in the
CTL run. The difference between 𝜃 and 𝜃e values here results
from higher moisture in the boundary layer below the capping
inversion due to stronger surface latent heat flux especially
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over the open sea in the NOI experiment. Consequently, accu-
mulated precipitation over the windward slope of the ridge
increases with decreasing sea ice thickness and is about three
times more in the NOI run than in the CTL run (not shown).

4 DISCUSSION

The results presented in Sections 3.1 and 3.3 demonstrate
that the local conditions at TAB during the windstorm were
closely linked to the synoptic-scale development of a low
pressure system and the passage of an associated warm and
cold front. More specifically, flow direction and speed as well
as the vertical structure at UPS were strongly modified as a
result of the passage of the two fronts and mid-tropospheric
layers with weak stability (Figures 4, 6a and 7). With the
approaching cyclone, TAB was located in the warm sector
until the low pressure system had reached a position south-
west of TAB and the cold front arrived at UPS with increasing
wind speeds. As the upstream tilted frontal inversion was
advected over the ridge, a three-layer structure established.
The strong frontal inversion acted as an interface that was ris-
ing with time between a well-mixed layer below and a weakly
stable layer above.

Most of the theories of downslope windstorms and asso-
ciated gravity waves are based on the steady-state assumption
(e.g. Long, 1954; Smith, 1985; Durran, 1986), with a few
exceptions (e.g. Hills and Durran, 2012; Menchaca and Dur-
ran, 2017). Due to the transient nature of this event, a steady
state was never achieved. Nevertheless, parallels with such
theories can be found at individual stages of the storm.

Reduced-gravity shallow-water theory has successfully
been applied in the past to downslope windstorms (e.g. Gohm
and Mayr, 2004; Gohm et al., 2008). However, Jiang (2014)
found that this theory is only adequate to describe atmo-
spheric flows in a layer capped by an inversion underneath a
deep stratified atmosphere, if the non-dimensional parameters
Equations 2 and 3 are both much less than unity,

𝐽 = 𝑁 𝑈∕𝑔′ (2)

𝛾 = 𝑁 𝐻0∕
√
𝑔′𝐻0 (3)

where 𝑁 =
√
(𝑔∕𝜃0) (d𝜃0∕d𝑧) and 𝑈 are the buoyancy fre-

quency and wind speed in the atmosphere above the inversion,
respectively. Further, 𝑔′ = 𝑔Δ𝜃∕𝜃0 is the reduced-gravity
acceleration with Δ𝜃 being the potential temperature differ-
ence across the inversion, 𝜃0 the potential temperature of the
layer below the inversion and 𝐻0 is the depth of the layer
below the inversion. The upstream conditions for the most
intense phase of the downslope windstorm at PS7 (Figure 9d)
exhibit a three-layer structure with an elevated inversion (pro-
files in Figure 7a between 2250 UTC 8 March and 0240 UTC

9 March). The condition of Jiang (2014) appears to be ful-
filled for those two vertical profiles with 𝐽 ≈ 0.34 and 0.12,
and 𝛾 = 0.47 and 0.36 based on 𝑁 = 0.011 s−1 and 0.007 s−1

and 𝑈 = 21 m s−1 (Figure 7a), respectively. Additionally, the
non-dimensional parameter 𝑀𝑖 = 𝑁𝑖 ℎm∕𝑈0 is a measure of
nonlinearity of the inversion response to the underlying ter-
rain, here 𝑁i is the buoyancy frequency in the inversion, ℎm

the ridge height and 𝑈0 the base-state wind speed in the lower
layer. For the two profiles, 𝑀i ≈ 1 and 0.9, respectively.
Hence, with 𝐽 and 𝛾 much less than unity and 𝑀i < 1.5, the
most intense phase of the storm falls in the so-called passive
category, which is characterized by a passive layer above the
inversion and an inversion that keeps its shape, i.e. does not
split downstream of the hydraulic jump (Jiang, 2014). This
non-splitting inversion is illustrated in Figure 9d.

The vertical cross-section depicted in Figure 9d exhibits
qualitative similarity to a hydraulic flow transition from sub-
to supercritical state at the mountain crest, a supercritical
shooting flow underneath a region of wave breaking on the
leeward side, and a transition back to subcritical flow in a
hydraulic jump. According to reduced-gravity single-layer
hydraulic theory (e.g. Long, 1954) such a flow transition
occurs when the non-dimensional mountain height 𝑀 =
ℎm∕𝐻0 exceeds a critical value

𝑀c =
ℎc

𝐻0
= 1 + 1

2
𝐹 2

0 − 3
2
𝐹

2∕3
0 , (4)

with 𝐹0 = 𝑈0∕
√
𝑔′ 𝐻0 being the upstream Froude num-

ber. The three-layer structure seen in Figure 9d (with the
separating inversion at 𝐻0 and the potential temperature dif-
ferenceΔ𝜃 across the inversion) is suited to calculate a critical
mountain height ℎc and a critical non-dimensional mountain
height 𝑀c = ℎc∕𝐻0. Approximate values for the relevant
upstream profiles at 2250 UTC 8 March and 0240 UTC 9
March (Figure 7) are 𝑈 ≈ 23 and 22 m/s, Δ𝜃 ≈ 16 and
31 K, 𝜃0 = 256 and 249 K, and the height of the centre of
the inversion layer 𝐻0 = 1.1 and 1.7 km, respectively. Hence,
𝑔′ = 0.61 and 1.22 m s−2, and 𝐹0 = 0.89 and 0.50 for these
values. For a typical ridge height ℎm = 700 m upstream of
TAB, the corresponding non-dimensional mountain heights
at these two times are 𝑀 = ℎm∕𝐻0 = 0.64 and 0.43, respec-
tively. According to Equation 4, 𝑀c = 0.01 and 0.19, hence
𝑀 > 𝑀c for both times and the regime diagram in Baines
(1995, p. 42) suggests a downslope windstorm regime with
first a propagating hydraulic jump and later a stationary jump.
In the CTL run the hydraulic jump is stationary, however the
position seems to be controlled by the downstream terrain
(Mayr and Gohm, 2000). Nevertheless, the hydraulic jump
propagates further downstream in the DFLT simulation.

Based on a three-layer atmosphere, a well-mixed boundary
layer, capped by an inversion and followed by a less sta-
ble layer aloft, Vosper (2004) and Sachsperger et al. (2017)
presented a regime diagram for the 𝑀 × 𝐹0 space. In this
diagram four regimes are distinguished: no lee wave, lee wave,
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F I G U R E 12 Quasi-steady solution of a single-layer
shallow-water simulation with final upstream conditions representative
for 0240 UTC 9 March 1972. Cross-section C–C′ of (a) local Froude
number and (b) layer height together with the terrain height (cf.
Figures 9d and 11a)

lee-wave rotor and hydraulic jump. With the above-mentioned
pair of values of (𝑀,𝐹0) = (0.64, 0.89) at 2250 UTC 8 March
and (0.43, 0.5) at 0240 UTC 9 March, our case lies in the
lee-wave rotor regime, however during the second time period
it is close to the hydraulic jump regime.

In order to provide further evidence for the hydraulic
response of the flow during the most intense phase of the
storm, we performed several simulations with a single-layer
shallow-water model (Schär and Smith, 1993). The model was
applied in a similar manner as in Gohm and Mayr (2004)
and Gohm et al. (2008) based on realistic three-dimensional
topography. In this case we used the terrain of the 1 km
WRF model domain. A quasi-steady state was achieved after
about 1-hr of simulation. From the set of simulations with
different initial and boundary conditions, we selected the
run which matches the upstream conditions at UPS in terms
of Froude number (0.5), layer height (1.7 km), and a wind
direction (105◦) at 0240 UTC 9 March, i.e. close to the time
of the strongest winds. Figure 12 shows the correspond-
ing quasi-steady solution. In agreement with the previous
Froude number analysis, the initially subcritical flow (𝐹 < 1)
becomes supercritical at the crest (𝐹 > 1), evolves into a
downslope windstorm on the leeward side of the ridge and
transitions back into a subcritical flow (𝐹 < 1) through a
stationary hydraulic jump close to the coast (Figure 12a). The
behaviour of the shallow-water layer height (Figure 12b) is
qualitatively similar to the behaviour of the inversion height
in the WRF control simulation (cf. Figures 9d and 11a).

The downstream terrain causes another flow acceleration fol-
lowed by at least three secondary hydraulic jumps similar
to the WRF CTL run. A shallow-water sensitivity simula-
tion without downstream terrain (similar to the WRF DFTL
run) reveals that the primary hydraulic jump propagates fur-
ther downstream away from the coast (not shown). This result
highlights again the role of the downstream topography in
controlling the location of the hydraulic jump and decelerat-
ing the flow over the fjord.

In the CTL simulation, trapped lee waves, as seen in
Figure 9b, occurred only during a transitional phase between
2000 and 2230 UTC 8 March. During this phase, stability
increased in the lower troposphere after the cold front arrived
and a weakly stable layer passed between 4 and 6 km MSL.
This weakly stable layer led to a minimum in the Scorer
parameter even though wind speed at this height was low
as well. Scorer parameters in the weakly stable layer, 𝑙U ≈
𝑁U∕𝑈U = 4.9 × 10−4 m−1, and in the layer below, 𝑙L ≈
𝑁L∕𝑈L = 8.7 × 10−4 m−1, from close to PS7 at 2130 UTC 8
March, fulfil the condition (Equation 1) (Scorer, 1949) with
𝐻 = 4 km for lee wave trapping in a two-layer atmosphere. In
comparison to the CTL run, the DFLT simulation yielded very
similar trapped lee waves between 2000 UTC and 2230 UTC
8 March. Therefore, it is clear that these waves were virtu-
ally independent of the downstream topography. However, in
both simulations trapped lee waves occurred at a time when
wind speeds at PS7 were rather low or a rotor circulation
was present (e.g. Figure 8). Trapped lee waves ceased and
the weakly stable layer seen in Figure 9b passed before wind
speed increased drastically at about 2300 UTC. Therefore,
both simulations suggest that trapped lee waves did not con-
tribute to the highest observed wind speeds at PS7 as was
suggested by Moore (2016).

Reversed flow associated with rotor circulations under-
neath the first of the trailing lee waves occurred in the
CTL run (negative wind speed in Figure 10c) and in the
DFLT run (not shown) in a very similar fashion between
2000 UTC and 0000 UTC. The second period of intense
reversed flow of the CTL run between 0630 UTC and
0800 UTC 9 March was associated with a rotor circulation
underneath the large-amplitude wave which was controlled
by the downstream terrain. This wave was not present in the
DFLT simulation, hence no such intense rotor occurred in
the DFLT run. Thus, model results support the hypothesis
of Moore (2016) that rotors were present and contributed to
spatial variability of the wind field. However, rotors did not
have a major influence on the highest winds, since maximum
reversed flow speed was about a factor four smaller than the
maximum wind speed in the main flow direction. In addition,
reversed flow was weak or completely absent during the time
of the highest winds at PS7.

The highest wind speed of about 72 m s−1 at 104 m AGL
occurred on the leeward side of the ridge at 0219 UTC 9
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March (white star in Figure 9c) during a short phase of
intense pulsations of the near-surface wind field between
0200 and 0300 UTC (Figure 10c). These pulsations started
shortly after the vertical profiles of the gradient Richardson
number 𝑅i = 𝑁2 (d𝑢∕d𝑧)−2 fell below the critical value of
0.25 at 2.5 km MSL for the first time at 0150 UTC at TAB and
PS7. This level is approximately the height of the boundary
between top of the stratified shooting flow with large vertical
wind shear and the wave breaking region with weak strati-
fication (cf. Figure 9d). The low gradient Richardson num-
ber triggered Kelvin–Helmholtz instability (cf. Figure 10b)
which is known to cause wind-speed pulses in the shoot-
ing flow with typical periods of, e.g. 5 min (Smith, 1991),
7 min (Belušić et al., 2007) and 20 min (Scinocca and Peltier,
1989; Peltier and Scinocca, 1990). A spectral analysis (Welch,
1967) together with a visual inspection of the time series of
near-surface wind speed (1 min output of CTL run) close to
PS7 between 0200 and 0500 UTC 9 March (cf. Figure 10c)
yield pulsation periods between 7 and 16 min. These values
compare well with the range of pulsation periods found in the
previous studies mentioned above.

Between 2250 UTC 8 March and 0240 UTC 9 March strat-
ification at UPS changes from a sharp and shallow elevated
inversion towards a rather deep (1.5 km) separating layer
(Figures 6a and 7). Hence, in the latter case, a comparison
to the numerical experiments of a two-layer flow by Dur-
ran (1986) might be more appropriate. In these experiments
the buoyancy frequency in the lower layer 𝑁L was 2.5 times
higher than in the upper layer 𝑁U, whereas the background
wind speed 𝑈 was the same. Hence, the Scorer parame-
ter, 𝑙 ≈ 𝑁∕𝑈 (Scorer, 1949), decreased with height which
favoured the development of trapped lee waves and rotors
(also Doyle and Durran, 2002). By increasing the height of
the layer interface 𝐻0 from 𝑈∕𝑁L to 4𝑈∕𝑁L, the flow was
found to transition from an everywhere-supercritical flow
(𝐻0 = 𝑈∕𝑁L) to a propagating hydraulic jump (𝐻0 =
2.5𝑈∕𝑁L) and via a stationary jump (𝐻0 = 3.5𝑈∕𝑁L) to
an everywhere-subcritical flow (𝐻0 = 4𝑈∕𝑁L) (Figure 5 in
Durran, 1986). For most of the simulated windstorm, the flow
recovers from supercritical to subcritical flow in a hydraulic
jump which is controlled by the downstream terrain, as seen in
Figures 9d and 11a at 𝑥= 110 km distance. Without the down-
stream terrain (Figure 11b), the position of the hydraulic jump
develops in a qualitatively similar manner to the results of
Durran (1986) for a rising interface. Hence, first the hydraulic
jump propagates downstream, then, with the rising interface,
it becomes stationary close to the mountain. Based on the
profile from 0240 UTC 9 March in Figure 7a, we calculate
𝐻0 = 2807 m, 𝑁L = 0.021 s−1 and 𝑁U = 0.007 s−1, and
𝑈 = 23.8 m s−1. This yields 𝐻0 = 2.5𝑈∕𝑁L, which is the
value for the propagating hydraulic jump solution shown in
Durran (1986).

Between 0240 and 1100 UTC 9 March, the stable layer
in the potential temperature profile at UPS (Figure 7a)
got deeper but less stable until nearly constant stratifica-
tion was reached (cf. Figure 6a). As the impinging flow
got weaker and stratification became more continuous, the
hydraulic-jump-like wave over the Wolstenholme Fjord prop-
agated upstream and upslope from 0600 UTC and established
a rotor circulation underneath (Figure 10c). At 0730 UTC
the wave steepened, broke and formed a persistent turbulent
region above the mountain ridge (still seen at 1200 UTC 9
March in Figure 9f between 0.8 and 5 km MSL). A weaker but
still strong downslope windstorm persisted underneath this
wave breaking region for the rest of 9 March (cf. Figures 6a,b
and 8) until it disappeared early on 10 March.

Based on the simplified wind gust estimate method devel-
oped by Brasseur (2001) and applied by Belušić and Klaić
(2004) in a case of Croatian bora, the magnitude of maximum
wind speed within the windstorm layer is an estimate for the
maximum wind gust at the surface. Therefore, the simulated
maximum of 72 m s−1 at 104 m MSL at 0219 UTC 9 March
of the CTL run can be compared to the observed wind gust
of 93 m s−1 at PS7. Belušić and Klaić (2004) conclude that
the biases of simulated wind speeds and estimated wind gusts
are proportional. Hence, the underestimated wind gust in our
case might be caused by an under-represented mean intensity
of the storm. However, capturing the maximum wind speed of
the downslope windstorm is generally challenging due to lim-
ited predictability of the storm intensity (Doyle and Reynolds,
2008; Reinecke and Durran, 2009).

Weakly stable layers which result from differential dia-
batic heating associated with fronts and orographic precipi-
tation have impacted the wave field in downslope windstorm
events in Norway and the European Alps, as demonstrated
by Doyle and Shapiro (2000) and Doyle and Smith (2003).
The most intense wave breaking above the lee slope near
TAB, which coincided with the pulsations in the surface-near
wind field (Section 3.4), started at 0130 UTC 9 March at
6 km MSL. Before that, more continuous stratification above
the ridge had followed the passage of a layer with weak
stability. Gravity waves that previously were trapped until
2300 UTC 8 March (Figure 9b), were then able to propagate
to higher altitudes, amplify and initiate wave breaking. The
transient layers of weak stability in Figure 6a most likely orig-
inate from gravity-wave breaking as the large-scale easterly
flow passed south Greenland as well as from frontal pro-
cesses (Section 3.1). In our case, in contrast to Doyle and
Smith (2003), these layers of weak stability did not result
from diabatic processes associated with orographic precipi-
tation directly upstream of the mountain ridge. Clouds and
precipitation from orographic lifting on the windward side of
the ridge (cf. Figure 9e) were confined below the top of the
inversion layer (2–3 km MSL) in all our simulations and could
therefore not have caused the layers of weak stability above.
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In Moore (2016), it was argued that during the downs-
lope windstorm event a corner jet was present southwest
of the Pituffik peninsula and that it contributed to the high
wind speeds during the event. The CTL simulation confirms
the presence of a local maximum in wind speed south-
west of the Pituffik peninsula during the windstorm at about
0.5 km MSL which was strongest (>50 m s−1) at 0400 UTC 9
March (not shown). However, a relation to the highest sim-
ulated wind speed that occurred on the leeward side of the
ridge at 0219 UTC 9 March (white star in Figure 9c) cannot
be confirmed.

Numerical simulations of mesoscale phenomena such as
internal gravity wave breaking and downslope windstorms
are challenging, as highlighted in the case-study by Doyle
and Shapiro (2000). Furthermore, a model intercompari-
son study by Doyle et al. (2011) demonstrated that results
from such simulations can vary considerably between dif-
ferent models. Ensemble predictions by Doyle and Reynolds
(2008) showed that regime transitions in particular (e.g. from
mountain wave to wave breaking regime) are prone to rapid
perturbation growth which limits the predictability of such
events. Reinecke and Durran (2009) found that predictabil-
ity varies between different types of downslope windstorms.
Nevertheless, in this case the numerical simulations provided
valuable indications of the controlling mechanisms of the
severe downslope windstorm.

5 CONCLUSIONS

The mechanisms behind an extreme windstorm event dur-
ing the night from 8 to 9 March 1972 at Thule Air Base
(TAB) in northwest Greenland have been studied based on
high-resolution numerical simulations. The aim was to iden-
tify the atmospheric processes that produced the observed
wind gusts of up to 93 m s−1 and to compare results from
numerical simulations to the studies of Stansfield (1972) and
Moore (2016) which were solely based on observations and
coarse-resolution reanalyses. The key findings are:

• A low pressure system passed southwest of TAB and
caused strong southeasterly flow over a 700 m high moun-
tain ridge. The passage of the associated warm front and
subsequent cold front led to rapid changes in atmospheric
stratification which induced different regimes of downs-
lope windstorm near TAB. At the time of the strongest
winds (in the CTL run at PS7 between 2300 UTC 8 March
and 0700 UTC 9 March 1972), the cold-frontal inversion
acted as a density interface that rose in time due to the
sloping front and caused a hydraulic flow response with a
supercritical shooting flow down the lee side of the ridge
towards TAB.

• Vertically propagating gravity waves amplified and over-
turned above the mountain ridge leading to a highly

turbulent wave-breaking region above the capping inver-
sion of the shooting flow. Near the top of this inversion,
Kelvin–Helmholtz instability occurred which led to pul-
sations in the near-surface wind speed with a period of
about 7 to 16 min. During this phase of pulsations, the
highest simulated wind speed of 72 m s−1 occurred under-
neath the trough of a breaking Kelvin–Helmholtz wave
at 104 m AGL, 9 km west of the location where the peak
gust of 93 m s−1, was measured during the real windstorm
before the anemometer broke.

• Sensitivity experiments with thin or no sea ice and snow
cover reduced low-level stratification which resulted in
a downslope windstorm that was about 30% weaker. A
further sensitivity experiment with flattened terrain down-
stream of TAB revealed that the extent of the shooting flow
as well as the location and amplitude of a hydraulic jump
and lee waves were controlled by the downstream terrain.

• Rotor circulation underneath a first trailing lee wave and
a hydraulic jump – both occurring at different times –
were confirmed to cause large differences in surface wind
measurements at different stations in the vicinity of TAB.
However, contrary to the hypothesis of Moore (2016),
neither a trapped lee wave nor a corner jet was directly
responsible for the highest simulated winds at TAB.

This study demonstrates that historical extreme events can
be studied by dynamical downscaling of coarse-resolution
reanalyses such as ERA-40. However, this work also illus-
trates that simulations with horizontal grid sizes of (1 km)
have difficulties in correctly representing boundary-layer pro-
cesses over complex terrain, such as the interaction between
the downslope windstorm and the cold pool. The questions of
how unusual the development of the low pressure system was,
and how exactly the interaction with south Greenland affected
this development, remain open.
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brack, A., Filaus, E., Grubišić, V., Kirshbaum, D.J., Knoth, O., Koch,
S., Schmidli, J., Stiperski, I., Vosper, S.B. and Zhong, S. (2011) An
intercomparison of T-REX mountain-wave simulations and impli-
cations for mesoscale predictability. Monthly Weather Review, 139,
2811–2831. https://doi.org/10.1175/MWR-D-10-05042.1.

Doyle, J.D. and Reynolds, C.A. (2008) Implications of regime transi-
tions for mountain-wave-breaking predictability. Monthly Weather
Review, 136, 5211–5223. https://doi.org/10.1175/2008MWR2554.1.

Doyle, J.D. and Shapiro, M.A. (1999) Flow response to large-scale
topography: the Greenland tip jet. Tellus A, 51, 728–748. https://doi.
org/10.1034/j.1600-0870.1996.00014.x.

Doyle, J.D. and Smith, R.B. (2003) Mountain waves over the Hohe
Tauern: influence of upstream diabatic effects. Quarterly Journal of
the Royal Meteorological Society, 129, 799–823. https://doi.org/10.
1256/qj.01.205.

Durran, D.R. (2015a) Mountain meteorology; downslope winds, in
Encyclopedia of Atmospheric Sciences, 2nd edition, North, G.R.,

Pyle, J., Zhang, F. (eds), Elsevier, Amsterdam, Netherlands,
pp. 69–74. https://doi.org/10.1016/B978-0-12-382225-3.00288-7.

Durran, D.R. (2015b) Mountain meteorology; lee waves and mountain
waves, in Encyclopedia of Atmospheric Sciences, 2nd edition, North,
G.R., Pyle, J., Zhang, F. (eds), Elsevier, Amsterdam, Netherlands,
pp. 95–102. https://doi.org/10.1016/B978-0-12-382225-3.00202-4.

Durran, D.R. (1986) Another look at downslope windstorms. Part
I: the development of analogs to supercritical flow in an
infinitely deep, continuously stratified fluid. Journal of the Atmo-
spheric Sciences, 43, 2527–2543. https://doi.org/10.1175/1520-
0469(1986)043<2527:ALADWP>2.0.CO;2.

Ebita, A., Kobayashi, S., Ota, Y., Moriya, M., Kumabe, R., Onogi, K.,
Harada, Y., Yasui, S., Miyaoka, K., Takahashi, K., Kamahori, H.,
Kobayashi, C., Endo, H., Soma, M., Oikawa, Y. and Ishimizu, T.
(2011) The Japanese 55-year reanalysis JRA-55: an interim report.
Solaiat, 7, 149–152. https://doi.org/10.2151/sola.2011-038.

Gohm, A. and Mayr, G.J. (2004) Hydraulic aspects of föhn winds in an
alpine valley. Quarterly Journal of the Royal Meteorological Society,
130, 449–480. https://doi.org/10.1256/qj.03.28.

Gohm, A. and Mayr, G.J. (2005) Numerical and observational
case-study of a deep Adriatic bora. Quarterly Journal of the Royal
Meteorological Society, 131, 1363–1392. https://doi.org/10.1256/qj.
04.82.

Gohm, A., Mayr, G.J., Fix, A. and Giez, A. (2008) On the onset of bora
and the formation of rotors and jumps near a mountain gap. Quarterly
Journal of the Royal Meteorological Society, 134, 21–46. https://doi.
org/10.1002/qj.206.

Grell, G.A. and Freitas, S.R. (2013) A scale and aerosol aware stochastic
convective parameterization for weather and air quality modeling.
Atmospheric Chemistry & Physics Discussions, 13, 23845–23893.
https://doi.org/10.5194/acp-14-5233-2014.

Hills, M.O. and Durran, D.R. (2012) Non-stationary trapped lee waves
generated by the passage of an isolated jet. Journal of the Atmo-
spheric Sciences, 69, 3040–3059. https://doi.org/10.1175/JAS-D-
12-047.1.

Hines, K.M. and Bromwich, D.H. (2008) Development and testing
of polar weather research and forecasting (WRF) model. Part I:
Greenland ice sheet meteorology. Monthly Weather Review, 136,
1971–1989. https://doi.org/10.1175/2007MWR2112.1.

Hines, K.M., Bromwich, D.H., Bai, L., Bitz, C.M., Powers, J.G. and
Manning, K.W. (2015) Sea ice enhancements to polar WRF. Monthly
Weather Review, 143, 2363–2385. https://doi.org/10.1175/MWR-D-
14-00344.1.

Hines, K.M., Bromwich, D.H., Bai, L.-S., Barlage, M. and Slater,
A.G. (2011) Development and testing of polar WRF. Part III: Arc-
tic land. Journal of Climate, 24, 26–48. https://doi.org/10.1175/
2010JCLI3460.1.

Iacono, M.J., Delamere, J.S., Mlawer, E.J., Shephard, M.W., Clough,
S.A. and Collins, W.D. (2008) Radiative forcing by long-lived green-
house gases: calculations with the AER radiative transfer models.
Journal of Geophysical Research: Atmospheres, 113(D13). https://
doi.org/10.1029/2008JD009944.

IGRA. (2018) Integrated Global Radiosonde Archive, NOAA/NCEP.
Available at: https://www.ncdc.noaa.gov/data-access/weather-
balloon/integrated-global-radiosonde-archive; accessed 5 August
2019

Jiang, Q. (2014) Applicability of reduced-gravity shallow-water the-
ory to atmospheric flow over topography. Journal of the Atmo-
spheric Sciences, 71, 1460–1479. https://doi.org/10.1175/JAS-D-
13-0101.1.

https://doi.org/10.3402/tellusa.v57i2.14627
https://doi.org/10.1175/1520-0469(2001)058<3971:SNFOAA>2.0.CO;2
https://doi.org/10.1175/1520-0469(2001)058<3971:SNFOAA>2.0.CO;2
https://doi.org/10.3402/tellusa.v56i4.14425
https://doi.org/10.3402/tellusa.v56i4.14425
https://doi.org/10.1002/qj.129
https://doi.org/10.1002/qj.129
https://doi.org/10.1175/1520-0493(2001)129<0005:DAAOAP>2.0.CO;2
https://doi.org/10.1175/1520-0493(2001)129<0005:DAAOAP>2.0.CO;2
https://doi.org/10.1029/2008JD010300
https://doi.org/10.1029/2008JD010300
https://doi.org/10.1175/1520-0493(2000)128<0901:AIOMPW>2.0.CO;2
https://doi.org/10.1175/1520-0493(2000)128<0901:AIOMPW>2.0.CO;2
https://doi.org/10.1007/s007030070027
https://doi.org/10.1007/s007030070027
https://doi.org/10.1175/1520-0469(2002)059<0186:TDOMWI>2.0.CO;2
https://doi.org/10.1175/1520-0469(2002)059<0186:TDOMWI>2.0.CO;2
https://doi.org/10.1175/MWR-D-10-05042.1
https://doi.org/10.1175/2008MWR2554.1
https://doi.org/10.1034/j.1600-0870.1996.00014.x
https://doi.org/10.1034/j.1600-0870.1996.00014.x
https://doi.org/10.1256/qj.01.205
https://doi.org/10.1256/qj.01.205
https://doi.org/10.1016/B978-0-12-382225-3.00288-7
https://doi.org/10.1016/B978-0-12-382225-3.00202-4
https://doi.org/10.1175/1520-0469(1986)043<2527:ALADWP>2.0.CO;2
https://doi.org/10.1175/1520-0469(1986)043<2527:ALADWP>2.0.CO;2
https://doi.org/10.2151/sola.2011-038
https://doi.org/10.1256/qj.03.28
https://doi.org/10.1256/qj.04.82
https://doi.org/10.1256/qj.04.82
https://doi.org/10.1002/qj.206
https://doi.org/10.1002/qj.206
https://doi.org/10.5194/acp-14-5233-2014
https://doi.org/10.1175/JAS-D-12-047.1
https://doi.org/10.1175/JAS-D-12-047.1
https://doi.org/10.1175/2007MWR2112.1
https://doi.org/10.1175/MWR-D-14-00344.1
https://doi.org/10.1175/MWR-D-14-00344.1
https://doi.org/10.1175/2010JCLI3460.1
https://doi.org/10.1175/2010JCLI3460.1
https://doi.org/10.1029/2008JD009944
https://doi.org/10.1029/2008JD009944
https://doi.org/10.1175/JAS-D-13-0101.1
https://doi.org/10.1175/JAS-D-13-0101.1


3430 TOLLINGER ET AL.

Kalnay, E., Kanamitsu, M., Kistler, R., Collins, W., Deaven, D., Gandin,
L., Iredell, M., Saha, S., White, G., Woollen, J., Zhu, Y., Leetmaa, A.,
Reynolds, R., Chelliah, M., Ebisuzaki, W., Higgins, W., Janowiak,
J., Mo, K.C., Ropelewski, C., Wang, J., Jenne, R. and Joseph, D.
(1996) The NCEP/NCAR 40-year reanalysis project. Bulletin of the
American Meteorological Society, 77, 437–472. https://doi.org/10.
1175/1520-0477(1996)077<0437:TNYRP>2.0.CO;2.

Klemp, J., Dudhia, J. and Hassiotis, A. (2008) An upper gravity-wave
absorbing layer for NWP applications. Monthly Weather Review,
136, 3987–4004. https://doi.org/10.1175/2008MWR2596.1.

Klemp, J. and Lilly, D. (1975) The dynamics of wave-induced downslope
winds. Journal of the Atmospheric Sciences, 32, 320–339. https://
doi.org/10.1175/1520-0469(1975)032<0320:TDOWID>2.0.CO;2.

Laprise, R. and Peltier, W. (1989) The linear stability of nonlin-
ear mountain waves: implications for the understanding of severe
downslope windstorms. Journal of the Atmospheric Sciences,
46, 545–564. https://doi.org/10.1175/1520-0469(1989)046<0545:
TLSONM>2.0.CO;2.

Long, R.R. (1954) Some aspects of the flow of stratified fluids: II. Exper-
iments with a two-fluid system. Tellus A, 6, 97–115. https://doi.org/
10.1111/j.2153-3490.1954.tb01100.x.

Maslanik, J., Stroeve, J., Fowler, C. and Emery, W. (2011) Distribution
and trends in Arctic Sea ice age through spring 2011. Geophysical
Research Letters, 38(13). https://doi.org/10.1029/2011GL047735.

Mayr, G.J. and Gohm, A. (2000) 2D airflow over a double bell-shaped
mountain. Meteorology and Atmospheric Physics, 72, 13–27. https://
doi.org/10.1007/s007030050002.

Menchaca, M.Q. and Durran, D.R. (2017) Mountain waves, downs-
lope winds, and low-level blocking forced by a midlatitude cyclone
encountering an isolated ridge. Journal of the Atmospheric Sciences,
74, 617–639. https://doi.org/10.1175/JAS-D-16-0092.1.

Moore, G. (2016) The March 1972 northwest Greenland windstorm: evi-
dence of downslope winds associated with a trapped lee wave. Quar-
terly Journal of the Royal Meteorological Society, 142, 1428–1438.
https://doi.org/10.1002/qj.2744.

Morrison, H., Curry, J. and Khvorostyanov, V. (2005) A new
double-moment microphysics parameterization for application in
cloud and climate models. Part I: Description. Journal of the
Atmospheric Sciences, 62, 1665–1677. https://doi.org/10.1175/
JAS3446.1.

Mysak, L.A. and Manak, D.K. (1989) Arctic sea-ice extent and anoma-
lies, 1953–1984. Atmosphere-Ocean, 27, 376–405. https://doi.org/
10.1080/07055900.1989.9649342.

Nakanishi, M. and Niino, H. (2004) An improved Mellor–Yamada
level-3 model with condensation physics: its design and verification.
Boundary-Layer Meteorology, 112, 1–31. https://doi.org/10.1023/B:
BOUN.0000020164.04146.98.

Niu, G.-Y., Yang, Z.-L., Mitchell, K.E., Chen, F., Ek, M.B., Barlage,
M., Kumar, A., Manning, K., Niyogi, D., Rosero, E., Tewari, M.
and Xia, Y. (2011) The community Noah land surface model with
multiparameterization options (Noah-MP): 1. Model description
and evaluation with local-scale measurements. Journal of Geo-
physical Research: Atmospheres, 116(D12). https://doi.org/10.1029/
2010JD015140.

NunaGIS. (2018) Geographic information system for Greenland,
Department of National Planning, Nuuk, Greenland. Available at:
http://www.nunagis.gl/en/; accessed 5 August 2019

Peltier, W. and Clark, T. (1979) The evolution and stability of
finite-amplitude mountain waves. Part II: Surface wave drag

and severe downslope windstorms. Journal of the Atmo-
spheric Sciences, 36, 1498–1529. https://doi.org/10.1175/1520-
0469(1979)036<1498:TEASOF>2.0.CO;2.

Peltier, W. and Scinocca, J. (1990) The origin of severe downslope
windstorm pulsations. Journal of the Atmospheric Sciences, 47,
2853–2870. https://doi.org/10.1175/1520-0469(1990)047<2853:
TOOSDW>2.0.CO;2.

Reinecke, P.A. and Durran, D.R. (2009) Initial-condition sensitiv-
ities and the predictability of downslope winds. Journal of
the Atmospheric Sciences, 66, 3401–3418. https://doi.org/10.1175/
2009JAS3023.1.

Sachsperger, J., Serafin, S., Grubišić, V., Stiperski, I. and Paci, A.
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