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There once was a girl named Irene
Who lived on distilled kerosene
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And since then has never benzene.
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Abstract

Inner-shell ionization energies provide local probes of the charge distribu-
tion in molecules and of the ability of a molecule to accept charge at specific
sites. As such, core-ionization energies are related to and may provide insight
into other chemical properties that depend on the same ability. X-ray photoelec-
tron spectroscopy (XPS) is the preferred tool for exploring core-ionization ener-
gies. In the present work, synchrotron radiation was used to acquire photoelec-
tron spectra of several carbon-containing molecules in the gas phase. Carbon
1s ionization energies are of special interest because of the vital role of organic
molecules in life processes. A prerequisite for obtaining accurate ionization en-
ergies is access to reliable methods for calibration of the energies. This work
has been concerned with establishing procedures for very accurate calibration
of Cls ionization energies.

With today’s instrumentation, it is possible to obtain high-resolution pho-
toelectron spectra that reveal details of the fine structure which have not been
observed previously. The fine structure may be very complex, due to contribu-
tions associated with the inequivalent carbons in a molecule, as well as vibronic
structure. To assign such a spectrum and obtain chemical shifts, one is depen-
dent on theory to prepare lineshape models for each carbon in the molecule. In
this thesis, several approaches for modeling vibronic progression in XPS mea-
surements of hydrocarbons were tested. A relatively simple model for taking
into account effects of vibronic coupling in the spectra was developed. This
model is expected to work well also for larger, more complex systems. With
this tool, it is possible to assign photoelectron spectra and obtain chemical shifts
for the different carbons in a molecule with high accuracy. It is now believed
that vibronic structure arising from core-ionization of hydrocarbons is well un-
derstood. This knowledge has been applied to various molecular systems of
chemical interest. It is shown that core-ionization energies may provide insight
into chemical properties such as proton affinity and reactivity, and how these
properties are influenced by a methyl substituent. Experience from gas-phase
XPS is also found to be of considerable use in assignment of adsorbed-state
photoelectron spectra.
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Chapter 1

Introduction

When atoms are joined together to form molecules, they share electrons.
However, it is only the outer electrons that are shared. The innermost or core
electrons are kept by each individual atom. At the same time, the energy by
which the core electrons are tied to the nuclei is influenced by the surround-
ings. We call this energy binding or ionization energy. Depending on the sur-
rounding atoms, core electrons of the same type of atom have different bind-
ing energies. These differences are called chemical shifts. Thus, if one is able
to determine chemical shifts within a molecule, one can get information about
chemical properties at specific sites in that molecule. Such chemical properties
are for instance proton affinity, acidity, and electrophilic reactivity, which all in-
volve adding charge to a molecule. Accordingly, core-electron binding energies
serve as local probes of the charge distribution in a molecule, and of the ability
of a molecule to accept or donate charge at a particular site.

X-ray photoelectron spectroscopy, XPS, is an excellent tool for exploring
core-electron binding energies. This technique takes advantage of the photo-
electric effect, discovered by Heinrich Hertz in 1887.! In a simplified picture,
an incoming photon expels an electron from its orbit in the atom or molecule.
The photon energy in excess of the binding energy of the electron, is transferred
as kinetic energy, Ek, to the electron. This gives us the photoelectric law, first
formulated by Einstein.? In this, Ex can be expressed as:

EK:hV—EB

where E'p represents the binding energy and hv the energy of the photon. To
measure photoelectron spectra, one needs a source of photons and a way to
measure the kinetic energy of the outgoing photoelectron. Then one can find
the binding energy, or ionization energy, from the equation above.

The use of core-electron spectroscopy in chemistry is often referred to as
ESCA (electron spectroscopy for chemical analysis). The field of ESCA was
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founded in the 1960s, when spectrometers for measuring electron energies were
developed.® Since then, both experimental and theoretical techniques and equip-
ment have developed enormously. In ESCA, carbon 1s ionization energies have
been of special interest because of the rich and important chemistry of carbon-
containing compounds. However, until recently carbon 1s photoelectron spec-
tra have been hampered by lack of resolution. Carbon atoms with quite dis-
tinct chemical properties may have 1s ionization energies that are very similar,
leading to overlapping of peaks in the photoelectron spectra. In addition, vibra-
tional excitation often accompanies core ionization and adds complexity to the
spectra. The development of third-generation synchrotron facilities, together
with high-resolution electron spectrometers, have made a striking difference in
this situation. With today’s instrumentation, it is possible to resolve fine struc-
ture in core-level photoelectron spectra of many molecules.

In order to assign the various peaks in a high-resolution photoelectron spec-
trum, one is dependent on quantum chemical computations. Theoretical tools
exist that make it possible to prepare lineshape models for each inequivalent
atom in a molecule. By fitting the theoretical lineshapes to the experimental
spectrum, one can obtain accurate experimental core-ionization energies for
each atom. The theoretical analysis may include determining effects of both
vibrational excitation and vibronic coupling on the photoelectron spectra. Vi-
bronic coupling may occur particularly in molecules containing equivalent car-
bon atoms. The equivalent atoms will have core-energy levels with nearly the
same energy. These energy levels can couple via the nuclear motion, leading
to a splitting of the vibrational lines in the photoelectron spectrum. Besides
providing information on the structure and bonding of the ionized state, these
effects are interesting in their own right.

The main aim of this thesis has been to extract accurate carbon 1s ioniza-
tion energies for several molecules in the gas phase using high-resolution syn-
chrotron radiation and advanced theoretical methods. Shifts in 1s ionization
energies are found to correlate with other chemical properties and may provide
insight into various chemical processes. The thesis is based on five scientific
papers, as listed on page xi. They will be referred to in the text by their Roman
numerals. Following is a brief outline of the main results from each paper.

Despite the high resolution of the synchrotron light, the accuracy with which
the photon energy is known is not high. As a consequence, in XPS it is necessary
to include an internal standard for which the ionization energy is well known.
Paper I provides very accurate adiabatic and vertical carbon 1s ionization en-
ergies for nine small molecules. The ionization energies for these compounds
span most of the range of known carbon 1s energies and can be used as reference
energies for calibration of other molecules. In Paper II, a method for calibrat-



ing electron spectrometers is presented. This method provides a higher level
of accuracy for such calibrations than what has been presented in the literature
before.

Benzene can be regarded the prototype of aromatic molecules. Paper III
presents a detailed study of the vibrational structure in photoelectron spectra
of benzene and deutero-benzene. The effects of vibronic coupling on the spec-
tra were examined using several models at different levels of complexity. In
particular, one relatively simple model was found to give results comparable to
results from the most elaborate model. The simpler model is expected to work
well in predicting effects of vibronic coupling in photoelectron spectra of larger,
more complex systems.

Cl1s photoelectron spectra were measured for a series of six-membered cyclic
hydrocarbons, ranging from the saturated cyclohexane molecule, through the
unsaturated cyclohexene, to 1,3- and 1,4-cyclohexadiene. The results are pre-
sented in Paper IV. Together with benzene, these molecules show the evolution
of chemical effects with increasing number of double bonds. We are able to as-
sign unambiguously the various features of each spectrum to the corresponding
carbon atoms in the molecules. This provides Cls ionization energies for each
individual atom. Theoretically predicted chemical shifts are shown to repro-
duce the experimental shifts.

Paper IV also presents how experience from gas-phase XPS can be applied
in studies of adsorption of unsaturated hydrocarbons on silicon surfaces. It
appears that there exists a general misunderstanding in the published literature
concerning the assignment of saturated and unsaturated hydrocarbons in XPS
spectra of the surface layer. We contend that high-resolution gas phase spectra
might contribute to the assignment of the physisorbed species.

Substituent effects in aromatic compounds have been subject to extensive
studies since early in the last century. Core-ionization energies, which reflect
the ability of a molecule to accept charge at a specific site, might shed new light
on this subject. Paper V is a study of the substituent effect of the methyl group in
a series of methyl-substituted benzenes. For the first time, one is able to assign
1s ionization energies to each inequivalent carbon atom in these molecules. We
find correlations between the ionization energies and the energy changes for
other chemical processes that also involve addition of charge at specific sites.
Deviations from these correlations provide insight into the effect of conjugation
for the methyl substituent.

In this summary, the acquisition of experimental data and calculation of the-
oretical lineshape models will be described, as well as various aspects relating
to interpretation of the data. The following chapter gives an outline of the ex-
perimental instrumentation and procedures. In chapter 3, theoretical methods
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and procedures are presented. Chapter 4 describes the curve-fitting procedure
and other aspects of the data analysis. Concluding remarks and suggestions for
further work are given in chapters 5 and 6, respectively. In the final section, the
five scientific papers that form the basis of this thesis are presented.



Chapter 2

X-ray photoelectron spectroscopy

The experiments were performed both at the MAX II storage ring at MAX-
lab* in Lund, Sweden, and at the Advanced Light Source (ALS)® in Berkeley,
California, over the period 1999-2005. Both MAX II and the ALS are third-
generation synchrotrons. The main principles of synchrotron instrumentation
are similar for the two facilities, and the experimental setup will be illustrated
with reference to MAX II. The two main components of a synchrotron facility
are the storage ring and the beamlines. In the storage ring, exceptionally bright
light is produced, which is then directed down beamlines, eventually hitting the
target atoms or molecules in the end station (experimental chamber). In XPS,
core electrons are ejected from the sample and their energy measured. The next
two sections will give more details on the synchrotron facility at MAX-lab and
beamline 1411,%7 used in many of the experiments in this thesis. More details
on beamline 10.0.1 at the ALS can be found in ref. 8.

2.1 Synchrotron radiation

In a synchrotron, relativistic electrons are injected into the storage ring (usu-
ally by a linear accelerator) and accelerated to nearly the speed of light. Fig-
ure 2.1 shows an overview of the injector and the MAX II storage ring at MAX-
lab. At MAXIL* electrons are stored with an energy of 1.5 GeV. The beam cur-
rent is 200 mA, and the lifetime of the beam is more than 10 hours. The storage
ring has a circumference of 90 m, with ten straight sections inserted. Magnetic
lenses keep the electrons on the desired trajectory. Each time an electron is accel-
erated (undergoes a change of direction) by a bending magnet, electromagnetic
radiation is emitted. At MAXII, synchrotron radiation is produced in two other
ways as well; by undulators and by wigglers that are inserted in the straight
sections. Only undulators will be described here. Undulators are periodic mag-
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Figure 2.1: Schematic drawing of the MAX II storage ring and beamline 1411 at MAX-
lab. The tigure is reproduced from refs. 4 and 9, with permission.

netic structures that comprise a linear array of dipole magnets with alternating
polarity. When the electrons pass through the undulator, they start moving in
harmonic oscillations. By adjusting the gap between the poles, one can achieve
coherent interference patterns between the radiation emitted by the same elec-
tron at the different turns. One can also change from one harmonic to another,
thereby changing the energy of the outgoing beam. Tuneability of the photon
energy is among the most important properties of synchrotron light. Another
important property is the high brilliance of the photon beam from undulators
and wigglers. Brilliance is defined as flux of photons per unit source area and
per unit solid angle of emission. In other words, the ideal light source could be
characterized by high intensity from a very small source in only one direction
and with only one wavelength. Though still not ideal, synchrotron radiation is
100 million times brighter than conventional X-ray sources.

The undulator used for beamline 1411 is a permanent magnet hybrid undu-
lator with a 60 mm period and a total length of 2.65 m. The usable energy range
of the undulator is 50-1500 eV. Most experiments have been performed with a
photon energy of 330 eV, corresponding to an undulator gap of 30.76 mm using
the third harmonic.
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2.2 The beamline

From the undulator, the photon beam is directed down the beamline by dif-
ferent optical elements. The most important parts of beamline 1411 are illus-
trated in Figure 2.1. Beamline 14117 has differential pumping which keeps an
ultra high vacuum (UHV) in the beamline. The photons are monochromatized
by an SX-700 plane grating monochromator.'>!! Conventional X-ray sources
used quartz-crystal monochromators, which had a resolution limited to about
0.25 eV.> With today’s monochromators, combined with synchrotron radia-
tion, it is possible to get a bandwidth much smaller than the natural linewidth
(about 0.1 eV for carbon), and still have enough intensity for photoelectron spec-
troscopy. The monochromatized light is further focused, both vertically and
horizontally, by a toroidal mirror toward the sample focus point at the end sta-
tion. The end station (or experimental chamber) has the capability of handling
both solid, cluster, liquid and gas-phase samples. Only gas-phase experiments
were performed in this work. The end station consists of an analyzer chamber
and a hemispherical electron-energy analyzer, Scienta SES-200."*'> Figure 2.2
shows a schematic drawing of the Scienta. The sample gas is let into the an-
alyzer chamber, where photoionization takes place. In the Scienta, the photo-
electrons first pass through an electron lens, which retards or accelerates the
electrons to a certain pass energy. The pass energy is the energy of an electron
that will travel in a circular path at the mean radius of the analyzer. Since the an-
alyzer is operating at a fixed pass energy during the acquisition of a spectrum,
the chosen energy interval has to be scanned by accelerating or retarding the
photoelectrons in the electron lens. The electrons then pass between two hemi-
spherical electrodes, and electrons with different kinetic energy will go in orbits
with slightly different radii. Finally, the electrons arrive at the multichannel
detector, which functions as an electron multiplier. The multiplied electron sig-
nal is detected as flashes on a phosphorous screen by a CCD camera, and these
flashes are counted by computer software. In this way, a spectrum is generated,
plotted as intensity versus kinetic or binding energy. All measurements were
made with the analyzer perpendicular to the beam direction and at an angle of
54.7 degrees to the polarization direction of the light (the "magic" angle®).

2.3 Experimental details

All samples were obtained commercially and used without extensive purifi-
cation. Most of the samples purchased were in liquid form. Liquid samples
were transferred to a test tube and connected to the gas inlet system. To get rid
of air and volatile impurities in the liquids, a freeze-pump-thaw cycle was used
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and then repeated once, for each sample. The vapor pressures of the liquids
at room temperature were sufficient to get a high enough gas pressure in the
analyzer chamber, without further heating. As for the gaseous samples, the gas
bottle was directly connected to the gas inlet system.

The typical pass energy in our experiments was 20 eV. The gas pressure
in the analyzer chamber was held around 4-107° atm. It needs to be adjusted
slightly for each compound to optimize the intensity. All aromatic compounds,
except one, were measured at MAX-lab (Papers III and V). 1,2,4,5-tetramethyl-
benzene, together with cyclohexane, cyclohexene, 1,3- and 1,4-cyclohexadiene
(Paper 1V) were measured at the ALS. All compounds from Paper I were also
measured at the ALS. The xenon measurements were done both at MAX-lab
and at the ALS, as specified in Paper II.
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Chapter 3

Theoretical methods and procedures

Once the photoelectron spectrum has been acquired, one wants to assign the
spectrum and interpret the data. The spectra are often complex, typically con-
sisting of several overlapping peaks associated with inequivalent carbons in the
molecule. In addition, each peak may have fine structure arising from vibra-
tional excitation of the molecule upon core ionization. In order to deconvolute
such a spectrum, one can use theoretical calculations to model the vibrational
lineshapes associated with each carbon. From the assignment of the spectrum,
one obtains absolute and relative experimental ionization energies for each car-
bon in the molecule. The difference in ionization energy between two atoms
is called the chemical shift. Relative ionization energies are also obtained from
electronic structure calculations, and one can compare experimental and theo-
retical chemical shifts.

This chapter gives a qualitative description of the theoretical methods used
in the thesis and provides computational details. Rather than providing a de-
tailed account of the theory, the intention of this chapter is to give a qualitative
description from a user’s point of view. For further information on the theoret-
ical methods, see refs. 16 and 17.

Core-ionization energies reflect the ability of a molecule to accept positive
charge at a specific site. Therefore, one would expect core-ionization energies
to relate closely to other chemical quantities that depend on this ability, such as
proton affinities (the negative of enthalpies of protonation). Since experimen-
tal proton affinities are often not available for individual sites in a molecule,
we have used theoretical calculations to predict proton affinities for individual
carbons in methyl-substituted benzenes. The theoretical method used in this
respect is also described here.
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3.1 Electronic-structure calculations

In order to prepare theoretical lineshape models for the inequivalent carbons
in a molecule, one needs accurate geometries, energies, normal modes and vi-
brational frequencies for the neutral as well as for the core-ionized molecule.
This section gives a short overview of the theoretical methods and other as-
pects related to computations in this thesis. Details of, and references for, the
theoretical calculations are given in section 3.5 on page 21.

3.1.1 The Hartree-Fock approximation and the Mgoller-Plesset
methods

The starting point for most quantum mechanical calculations today is the
time-independent Schrodinger equation:

HU = BV

H is called the Hamilton operator, and describes the total energy, E, of the
system (atom or molecule). V is the wavefunction which contains informa-
tion about all the properties of the system that can be determined experimen-
tally, for instance kinetic energy or charge distribution. Exact solutions of the
Schrodinger equation are not practically feasible for any but the simplest sys-
tems, like the hydrogen atom. For quantum mechanical computations of larger
systems, one has to apply a number of approximations. To this end, many dif-
ferent approaches and methods have been developed, characterized by their
level of accuracy. Here, only the methods applied in this thesis will be de-
scribed.

The computations in this thesis employ first-principle methods. In this con-
text, a first-principle method is one that is based solely on the laws of quan-
tum mechanics and the values of a small number of physical constants, like the
speed of light and Planck’s constant. L.e., no experimental data concerning the
atoms or molecules are used to deduce values for the integrals that appear when
finding approximate solutions to the Schrédinger equation.!® The simplest first-
principle method is termed the Hartree-Fock (HF) approximation. In HF theory,
one finds solutions to the one-electron Schrodinger equation, called orbitals. An
orbital is a one-electron function that describes an electron in the average field of
the nucleus and all the other electrons. In HF, electron correlation is neglected,
i.e. one assumes that electrons move independently of each other. This means
that the many-electron wavefunction, termed molecular orbital, can be repre-
sented as an anti-symmetrized product of one-electron wavefunctions (atomic
orbitals).
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One way to incorporate electron correlation is to treat the correlation as a
perturbation to the HF system.!) The perturbation method introduced by Moller
and Plesset’ (MPn) has become very popular and includes orbitals that are un-
occupied in the Hartree-Fock state into the wavefunctions. This allows excita-
tion of electrons to the unoccupied orbitals, thereby giving the electrons more
freedom to move around and avoid each other. MP2 is the simplest of MPn
methods and includes excitation of only two electrons at a time. Meller-Plesset
theory includes also third- and fourth-order levels denoted MP3 and MP4, re-
spectively. Both HF and MPn methods compute approximate solutions to the
Schrodinger equation using a series of rigorous mathematical approximations.!®

When selecting an appropriate electronic-structure model, the most impor-
tant considerations are the level of confidence required in the results and the
computational costs. The major fault inherent in the HF method is the neglect
of electron correlation. Even though the HF method can provide a qualitatively
correct description for most molecules, it does not predict bond lengths and en-
ergies with the accuracy required for our purposes. The MP2 method performs
much better in this respect for the systems we have studied.’’ Naturally, the
computational cost for MP2 is higher than for HF. The cost for a HF calculation
scales as N*, where N is the number of basis functions. MP2 scales as N°, MP3
as N® and MP4 as N”.? HF and MP2 were both used for computing proton
affinities in this thesis.

3.1.2 Density functional theory

Another first-principle method, used in most of this work, is Density Func-
tional Theory (DFT).!” In DFT, electron correlation is taken into account by in-
cluding what is called the exchange-correlation functional. A functional is a
function whose argument is also a function. The exchange-correlation func-
tional can include terms accounting for both exchange energy® and electron
correlation. DFT methods do not involve finding wavefunctions. Rather, DFT
optimizes the electron density, p. The computational cost for a DFT calculation
scales as N?, which is lower than both HF and MP2. For an "average" problem,
DFT is the most cost-effective method to achieve a given level of accuracy.!

DFT methods differ in which functional is used for the exchange functional
and which is used for the correlation functional. In addition to pure DFT meth-
ods, hybrid methods also exist in which the exchange functional is a linear com-

D1In other words, one uses perturbation theory with the Hartree-Fock operator as the unper-
turbed hamiltonian.

2Exchange energy is represented as a correction to the classical Coulomb repulsion term,
resulting from the indistinguishability of electrons.
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bination of the Hartree-Fock exchange and a DFT exchange functional. In this
thesis, Becke’s three parameter hybrid method using the Lee, Yang, and Parr
(LYP)?? correlation (B3LYP)* was used. B3LYPs overall performance is remark-
ably good for main-group elements, and its predictions of molecular proper-
ties, like bond lengths and proton affinities, are competitive with much more
advanced methods. Since B3LYP involves the HF exchange functional, the com-
putational cost for B3LYP scales as HF, N*. B3LYP was found to be a suitable
compromise between level of accuracy and computational costs for our pur-
poses.?? Further details on B3LYP can be found in refs. 17 and 24.

3.1.3 Basis set

A basis set is the set of mathematical functions from which the wavefunction
or orbital is constructed.”? The basis set needs to be specified in an electronic
structure calculation. It consists of a certain number of atomic orbitals or basis
functions. Atomic orbitals can be approximated by contracted Gaussian func-
tions, which are linear combinations, with fixed coefficients, of primitive Gaus-
sian functions. The primitive Gaussian functions are of the form P(z,y, z)e~***,
where P(z,y, z) is any polynomial in the cartesian coordinates z, vy, z, and « is
the orbital coefficient. An atomic orbital can be represented by more than one
basis function, or contracted Gaussian function, leading to a more flexible basis
set. Depending on the number of basis functions for each atomic orbital, the ba-
sis sets are called double-, triple-, quadruple-zeta, etc. Molecular orbitals are in
turn represented as linear combinations of atomic orbitals, known as the LCAO
approximation. In addition, one can add what is called polarization functions
which are Gaussian functions corresponding to one quantum number of higher
angular momentum than the atomic valence orbitals. Polarization functions
add flexibility within the basis set, allowing for more accurate description of
chemical bonds. Another common addition to basis sets is diffuse functions.
These are Gaussian functions that more accurately describe the parts of atomic
orbitals that are distant from the nuclei. The computations in this thesis have
used a triple-zeta basis set, meaning that each valence atomic orbital is repre-
sented by three contracted Gaussian functions. The basis set was augmented by
one set of polarization functions for each atom; a d-set for carbon and a p-set
for hydrogen. Generally, a larger basis set provides a more accurate description
of the molecular orbitals, but the computational cost is higher.
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3.1.4 Hole-state calculations

Electronic-structure calculations for a molecule with a core hole are less than
straight forward. Using the variational principle, one wants to acquire as low
energies as possible for the calculated orbitals.”! In many cases, this would
mean relaxing a valence electron to fill the core hole, and the core hole would
disappear. Hole-state calculations can be performed,”? but for most systems
they are not practically feasible. A much used approximation is the equivalent-
cores method, in which the core-ionized atom with a nuclear charge of Z is re-
placed by a valence-ionized atom having a closed-shell core and nuclear charge
of Z+1. In the case of core-ionized carbon, carbon is replaced by the isova-
lent N*. The equivalent-cores approximation contains inherent errors, since
it cannot accurately describe the interaction of the valence electrons with the
core.?%?”:28 One shortcoming is that it does not always predict changes in bond
lengths and angles correctly. Correct prediction of these parameters is impor-
tant for the vibrational analysis (see section 3.2.1). As an improvement over the
equivalent-cores approximation, one can model the effect of the core hole using
an effective core potential (ECP). With an ECP, the core electrons and core hole
are represented by potentials, rather than treated as actual particles, and the
core hole will be localized to one atom. Although the ECP model suffers from
some of the same problems as does the equivalent-cores approximation, bond
lengths and angles obtained with ECP are more accurate. In this work, only
ECP was used for modeling core holes.

3.2 Franck-Condon analysis

3.2.1 Normal-mode calculations

Removing a core electron is a quite dramatic event for a molecule. A simpli-
fied way to think of this process is as follows: when the photon comes in and ex-
pels an electron, the excess photon energy is transferred to the electron as kinetic
energy. However, some of the photon energy might be kept by the molecule,
and as a result the molecule will start to vibrate more vigorously. The photo-
electron will then be detected with slightly less kinetic energy, and this shows
up in the photoelectron spectrum as a progression of vibrational peaks. The
more correct quantum mechanical description is based on the Franck-Condon
principle (also known as the sudden approximation). This states that since elec-
tronic transitions are very fast compared with nuclear motions, an electronic
transition is most likely to occur within a stationary nuclear framework. Once
the transition has occurred, the nuclei will relax. The resulting state is called a
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Figure 3.1: Illustration of the Franck-Condon principle for a harmonic oscillator in
a one-dimensional case. v; and vy refers to the vibrational quantum number for the
initial and final electronic state, respectively. The figure is reproduced from ref. 9, with
permission.

Franck-Condon state, and the transition is called a vertical transition. The adi-
abatic transition is from v,=0 (v; is the set of vibrational quantum numbers of
the lower, initial electronic state) to v ;=0 of the upper, final electronic state. The
probability of a transition is determined by the square of the overlap integral be-
tween the vibrational wavefunctions of the two states involved. The square of
the overlap integrals are called Franck-Condon factors and determine the rel-
ative intensities of the different vibrational lines in a photoelectron spectrum.
The Franck-Condon principle is illustrated in Figure 3.1 for a harmonic oscilla-
tor in a one-dimensional case. On the left hand side, the electronic potential en-
ergy is plotted as a function of an internal coordinate, for the ground and excited
electronic states. The internal coordinate represents the nuclear displacement.
In this figure, only transitions from the ground vibrational state are considered.
For most molecules, this is the only vibrational state which is occupied at nor-
mal temperatures. The wavefunctions are plotted for each vibrational level,
and the dotted lines show the overlapping region for the wavefunctions. Note
that the wavefunctions are dimensionless and, hence, the left energy axis does
not apply to them. From the figure, we see that the overlap between ,=0 and
vr=1 has the greatest absolute value. This is illustrated to the right in the figure,
where the Franck-Condon factors are shown for each transition.
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The different characteristic ways in which a molecule can vibrate are called
normal modes. The most important ones are stretching, bending, and torsional
modes. To calculate Franck-Condon factors, one needs to know accurate geome-
tries, normal modes and vibrational frequencies for the neutral and core-ionized
molecules. This is provided in the output from the Gaussian®* calculations.
Franck-Condon factors are calculated by the g2fc program,®!-3? which reads the
output files of Gaussian and computes changes in normal coordinates. It pro-
duces a vibrational profile, containing relative intensities and energies for the
modes of interest, which can be used as input in fitting the experimental spec-
tra. For polyatomic molecules, normal modes for the neutral molecule are not
necessarily the same as for the core-ionized state, and this complicates calcu-
lation of Franck-Condon factors. A simplified, diagonal approach based on a
one-to-one mapping between neutral- and ionized-state normal modes® was
tested in papers III and IV. Compared to Franck-Condon factors computed in
the full harmonic approximation including mode-mixing, only negligible errors
were introduced in the simplified approach. As a result, the vibrational profiles
used for fitting the spectra in the present work were based on the latter, simpli-
tied approach.

To illustrate some of the principles described here, one can use methane as a
simple example. Methane is a totally symmetric molecule, and retains its sym-
metry throughout a core ionization. According to the Franck-Condon principle,
the vibrationally excited states must also be totally symmetric. For non-totally
symmetric states, the overlap between the vibrational wavefunctions for the
ground and ionized state is zero. This means that, within the Franck-Condon
approximation, only the symmetric C*-H stretching mode is excited in methane
(C* denotes the core-ionized atom). The vibrational frequency for this mode is
approximately 400 meV. Vibrational structure in an experimental spectrum of
methane was first observed in 1974 by Gelius et al.® Later, the fine structure
of the vibrational progression has been studied in close detail.*** However,
recent investigations show that unexpected features are present in the C1s pho-
toelectron spectrum of methane. One has found evidence of Fermi-resonance®
and of recoil effects that lead to a violation of the Franck-Condon principle upon
core-ionization of methane.*® These effects will not be discussed here.

One of the most recent methane spectra, from Paper I, is shown in Figure 3.2.
The spectrum is acquired with high-resolution synchrotron radiation, and dis-
plays a clearly resolved vibrational progression of the symmetric stretching
mode. The tall peak at 290.7 eV is the adiabatic peak, with v;=0 for the sym-
metric stretching mode. Then follows the first and second excited vibrational
levels as peaks to higher ionization energy from the adiabatic peak. The peak
from the third excited level is barely visible at 291.9 eV. The energy positions of
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Figure 3.2: Carbon 1s photoelectron spectrum of methane (circles) shown together
with a least squares fit to the data (solid line). The vibrational lines from the symmetric
stretching mode are indicated as bars. The spectrum is adapted from Paper L.

each vibrational line are indicated by the bars, and the spacing between each
line is approximately 400 meV as expected from the vibrational frequency of
the symmetric stretching mode. This example illustrates in a simple way how
vibrational motion of a molecule shows up in an XPS spectrum. One can note in
the figure that the energy position of the first vibrational line does not coincide
with the energy position of the peak maximum. The reason for this is that the
peak maximum is slightly shifted by the Post-Collision Interaction (PCI) effect
(see chapter 4.1).

For molecules in which more than one vibrational mode are excited, the pho-
toelectron spectra are more complicated. There will be one vibrational progres-
sion for each excited mode. In addition, the different vibrational modes can
combine into combination modes. The intensity of a combination mode is the
product of the intensities for each individual mode, and the energy of a combi-
nation mode is the sum of the energies for each individual mode.

3.2.2 Aspects of vibronic coupling

After the Franck-Condon profile has been calculated, one has to consider
whether vibronic coupling may alter the vibrational progression. Vibronic coup-
ling may have an effect on photoelectron spectra when a molecule contains
equivalent, adjacent carbons, or when non-equivalent carbons accidentally have
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Figure 3.3: A schematic representation of how each six-fold degenerate diabatic vi-
bronic level in Cls-ionized benzene is split according to Equation 3.1. The figure is
adapted from Paper III.

core levels with the same energy (degenerate energy levels).

The Born-Oppenheimer approximation states that, because of the great dif-
ference in masses of electrons and nuclei, the electron can respond almost in-
stantaneously to movement of the nuclei. In this way, one can regard electronic
and nuclear movement as independent of each other. This is called the adiaba-
tic approximation and is valid in most cases, because the energy gaps between
electronic states are usually large compared to typical vibrational spacings. In
the adiabatic approximation, the core hole is considered delocalized over the
equivalent atoms. However, if the electronic states are closely spaced, they can
couple via the nuclear motion. This is particularly the case for molecules with
equivalent atoms. Ionization of core electrons of equivalent atoms gives rise
to several nearly degenerate electronic states that can couple via nontotally-
symmetric vibrational modes. This is called vibronic coupling and signals a
breakdown of the Born-Oppenheimer approximation. It can lead to a symme-
try breaking in the molecule which results in localized core holes.

A slightly different approach is to start out from localized-hole (diabatic)
electronic states. Any tendency toward delocalization of the core hole may be
described as coupling of diabatic vibronic states. If the overlap between the dia-
batic degenerate core orbitals is sufficiently large, for instance when the carbon-
carbon distance is short, a splitting between the electronically coupled vibronic
states occur. This may be characterized as a case of incomplete or partial lo-
calization of the core hole. At the level of first-order degenerate perturbation
theory, each diabatic vibrational level, ¢,, is split according to Equation 3.1:

E,=¢,+x,6(L,Vv|R,v) (3.1)

where E,, are the resulting vibronic levels, v is the set of vibrational quantum
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numbers for the ionized state, and f3 is the electronic coupling integral which
is common to all vibrational levels.*” (L,v|R,v) is the vibrational overlap in-
tegral between the vibrational wavefunctions when the core hole is localized
on the left atom (L) and those when it is localized on the right atom (R). The
vibrational overlap integral is specific to each (diabatic) vibrational state, v. z,,
is a number dependent on the symmetry and the type of molecule considered.
For a diatomic molecule z,, = -1,1. For the benzene molecule, z,, = -2,-1,-1,1,1,2.
The splitting of the diabatic vibronic energy levels in benzene is illustrated in
Figure 3.3. The electronic coupling integral, 3, depends strongly on the distance
between the carbon atoms and is about 10 meV for adjacent singly-bonded car-
bons and about 30 meV for adjacent doubly-bonded carbons. It may be ignored
for non-adjacent atoms. 3 can be calculated from the electronic wavefunctions.
For hydrocarbons, the vibrational overlap integral is of order 0.5 for the adia-
batic transition (L, 0| R, 0), and it tends to decrease as the degree of vibrational
excitation increases.

In most cases when a molecule contains equivalent carbon atoms, the split-
ting of vibronic energy levels is small, and the carbon 1s ionized molecules can
be described in the localized-hole approximation. However, the effect on the
Cl1s photoelectron spectra may not be negligible. We find that, for equivalent
adjacent carbon atoms, the fit to the spectra are improved when splitting the
vibrational levels. Chapter 5 describes in what way splitting is included in the
fits of the various molecules.

3.3 Chemical shifts

From the core-level photoelectron spectrum, one can acquire ionization ener-
gies, or core-electron binding energies, for each atom in the molecule. To a first
approximation, the binding energies of the core levels are independent of chem-
ical environment and, hence, can be used to identify the atomic species. How-
ever, there are small variations in the binding energies caused by the chemical
surroundings, and the differences in binding energies are called chemical shifts.
These shifts contain chemical-state information and can be compared with other
chemical properties, like proton affinities or reaction rates. This has been done
for carbon 1s shifts in a series of methyl-substituted benzenes in Paper V, and
the results are presented in chapter 5.

Koopmans’ theorem states that the negative of the one-electron orbital en-
ergy, €, can be approximated with the ionization energy, I, of the electron from
that orbital: / ~ —e. ¢ is the orbital energy from HF theory; i.e. —¢ is the en-
ergy required to remove an electron from an orbital with the assumption that
the remaining electrons do not adjust their positions. Koopmans’ theorem im-
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plies that chemical shifts can be estimated theoretically by taking differences
in orbital energies. This theorem is only an approximation, since in reality, the
remaining electrons do relax into a new distribution. A better approach is to
estimate ionization energies, or shifts in these, from more realistic hole-state
calculations, for instance B3LYP. By taking differences in total energy between
the neutral and core-ionized species and relating these quantities to some re-
ference molecule, one can predict theoretical shifts with quite satisfactory ac-
curacy. Theoretical shifts in ionization energy can be compared with the ex-
perimental shifts, and in Papers IV and V, we find that the theoretical predic-
tions systematically overestimate the observed shifts by 12%. This is a common
feature of many such calculations;*®*° the trends are predicted correctly, but
the slopes are either too high or too low, depending on the details of the basis
sets and methods used. In any case, the theoretical calculations can be used to
corroborate the assignments of measured ionization energies to specific carbon
atoms in a 1s photoelectron spectrum.

3.4 Proton-affinity calculations

Since experimental proton affinities (the negative of enthalpies of protona-
tion) are usually not known for all sites in a molecule, it is useful to be able
to predict these theoretically. We have used the method proposed by Maksi¢
et al.,*** which combines HF and MP2. In this method, all geometries are op-
timized by the HF/6-31G* model, and zero-point energies are taken from this
calculation. Total energies are then computed in single-point MP2(fc) /6-31G**
calculations using the HF geometries. This approach has been found to repro-
duce known experimental proton affinities for aromatic systems quite well and
makes it possible to calculate enthalpies of protonation for large molecules with
reasonable computer effort.

3.5 Computational details

The electronic-structure calculations were performed with the Gaussian set
of programs.?.3° One starts each Gaussian calculation by making an input file,
containing a "guess" geometric structure of the molecule together with specifi-
cations of the type of calculation, method, basis set and other details. At the end
of the calculation, the output is written to a text file, containing molecular or-
bitals, geometries, energies and other molecular properties as requested in the
input.

All computations, except those for proton affinities, employed the B3LYP
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functional.®* Carbon and hydrogen were described by Dunning’s triple-zeta

basis set,** TZ(Dunning), augmented by a single set of polarization functions.*
Triple zeta means that there are three basis functions per valence atomic orbital.
In this basis set, each core-atomic orbital is represented by two basis functions.
For the core-ionized carbon atom, the corresponding nitrogen basis was used
with all exponents scaled by a common factor of 0.9293, as obtained by mini-
mizing the energy of core-ionized methane.®

The core of the ionized carbon atoms was represented by the effective core
potential (ECP) of Stevens et al.* scaled to account for only one electron in the
1s shell.?

In the Gaussian calculation, the vibrational frequencies were computed with-
in the harmonic oscillator approximation. The harmonic frequencies are ex-
pected to be higher than the observed frequencies. In keeping with earlier ex-
perience from other molecules,” we have, in the g2fc program,® scaled all fre-
quencies by a factor of 0.99 except for the symmetric C*-H stretching mode. In
the latter case, the scaling factor was 0.95 for sp® hybridized carbons and 0.96
for sp? carbons. A Morse potential was used for the symmetric C*-H stretching
mode for sp® carbons. In the case of benzene, the neutral-state frequencies are
known from experiment, and the calculated frequencies for the ionized state
were scaled by the ratio of observed-to-calculated frequencies for the neutral
state. Calculations of Franck-Condon factors are extremely sensitive to changes
in bond lengths and bond angles upon ionization. At the level of theory used
in this thesis, the contraction of C*-H bond lengths is exaggerated by 0.2 pm
for sp? carbons and 0.3 pm for sp® carbons.?>* The corresponding C*-H bond
lengths have been lengthened accordingly, before the Franck-Condon factors
were calculated.



Chapter 4

Lineshape functions and data
analysis

After the photoelectron spectra have been acquired and the vibronic pro-
gression predicted by theory, there are a few steps left in the data analysis before
the actual fitting procedure can be performed. There are several parameters, in
addition to the vibronic progression, that influence the line shapes of the pho-
toelectron spectra. These parameters will be discussed in this chapter, and the
curve-fitting procedure will be presented in some detail.

4.1 Post-Collision Interactions

Inner-shell photoionization at energies close to the ionization threshold can
result in certain types of correlation effects known as Post-Collision Interactions
(PCI). After ionization from a core orbital, the molecule (or atom) is left in an un-
stable state and must expend the excess energy. This can be done in two ways;
fluorescence decay or Auger decay. The two decay processes are illustrated
schematically in Figure 4.1. In fluorescence decay, an electron from a valence
orbital drops down into the core hole and the excess energy is emitted in the
form of an X-ray (photon). Auger decay, on the other hand, involves a second
electron called the Auger electron. When a valence electron fills the core hole,
the excess energy is carried away by the highly energetic Auger electron. The
Auger process dominates for the lighter elements, including carbon. If a photon
energy close to the ionization threshold is used, the ejected photoelectrons have
a quite low kinetic energy and will be overtaken by the Auger electrons at some
point. Thus, there will be an exchange of energy between the two electrons, in
favor of the Auger electron. In addition, after the overtake the photoelectron ex-
periences an increased charge from the ionized molecule, +2 instead of +1. The
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Figure 4.1: Schematic representation of two possible electronic decay mechanism for
core-ionized species. a) Fluorescence decay, where a photon is emitted. b) Auger decay,
where a valence electron is ejected when the core hole is filled.

result is a retardation of the photoelectron, which gives rise to an asymmetric
lineshape of the photoelectron spectrum, with a tail to higher ionization energy
(or lower kinetic energy). The PCI effect broadens the spectrum somewhat, and
the peak maximum is slightly shifted in energy.** To model the PCI effect in
our spectra, we have used Equation (12) of van der Straten et al.,* which is ex-
pected to be valid in the energy region we have studied. The PCI equation is
dependent on the kinetic energies of the Auger and photoelectrons, A, and k.,
respectively. This is expressed in the asymmetry parameter, Asym:

1 1 1
Asym =75 (wc— - ¢A—> @1

Asym represents the asymmetric distortion of the photoelectron peak due to
PCI. When fitting the photoelectron spectra, the asymmetry parameter is set
according to Equation 4.1. Equation 4.1 is not valid for photon energies very
close to threshold, but is well justified for our experiments.

4.2 Other broadening parameters

A core hole has a finite lifetime, 7, which is determined by the decay process.
For Auger decay, the lifetime of the core hole is typically a few femto seconds
(107"°s). Any state that has a finite lifetime must be regarded as having an
imprecise energy. The uncertainty in the energy shows up in the photoelectron
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spectrum as a broadening given by:*
T - FL ~h

where I';, is called the lifetime broadening. In the absence of contributions
from instrumental broadening and PCI, I';, is the full width at half maximum
(FWHM) of an atomic spectrum (for molecules, vibrational progression may
broaden the spectrum). The lifetime broadening relation is similar to Heisen-
berg’s uncertainty relationship, but has a different theoretical origin. It shows
that the shorter the lifetime of a state, the less precise is its energy. For Cl1s lines,
I';, is approximately 100 meV.**>%-! The lifetime broadening has the shape of a
Lorentzian curve.

A second broadening effect comes from the resolution of the different com-
ponents of the instrumental setup. The photons have a given energy distri-
bution, and the electron analyzer has a certain resolution. The experimental
broadening, I'¢;, has the shape of a Gaussian function. In our experiments, the
total experimental resolution for the Cl1s spectra ranged from 45 to 90 meV.

4.3 Curve fitting

The last step in the process of obtaining carbon 1s ionization energies from
the experimental spectra is curve fitting. The curve-fitting procedure was per-
formed using a least-squares optimization method, provided by E. Kukk.>? In
this procedure, the Franck-Condon profile from the g2fc program?®! is used as
input. The Franck-Condon profile is contained in a text file (Igor wave), with
relative energies and intensities for each vibronic line in two separate columns.
It is to be noted that each inequivalent carbon in a molecule has its own unique
Franck-Condon profile. In Igor, each vibronic line is convoluted with an analy-
tical PCI-shape that contains the contributions from lifetime and instrumental
broadening. Parameters to be set in the fit are absolute and/or relative energies
and intensities, background, Lorentzian and Gaussian widths, and asymmetry
for each inequivalent carbon. All parameters can be either fixed or free (deter-
mined by optimization). Typically, a good starting point for the optimization
would be to set the relative energies for each profile according to predictions
from theory. Intensities (or areas) are normally optimized in the fit, although in
some cases it is necessary to fix the relative intensities between different carbons
according to stoichiometric ratios. The background is set as constant, i.e. not
sloping, and its value is optimized. Normally, the Lorentzian width is fixed to
100 meV, and the Gaussian width is fixed to the estimated experimental resolu-
tion. The asymmetry parameter is usually set according to Equation 4.1. During
the least-squares optimization, the free parameters are adjusted iteratively until
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the best possible match to the spectrum is obtained. ? is the goodness-of-fit
parameter. Ideally, x* should be close to unity.

To sum up, in the curve-fitting routine the theoretically predicted profiles
are optimized to fit the experimental spectrum. When calibration is included,
this provides absolute and relative 1s ionization energies for each carbon in the
molecule.

Curve fitting was performed using the scientific data-analysis program Igor
Pro,” including the macro package SPANCEF provided by E. Kukk.*



Chapter 5

Summary of main results

5.1 Methods for calibration

All the experimental work in this thesis is based on measurements of inner-
shell ionization energies by means of photoelectron spectroscopy. A require-
ment for such measurements to be useful is that they are accurate, and this
involves access to convenient procedures for calibration of the energies. In the
early days of electron spectroscopy, conventional X-ray sources were used in
which the photon energies were accurately known. The limitation of using
conventional X-ray sources is, however, the resolution. With this type of in-
strumentation, the measurement of carbon 1s ionization energies for molecules
represents, in most cases, an average over the vibrational profile, or the vertical
ionization energies. However, the availability of high-resolution electron spec-
trometers and light sources at third-generation synchrotrons has now made it
possible to resolve the vibrational structure for a number of molecules. Thus,
it is now possible to determine not only the vertical but also the adiabatic Cls
ionization energies, and with much higher absolute accuracy than before. To
do this, one needs knowledge about the electron spectrometer and how the ki-
netic energy scale of the spectrometer is related to the actual voltage supplied.
A method for calibrating electron spectrometers is presented in Paper II.

With synchrotron radiation, however, the accuracy with which the photon
energy is known is not high, and it is necessary to include an internal standard
for which the ionization energy is well known. Paper I reports highly accurate
measurements of carbon 1s ionization energies of nine representative molecules
that provide potential calibration standards for future measurements. In addi-
tion, the ionization energies are of interest in their own right for the chemical
information they contain and for comparison with theoretical calculations.
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5.1.1 Calibration of electron spectrometers

Electron kinetic-energy spectra are typically obtained by measuring the count-
ing rate of the electrons detected in the spectrometer as a function of a voltage
applied to the spectrometer. Ideally the kinetic energy is linearly related to this
voltage with unit slope. In Paper II we have investigated the quality of the elec-
tron analyzers used in the experimental work of this thesis. A useful standard
for this purpose is the xenon N, ;00 Auger spectrum. The notation N, ;00
refers to a decay process in which the initial state, before the Auger decay, is
a4d; /12 or 4d5_/12 state (N4 5), and the final state is doubly ionized in 5s, p, d, or
f (OO). The Auger spectra were acquired using two different Scienta SES-200
analyzers,®!*1> with slits and pass energies chosen to give a resolution of 35-40
meV. The 4d photoelectron peaks were included in some of the measurements.
The Auger spectrum has 19 prominent lines ranging in kinetic energy from 8
to 36 eV. The relative energies of some of these lines are known with high ac-
curacy from optical measurements. The absolute energies can be determined
by combining the optical energies with the 4d ionization energies. With this
information, the energy scale can be calibrated.

By comparing our measured Auger energies with the reference energies, we
found that the two sets of data agreed within a few meV. Regarding the rela-
tionship between the nominal voltage increments and the true voltage incre-
ments, we found that the nominal voltage had an accuracy of a few parts in 10%.
As such, the slope is very close to one and there is no evidence of significant
nonlinearity in the kinetic energy scale of the two electron analyzers studied.
The kinetic energies reported in Paper II for the xenon N, 500 Auger spectrum
should provide a set of calibration points for this type of electron spectrometers
at a level of accuracy that is higher than what has been available before.”*° The
absolute and relative uncertainties of the Auger energies were estimated to no
higher than 11 and 3 meV, respectively.

5.1.2 Accurate adiabatic and vertical ionization energies

As the photon energy of synchrotron light is not known very accurately, one
needs to calibrate the measured ionization energies by using an internal stan-
dard with well known ionization energy. In Paper I, the carbon 1s energies for
nine compounds were measured with reference to the argon 2p3 ; line. The ioni-
zation energy of the 2p;» line is known with an accuracy of 0.02 eV.*>"8 Since
argon is monatomic, there is no vibrational excitation and fitting the spectrum is
unambiguous. The other compounds measured were methane, ethane, ethene,
ethyne, carbon monoxide, carbon dioxide, fluoromethane, trifluoromethane,
and tetrafluoromethane. The carbon 1s ionization energies for these molecules



5.1 Methods for calibration 29

Table 5.1: Adiabatic and vertical ionization energies (eV)

Molecule Io(adiabatic) Igo(vertical)
Methane 290.689 290.844
Ethane 290.545 290.714
Ethene 290.695 290.823
Ethyne 291.128(avg)® 291.249°
Carbon monoxide  296.069 296.229
Carbon dioxide 297.664 297.699
Tetrafluoromethane 301.898 301.898
Fluoromethane 293.478 293.557
Trifluoromethane 299.143 299.159

“Unweighted average for the 229 and %Y, states

span most of the range of known carbon 1s energies, from about 291 to 302
eV. The experimental resolution was estimated to 88 meV. For each molecule,
an argon spectrum was recorded simultaneously. This makes it possible to de-
termine the difference between the kinetic energies accurately. Combining this
with the known energy of the argon 2ps» line (taken to be 248.629 eV>®) gives
the ionization energy, I, of each molecule:

Io =248.629+ Ak + Ap

where A is the difference in the measured kinetic energies (argon minus car-
bon) and Ay, is the difference in the recoil energies imparted to the remaining
ion. Ap is typically less than 1 meV. Values of the adiabatic carbon 1s ioniza-
tion energies determined in this way are given in Table 5.1. Also shown in the
table are vertical ionization energies. In Paper I, we compare our vertical ener-
gies with other previously reported values for the same molecules. The overall
root-mean square difference is 0.05 eV, which shows that the agreement is quite
good. Combining the uncertainty in the argon ionization energy with the dif-
ferences between our ionization energies and other measurements leads to an
overall uncertainty in the absolute ionization energies of 0.03 eV. The relative
uncertainty between one ionization energy and another in our measurements
is less than this, possibly as low as in the third decimal place. The ionization
energies reported here provide a set of highly accurate carbon 1s energies that
may be used for calibration in future measurements.
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5.2 The Cls photoelectron spectra of cyclic hydro-
carbons

A primary goal for this work was to obtain accurate Cls ionization ener-
gies for each inequivalent carbon in different unsaturated hydrocarbons. The
1s ionization energies are related to various chemical properties and are, there-
fore, a source of important chemical information. The experimental spectra can
be very complex, even for small molecules, and in order to determine accurate
ionization energies one needs reliable methods to deconvolute the spectra. This
requires understanding of the electronic and vibrational structure, and in par-
ticular, effects of incomplete localization of the core hole for adjacent equivalent
carbons. In Paper III, effects of incomplete localization of the core hole was
studied in detail for the aromatic benzene and d-benzene molecules, and the
results for benzene will be presented in section 5.2.2.

The C1s photoelectron spectra for two groups of molecules will be presented
in this section. The benzene molecule may be regarded as part of both groups,
the first one being six-membered cyclic hydrocarbons including cyclohexane,
cyclohexene, and 1,3- and 1,4-cyclohexadiene (see Paper IV). This series of molecules
represents an evolution from a saturated molecule through the unsaturated
molecules to benzene, in which the m-electrons in the ring are completely de-
localized. The other group is methyl-substituted benzenes, from toluene with
only one methyl group to 1,2,4,5-tetramethylbenzene with four methyl sub-
stituents. The special stability associated with aromatic compounds is altered
when introducing substituents on the ring. This group of molecules is well
suited for studies of positional substituent effects on aromatic rings, as well as
additivity of substituent effects (upon increasing number of substituents). The
results for the methyl-substituted benzenes are reported in Paper V.

5.2.1 Benzene

Figure 5.1 shows the Cls photoelectron spectrum of benzene as presented
in Paper III. Circles represent the experimental spectrum, while the solid line
through the data shows a theoretically predicted profile based on a localized-
hole approach (see chapter 3). The most intense vibrational lines are indicated
as bars. From the figure, it is clear that the localized hole model is able to pro-
vide a good description of the data.

For the first time, a splitting of the most prominent peak in the experimental
spectrum of benzene is observed. Two maxima of about equal intensity occur
at 290.26 and 290.34 eV. As can be seen in Figure 5.1, this splitting is caused
by strong excitation of a vibrational mode consisting of C*-C stretching and in-
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Figure 5.1: Carbon 1s photoelectron spectrum of benzene (circles) shown together with
a fitting model (solid line) based on the localized-hole approximation. The most intense
vibrational lines are indicated as bars. The figure is adapted from Paper III.

plane C*-C-H and C-C-H bending, with a vibrational frequency of 132 meV.
Other important modes include a ring deformation mode at 76 meV and C*-H
stretching at 417 meV.

5.2.2 Effects of incomplete localization of the core hole

For adjacent equivalent atoms, incomplete localization of the core hole can
have a significant contribution to the Cls spectra. This was investigated thor-
oughly for benzene in Paper III. According to Equation 3.1 on page 19, one
needs estimates for the electronic coupling integral, 3, and the vibrational over-
lap integral, (L, v|R, v). [ can be calculated from the electronic wavefunctions,
and Figure 5.2 shows 3 plotted as a function of the C-C bond length as com-
puted for ethyne,” ethene,” benzene,*® and ethane.” Evidently, this parameter
is determined by the distance between the symmetry-related carbon atoms. The
smooth curve-fit to 3 suggests that in subsequent studies, one may obtain use-
ful estimates of 3 through interpolation in Figure 5.2. The vibrational overlap
integral for hydrocarbons is of order 0.5 for the adiabatic transition and tends
to decrease as the degree of vibrational excitation increases. It can be estimated
from the vibrational wavefunctions.

To examine the effect of vibronic coupling in the benzene spectrum, several
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Figure 5.2: The electronic coupling integral (8 plotted vs. the carbon-carbon bond
length in the ground state of ethyne,37 ethene,® benzene,®° and ethane.*” The tigure
is adapted from Paper IIL.

models with different degrees of complexities were tested. Our most advanced
model (Model III in Paper III) included calculating the vibrational overlap in-
tegrals for all vibrational lines that receive an intensity higher than 1% of that
of the adiabatic peak. Of these, only vibrational levels that support vibrational
overlap integrals (L, v|R,v) > 0.1 were actually split in the fitting routine. For
benzene, this implied that ten of the diabatic vibrational lines were split, while
98 remained unsplit. The fitting routine yielded a splitting pattern of 16,32,16
meV for the adiabatic peak, and the resulting fit is shown in Figure 5.3. It is clear
that the experimental spectrum is very well reproduced, even in small details.
Compared to the fit based on the localized-hole approximation, Figure 5.1, the
improvement is substantial both in terms of reduced x? and the visual appear-
ance. The drop in x* is 36%. We also tested a simpler model (Model II in Pa-
per III) in which only the adiabatic peak is split. Actually, the resulting fit from
the latter, simpler model is virtually indistinguishable from that obtained with
our most elaborate model, Figure 5.3. In addition, the difference in reduced >
for the two models is insignificant. Considering also that the vibrational over-
lap integral is expected to decrease with vibrational excitation, we contend that
splitting only the adiabatic peak will probably be sufficient in most cases.

This way of taking into account vibronic coupling for equivalent adjacent
carbon atoms, by splitting only the adiabatic peak, was used in fitting the spec-
tra of both the six-membered cyclic hydrocarbons and the methyl-substituted
benzenes, where applicable. In each case, including splitting of the adiabatic
peak in the fitting procedure lead to a lower reduced x?, although where the
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Figure 5.3: Carbon 1s photoelectron spectra of benzene including vibronic coupling
for ten of the diabatic vibrational lines. The figure is adapted from Paper III.

splitting was small the improvement was small. In many cases, also the visual
agreement between the experimental and theoretical spectra improved signifi-
cantly. We expect that this relatively simple model of how to take into account
the effects of vibronic coupling in Cls spectra, by splitting only the adiabatic
peak, will work well also for other, even more complex systems involving hy-
drocarbons.

The Cl1s spectrum of d-benzene was also measured and deconvoluted, tak-
ing vibronic coupling into account by using our most elaborate model. The
resulting fit to the observed spectrum was highly satisfactory. For details on the
analysis of d-benzene, see Paper III.

5.2.3 Six-membered cyclic hydrocarbons

Figure 5.4 shows the Cls photoelectron spectra (circles) of cyclohexane, cy-
clohexene, 1,3- and 1,4-cyclohexadiene, together with the benzene spectrum,
as reported in Paper IV. The overall least-squares fits are represented by the
solid lines through the circles, and the theoretical vibrational profiles for each
inequivalent carbon are indicated by the other lines. Vertical bars show the posi-
tions and relative intensities of the most prominent vibronic transitions. Aspects
of vibronic coupling in these spectra are discussed in section 5.2.2. Inspection
of this figure shows that the theoretically predicted vibrational structures agree
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Figure 5.4: Carbon 1s photoelectron spectra of the six-membered cyclic hydrocarbons.
Circles show the experimental data. The solid line through the circles show the overall
least-squares fit to the data, and the other lines show the vibrational profiles for each of
the inequivalent carbons. The vertical bars show the positions and relative intensities
of the most prominent vibronic transitions. The figure is reprinted from Paper IV.
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Figure 5.5: Carbon 1s ionization energies plotted against the number of hydrogens in
the molecule for the six-membered cyclic hydrocarbons.

quite well with the observed structures. When comparing calculated and ex-
perimental shifts in ionization energies, we find that the theoretical predictions
overestimate the experimental shifts by 12%. This is a common feature of many
such calculations (see section 3.3).

The spectrum of cyclohexane exhibits the same characteristics as linear alka-
nes, namely strong excitation of a C*-H stretching mode and excitation of C-C-H
bending modes involving the hydrogens attached to carbon atoms other than
the core-ionized atom. The stretching mode gives rise to the peak in the spec-
trum at about 400 meV to higher ionization energy than the adiabatic peak. The
bending modes are apparent as the shoulder on the main peak.

An interesting observation is that the vibrational structure of all the mole-
cules in Figure 5.4 can be understood by considering the two extremes, cyclo-
hexane and benzene. In cyclohexene, as an example, the double-peaked struc-
ture of benzene is apparent as a flat-topped peak at low ionization energy, while
the rest of the spectrum can be seen to result from two spectra slightly displaced
from each other with each resembling that of cyclohexane. Essentially the same
patterns are apparent for 1,3- and 1,4-cyclohexadiene.

When it comes to ionization energies, there is a systematic trend as we go
from cyclohexane to benzene, with a slight increase in the average ionization
energy with decreasing number of hydrogens. This is illustrated in Figure 5.5
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for the six-membered cyclic hydrocarbons. The figure also shows that carbons
with double bonds have systematically lower ionization energies than do those
with single bonds. From the figure, one can also note the striking difference in
ionization energies (0.2 eV) between the inequivalent doubly-bonded carbons
in 1,3-cyclohexadiene. This large shift is presumably due to resonance effects
in the molecule, but this question has not been pursued in any detail as yet. A
discussion of all shifts in ionization energies, the reasons for these shifts, and
their chemical implications would be interesting and is suggested as a future
project.

5.2.4 Methyl-substituted benzenes

The experimental carbon 1s spectra of the methyl-substituted benzenes (from
Paper V) are shown in Figure 5.6. The circles represent the experimental data,
and the black solid lines through the circles represent the sum of the least-
squares fits of the theoretical vibrational profiles to the data. The other lines
show the vibrational profiles for each of the inequivalent carbon atoms. As
can be seen from Figure 5.6, the calculated profiles give an excellent descrip-
tion of the experimental data. Comparison of the theoretical and experimental
ionization energies shows good agreement, except that the theoretical approach
predicts shifts in ionization energies about 12% larger than observed.

5.3 Ionization energies and other chemical proper-
ties

Aromatic compounds, like benzene, are less reactive than other unsaturated
molecules. The special stability for benzene is attributed to complete delocal-
ization of the m-electrons in the ring. However, introducing substituents on
the benzene ring changes the reactivity dramatically. Effects of substituents on
benzene rings have been studied for many decades.®’** In Paper V, we in-
vestigated the influence of the methyl group on benzene rings, with respect
to reaction rates of electrophilic substitution, proton affinities (the negative of
the enthalpy of protonation), and carbon 1s ionization energies. We studied
the molecules benzene, toluene, o-, m-, and p-xylene, and 1,2,4,5-tetramethyl-
benzene (durene). This series represents the evolution from zero to four methyl
substituents on a benzene ring. These results are presented in Paper V.



5.3 Ionization energies and other chemical properties

37

benzene

toluene

Intensity

289 290 291 292 289 290 291
lonization energy, eV

Figure 5.6: Carbon 1s photoelectron spectra of benzene and methyl-substituted ben-
zenes. Circles show the experimental data. The solid line through the circles show the
overall least-squares fit to the data, and the other lines show the vibrational profiles for

each of the inequivalent carbons. The figure is adapted from Paper V.
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5.3.1 Proton affinities, activation energies, and core-ionization
energies

Many chemical processes involve adding a positive charge at a particular
site in a molecule. Among these are core ionization, protonation and electrophilic-
substitution reactions. Although the absolute energies involved in the processes
are quite different, the energy changes brought about by substituents that are
remote to the site of charge addition may be expected to correlate with one an-
other. Methyl is known to be an electron-donating and ortho-para-directing
substituent. In other words, the methyl group can, through hyperconjuga-
tion, donate electrons to the benzene ring, thereby stabilizing an added positive
charge. The donated charge appears mostly at the ortho and para positions of
the ring, while the meta position is only slightly affected by the substituent.

Two electrophilic-substitution reactions involving a protonated transition
state was considered; one being the hydrogen-exchange reaction in which a
tritium atom attached to one of the ring carbons is replaced by an ordinary
hydrogen atom.®® The other reaction is the desilylation reaction in which a
trimethylsilyl group is replaced by a hydrogen.®® We obtained relative acti-
vation energies, 0 E,.; ;, from the reported rate constants for these reactions by
using the relationship:

0F et = —RTIn(k; k) (5.1)

where k; and kj are the rate constants for each substituted molecule and for un-
substituted benzene, respectively. In Equation 5.1, pre-exponential factors that
affect the rates are ignored. The relative activation energies are plotted in Fig-
ure 5.7 versus relative gas-phase enthalpies of protonation for all the ring car-
bons of the methyl benzenes. The enthalpies of protonation were calculated the-
oretically, as described in chapter 3.4"%> From the figure, one can see that there
is an excellent correlation between the activation energies for hydrogen-tritium
exchange and the enthalpies of protonation (squares). For the desilylation re-
action there are two distinct correlations, one for cases where the trimethylsilyl
group is ortho to two methyl groups (solid triangles) and one for all other points
(open triangles). The former correlation corresponds to situations where release
of steric strain contributes significantly to the measured reaction rates, and thus,
to lower activation energy. Overall, there is a good correlation between acti-
vation energies for the two solution reactions and the gas-phase enthalpies of
protonation, indicating that a methyl substituent influences the energy of these
types of reactions in a similar way.

In Figure 5.7, we have also plotted relative carbon 1s ionization energies ver-
sus relative enthalpy of protonation for the methyl benzenes. Correlations be-
tween proton affinities and core-ionization energies have been long known for
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Figure 5.7: Relative energies of activation and relative carbon 1s ionization energies
plotted against relative enthalpies of protonation for methyl-substituted benzenes. Tri-
angles are for desilylation; the solid triangles are for compounds in which there are two
methyl groups ortho to the trimethylsilylgroup. Squares are for the hydrogen-tritium
exchange reaction. Circles are for Cls ionization energies: open circles are for com-
pounds in which there are no methyl groups para to the ionized carbon. Closed circles
are for compounds in which there is a methyl group para to the ionized carbon. The
lines show least-squares fits of straight lines to different sets of the data. The figure is
reprinted from Paper V.
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oxygen® % and nitrogen,®” % but it is only recently that there have been suffi-

ciently good data available for carbon 1s ionization energies to make such inves-
tigations possible for carbon compounds. In the figure, there are two correlation
lines for the 1s ionization energies, one for cases where there is a methyl group
para to the site of ionization (filled circles) and one for all other cases (open
circles). Since there are two correlation lines, it is apparent that methyl sub-
stituents can have effects on the carbon 1s ionization energies that are different
from their effect on the proton affinities or the rates of electrophilic substitution.
This can be understood by recognizing that the m-systems for the core-ionized
and the protonated species are different. At the site of protonation, there is a
pair of hydrogens above and below the plane of the molecule. This leads to
an extended 7-orbital structure that can serve as an efficient 7-electron accep-
tor on demand for the protonated species. For the core-ionized species, there is
only one hydrogen, in the plane of the ring, and hence, no enhancement of the
electron donating effect of the substituent. As a result, electron donation from
the substituent is more effective with respect to protonation than it is to core
ionization, giving rise to the displacement of the two lines. Comparison of the
energetics of these two processes thus provides insight into this difference in
electron-donation efficiency.

5.3.2 Additivity of substituent effects

The substituent effects discussed above can be summarized compactly with
an additivity relationship:”

0F, = Z N0y + Z (nz(nz —1)Bir + Z nz‘nj%‘jr)

J>i

where 0F, is the energy (or enthalpy) change for reaction r (ionization, pro-
tonation, or electrophilic substitution) relative to that of some reference com-
pound (benzene in this case). The number of substituents of type i (ipso, ortho,
meta, or para) is given by n,. The coefficients «, 3, and ~ are characteristic of
the substituent, its position, and the reaction. The first term in this expression
represents the linear additive effect of the substituents, and in most treatments
of additivity, this is the only term considered. The second term represents in-
teractions between the substituents that lead to departure from additivity. In
practice, these quadratic terms are small and often insignificant. Least-squares
fitting was used to determine the coefficients for the effect of a methyl group
on the carbon 1s ionization energies, the calculated enthalpies of protonation,
and the activation energies for the two electrophilic substitution reactions in
benzene. The linear coefficients are shown in Table 5.2. The values of all of the
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Table 5.2: Linear additivity coefficients, «;,, for the effect of methyl substituents on the
1s ionization energies, enthalpies of protonation, and activation energies of substituted
benzenes (in eV). Uncertainties in the last digit are shown in parentheses. Where no
value is shown, the coefficient is not statistically significant.

Ionization Protonation Hydrogen exchange Desilylation
Qipso  0.046(5) 0.036(2)

Qortno -0.264(3)  -0.279(2) -0.174(2) -0.084(3)
Qmea -0.143(3)  -0.132(1) -0.068(2) -0.026(3)
Qpara  -0.226(5)  -0.321(3) -0.193(3) -0.084(3)

coefficients can be found in Table 2 in Paper V. For each of the different reac-
tions, the value of R? for the least-squares fitting is greater than 0.99, showing
that the additivity model gives a very accurate description of the energy shifts.
It is to be noted that the quadratic coefficients are small. Even if these are omit-
ted, the model still describes most of the results well, with an rms deviation of
18 meV for the ionization energies and 19 meV for the enthalpies of protona-
tion. This is to be compared to 8 meV and 4 meV, respectively, when including
the quadratic coefficients. This indicates that the effect of multiple substituents
can, to a good approximation, be set equal to the sum of the effects of the indi-
vidual substituents. In Figure 5.8, the linear coefficients for the two electrophilic
reactions and for the Cls ionization energies are plotted against the linear coef-
ficients for protonation. Included, for comparison, are linear coefficients for the
fluoro substituent for Cl1s ionization.”’ The lines shown are straight-line fits that
are constrained to go through the origin (which is the point for unsubstituted
benzene). For carbon 1s ionization, only the points for meta substitution are
used for determining the line. We see that the additivity coefficients for ortho,
meta, and para methyl substituents are all negative, regardless of the type of
reaction, reflecting the electron donating power of the methyl group. By con-
trast, the coefficients for fluorine are positive, reflecting the well known electron
withdrawing power of the fluorine substituent. It is also clear that the points for
the two electrophilic substitution reactions all fall on straight lines regardless of
whether there are hyperconjugative effects (ortho and para substituents) or not
(meta substituents). For the core-ionization energies, however, it is apparent
that the points for ortho and para substituents fall to the left of the correlation
line defined by the meta substituents. This is the same effect that has been seen
in Figure 5.7, illustrated more compactly in terms of additivity coefficients.
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Figure 5.8: Linear additivity coefficients, oy, for desilylation (triangles), hydrogen-
tritium exchange (boxes), and carbon 1s ionization (circles) plotted against the linear
coefficients for the enthalpy of protonation. The figure is adapted from Paper V.
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These results can also be understood in terms of Hammet o and o+ parame-
ters.>”! One would expect core-ionization energies to correlate with o, since the
effect of conjugation between the ionized carbon and the substituent is already
included in ¢. Such a correlation have been shown by Lindberg et al.** and
is also found in Paper V. In the protonated species, the two hydrogens above
and below the plane of the benzene ring give rise to a m-orbital structure that
can conjugate with the m-orbitals on the substituent. As a result, one can expect
that the enthalpies of protonation will correlate with o+, since o+ is defined for
electrophilic-substituent reactions. This is indeed the case, as has been shown
by McKelvey et al.”? and is also shown in Paper V.

5.4 Molecular reference spectra for adsorption stud-

1€eS

Several studies have been published recently on the reactions of unsaturated
organic compounds with Group IV semiconductor surfaces, like Si and Ge.”>”’
Attachment of organic molecules to these surfaces makes it possible to design
new materials for use in Si-based device technology, for instance in microelec-
tronics, optical materials and biosensors. X-ray photoelectron spectroscopy is a
widely used tool to characterize the adsorbed state. However, the instrumental
broadening in surface XPS is large, especially when conventional X-ray sources
are used. This imposes a limiting factor on assignment of the inequivalent car-
bon atoms in the spectra. In particular, assigning saturated and unsaturated
carbons seems to be problematic. In this section, some examples of adsorbed-
state photoelectron spectra found in the literature will be studied, in particu-
lar with respect to assignment of singly- and doubly-bonded carbons. Parts of
these results are published in Paper IV.

In gas-phase XPS, it is well known that unsaturated carbons in general have
lower Cls ionization energies than do saturated ones in the same molecule.?-
High-level ab initio calculations support this view. The reason for this can be
attributed to the effect of resonance or hyperconjugation, which transfers nega-
tive charge from one carbon to another. Propene serves as a good illustration:

CH,=CH-CH; «+» "CH,-C*H-CH; +» ~CH,-CH=CH;™"
la 1b 1c

1c is the most important resonance form, and in this case electrons are trans-
ferred from the methyl group to the terminal CH, group, leading to a lower Cls
ionization energy for this carbon.

However, in the literature, unsaturated carbons in photoelectron spectra of



44 Summary of main results

adsorbed states are often placed at higher ionization energies than saturated
ones in the same molecule. This is found for cyclopentene = cyclohexene,?
1,3-cyclohexadiene, 1,4-cyclohexadiene,¥ 1,5-cyclooctadiene ® acetylethyne,®®
phenylacetylene® and 3-pyrroline.® In order to investigate this matter, we
compared our gas phase ionization energies for cyclohexene, 1,3-cyclohexa-
diene, and 1,4-cyclohexadiene to those obtained by Tao et al.¥” for the same
molecules physisorbed on Si(111)-7x7. Our assignment consistently places the
unsaturated carbon atoms at lower ionization energy than the saturated car-
bons, whereas the opposite is found for the physisorbed molecules. Consid-
ering the high experimental resolution and the detailed analysis of the vibra-
tional structure now available for gas-phase XPS, erroneous assignment of the
gas-phase spectra does not seem likely. In addition, one would expect the gas-
phase and physisorbed-state spectra to be similar, since a physisorbed molecule
retains its identity upon adsorption. Although the molecule might be distorted
in the presence of the surface, the enthalpy change involved in physisorption
is not sufficient to lead to bond breaking. To investigate this discrepancy more
closely, we digitized the experimental photoelectron spectra obtained by Tao et
al. The digitized spectra were fitted with lineshapes based on the vibrational
profiles and intramolecular chemical shifts as obtained for each molecule in the
gas phase. The instrumental broadening parameter was optimized to approx-
imately 1.4 eV for all three molecules, as compared to 1.2 eV in the original
adsorbed-state spectra. The overall profiles were in good agreement with the
experimental spectra for all the three physisorbed species. A typical example of
the fits produced is shown in Figure 5.9. By comparing our fit in Figure 5.9 to the
original fit in Figure 6c in ref. 87, shown as an inset in Figure 5.9, it appears that
our fit is of equal or better quality, particularly at the peak maximum and at the
high-energy slope. While the large instrumental broadening in this case makes
it difficult to draw firm conclusions, it appears that the recorded adsorbed-state
spectrum is consistent with the ionization-energy differences between saturated
and unsaturated carbon atoms as observed for this molecule in the gas phase.
The assignment of Tao et al. may therefore be incorrect.

It seems that the authors base their assignment of singly- and multiply-
bonded carbons in XPS on publications in which Cls ionization energies of
alkanes and alkenes are compared (refs. 90-93). In general, it is correct that
alkenes have slightly higher ionization energies than alkanes. However, the re-
lationship between alkanes and alkenes regarding which ones have the higher
binding energies, is not to be confused with relative binding energies of satu-
rated and unsaturated carbon atoms within the same molecule. As discussed
above, resonance plays an important part in determining the relative binding
energies within a molecule.
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Figure 5.9: Experimental (circles) and fitted (solid line) Cls photoelectron spectrum
of physisorbed 1,3-cyclohexadiene. The figure as a whole is reprinted from Paper IV.
The experimental spectrum was obtained by digitizing Figure 6c in ref. 87. The fit was
prepared on the basis of site-specific lineshapes (C1 and C4: dotted line, C2 and C3:
solid line, C5 and Cé6: dashed line)as obtained in this work for the molecule in the gas
phase. Inset: The original fit from Figure 6¢c in Tao et al.¥” (reprinted with permission).
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Another example from the literature is a publication by Liu and Hamers.®

The Cls photoelectron spectra of cyclopentene and 3-pyrroline chemisorbed
on Si (001) were analyzed with a simple fitting procedure, in which mixed
Gaussian-Lorentzian shaped peaks were used in an unrestricted curve fitting.
These authors presumably base their assignment of peaks on the same assump-
tions as Tao et al.*” namely that unsaturated carbons have higher ionization
energies than saturated ones in the same molecule. They found evidence of
three peaks in both spectra: one for carbon atoms (sp*) bonded directly to Si,
one for the remaining carbons (sp®) in the adsorbed molecule, shifted towards
higher ionization energy, and finally a smaller peak at even higher ionization
energy. The latter peak was attributed to alkene-like carbon atoms of a physi-
sorbed layer. According to our experience from gas phase XPS, it is unlikely
that this third peak at high ionization energy is purely from alkene-like carbons
in a physisorbed layer. An origin from alkane-like carbons is more likely. Pos-
sibly there are more than three peaks in the spectra, not detected by the fitting
routine. This misinterpretation of the third, smaller peak leads to the erroneous
conclusion: "We observe a reproducible binding energy difference of 0.6-0.9 eV
between alkane-like and alkene-like C atoms." From gas-phase XPS, the shift
between singly- and doubly-bonded carbons in this type of molecule is typi-
cally of the order 0.5 eV,* but with the singly-bonded carbons at the higher
ionization energy. In the same publication, photoelectron spectra of adsorbed
ethene and ethyne are also analyzed. The authors find, however, that the differ-
ence in Cls binding energies between ethene and ethyne is much smaller than
their predicted energy shift of 0.6-0.9 eV between alkane-like and alkene-like C
atoms. This finding supports our belief that the above-mentioned conclusion
concerning binding-energy shifts between singly-and doubly-bonded carbons
may not be correct.

These results show that rigorous analyses of gas-phase XPS measurements
may be of considerable use in the analysis of photoelectron spectra of molecules
adsorbed to surfaces.



Chapter 6

Conclusions

The chemistry of carbon is of special interest because of the important chem-
istry associated with organic molecules. The main aim of this thesis was to
obtain accurate carbon 1s ionization energies for several molecules in the gas
phase. Core-ionization energies correlate with various other chemical prop-
erties. A detailed study of 1s ionization energies may therefore elucidate the
factors influencing related chemical processes. In the present work, carbon 1s
photoelectron spectra were measured with high-resolution synchrotron radi-
ation and state-of-the-art electron spectrometers. Advanced theoretical meth-
ods were used to prepare lineshape models for each inequivalent carbon in the
molecules. The theoretical profiles were convoluted with functions to represent
the instrumental and lifetime broadening and fit to the experimental data. By
including calibration, highly accurate ionization energies were determined for
each atom in various hydrocarbons.

Despite the high resolution of synchrotron radiation, the accuracy with which
the photon energy is known is not high. Thus, for accurate measurements of
ionization energies, it is necessary to include an internal standard for which the
ionization energy is well known. To this end, the carbon 1s spectra of nine small
molecules were measured with high accuracy. The Cls ionization energies for
these molecules span most of the range of known Cls energies and provide a
convenient set of potential calibration standards for future measurements.

In addition to precise knowledge about the photon energy, it is necessary
to calibrate the electron spectrometer in order to obtain accurate ionization en-
ergies. A useful standard for this purpose is the xenon N, ;00 Auger spec-
trum, in combination with the 4d photoelectron spectrum. These spectra were
measured with high resolution, and the Auger kinetic energies were compared
with highly accurate data from optical measurements. From this, one can get
information on the linearity and accuracy of the voltage supplies in the spec-
trometer. The xenon N, ;00 Auger energies given in Paper II should provide
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a convenient set of calibration points for electron spectrometers at a level of ac-
curacy that is higher than what has been available in the literature before. The
quality of the two electron spectrometers used in this work, one at the ALS and
one at MAX II, was assessed by this calibration procedure. Overall, the quality
was found to be highly satisfactory. The results indicated no significant non-
linearity and an accuracy of a few parts in 10* in the nominal voltages of the
spectrometers.

With the resolution available with todays instrumentation, Cls spectra may
reveal a complicated fine structure. In order to assign the spectra and determine
ionization energies, one needs a detailed understanding of the different compo-
nents of the spectra. To this end, a thorough investigation of the vibrational
structure and effects of vibronic coupling in the Cls spectrum of benzene was
performed. A relatively simple procedure for modeling the effects of vibronic
coupling was developed, and this procedure is expected to work well also for
other, more complex hydrocarbons. Due to the high resolution available, one
was able, for the first time, to observe a splitting of the most prominent peak
in the Cls spectrum of benzene. This splitting is due to excitation of a C*-C
stretching and an in-plane C*-C-H and C-C-H bending mode.

Cl1s photoelectron spectra were measured for the six-membered cyclic hy-
drocarbons; cyclohexane, cyclohexene, 1,3-cyclohexadiene, and 1,4-cyclohexa-
diene. These, together with benzene, show the evolution of chemical effects
with increasing number of double bonds. The experimental spectra were fit
with theoretical lineshape models for each inequivalent carbon, and the var-
ious features of the spectra were unambiguously assigned to the appropriate
carbon atoms in the molecules. Both adiabatic and vertical ionization energies
were obtained. From these results, together with earlier studies of hydrocar-
bons, it is believed that the vibronic structure arising from core-ionization of
hydrocarbons is well understood. This level of understanding provides an im-
portant framework for interpretation of other, more complex, spectra in which
other features of chemical interest might be present. Without this framework,
it would be impossible to decide whether an unexpected feature of a spectrum
reflects an unexpected phenomenon or simply a lack of understanding of the
vibronic excitation.

The unsaturated cyclic hydrocarbons are interesting from the perspective
of functionalizing semiconducting surfaces, like silicon, by molecular attach-
ment. It was shown in this work that high-resolution gas-phase spectra may be
of considerable use in the assignment of photoelectron spectra of physisorbed
molecules. As such, gas-phase XPS studies might contribute in the develop-
ment of new materials for use in Si-based device technology, for instance in
microelectronics.
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By means of photoelectron spectroscopy and theoretical computations, a
comprehensive study of the substituent effect of the methyl group on benzene
rings was performed. The molecules considered were toluene, o-xylene, m-
xylene, p-xylene, mesitylene, and 1,2,4,5-tetramethylbenzene. For the methyl
benzenes, the shifts in ionization energies were found to correlate linearly with
other chemical properties like proton affinity and relative activation energies for
electrophilic substitution reactions. Deviations from these correlations provide
information on the effects of conjugation for the methyl substituent. It is shown
that the substituent effects of the methyl group on benzene can be described by
a simple additivity relationship.
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Conclusions




Chapter 7

Suggestions for further work

Inner-shell ionization energies may depend on both the charge distribution
in the neutral state and the charge rearrangement that accompanies ionization.
Quantitatively, one can write:

Al = AV — AR

where AT is the ionization energy relative to some reference. V is the poten-
tial energy of a unit positive charge at the site of interest, and it depends on
the charge distribution in the neutral molecule. R represents the effect of relax-
ation of the other charges, and depends on the ability of the ion to delocalize the
added charge. Analyzing shifts in ionization energies by this relation has been
done for a number of molecules.* %% Values of AV can be estimated from
the extended Koopmans’ theorem developed by Berve and Thomas.”* AT can
be set equal to the experimental shifts, and from this, AR may be determined.
The values of AV and AR may provide insight into the relative importance
of initial- and final-state effects on core-ionization energies and also on other,
related chemical properties. Such an analysis would be of interest for the six-
membered cyclic hydrocarbons, as well as for the methyl-substituted benzenes.
In particular, it might provide an explanation for the relatively large shift in ion-
ization energy between the two doubly-bonded carbons in 1,3-cyclohexadiene.
Since V' is estimated by theoretical computations, one can also assess how the
value of AV varies as calculated with different methods, basis sets, and dif-
ferent methods for geometry optimization. Preliminary investigations indicate
that the value of AV is somewhat dependent on the specifications in the calcu-
lation.

In this work, proton affinities have been calculated by the method proposed
by Maksic¢ et al.** This method has the capability of predicting proton affinities
for aromatic molecules that are in good accordance with experimental evidence,
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at relatively low computational costs. A more advanced method for calcula-
tion of proton affinities is Gaussian-3 (G3) theory, which provides molecular
energies with a higher level of accuracy but at a higher computational cost. It
would be useful to compare proton affinities from G3 theory with those from
the method of Maksi¢ et al., to assess the quality of the latter, more simple ap-
proach. Theoretical proton affinities may also be compared with experimental
values where available. Deviations between experimental and theoretical val-
ues might indicate rearrangement upon protonation. A preliminary study of
proton affinities for the six-membered cyclic hydrocarbons show a large de-
viation between theoretical and experimental proton affinities for 1,3- and 1,4-
cyclohexadiene. For these molecules, one might expect resonance effects to play
an important part, as well as rearrangement upon protonation.

In order to corroborate assignment of adsorbed-state C1s photoelectron spec-
tra, one may perform a more thorough analysis than what was done in this
thesis. A good approach would be XPS measurements of the adsorbed species
with synchrotron radiation and high-resolution electron spectrometers, thereby
achieving a higher resolution than what is often reported in the literature for
surface XPS. The physisorbed layer can be directly modeled by gas-phase pho-
toelectron spectra, broadened according to the appropriate experimental reso-
lution. However, the binding energies of the carbons in the chemisorbed layer
may be different from the binding energies of the gas-phase molecules, due
to chemical bonding to the surface. In ref. 95, a simple, theoretical model for
simulating chemisorption by a gas-phase molecule, was used. It provided esti-
mates of relative ionization energies of the different carbons in the chemisorbed
species. This model may also be applied to the six-membered cyclic hydrocar-
bons.
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Abstract

Adiabatic and vertical carbon 1s ionization energies are reported for methane (CH,), ethane (CH,CH,), ethene
(CH,CH,), ethyne (HCCH), carbon monoxide (CO), carbon dioxide (CO,), fluoromethane (CH,F), trifluoromethane
(CHF,), and tetrafluoromethane (CF,) with an absolute accuracy of about 0.03 &V. The results are in good agreement with
earlier values but are measured with higher resolution and accuracy than has previously been available. [0 2002 Elsevier

Science BV. All rights reserved.

Keywords: Carbon 1s core-ionization energies

1. Introduction

For over 30 years, core-ionization energies have
been the subject of many experimental and theoret-
ical investigations. The reason for this interest is that
these ionization energies relate directly to properties
of fundamental chemical significance such as the
charge distribution in a molecule, the electron with-
drawing power of subgtituents, and the ability of a
molecule to accept or supply charge at a particular
site. Of particular interest have been carbon 1s

*Corresponding author. Tel.: +1-541-737-6711; fax: +1-541-
737-2062.
E-mail address: thomast@chem.orst.edu (T.D. Thomas).

ionization energies because of the rich and important
chemistry of carbon-containing compounds.

A requirement for such measurements to be useful
is that they be accurate, and in the early days of
electron spectroscopy techniques were developed to
provide accurate measurements. At the most basic
level these involved use of characteristic X-rays
whose energies were accurately known together with
neon or argon as calibration gases to establish the
kinetic energy scale of the analyzer [1-4]. Other
approaches have measured the shift in electron
kinetic energy relative to a calibrant for which the
absolute ionization energy is known [5,6]. The
accuracy that can be obtained is better than 0.05 &V,
and measurements made at different laboratories
usualy agree well within this uncertainty. The
limitation of using characteristic X-rays is, however,

0368-2048/02/$ — see front matter [ 2002 Elsevier Science BV. All rights reserved.
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the resolution, and for a molecule the measurement
represents an average over the vibrational profile, or,
in other terms, the vertical ionization energy.

The availability of high-brightness, high-resolution
sources at third-generation synchrotrons has made it
possible to resolve, at least partiadly, the vibrational
structure for a number of small molecules. Thus, it is
now possible to determine not only the vertical but
also the adiabatic ionization energy. Moreover, the
narrow lines and high intensity available with
synchrotron radiation open the possibility of improv-
ing the absolute accuracy of the earlier measure-
ments. With synchrotron radiation, however, the
accuracy with which the photon energy is known is
not high. For a given setting of the monochromator,
the apparent photon energy may change from one
day to the next by alarge fraction of an electron volt.
Also away from the photon-energy region for which
the monochromator has been calibrated, the photon
energy may be absolutely in error by an electron volt
or more. Thus, for accurate measurements of ioniza-
tion energies, it is necessary to include an internal
standard for which the ionization energy is well
known.

A useful standard for calibration of a carbon 1s
photoelectron spectrum is the argon 2p;,,, line. Since
argon is monatomic, there is no vibrational excitation
and the vertical and adiabatic energies are identical.
The ionization energy is known with an accuracy of
about 0.02 eV; reported values range from 248.60 to
248.63 &/ [1,2,7-11]. This is only 40-50 &/ away
from the range of carbon 1s ionization energies. We
report here the results of measurements in which we
have used this line to calibrate the carbon 1s
photoelectron spectra for nine compounds: methane
(CH,), ethane (CH,CHj,), ethene (CH,CH,), ethyne
(HCCH), carbon monoxide (CO), carbon dioxide
(CO,), fluoromethane (CH,F), trifluoromethane
(CHF;), and tetrafluoromethane (CF,). The carbon
1sionization energies for these molecules span most
of the range of known carbon 1s energies, from
about 291 to 302 &V. Since these spectra are, to one
degree or another, vibrationally resolved, we have
been able to determine both the adiabatic and vertical
ionization energies. These energies are of interest in
their own right for the chemical information that they
provide and for comparison with theoretical calcula-

tions. In addition they provide potential calibration
standards for future measurements.

2. Experimental procedures

The measurements were made using Beamline
10.0.1 of the Advanced Light Source of the Law-
rence Berkeley National Laboratory at a photon
energy of 330 &/. This beamline receives its radia
tion from an undulator (U10) with a 10-cm period. It
is equipped with a spherical-grating monochromator
that is capable of a resolving power of greater than
10*; this was set to provide a resolution of 40 meV/
for the photoelectron measurements. Measurements
of the photon absorption spectrum for the argon
2p,,, to 4s transition and for the carbon monoxide
carbon 1s to 2p transition indicated that the actual
resolution of the photon beam was about 50 mev.

The electron spectra were measured with a Scienta
SES-200 spectrometer [12]. This was set to have a
pass energy of 40 &/, and the entrance dlit of the
analyzer was chosen to give an expected resolution
of 40 meV. Measurements of the xenon 5s photoel ec-
tron spectrum indicated that the resolution of the
analyzer under these conditions was actually about
60 meV/. All measurements were made with the
analyzer perpendicular to the beam direction and at
an angle of 54.7° to the polarization direction.

Combining the contributions from the photon
bandwidth, the spectrometer resolution, and the
Doppler broadening gives an expected resolution for
the carbon 1s spectra of 88 meV. Least-squares fits to
the spectra (discussed below) with the resolution as
one of the fitting parameters give results that are
consistent with this.

The actua voltages applied to the Scienta analyzer
were measured with a digital voltmeter and were
found to differ dlightly from the nominal voltages.
Corrections of about 6 mV were made to the nominal
voltages on the basis of these measurements.

The photoelectron spectra have been fit by least
squares using a fitting function that includes the
effects of post-collision interaction (PCl) and ex-
perimental resolution [13]. To represent the PCI
effect, we have used Eq. (12) of van der Straten et
a. [14], which is expected to be valid in the energy
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region we have studied. This is convoluted with a
Gaussian to represent the experimental resolution.

The experimental spectra and the fits for the nine
molecules are shown in Fig. 1. In this figure, the
circles represent the data and the solid lines indicate
the least-squares fits. Specific features of the fits are
discussed in the following paragraphs.

For the argon 2p,,, spectrum there is only one
peak, and the fitting is straightforward. For the
molecules, however, there is vibrational structure,
and each molecule presents unique challenges. For
methane, carbon monoxide, and carbon dioxide, only
one vibrational mode (CH or CO stretching) is
excited. For the first two, the vibrational structure is
sufficiently well resolved that the spectra can be fit
with a progression with peak heights and positions
al as free parameters. For carbon dioxide, which is

not well resolved, the energy spacing between the
peaks has been fixed at 165.6 mev [15].

For ethane, two vibrational modes are excited, CH
stretching and HCC bending [16-18], and the spec-
trum can be fit well with three peaks representing the
v=0, 1 and 2 excitations of the CH stretching mode
plus three more representing the v=1 bending mode
in combination with each of the first three peaks. We
have used two different fitting procedures for ethane.
In one, all 12 parameters describing the positions and
intensities are free. In the other, the positions and
intensities of the (1,1) and (2,1) peaks relative to the
(1,0) and (2,0) peaks are constrained to be the same
as for the (0,1) peak relative to the (0,0) peak. The
energies obtained from the two procedures are
essentially the same. For ethene, the same set of six
peaks contribute significantly to the spectrum
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[16,19], but in this case a completely free fit is not
possible, and the peaks have been constrained in the
same way as for ethane.

For ethyne, the spectrum is complicated by the
significant splitting between the S and S, states
and by the prominence of CC stretching (which is
amost absent in ethane and ethene). For this mole-
cule, we have constrained the relative positions of
the 11 peaks to be given by the values determined by
a theoretical analysis of this spectrum [20]. The
relative intensities of seven of the 11 peaks were also
constrained in the same way. Comparison of the
experimental spectrum with the theoretical prediction
(which does not include the effect of anharmonicity)
shows that too much intensity is predicted for the
v=2 and 3 states of the CC stretching mode. As a
result, an average vibrational energy (and, hence, the
vertical ionization energy) that is based on the
theoretical predictionsis too high. To correct for this,
we have allowed the total intensity for each of these
two states to vary freely in the fit. Although this
choice influences the vertical ionization energy de-
rived from the fit, it has negligible effect on the
adiabatic energy.

For tetrafluoromethane there is aso only one
vibrational mode expected to be excited, but the
excitation is so weak that it is impossible to dis-
tinguish between vibrational excitation and a low-
kinetic energy tail produced by PCI. For this mole-
cule, we have made three fits, one assuming no
vibrational excitation, one assuming that there is a
v=1 peak shifted 100 meV from the main peak, but
with intensity as a free parameter, and one assuming
that there is a v=1 peak with free position and
intensity. The effect of these different assumptions
on the position of the adiabatic peak (v=0) is to shift
it by only 3 meV, which is insignificant. The results
of the fit assuming no vibrationa excitation have
been used. Trifluoromethane is, like tetrafluoro-
methane, somewhat ambiguous. The PCI tail ob-
scures the weak vibrational structure, but there is
some evidence for a contribution from the v=1 peak
of the CH stretching mode. From the fits, the
position of the adiabatic peak is almost independent
of assumptions about the presence or absence of
vibrational excitation. The data presented here are
based on a fit in which the v=1 peak of the CH
stretching mode is constrained to be displaced from

the v=0 peak by 400 meV (typical CH stretching
frequency), but is unconstrained in intensity. In
addition the fit allows for a weak CF stretching
mode. Fluoromethane is fit with a single progression
that corresponds to CH stretching.

The fitting procedure gives the nominal kinetic
energy of the adiabatic peak in each molecular
spectrum and of the 2p,,, peak in the argon spec-
trum. These cannot be used directly to determine the
ionization energies, however, since neither the abso-
lute kinetic energy nor the absolute photon energy is
known accurately. On the other hand, the difference
between the kinetic energies is accurately known,
and this can be combined with the known 2p,,,
ionization energy (taken to be 248.629 &/ [8]). Thus,
the carbon 1s ionization energy, |, is given by the
expression:

lo=248.629+ A, + A (1)

where A, is the difference in the measured kinetic
energies (argon minus carbon) and Ay is the differ-
ence in the recoil energies imparted to the remaining
ion. Values of the adiabatic carbon 1s ionization
energies determined in this way are given in Table 1.

From the vibrational profiles that are obtained
from the fits, we can aso calculate the average
ionization energy, which can be eguated to the
vertical ionization energy. These values are also
given in Table 1.

3. Discussion
3.1. Comparison with other values

Previously reported values of the adiabatic ioniza-
tion energies are based on X-ray photoelectron
spectroscopy [21], X-ray spectroscopy [9], and elec-
tron-energy-loss spectroscopy [22]. The results of
such measurements are compared in Table 1 with the
results of our measurements. For four of the seven
comparisons, the agreement between our results and
those reported by others is within 0.02 &V. For
ethene, our result agrees with that of Tronc et al. [22]
nearly within the uncertainty of their measurement.
For ethyne, the ionization energy is 291.179 &/ for
the ZEg ionic state and 291.128 &V for the average of
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Table 1
Adiabatic and vertical carbon 1s ionization energies (V) (uncertainties in the last digit are given in parentheses)
Molecule I (ediabatic) I (vertical)
This work Other work Ref. This work Other work Ref.
Methane 290.689 290.707(3) [21] 290.844 290.83(2) [24]
290.76(3) [22] 290.91(5)* [25]
290.85(3) [33]
Ethane 290.545 290.714 290.71(2) [24]
290.75(5)* [25]
290.70(5) [26]
290.70(5)° [27]
Ethene 290.695 290.74(4) [22] 290.823 290.82(5) [26]
290.88(5) [28]
290.85(3) [33]
Ethyne 291.128 (avg)© 291.20(3) [22] 291.249° 291.2(1) [27]
291.179 (%) 291.14(10) [30]
Carbon monoxide 296.069 296.05(3) [22] 296.229 296.24(3) [3]
296.28(3) [33]
Carbon dioxide 297.664 297.66(4) [22] 297.699 297.69(14) [1]
297.651(10) [9 297.71(5) [2
297.76(4) [33]
Tetrafluoromethane 301.898 301.898 301.96(5) [2]
301.96(5) [31]
301.86(5)* [25]
301.93(3) [33]
Fluoromethane 293.478 293,557 293.6(1) [32]
Trifluoromethane 299.143 299.159 299.1(1) [32]
299.24(5)" [27]

#0.18 eV has been added to the results given in Ref. [25], since they used a value of 248.45 for the argon 2p,,, ionization energy rather

than the value of 248.629 used here.

® The ionization energies from Ref. [27] are given relative to that in tetrafluoromethane. We have obtained absolute values by combining
these with our value for tetrafluoromethane. The quoted uncertainties include those given in Ref. [27] as well as the uncertainty in our value

for tetrafluoromethane.
° Unweighted average for the *S and 3, states.

the *S, and S, states. The value given by Tronc et
a. [22] of (291.20 V) agrees with our value for the
229 ionic state within the uncertainty they have
given. Their value is based on an extrapolation of the
Rydberg series, and it is not clear which state is
reached by this extrapolation. For methane, the value
given by Tronc et al. [22] differs from both our value
and that given by Asplund [21] by twice the uncer-
tainty that they have indicated.

The adiabatic ionization energies we have mea-
sured are also consistent with a set of measurements
that we have made at the Advanced Light Source
using a different procedure [23]. In these experi-
ments we have measured the carbon 1s photoel ectron
spectra of the first six compounds listed in Table 1
simultaneously with the spectrum of tetrafluoro-

methane. The measurements give the difference
between the ionization energies of these compounds
and that of tetrafluoromethane. The differences are
consistent with the values of the ionization energies
listed in Table 1 to within 0.02 &v.

Previous measurements of vertical ionization ener-
gies come primarily from X-ray photoelectron spec-
troscopy. In some cases, only shifts between the
ionization energy of interest and that of a reference
compound have been measured. Selected values are
listed in Table 1 for comparison with our results
[1-3,24-33]. For the most part, the agreement
between our results and those reported previously is
quite good. The average deviation between our
vertical ionization energies and the earlier values is
—0.01 eV, indicating that any systematic difference
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between our measurements and the older ones is
small. The root-mean-square difference between our
results and the earlier ones is 0.05 eV, which is the
same as the average of the uncertainties quoted by
the earlier workers.

3.2 Uncertainty of the measurements

The general agreement between our results and
those reported earlier indicates that the accuracy of
the measurements is quite good. However, not only
do our measurements depend on the accuracy with
which the argon 2p,,, ionization energy is known,
but so aso do many of the other measurements that
have been reported. Thus, the uncertainty in our
measurements is at least as great as the uncertainty in
the argon ionization energy. The uncertainty quoted
for this by Nordgren et a. [8] is 0.01 &/. However,
the range of values that have been reported for this
quantity is about 0.03 &/ [1,2,7-11]. It seems more
conservative to assign an uncertainty of 0.02 V. In
addition to this, there is a contribution from other
systematic as well as random errors. Comparison of
the values given in Table 1 with ionization-energy
differences that we have measured [23] suggests that
this should be about 0.02 &/ — see the second
paragraph of Section 3.1. Combining these uncertain-
ties leads to an overal uncertainty in the absolute
ionization energies of 0.03 &V. The relative uncertain-
ty between one ionization energy and another is less
than this, but how much less we cannot say. As a
result, we give the values in Table 1 to three decimal
places to allow for the possibility that the uncertainty
in the relative numbers is in the third place.

Acknowledgements

VM and LJS gratefully acknowledge the Research
Council of Norway for financial support. TDT
acknowledges support by the National Science
Foundation under Grant No. CHE-9727471. EK,
JDB and the Advanced Light Source acknowledge
support from the Director, Office of Basic Energy
Sciences, of the US Department of Energy under
Contract No. DE-ACO03-76SF00098. The experimen-
tal work was carried out using the Atomic and
Molecular facility funded by DOE, Office of Sci-

ence, 1996 facility initiative, BES, Chemical Sci-
ences.

References

[1] G. Johansson, J. Hedman, A. Berndtsson, M. Klasson, R.
Nilsson, J. Electron Spectrosc. Relat. Phenom. 2 (1973) 295.

[2] T.D. Thomas, RW. Shaw Jr., J. Electron Spectrosc. Relat.
Phenom. 5 (1974) 1081.

[3] SR. Smith, T.D. Thomas, J. Electron Spectrosc. Relat.
Phenom. 8 (1976) 45.

[4] L.J. Saghre, T.D. Thomas, L. Ungier, J. Electron Spectrosc.
Relat. Phenom. 33 (1984) 381.

[5] B.E. Mills, R.L. Martin, D.A. Shirley, J. Am. Chem. Soc. 98
(1976) 2380.

[6] SR. Smith, T.D. Thomas, J. Am. Chem. Soc. 100 (1978)
5459.

[7] G.C. King, M. Tronc, F.H. Read, R.C. Bradford, J. Phys. B:
At. Mol. Phys. 10 (1977) 2479.

[8] J. Nordgren, H. Agren, C. Nordling, K. Siegbahn, Phys.
Scripta 19 (1979) 5.

[9] L. Pettersson, J. Nordgren, L. Selander, C. Nordling, K.
Siegbahn, H. Agren, J. Electron Spectrosc. Relat. Phenom.
27 (1982) 29;
J. Nordgren, L. Selander, L. Pettersson, C. Nordling, K.
Siegbahn, H. Agren, J. Chem. Phys. 76 (1982) 3928.

[10] M. Coville, T.D. Thomas, J. Electron Spectrosc. Relat.
Phenom. 71 (1995) 21.

[11] R. Situmeang, T.D. Thomas, J. Electron Spectrosc. Relat.
Phenom. 98-99 (1999) 105.

[12] N. Berrah, B. Langer, A.A. Wills, E. Kukk, J.D. Bozek, A.
Farhat, TW. Gorczyca, J. Electron Spectrosc. Relat. Phenom.
101-103 (1999) 1.

[13] Curve fitting macro package smncr. http:/www.geocities-
.com/ekukk

[14] P van der Straten, R. Morgenstern, A. Niehaus, Z. Phys. D 8
(1988) 35.

[15] T.X. Carroll, J. Hahne, T.D. Thomas, L.J. Saghre, N. Berrah,
J. Bozek, E. Kukk, Phys. Rev. A 61 (2000) 042503-1.

[16] T.D. Thomas, L.J. Saghre, SLL. Sorensen, S. Svensson, J.
Chem. Phys. 109 (1998) 1041.

[17] E.E. Rennie, H.M. Kdppe, B. Kempgens, U. Hergenhahn, A.
Kiviméki, K. Maier, M. Neeb, A. Ridel, A.M. Bradshaw, J.
Phys. B: At. Mol. Opt. Phys. 32 (1999) 2691.

[18] T. Karlsen, L.J. Sagthre, K.J. Barve, N. Berrah, E. Kukk, J.D.
Bozek, T.X. Carroll, T.D. Thomas, J. Phys. Chem. A 2001
(in press).

[19] J. Bozek, T.X. Carroll, J. Hahne, L.J. Saghre, J. True, T.D.
Thomas, Phys. Rev. A 57 (1998) 157.

[20] K.J. Barve, L.J. Seghre, T.D. Thomas, T.X. Carroll, N.
Berrah, JD. Bozek, E. Kukk, Phys. Rev. A 63 (2001)
012506.

[21] L. Asplund, U. Gelius, S. Hedman, K. Helenelund, K.
Siegbahn, PE.M. Siegbahn, J. Phys. B: At. Mol. Phys. 18
(1985) 15609.



V. Myrseth et al. / Journal of Electron Spectroscopy and Related Phenomena 122 (2002) 57-63 63

[22] M. Tronc, G.C. King, F.H. Read, J. Phys. B: At. Mal. Phys.
12 (1979) 137.

[23] JA. Hahne, J. True, J.D. Bozek, L.J. Saghre, T.X. Carrall,
T.D. Thomas, unpublished data.

[24] JJ. Pireaux, S. Svensson, E. Basilier, P-A. Mamqyist, U.
Gelius, R. Caudano, K. Siegbahn, Phys. Rev. A 14 (1976)
2133.

[25] W.B. Perry, W.L. Jolly, Inorg. Chem. 13 (1974) 1211.

[26] L.J. Saghre, M.R.F. Siggel, T.D. Thomas, J. Electron Spec-
trosc. Relat. Phenom. 49 (1989) 119.

[27] DW. Davis, PhD thesis, University of California, Berkeley,
Lawrence Berkeley Laboratory Report No. LBL-1900, 1973.

[28] A. Berndtsson, E. Basilier, U. Gelius, J. Hedman, M.
Klasson, R. Nilsson, C. NordIng, S. Svensson, Phys. Scripta
12 (1975) 235.

[29] T.D. Thomas, J. Chem. Phys. 52 (1970) 1373.

[30] R.G. Cavell, J. Electron Spectrosc. Relat. Phenom. 6 (1975)
281.

[31] W.J. Griffiths, S. Svensson, A.N. deBrito, N. Correia, C.J.
Reid, M.L. Langford, F.M. Harris, C.M. Liegener, H. Agren,
Chem. Phys. 173 (1993) 109.

[32] T.D. Thomas, J. Am. Chem. Soc. 92 (1970) 4184.

[33] JA. Hahne, J. True, T.D. Thomas, unpublished data.



Paper |l



JOURNAL OF
ELECTRON SPECTROSCOPY

and Related Phenomena

s o

ELSEVIER Journal of Electron Spectroscopy and Related Phenomena 125 (2002) 127-132
www.elsevier.com/locate/elspec

Xenon N, ; OO Auger spectrum—a useful calibration source

T.X. CarrolP, J.D. BozeR , E. Kukk , V. Myrseth , L.J. Seetfire , T.D. Thofffas
Karoline Wiesner

“Keuka College, Keuka Park, New York, NY 14478, USA
®Advanced Light Source, Lawrence Berkeley National Laboratory, University of California, Berkeley, CA 94720,USA
“Department of Physics, University of Oulu, Oulu FIN-90570,Finland
“Department of Chemistry, University of Bergen, N-5007 Bergen, Norway
“Department of Chemistry, Oregon State University, Corvallis, OR 9733£4003,USA
‘Department of Physics, Uppsala University, S-75121Uppsala, Sveden

Received 19 March 2002; accepted 22 April 2002

Abstract

In the xenon N ; OO Auger spectrum there are 19 prominent lines ranging in kinetic energy from 8 to 36 eV that provide
a convenient set of standards for calibrating electron spectrometers. Combining optical data with recent measurements of this
spectrum gives energies for these lines that are absolutely accurate to 11 meV. For most lines the relative accuracy is better
than 1 meV, for a few it is about 3 meV. The spin—orbit splitting of the xenon 4d lines is determined to be-A0HeV.
0 2002 Elsevier Science BV. All rights reserved.

Keywords: Auger; Photoelectron; Spin—orbit; Calibration; Xenon 4d

1. Introduction greater than 1 eV. Thus, calibration of the spectrome-
ter requires a knowledge of the absolute voltage, the

Electron kinetic-energy spectra are typically ob- slope, and the linearity of the scan. For this purpose,
tained by measuring the counting rate of the elec- it is useful to have convenient standards spanning a
trons detected in the spectrometer as a function of a range of kinetic energies by which these quantities
voltage applied to the spectrometer. Ideally the can be measured.
kinetic energy is linearly related to this voltage with A useful standard for this purpose is the xenon
unit slope. In the real world, however, it is possible  , N OO Auger spectrum, which has 19 prominent
(and even likely) that the slope is not exactly one, lines ranging in kinetic energy from 8 to 36 eV. This
that the scale is not exactly linear, and that there is spectrum is excited with good intensity with photons
an offset between the true and apparent kinetic whose energy is above;fhe 4d  threshold (69.5 eV).
energy scales. In typical systems the offset can be The relative energies of some of these lines are

known with high accuracy from optical measure-
*Corresponding author. Tel.:#1-541-737-6711; fax:+1-541- ments_' _The abSOI_Ute energ_les C‘_Fm be det_em_]me_d by
737-2062. combining the optical energies with the 4d ionization
E-mail address: thomast@chem.orst.edT.D. Thomas). energies. With this information, the energy scale can
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be calibrated and the peak energies for which optical
data are not available can be measured.

Results of such measurements have been given by
Werme et al. [1], Aksela et al. [2], and Southworth et
al. [3] In each case, however, there is room for
improvement in the results presented. For the first
two, the calibration was based on only two points in
the optical scale and the results are quoted only to
the nearest 0.01 eV. In the analysis made by Werme
et al., it is not apparent that curve fitting was used to
determine the peak positions. For the work of Aksela
et al. an extensive fitting procedure was used, but the
resolution was not so good as was obtained by
Werme et al. or by others more recently [4]. The
results given by Southworth et al. have a large
uncertainty—0.05 eV.

functions, with intensity, position, Gaussian width,
and Lorentzian width as free parameters. All of the
Auger peaks were constrained to have the same
Gaussian and Lorentzian widths. A linear, sloping
background was assumed. Several fits were made,
some to an entire spectrum (using as many as 72
peaks) and some to selected portions of the spectrum.
For one of the spectra, in which the photoelectron
kinetic energies are less than some of the Auger
energies, the effects of post-collision interaction
were included using Eq. (12) from van der Straten et
al. [5]. The results obtained including post-collision
interaction are essentially the same as those obtained
with Voigt-function fits.

It is useful, therefore, to reexamine this question. 3. Calibration

We present here the results of measurements of this
spectrum and of the calibration of the spectrum using

The calibration of the Auger spectrum is based on

optical data. As a result of this analysis, we are able the use of the first and second ionization energies of

to produce a set of 22 Auger energies with an xenon (, andl,) and the energie€
absolute accuracy of about 11 meV and with a gtates of X&"

o Of the various
. The energy of a state in °Xe

relative accuracy in most cases of better than 1 meV. (relative to the ground state of xenon) is given by the

2. Experimental procedures

Xenon N, ;00 spectra were measured in three
separate experiments, two at the Advanced Light
Source (ALS) using beamline 10.0.1 and one at the
MAX Il synchrotron using beamline 1411. In one
experiment at the ALS (referred to as ALS1) spectra

These are combined with the xenong4d
energy, 1(4d;,,), to give the energiesK, of the
N ;OO Auger lines through the relationship

relationship

E(Xe’")=1,+1,+E,, (1)

ionization

K=1(4ds,,)— E(XeH) (2)

were measured at eight photon energies from 93 to The energies for the N OO Auger lines can be
108 eV. In these the electron kinetic energy spectrum Obtained either in a similar way from the reported
covered the range from 18 to 42 eV, and included the value of the 4d,, ionization energy or from the
4d photoelectron peaks. In the other two experiments Auger spectrum using the spin—orbit splitting as one
the electron kinetic energy spectrum ranged from Of the fitting parameters. Here we have used the
about 4 to 40 eV. In one of these (ALS2) the photon Second alternative. The various energies, which have
energy was 96 eV, and the spectrum includes the 4d been taken from published literature [6-10], are
photoelectron peaks. In the other (MAX II), the Summarized in Table 1.

photon energy was 110 eV, and the photoelectron

The line positions,V, obtained from the least-

peaks were beyond the scan range. In each Case§quares f|tt|ng have been fit with the relationship

measurements were made using Scienta SES-20
analyzers, with slits and pass energies chosen to give
a resolution of 35 to 40 meV. The three experiments
were well separated in time and involved three
different voltage supplies for the analyzers.

The spectra have been fit by least squares to Voigt

O/=v, + (K + n x SO, (3)

whered for N;OO lines and 1 for ) OO lines,
&hdindV, are fitting parameters representing the

offset and slope, respectB@lys the spin—orbit
splitting and is also a fitting parameter. Some fits
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Table 1 14x10° T T T T T T
Energies used in calculating the xenory N OO Auger energies. 27 i

- . . . k Xe N, s00 Auger
Uncertainties in the last digit are given in parentheses 12l ’ i

cm™? eV Ref. % I

I, 97 834.4 12.1299 [6]
I, 169 175(30) 20.975(4) 7 P ]
1(4d,,,) 67.548(11) [8,9] 3
55°5p °R 0 0 o 4
5¢°5p °P 9794.6 1.2144 [7]
58°5p °R 8130.7 1.0081 [71 Shakeup 2
58°5p ' D, 17 099.0 2.1200 [7]
5¢°5p' 'S 36 102.9 4.4762 [71 1
5s50 ° B 98 263 12.1831 [6]
5s50 ° R 103 569 12.8409 [6] o - = p = -
5s50 ' P 119 026.28 14.7574 [6] Kinetic energy (eV)
55°5p°5d §=1)° 154 639.61 19.1729 [6] )
550 1S 210 857.55 26.1430 [10] Fig. 1. The xenon g OO Auger spectrum measured at a photon

energy of 110 eV.

®Values in cm® have been converted to electron volts by
dividing by 8065.544.
*In Ref. [6] this state is designated’ss Bp 6s. The notation here 4,1. Spin—orbit splitting
is that given in Ref. [2].
A number of values for the spin—orbit splitting of
the xenon 4d level have been reported [8,9,11-13].

were made using an additional, quadratic, term, but These are summarized in Table 2, together with the
these showed that such a term is not statistically values we have derived from our data using the
significant. Once the least-squares values of the procedure outlined above. Also included in this table
parameters have been obtained, the process can be are two values we have derived from the data of
reversed to give experimental values of the kinetic Werme et al. [1] and Aksela et al. [2] using the same
energies. These can be compared with the original procedure, as well as a value we have obtained from

values ofK to assess the quality of the procedure, or,
where no optical values oK are available, they

provide new estimates of these quantities. Table 2
Xenon 4d spin—orbit splitting
Method Value (meV) Ref.
Photon absorption 1977(10) [8]
4. Results Auger 1985(4) @
XPS 1980(10) [11]
The spectrum measured at MAX Il is shown in Electron energy loss 1989(3) ) [9]
Fig. 1. The peaks have been numbered using theAuger 1971(7)
numbering scheme given by Werme et al. [1]. §$§ 13228 Eg
Because the photon energy was 110 eV, the 4d ypg 1977(1) This work, ALS1
photoelectron peaks are to be found at energies only auger 1978(1) This work, ALS1
slightly higher than shown here and the photoelec- Auger 1980(2) This work, ALS2
tron shakeup peaks are found approximately in the Auger 1978(2) This work, MAX I

Weighted average 1979.0(5)

middle of the Auger spectrum. The strongest of these
are in a region where there are only weak Auger Uncertainties in the last decimal place are given in parentheses.
lines, but weaker Shakeup peaks are found through- valu'l(;he data of Ref. [1] have been analyzed by us to give this
out the low-energy portion of th_e spectrur_n._ As will ®The data of Ref. [2] have been analyzed by us to give this
be seen below, these can complicate the fitting of the 4jye.

peaks. ° Average of eight measurements.
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fitting the xenon 4d photoelectron peaks from eight
spectra taken at different photon energies. For our
results and for those derived from the data of Werme
et al. and Aksela et al. the quoted uncertainties are
those obtained from the statistics of the fitting
procedures. The weighted average of these measure-
ments gives a spin—orbit splitting of 19790.5
meV.

uncertainties are much less than this, being less than
1 meV for the first two categories of energies and
about 3 meV for the energies determined from our
measurements.
A comparison of our measured Auger energies and
those based on the data in Table 1 (plus the spin-
orbit splitting, where appropriate) is illustrated in
Fig. 2. Here we have plotted the difference between
the measured and the reference Auger energies
versus the kinetic energy. We see that, for the most
part, the two sets of data agree within a few me\V.

4.2. Auger energies

Energies for 22 xenon N, OO Auger lines are
listed in Table 3. There are three categories of
energies: N OO energies derived directly from the
data of Table 1, )y OO energies derived from the
data in Table 1 plus the value of the spin—orbit
splitting mentioned above, and,ly OO energies that
we have derived from our measurements. As in Fig.
1, the energies are numbered according to the
numbering scheme given by Werme et al. The
absolute uncertainty in all of these numbers is
determined primarily by the uncertainty in the 44
ionization energy, 10 meV [8], giving an overall
absolute uncertainty of 11 meV. Any changes in this
ionization energy or its uncertainty will cause corre-
sponding changes in these numbers. The relative

Table 3

Xenon N, ; OO Auger kinetic energies (V)

Numbef  Energy Method Numb®r  Energy Method
1 36.422 ° 15 22260 °
2 35208 ° 16 21665 °
3 34443  ° 18 19.686  °©
4 34302 ° 22 17.249 °
5 33435 ° 24 16.146(3) ¢
6 33229 ° 25 15270 °©
7 32323 ° 26 14.703(3) ¢
8 31946 ° 27 14.169(3) ¢
9 29.967 °© 28 12.741(3) ¢

13 24239 ° 29 10279 °

14 23581 ° 30 8300 °©

The absolute uncertainty is 11 eV. The relative uncertainties are
1 meV or less, except where indicated by a value in parentheses,
which is the uncertainty in the last decimal place.

®The numbering system is that used by Werme et al. [1].

®From data given in Table 1 plus the experimentally de-
termined value of the spin—orbit splitting, 1979 meV.

“From data given in Table 1.

¢ Determined from the measured Auger spectrum.

Measured - Reference (meV)

There are, however, two places, peaks 15 and 16,
where there are much larger discrepancies, and it is
useful to consider the source of these. They illustrate
the difficulty of obtaining accurate information on
line position in the case of a weak peak or of even a
prominent peak if it is surrounded by a number of
small peaks. The spectra in the regions of these
peaks are plotted in Fig. 3 for both the MAX Il data
and the ALS data. These differ in that the ALS
spectrum was measured at a photon energy of 96 eV
and shakeup peaks do not contribute in this region of
the spectrum. The MAX Il spectrum was measured

1
—o— MAX 5

o —o— ALS

.5 —

.10 —
| | | | |
10 15 20 25 30 35

Reference energies (eV)

Fig. 2. Difference between the kinetic energies derived from the
Auger spectra and those derived from optical data. The open

circles (ALS) were measured at a photon energy of 97 eV and the

closed circles (MAX Il) were measured at 110 eV.
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the peak positions with a precision of about 3 meV,
as indicated above. Comparable analyses of the data
given by Werme et al. and by Aksela et al. give rms
deviations of 8 and 13 meV, respectively.

6000

4000

5. Discussion
2000 Emerging from these results is some insight into
the quality of the analyzers used in this work. From
the fits and from inspection of Fig. 2, we can
conclude that there is no significant nonlinearity in
the voltage supplies. As for the slope, the values of
V, in Eq. (3), which reflects the relationship between
the nominal voltage increments and the true voltage
increments, are 1.00017(6) for the ALS data and
1.00072(12) for the MAX Il data, indicating an
accuracy of a few parts in £0 in the nominal
voltages.

As can be seen from Fig. 1, our choice of a photon
energy for the MAX Il experiment, 110 eV, leads to
significant shakeup structure in the region between
25 and 30 eV as well as to smaller peaks at lower
energies. A better choice would be a photon energy
greater than 130 eV, which would shift the major
shakeup contributions out of the range of the Auger
kinetic energies.

The relatively weak peaks 26 and 28 present a
problem. These appear to be a spin—orbit doublet,
but the spacing between them is only 1962 meV,
which is 17 meV lower than the average spin—orbit
splitting that we have observed. A similar effect is
seen in the results reported by Werme et al. and
Aksela et al. In view of the problems mentioned

above in fitting weak peaks in the neighborhood of
either strong peaks or a large number of even weaker

6000

Counts

ALS
4000

T

2000

| ! I i 1

21 22 23
Auger kinetic energy (eV)

Fig. 3. Expanded view of the xenon,N OO Auger spectrum for
two different experiments in the kinetic energy region 20 to 23 €V.
Additional contributions to the MAX |l data from shakeup are
apparent.

at a photon energy of 110 €V, and, as can be seen in
Fig. 1, shakeup makes a significant contribution in

this region. Our experience with fitting this portion

of the spectrum indicates that the derived peak

positions are sensitive to inclusion of all of the small

peaks. Because peak 15 is so weak, we have not used

it in our calibration procedure.

peaks, it seems likely that this discrepancy is merely
an artifact of the fitting process.
The energies given in Table 3 should provide a
convenient set of calibration points for electron
spectrometers at a level of accuracy that is higher

Including the data for peak 16, the root-mean- than what has been available heretofore.
square (rms) deviation of the energies we have
measured from those derived from the data in Table
1 is 4 meV for the MAX Il data and 2 meV for the

ALS data. From these and from other results we
have obtained in fitting the data, we conclude that

this fitting procedure makes it possible to determine
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Vibrationally resolved Cls photoelectron spectra of benzene and dg-benzene have been recorded using
monochromated synchrotron radiation at photon energies of 330 eV. The spectrum of normal benzene displays
considerable vibrational structure. Particularly noteworthy is the strong excitation of a combined CCH-bending
and CC-stretching mode which splits the main peak into two well-defined maxima. In dgs-benzene, the
vibrational energy levels are less well separated and the vibrational structure is reduced to strong asymmetry of
the main peak and a broad tail extending toward higher ionization energy. The recorded spectra are analyzed
using first-principle and curve-fitting procedures. A theoretical model that allows for incomplete localization of
the core hole, results in very good fits to the experimental spectra of both benzene and ds-benzene.

I. Introduction

In the early days of electron spectroscopy it was generally
believed that core photoionization was accompanied by no
or very little excitation of vibrations.! The resolution at that
time was insufficient to resolve vibrational fine structure, but
the main reason for this misunderstanding was the lack of real
insight in the electronic relaxation process following the crea-
tion of a core hole. In e.g. ref. 1 it is argued that core orbitals
are “‘non-bonding” and therefore one should not expect vibra-
tional substructure in the core photoelectron lines. However,
the creation of a core hole leads to interatomic electronic
relaxation which changes both the equilibrium geometry and
the force constants. Accordingly, the ionization event is
accompanied by relaxation of the nuclear framework of the
molecule. Vibrational fine structure in a core photoelectron
spectrum was first observed for methane in 1973,>* and the
Cls main peak was resolved into at least three vibrational lines
a decade later.**

Today, dedicated third-generation synchrotrons make it
possible to resolve vibrational fine structures in core-level
photoelectron spectra of many molecules. A thorough analysis
of the information obtained from such investigations is a pre-
requisite for obtaining accurate adiabatic binding energies and
lifetimes of the core-ionized states, besides providing informa-
tion on the structure and bonding of the excited state. Dia-
tomic molecules possess only a single normal mode and the
vibrational analysis of spectra becomes relatively straightfor-
ward. In polyatomic molecules many modes may get
excited and the spectra tend to become more complex. Theore-
tical calculations are often needed in order to perform a reli-
able analysis. Theory®’ and computer codes capable of
simulating complex vibrational fine structure in core photo-
electron spectra (thousands of vibrational lines can be
handled) are available.® The steps involved are the calculation
of normal vibrational modes of the neutral ground state as
well as those of ionic states, followed by evaluation of Franck—
Condon factors in the harmonic approximation. By this

DOI: 10.1039/b208160a

procedure one can determine accurately the adiabatic binding
energy, i e. the energy required to form the ion in its vibra-
tional ground state (all v = 0).”!' Knowledge of the vibra-
tional envelope may also be used to compute average
vibrational energies in the core-ionized species, thus providing
a route to vertical ionization energies.

However, as was first observed in the case of the very highly
resolved Cls photoelectron spectrum of acetylene (C,H>),"
a procedure based on separable electronic and vibrational
degrees of motion may be inadequate. Acetylene contains
two equivalent carbon atoms, and in the ground state, the
atomic core orbitals combine into molecular orbitals of gerade
and ungerade symmetry, respectively, with a corresponding
splitting of the Cls level. In core-ionized acetylene, however,
shortening of the C-H bond on one side of the molecule as
compared to the other, makes it energetically favorable to
localize the core hole to the same side. Hence, the adiabatic
electronic wave functions change notably with displacement
along the asymmetric C-H stretching coordinate. This is the
hallmark of vibronic coupling, and signals breakdown of the
Born—-Oppenheimer approximation. Cederbaum and cowor-
kers, in a very early work'® and also more recently,'*!®
describe how vibronic coupling acts as a mechanism for loca-
lizing the core hole. Rather than starting out from adiabatic
electronic hole-state functions, which are proper eigenfunc-
tions of the electronic Hamiltonian, one may anticipate the
vibronically induced tendency toward localized hole states.
Each localized-hole (diabatic) electronic state defines its own
potential energy surface with associated normal coordinates
and vibrational states. Any tendency toward delocalization
of the core hole may be described as coupling of diabatic
vibronic states, by the electronic Hamiltonian. In most cases,
the energetic consequence of this coupling is negligible:
meaning that the coupling between the core hole and the
nuclear motion is sufficiently strong to localize the core hole
and thus to erase the molecular splitting pattern. In acetylene,
however, because of the very short carbon-carbon distance,
the overlap between the degenerate atomic core orbitals is
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sufficiently large to afford a notable splitting between the elec-
tronically-coupled diabatic vibronic states. This may be char-
acterized as a case of incomplete or partial localization of
the core hole, and vibronic coupling theory must be used when
constructing the vibrational envelope of the photoelectron
lines.

In this contribution, high-resolution Cls photoelectron
spectra of benzene and dg-benzene (CgDg) are presented and
analyzed in terms of vibrational excitations as well as vibronic
interaction in the ionized state. Benzene contains six equivalent
carbon atoms, and in the ground state, the atomic core orbitals
combine into delocalized molecular orbitals, with a corre-
sponding splitting of the Cls level into four sublevels. Since
the overlap between core orbitals on neighboring carbon
atoms is small, the resulting energy differences between the
molecular core levels in benzene are also rather small, at 19,
38, and 19 meV. In the ionized state, the nuclear motion tends
to localize the core hole and thus to erase the molecular split-
ting pattern. A primary goal of this study is to establish to
what extent incomplete localization of the core hole makes a
contribution to the fine structure of the Cls spectra of benzene
and dg-benzene.

II. Experimental

The measurements were performed at beam line 1411'¢ at the
MAX II facility in Lund, Sweden. This beamline incorporates
an undulator and a plane grating monochromator of the
SX700 type, in addition to an experimental chamber for
photoelectron spectroscopy equipped with a Scienta hemisphe-
rical SES-200 electron analyzer.!” The experiments were per-
formed at the magic angle (54.7° between the polarization
plane of the photons and the direction from the gas cell toward
the detector) in order to minimize the effects of any spatial
anisotropy in the photoelectron intensity. The monochromator
slit was set to 5 um and the pass energy of the electron analyzer
was 20 eV, giving an experimental energy resolution of about
65 meV including contributions from Doppler broadening.

Cls photoelectron spectra were recorded at a photon energy
of 330 eV, ie approximately 39 eV above the carbon 1s
threshold. At this energy the influence from post-collision
interaction (PCI) on the line shape is small but not negligible.
Data acquisitions were made as a series of short runs, with the
data from each run being inspected and the energy scale
adjusted to account for small drifts in energy. Then the data
were combined to give a summed spectrum. The binding-
energy scale was calibrated using as energy reference the Cls
spectrum of CO,, which was recorded simultaneously with
the sample. A reference value of 297.664 +0.030 eV was used
for the adiabatic core level binding energy of CO,.'8

Benzene (99.8%), dg-benzene (isotopic purity 99.5 atom%)
and carbon dioxide (99.995%) were obtained from commercial
sources and used without further purification.

II. Theoretical and computational models

A. Franck—Condon profiles in the localized hole approximation

In order to describe the vibrational structure, density func-
tional theory (DFT) calculations were carried out for the neu-
tral as well as for the core-ionized molecules, providing
accurate geometries, normal modes and harmonic vibrational
frequencies for these species. The electronic structure calcula-
tions employed the B3LYP functional'® as implemented in
the Gaussian-98 set of quantum chemical programs.?
Carbon and hydrogen were described by triple-{ bases aug-
mented by a single set of polarization functions.?’?> The
Cls-ionized molecules were described in the localized-hole
approximation, and the core of the ionized atom was
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represented by Stevens and coworkers’ effective core potential
(ECP),?® scaled to account for only one electron in the Is
shell.?* The valence shell of the core-ionized carbon was
described by the nitrogen analogue to the carbon basis, albeit
with all exponents scaled by 0.9293 as obtained by minimizing
the energy of core-ionized methane.

The harmonic frequencies obtained by this procedure are
expected to be higher than the observed frequencies. As an empi-
rical correction for this failure, we use the known frequencies®
for the ground-state of the molecule and scale the frequencies
for the ionic state by the ratios of observed-to-calculated
frequencies for the neutral state. The frequency of the C*~H
stretching mode in the ionized molecule was scaled addition-
ally by a factor of 0.97. The calculated Franck-Condon inten-
sities are extremely sensitive to changes in bond lengths and
bond angles. At the level of theory used here, the bond shrink-
age upon core ionization is exaggerated by 0.2 pm in
ethylene.26 To account for this, the optimized C*-H bond
length was adjusted accordingly.

Franck—Condon factors were computed in the full harmonic
approximation,® and also in a simplified approach’ based on a
one-to-one mapping between initial- and final-state normal
modes. Only negligible differences were found between the
two sets of intensities, and the vibrational profiles used in
the fits were based on the latter.

B. Vibronic coupling theory

Accounts of vibronic coupling in core-ionized ethyne and
ethane have been presented elsewhere.'>?’ Here, only essential
elements of vibronic coupling theory as it applies to the present
system are outlined. We start out from a model for the ionized
molecule in which the core hole is localized to carbon atom
C,+. The associated electronic wave function |®,«) varies
(in most cases) only slowly with distortions of the nuclear
framework and constitutes an approximate diabatic state.
From the associated potential energy surface the equilibrium
geometry as well as vibrational normal modes and harmonic
frequencies may be determined. Each vibrational state is
defined in terms of quantum numbers of all the vibrational
modes. The corresponding wave function and energy will be
denoted by |v,+) and ¢,, respectively. Approximate diabatic
vibronic states may then be constructed as product functions:
|¢,,*>|I/,,*>.

The diabatic electronic states thus defined are not proper
eigenstates of the electronic Hamiltonian (H.), since they are
subject to the constraint of a localized core hole. They may
still be used as basis for a matrix representation of H., and
eigenvectors of this matrix would then describe adiabatic
electronic states in terms of linear combinations of the
localized-hole states. However, rather than finding adiabatic
electronic states, we seek molecular eigenstates, i.e. eigenstates
of the full molecular Hamiltonian, H# = T+ H,., where Ty is
the nuclear kinetic-energy operator. To this end one may form
a matrix representation of H in the basis of the diabatic vibro-
nic states defined above. This is a major undertaking for the
present system, and the problem may be made more tractable
by realizing that coupling of diabatic vibronic states will be
most effective in the presence of degeneracy. The diabatic
vibronic states form six-dimensional degenerate subsets, char-
acterized by the same vibrational state albeit pertaining to each
of the six possible locations of the core hole: {|®,)|v,)},
n = 1...6. Hence, we approximate the full Hamiltonian by
the block-diagonal matrix obtained by including off-diagonal
integrals only within each of the six-dimensional degenerate
subsets just described. Each submatrix describes the set of
vibronic states that may be traced to a particular diabatic
vibrational level v. This approximation is equivalent to first-
order degenerate perturbation theory, except that accidential
degeneracy is disregarded. Any integrals between diabatic



states having core holes that are further apart than nearest
neighbors are vanishingly small. For a pair of normalized
diabatic states with neighboring core holes, we introduce the
electronic overlap integral ¢ = (®;+/®,+) and the electronic
coupling integral

B = (®<|He|®rs) — (D He| D)) (3.1)

Keeping only coupling terms that are linear in ¢ and f, the
diagonal elements of the 6-by-6 Hamiltonian matrix labeled by
v, all become equal to ¢, . The non-zero off-diagonal elements
are all given by (B + o¢,)(v+|va+), again keeping only terms
that are linear in ¢ and 8. The overlap matrix is congruent with
the Hamiltonian, with diagonal elements equal to unity and
the remaining non-vanishing elements given by o (v +|va+).
Thus, the secular determinant becomes similar to what is
obtained for the valence m orbitals of benzene in Hiickel the-
ory,?® except that the “x” parameter becomes

& — E
e Bt Aonl) (32

The resulting vibronic energy levels associated with a given

(diabatic) vibrational energy, are then given by

E =g, +xpluslva), x = =211, +1,+1,42  (3.3)

The magnitude of the splitting of each diabatic vibrational
level is thus determined by the electronic coupling integral f3,
which is common to all vibrational levels, and a vibrational
overlap integral specific to each (diabatic) vibrational state.
Note that the indices of the vibrational wave functions refer
to the atom that is core ionized, while v is used as a compound
index for the vibrational state.

The resulting splitting pattern is illustrated in Fig. 1, where
the two central levels are shown to be doubly degenerate. In
the XPS spectrum, the total intensity of the six vibronic levels
originating from a single diabatic vibrational level is given
by the Franck-Condon factor appropriate to an ion with a
localized hole. However, this intensity is now distributed in a
1:2:2:1 pattern according to the remaining degeneracy.
This implies that the computational models described in the
preceding section form a useful starting point for the present
refinement. Moreover, the vibrational overlap integrals in
eqn. (3.3) are evaluated using the same algorithms as described
for the ordinary Franck-Condon factors.®

In order to get quantitative results from eqn. (3.3), an esti-
mate is needed of the electronic coupling integral . To this
end, a set of dedicated calculations, in which the core hole
was explicitly included, were carried out using the MOLCAS
suite of programs.?’ The electronic coupling integral between
a pair of states having the core hole localized to two neighbor-
ing carbon atoms was estimated in a restricted active space
state-interaction (RASSI) calculation.’® The orbitals were
optimized at the restricted active-space self-consistent field
(RASSCF) level of theory, with four electrons distributed in
all possible ways over two bonding and two antibonding =«
orbitals. The molecular geometry was the average of the two
localized core-hole geometries and atomic natural orbital-
s(ANO) were used as follows:*' H:[3s,2p], C:[5s,3p,2d], and

_%wwm

€, t-LELES 2B+ | var)

o 13('/1* [ var)

Fig. 1 A schematic representation of how each six-fold degenerate
diabatic vibronic level in Cls-ionized benzene is split according to
eqn. (3.3).

for core-ionized carbon, C*: [7s,5p,3d]. These calculations
gave f = 22 meV.

C. Fitting models

The spectra were fit using theoretically calculated vibrational
profiles, in which the energy spacing and relative intensities
of vibrational lines were obtained from DFT calculations.
The lineshape function takes into account lifetime broadening
and post-collision interaction (PCI) as described by van der
Straten et al.,*> while instrumental resolution is accounted
for through subsequent convolution by a Gaussian function
of fixed width as described in the Experimental section. The
Gaussian width was fixed to 65 meV based on separate inves-
tigations of the instrumental resolution. The Lorentzian width
was taken to be the same for all vibrational peaks and set to
100 meV, based on the lifetimes observed for Cls holes in
other hydrocarbons.** The free parameters in the fits are then
a constant background and the intensity and energy position
of the adiabatic peak (all v = 0). A versatile IGOR PRO curve
fitting routine® was used for optimization.

Three modifications of the model outlined here were used to
examine the spectra for effects of incomplete localization of the
core hole. These are described in the Results section.

IV. Results and discussion

In Fig. 2 the experimental Cls photoelectron spectrum of nor-
mal benzene is shown (circles) along with results from a theo-
retical analysis of the vibrational structure (solid line). For the
first time, one can observe a splitting of the most prominent
peak in the experimental spectrum of benzene. Two maxima
of about equal intensity occur at 290.26 and 290.34 eV, of
which the one at highest energy is caused by strong vibrational
excitation. Additionally, there are clear shoulders seen at
around 290.6 eV and 290.8 eV.

The bars in the diagram represent a theoretical model that
assumes full localization of the core hole. The relevant normal
modes of core-ionized benzene are described in Table 1. Also
included in the table are the harmonic frequencies, Franck—
Condon factors pertaining to vertical excitation from the
vibrational ground state in the neutral molecule, and the over-
lap integrals (vy+|vp+) occurring in eqn. 3.3. Only modes that
transform according to A; in C,, symmetry are included in
the table. However, their ancestry to modes that display the
full Dg, symmetry of the ground state is also indicated. The
presence of singly-excited modes that differ from A, symmetry

20x10° -
Adiabat C6H6
15
C™CH bending
Z C*C stretching
S 10
€ Ring deformation
5 C*H stretching
0 — |. l j-J‘..L‘]..-IJ- -t onde v"’
T T T

290.0 290.4 290.8 291.2
lonization energy

Fig. 2 The experimental Cls spectrum of benzene (circles) shown
together with a fitting model (solid line) based on the localized-hole
approximation. The most intense vibrational lines are indicated as
bars.
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Table 1 Computed vibrational frequencies in order of increasing
energy, Franck—Condon factors and vibrational overlap integrals for
the most important states in the Cls spectrum of normal benzene

Assignment’  Type” o/meV¢  TIntensity? (v *|,*)°
Adiabat — — 1.000 0.59
vig (Eag) Ring def, CC*C b 76 0.117 0.13
vy (Alg) Ring s 125 0.069 0.55
ve (Bra) Ring def 129 0.018 0.54
vig (E1y) C*Cs, C*CH,CCH b 132 0.482 0.36
V17 (Eag) C*CH, CCH b 150 0.031 0.27
vig+Via 208 0.056 0.08
Uyt vy 257 0.033 0.34
2u14 264 0.123 0.22
Vig+vi7 282 0.015 0.15
vis+2v14 340 0.014 0.05
RIZ% 396 0.022 0.13
v (Epy) C*H s 417 0.103 0.07
vig+ Vi 493 0.012 0.02
Vig+ Vi 549 0.050 0.04
2v14+ V12 681 0.013 0.03
2v1, 834 0.011 0.01

“ Nomenclature from ground-state benzene.>> The Dy, ancestry is indi-
cated within parentheses. © Deformation (def), stretch (s), bend (b) ¢ Final
state vibrational harmonic frequency. ¢ Franck—Condon factor, renorma-
lized to unity for the adiabatic line. Only states receiving a relative intensity
>1% are included. ¢ Vibrational overlap integral appearing in eqn. (3.3).

are indicative of core-hole localization. This includes modes of
Ess, Eiy and By, symmetry which would have been symmetry
forbidden in Dy, yet transform according to Ay in Cs, .

As can be seen from Table 1, the Franck—Condon profile is
built up mainly from only six normal modes, thus simplifying
the assignment. The most striking observation from Table 1
and Fig. 2 is that the intense vibrational peak observed in
the spectrum at a binding energy of 290.37 eV, can be attribu-
ted to the vq4 vibrational mode in Shimanouchi’s notation.?
The calculations show that this mode contains C*-C stretching
and in-plane C*CH and CCH bending, C* denoting the core-
ionized atom. Upon core ionization, the C*—C bonds shorten
by 0.029 A while the corresponding change is —2.5° in the
C*CH angles. These geometry changes add constructively
when projected onto mode vy and give rise to the high
Franck-Condon factor. Other large geometry changes include
+2.5° in the CC*C angle and a shortening of the C*~H bond
by 0.055 A. The bond contraction leads to excitation of the
C*-H stretching mode, which has a frequency of 417 meV.
This is indeed observed in the Cls spectrum as a shoulder at
around 290.6 eV. The intensity of this shoulder is roughly in
accordance with the building-block model of hydrocarbon
vibrations.>>® In this model, the intensity of the C*~H mode
in any hydrocarbon is proportional to the number of hydrogen
atoms attached to the ionized carbon. In agreement with this,
we find the intensity of the structure around 290.6 eV to be
comparable to what is seen e. g. in the Cls photoelectron spec-
trum of trichloromethane.?” In addition to the modes already
mentioned, ring deformation modes are also excited upon
Cls ionization.

Benzene was recently studied by Rennie et al.,>® who ana-
lyzed the spectrum in terms of two vibrational progressions.
The resulting fit gave a high-frequency mode at 386 meV,
and a second mode at a significantly lower frequency. While
the high-frequency mode was correctly ascribed to C*-H
stretching, its frequency is much lower than computed in the
present work (417 meV). Moreover, based on our results, it
appears likely that their second, low-frequency progression
assumes intensity that belongs to the strongly excited ;4 mode
as well as to the ring stretching mode v, which is close in
energy. These differences may be ascribed to the model used
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in ref. 38, where only two vibrational progressions were fitted
to a fairly featureless multi-mode structure. As very recently
anticipated in ref. 39, the two modes assumed by Rennie
et al. in their empirical analysis of the spectrum take on the
role of effective vibrations with limited interpretability.

Up to this point, our analysis has been made in terms of a
localized-hole model of core-ionized benzene. However, the
possibility of incomplete vibronic coupling in core-ionization
spectra has recently been examined for several small hydrocar-
bons,'>?” and the question is of interest also for benzene.
Admittedly, Fig. 2 shows that the localized model is able to
provide a good theoretical description of the spectrum. Never-
theless, closer scrutiny of the doubly-split main peak reveals
details that are not reproduced by the theory at this stage. In
order to examine this point, we evoke the more elaborate the-
ory of vibronic coupling as presented in section II1.B. In addi-
tion to eqn. (3.3), which defines our most advanced model
(Model III), we define two simpler models which can be
applied to larger organic systems. In Model I, the vibrational
integral appearing in eqn. (3.3) is put equal to a common con-
stant independent of the vibrational state of the molecule.
Effectively, this implies that the spectral profile obtained from
the localized-hole model is repeated four times. The four
replica have relative intensities and energies of 1 : 2 : 2 : 1
and —2B, —B, B and 2B, respectively. B is left to be optimized
in a fit to the observed spectrum. In Model II, the vibrational
integral appearing in eqn. (3.3) is taken equal to the Kronecker
function 9, , effectively splitting only the adiabatic peak in the
spectrum. This model is based on the expectation that the
higher each mode is excited, the smaller the vibrational overlap
integrals become. This follows from the localized character of
the modes that obtain significant Franck—Condon intensity.

Using the reduced chi-squared (%) value as a measure of
goodness-of-fit, we find that all of the three modified models
I-11T do much better than the fully localized model. The drop
in »? is significant and ranges from 32% for Model I to 35%
and 36% for Models II and III, respectively. For Model I,
the splitting parameter B optimizes to 23 meV, but the % func-
tion is very flat in this region and suffers only a very small
increase if B is set to 16 meV (see below). However, the visual
appearance of the main peak is not much improved compared
to Fig. 2.

The fit based on Model II, with only the adiabatic peak
undergoing any splitting, leads to substantial improvement
both in terms of reduced y* value and the visual appearance
of the two most intense maxima at 290.26 eV and 290.34 eV.
The energy split between the two lowest lines of the quartet
making up the adiabatic peak, was optimized to 15.8 meV.
The resulting fit to the experimental spectrum is virtually indis-
tinguishable from that obtained with Model III. The latter is
shown in Fig. 3.

CeHs

15x10™
= Adiabat
2 10
2 C"CH bending
= C*C stretching
5 —

C*H stretching

.- IHI [
T I

T T
290.0 290.4 290.8 291.2
lonization energy (eV)

Fig. 3 The experimental Cls spectrum of benzene shown together
with a fit based on Model III.



Our most elaborate model, Model III was based on theore-
tical estimates of the effect of hole delocalization on each vibra-
tional line. The vibrational overlap integrals appearing in eqn.
(3.3) were calculated for all vibrational lines that receive an
intensity higher than 1% of that of the adiabatic peak. Of
these, only vibrational levels that support vibrational overlap
integrals (v«|vo+) = 0.1 were actually split in the fitting proce-
dure. For benzene, this implies that ten of the diabatic vibra-
tional lines were split, while 98 lines remain unsplit. The
common electronic coupling integral f occurring in eqn.
(3.3), was optimized in a fit to the experimental Cls spectrum
of benzene. The resulting value of 27 meV agrees well with the
22 meV that we find from ab initio calculations, and lends
credibility to our findings. For the adiabatic peak, the opti-
mized value of f translates into a splitting pattern of 16,
32, 16 meV. The result of the analysis using Model III is pre-
sented in Fig. 3. We can conclude that the spectrum is very well
reproduced even in small details.

The good agreement between the various ways of taking
account of incomplete hole localization may be understood
in two different ways. One interpretation is that what matters
is to split the adiabatic line, since this is the only region where
the localized-hole model is notably off. The lower intensity of
the vibrationally excited states then makes it less important
whether and how splitting is accounted for elsewhere. The sec-
ond interpretation takes this point one step further: May the
success of Models I-I11 be caused by either the instrumental
(Gaussian) or the lifetime (Lorentzian) linewidths being origin-
ally underestimated? These two parameters are strongly corre-
lated, and it is not feasible to determine them simultaneously in
a fit to the observed spectrum. However, we tested this point
within the localized-hole model, first by keeping the Gaussian
width constant at I'g = 65 meV and optimizing I’y , and sec-
ond by reversing the status of the two parameters, with I'y
fixed at 100 meV.

The test fits gave optimized values of 'y = 108 meV
(> = 6.70, down by 16%) and I'g = 84 meV (> = 5.35, down
by 33%), respectively. Compared to previously determined life-
time widths in hydrocarbons, which range from 95 meV to 106
meV among saturated and unsaturated hydrocarbons (CHy4,
C,Hg, C2H2),33 a Lorentzian width of I'y, = 108 meV must
be regarded as high but not entirely unrealistic for Cls in ben-
zene. However, optimization of I'y gave notably less reduction
in the goodness-of-fit parameter than did optimization of I',
showing that the missing broadening effect is much closer in
shape to a Gaussian profile than to a Lorentzian profile. This
is in agreement with the pattern shown in Fig. 1, since the lar-
gest splitting occurs between the two strong, central compo-
nents. However, an instrumental broadening of I'g = 84
meV disagrees strongly both with characterization studies
which we have performed and also theoretical parameters for
beam line I411 under the conditions of our experiments.
Hence, we believe that the presence of an additional broaden-
ing effect due to incomplete localization of the core hole is
positively present in the Cls spectrum of benzene.

For dg-benzene, only a single, asymmetric peak is observed
in the experimental Cls photoelectron spectrum (Fig. 4). The
calculations suggest that two normal modes dominate the
vibrational structure of the spectrum, one being a combined
C*-C stretching and CCD and C*CD bending mode with a
vibrational energy of 103 meV, while the other mode involves
ring stretching at a fundamental frequency of 120 meV. These
two modes cause the asymmetry near the top of the main peak
in the experimental spectrum. Incomplete localization of the
core hole was taken into account in terms of our best Model
III. Using the same selection criteria as for normal benzene,
16 lines underwent splitting while 218 vibrational lines were
included unsplit. Details of the Franck—Condon analysis of
the vibrational structure are given in Table 2. Optimization
of f reproduced the value obtained for normal benzene within
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2000 — H C*D stretching

T I T T T T T

T T
290.0 290.4 290.8 291.2
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Fig. 4 Experimental (circles) and theoretical Cls core photoelectron
spectrum of dg-benzene. The solid line is a simulation based on Model
II1, as described in the text.

1 meV. The resulting fit to the observed spectrum is highly
satisfactory, see Fig. 4.

In Fig. 5 the electronic coupling integral is plotted as a
function of the C—C bond length as computed for acetylene,
ethylene, benzene and ethane. Evidently, this parameter is
determined by the distance between the symmetry-related
carbon atoms. The same conclusion was reached by Gunnelin
et al.,* based on X-ray emission studies and an analysis in
terms of adiabatic states, as well as by Thomas er al,’
who applied Landau—Zener theory to this issue. The smooth

Table 2 Computed vibrational frequencies, Franck—Condon factors
and vibrational overlap integrals for the most important states present
in the Cls spectrum of dg-benzene

Assignment?  Type? o/meV¢  Intensity? (v *|y*)°
Adiabat — — 1.000 0.52
V15 (Eay) Ring def 73 0.144 0.08
vi4 (Biy) C*Cs, C*CD, CCD b 103 0.319 0.27
vi7 (Eag) C*CD, CCD b 110 0.068 0.20
vy (Arg) Ring s 120 0.285 0.50
Ve (Bru) Ring def 124 0.036 0.46
2u1g 145 0.011 0.02
13 (Er) Ring s 167 0.041 0.26
vig+Via 175 0.046 0.04
Yig+ v 192 0.041 0.08
2u14 206 0.054 0.13
via+ vy 213 0.022 0.05
Vig+ s 222 0.091 0.25
Via+ s 227 0.012 0.24
vi7+ s 230 0.019 0.19
2u, 239 0.044 0.47
Vs + Vg 244 0.010 0.40
Vig+ Vi3 270 0.013 0.13
Vst U3 287 0.012 0.25
Vig+Via+ s 295 0.013 0.04
V15 (Eag) C*D s 310 0.118 0.08
U4+ 12 325 0.015 0.13
Via+ 20, 342 0.014 0.24
15+ vis 383 0.017 0.01
Via+Vis 413 0.038 0.04
Vy+ Vs 430 0.034 0.07
Via+vr+uis 533 0.011 0.04
2u1s 621 0.014 0.01

“ Nomenclature from ground-state d¢-benzene.?® The D, ancestry is indi-
cated within parentheses. © Deformation (def), stretch (s), bend (b) ¢ Final
state vibrational harmonic frequency. ¢ Franck—Condon factor, renorma-
lized to unity for the adiabatic line. Only states receiving a relative intensity
>1% are included. ¢ Vibrational overlap integral appearing in eqn. (3.3).
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Fig. 5 The electronic coupling integral § plotted vs. the carbon—car-
bon bond length in the ground state of acetylene,'? ethylene,?® benzene
(this work) and ethane.®” In all cases, f has been computed as outlined
in section II1.B.

evolution of f suggests that in subsequent studies, one may
obtain useful estimates of § through interpolation in Fig. 5.

Based on our best fitting models presented here, we obtain
adiabatic Cls ionization energies in normal and dg-benzene
as 290.241(30) eV and 290.226(30) meV. The shift in ionization
energies between these two compounds is consistent with the
small difference in zero-point vibrational energies between
Ce¢Hg and Cg¢Dg, computed theoretically to 15 meV. Based
on the vibrational profiles, an average vibrational excitation
energy of 136(30) meV was computed for both core-ionized
normal and dg-benzene. These values give 290.377(40) eV
and 290.362(40) eV, for the vertical ionization energies. The
former compares well with the value of 290.38 eV obtained
by Holmes and Thomas using conventional X-rays.*!**> The
uncertainty in the shift between two ionization energies is less
than indicated for the absolute ionization energies, which is
why we give the values to three decimal places.

V. Conclusions

High-resolution synchrotron-radiation-based electron spectro-
scopy has been used to obtain vibrationally resolved Cls
photoelectron spectra for benzene and dg-benzene in the gas
phase. The vibrational structures have been analyzed in terms
of normal modes. The vibrational structures in the spectra are
dominated by C*-C stretching and CCH(D) and C*CH(D)
bending, with important additional contributions also from
C*-H(D) stretching and various ring stretching and deforma-
tion modes. Fitting models based on vibronic coupling theory
indicate that the adiabatic peak consists of four lines that are
split by 63 meV from the center of the first to the center of
the fourth of these. This splitting may be understood as due
to incomplete localization of the core hole.
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The carbon 1s photoelectron spectra of cyclohexane, cyclohexene, 1,3-cyclohexadiene, and 1,4-cyclohexadiene
have been measured. These have been analyzed in terms of a theoretical model of the vibronic structure that
includes the effects of the changes in equilibrium geometry that accompany core ionization as well as those of
vibronic coupling in the core-ionized molecule. This theoretical approach gives an excellent description of the
vibronic structure and makes it possible to identify the contributions of the inequivalent carbon atoms to the
spectra. The carbon 1s ionization energies are reported and used in the analysis of photoelectron spectra of

adsorbed molecules.

1. Introduction

For more than 30 years, inner-shell photoelectron spectroscopy
has been a source of important chemical information. Core-
ionization energies provide a local probe of molecular charge
distributions and of the ease with which a molecule can accept
or donate charge at a particular site. These properties correlate
with and provide insight into other, more familiar, chemical
properties such as acidity, basicity, proton affinity, and
reactivity.

Until recently, however, the investigation of the carbon 1s
photoelectron spectra of hydrocarbons (or, the hydrocarbon
portion of molecules containing a heteroatom) has been ham-
pered by lack of resolution. Carbon atoms with quite distinct
chemical properties may have carbon ls ionization energies
that differ by less than 1 eV, whereas historically the available
resolution has been inferior. In addition, the vibrational
excitation that accompanies core ionization in a molecule adds
a complexity to the spectra that has made analysis difficult.

The availability of third-generation synchrotrons coupled
with high-resolution electron spectrometers has made a strik-
ing difference in this situation. It is now possible to measure
carbon 1s photoelectron spectra with a resolution of about half
the natural line width (~100 meV) associated with the finite
lifetime of each vibronic core-hole state. The result is that
recently measured carbon 1s spectra in hydrocarbons show a
richness of chemical effects and vibrational structure.

Understanding the chemical effects that are present in these
spectra requires an understanding of the vibronic structure.
This comes about from the changes in equilibrium geometry
that accompany core ionization and in some cases from
vibronic coupling involving the core orbitals of equivalent
adjacent atoms. As a result, along with the advances in
experimental capabilities, there have been corresponding
developments in the theoretical methods for calculating this
structure.

During the last few years, these studies have evolved from
investigation of one- and two-carbon hydrocarbons, where the
vibrational structure and chemical effects are simple, to studies
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of more complex molecules such as propyne,' linear alkanes,’
benzene,® furan,* thiophene,5 butan-2-0l,° and alanine.” Here
we present results on the six-carbon cyclic hydrocarbons,
cyclohexane, cyclohexene, 1,3-cyclohexadiene, and 1,4-cyclo-
hexadiene. These, together with previously published results
for benzene,® show the evolution of chemical effects from a
saturated molecule through the unsaturated molecules to
benzene, in which resonance plays an important role. Compar-
ison of the observed spectra with those calculated theoretically
shows that a sufficiently high level of theory has been devel-
oped to give a good account of the vibrational excitation and
vibronic coupling associated with core ionization.

The unsaturated cyclic hydrocarbons are interesting from
the perspective of functionalizing silicon surfaces by molecular
attachment.®'!" While photoelectron spectroscopy is a techni-
que for characterizing the bonding of these adsorbates, assign-
ment of carbon 1s spectra is less than straightforward at the
resolution realized in these studies. For the physisorbed mole-
cules, spectral assignment is based on stoichiometry and gen-
eral expectations regarding the relative binding energies in
alkanes and alkenes.® One of the aims of the present study
is to provide molecular reference spectra for the study of
physisorbed and chemisorbed molecules.

2. Methods

2.1. Experimental procedures and analysis methods

Measurements of carbon 1s photoelectron spectra were made
at beamline 10.0.1 of the Advanced Light Source using a
Scienta SES-200 electron spectrometer'? to record the data;
details of the procedures are given elsewhere.'*'* The photon
energy was 330 eV, 39 to 40 eV above the carbon 1s thresholds.
The experimental resolution, including the contributions from
the photon monochromator, the electron-energy analyzer, and
Doppler broadening, was expected to be 60 meV on the basis of
the monochromator slits and the settings of the electron
spectrometer and is assumed to be Gaussian. Calibration of
the carbon 1s ionization energies was based on measurements
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of a mixture of the sample of interest with CF,4. The carbon 1s
ionization energy of CF, is taken to be 301.898 eV.'? Fitting of
the CF4 spectra with the Gaussian resolution as a free para-
meter indicated a resolution of about 45 meV, rather less than
expected. As a result, we have analyzed the data twice, once
with the assumption that the resolution is 60 meV and once
with the assumption that the resolution is 45 meV. Except as
noted in Section 3.1.2 the differences in the results obtained by
these two approaches are negligible. The fitting results pre-
sented here are those obtained using a resolution of 45 meV.

The experimental spectra have been fit by least squares using
line shapes that take into account the experimental broadening,
the combined effects of the lifetime of the core-hole state and
the interaction between the outgoing Auger and photoelec-
trons (post-collision interaction, or PCI), and the vibrational
excitation.'® The Lorentzian linewidth, which reflects the core—
hole lifetime, was held fixed at 100 meV, in keeping with results
found in other measurements.'” The effect of PCI has been
described using eqn. (12) from van der Straten et al.,'® which is
expected to be valid under the conditions of our measurements.

The effects of vibrational excitation and vibronic coupling
have been determined from first principles theoretical calcula-
tions described below (Section 2.2). For each inequivalent
carbon atom the vibrational profile has been calculated. This
has been convoluted with the profile reflecting the effects of
resolution, lifetime, and PCI, as described above, and vibronic
coupling, as described below (Section 3.1.2). The data are then
fit with these overall profiles, with the position and height for
each profile as fitting parameters. In addition a flat background
is a fitting parameter.

2.2. Theoretical

Using the Gaussian set of programs'® we have calculated the
geometries, energies, harmonic vibrational frequencies, and
normal modes for the ground-state and core-ionized molecules.
The calculations have been carried out with the B3LYP
method, using a triple-{ basis set. For the core-ionized mole-
cules the core of the ionized carbon atom was represented by
an effective core potential (ECP). See ref. 2 for details of the
basis set and the effective core potential. From these calcula-
tions it is possible to obtain predicted relative (but not abso-
lute) ionization energies for all of the carbon atoms.

Vibrational frequencies calculated in this way are typically
higher than those observed experimentally. In keeping with our
experience with other molecules® we have scaled all frequen-
cies by 0.99 except for that of the CH stretching modes for the
hydrogens attached to the core-ionized carbon. In this case the
scaling factor was 0.95 for sp® hybridization and 0.96 for sp>
hybridization. In addition, the present level of theory exagge-
rates the contraction of the CH bonds that takes place upon
core ionization. Comparison with very accurate calculations
for methane,?! ethane,?® and ethene®? indicates that this excess
contraction is about 0.3 pm for hydrogen attached to an sp’
carbon and 0.2 pm for hydrogen attached to an sp® carbon,
and, therefore, for the purpose of calculating Franck—Condon
factors, the CH bond lengths at the core-ionized carbons have
been lengthened accordingly.

The Franck—Condon factors needed to predict the vibra-
tional profiles have been calculated by the g2fc program, which
reads the output file of Gaussian and produces a vibrational
profile for input into the fitting routine. Details of this proce-
dure are given in the Appendix.

In all of these molecules, there are equivalent carbon atoms:
Six in cyclohexane, three pairs of two in cyclohexene and
1,3-cyclohexadiene, and four of one kind and two of another
in 1,4-cyclohexadiene. In a molecular orbital description of the
molecules, the carbon 1s orbitals combine into bonding and
antibonding combinations to give delocalized orbitals, with
splittings proportional to the electronic coupling integral £.2
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When core-ionization takes place, vibronic coupling in the
core-ionized molecule can modify this picture. In the limit that
B is very small, vibronic coupling leads to a picture in which the
core hole can be viewed as completely localized on one of the
carbon atoms.?® For the molecules considered here, f is small
enough that the holes can be considered localized, but not so
small that its effect on the spectrum can be ignored.

When f is small, we can use first-order perturbation
theory.?®* Taking a molecule with two equivalent atoms as
an example, each vibronic level is subject to a splitting equal to
2B(L,v|R,v), where the quantity in brackets is an overlap
integral between the vibrational wavefunctions when the core
hole is localized on the left atom and those when it is localized
on the right atom. The set of quantum numbers, v, describes
the vibrational excitation. For hydrocarbons (L, O|R, 0) is of
order 0.5 and tends to decrease as the degree of vibrational
excitation increases. The electronic integral  depends strongly
on the distance between the carbon atoms and is about 10 meV
for adjacent single-bonded carbon atoms and about 30 meV
for adjacent double-bonded carbon atoms;? it may be ignored
for nonadjacent atoms. As a practical matter, the splitting of
the vibronic levels has significant effects only on the peaks in
the spectra that correspond to the adiabatic transition (i.e.
between vibrational ground states, v =0 « v = O),3’2O and we
have confined our consideration of these effects to this peak in
each case.

The coupling integral f§ can in principle be evaluated directly
from the wavefunctions. We have, instead, obtained approx-
imate values of f§ from the energies of the carbon 1s orbitals as
given by the Gaussian calculations. To a reasonable approx-
imation, f is related to the elements of the Hamiltonian matrix
by the matrix formed from the eigenvectors that describe the
molecular orbitals in terms of atomic orbitals.

3. Results and discussion

The carbon 1s photoelectron spectra for the four cyclic hydro-
carbons that we have studied as well as that of benzene® are
illustrated in Fig. 1. In this figure the experimental data are
represented by the open circles. The overall least-squares fits
are illustrated by the solid lines through the circles, and the
vibrational profiles for each inequivalent carbon atom are
indicated by the other lines. Vertical bars show the positions
and relative intensities of the most prominent vibronic transi-
tions. (It is to be noted that the maxima of the spectra are
shifted by the effects of PCI from the positions of the vertical
bars to higher ionization energies by 18 meV.)

Inspection of this figure indicates that the theoretically
predicted vibrational structures agree quite well with the
observed structures. It is to be noted that each type of carbon
atom produces a unique vibrational profile, and this unique-
ness makes it possible to assign unambiguously the various
features of the spectrum to the appropriate carbon atoms in the
molecule. Even for cyclohexene, where the profiles for the
inequivalent single-bonded carbon atoms are similar, the
assignments are clear. Using the reverse assignment in the fit
leads to a higher value of ¥° and to an intensity ratio for the
two carbons that differs significantly from the stoichiometric
value of 1.

The adiabatic carbon 1s ionization energies that have been
derived from these measurements as well as that of benzene®
are given in Table 1. It is to be noted that these energies are
rather independent of the details of the fitting procedure. Using
different levels of approximation concerning the vibrational
structure leads to changes in these energies of only a few meV.
On the basis of other measurements of such ionization
energies,'> we estimate the absolute uncertainty in these results
to be 0.04 eV (including the uncertainty in the ionization
energy of the reference compound CF4) and the relative
uncertainty to be no more than 0.02 eV.

Phys. Chem. Chem. Phys., 2004, 6, 4254-4259
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Fig. 1 Carbon 1s photoelectron spectra of cyclic six-carbon hydro-
carbons measured at a photon energy of 330 eV. Open circles show the
experimental data. The solid lines through the data show the overall
least-squares fits to the data, and the other lines show the vibrational
profiles for each of the inequivalent carbons. The vertical bars show the
positions and relative intensities of the most prominent vibronic
transitions.

3.1. Vibrational structure and vibronic coupling

There are two components to the structure that is apparent in
the photoelectron spectra. One, which we can refer to as
vibrational excitation, arises from the changes in equilibrium
geometry. This can be adequately described using a model in
which the core hole is considered to be localized on a single
carbon. As noted in Section 2.2, in the limit of weak electronic
coupling between the core orbitals of the carbon atoms, this is
a good approximation. The second component affecting the
spectrum arises because this approximation is not perfect, and
additional structure may arise. To use a convenient, but over-
simplified notation, we can refer to this as the effect of vibronic
coupling. The contribution from each of these components is
discussed in the following paragraphs.
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Table 1 Measured adiabatic C s ionization energies in eV

Compound” Carbon®  Ionization energy Al Aleqie
<:> 290.123 0.0 0.0
5 4
1,2 289.908 —-0.215 —-0.214
6 3 4,5 290.257 0.134 0.143
3,6 290.321 0.198 0.203
1 2
6 5
1,4 289.912 —0.211 —0.209
1 4 23 290.124 0.001 0.001
5,6 290.497 0.374 0.409
2 3
5 4
6 3 1,2,4,5 290.086 —0.037 0.001
3,6 290.556 0.433 0.458
1 2
290.241 0.118 0.126

“ From the top: Cyclohexane, cyclohexene, 1,3-cyclohexadiene,
1,4-cyclohexadiene and benzene. ? Positional numbers identify the
ionized carbons.

3.1.1. Vibrational structure. The vibrational structure seen
in Fig. 1 can be understood by considering the two extremes,
cyclohexane and benzene. The spectrum of cyclohexane is
essentially the same as that of ethane®® and other linear
alkanes.” These are characterized by strong excitation of a
localized CH stretching mode involving the CH bond attached
to the core-ionized carbon and by CCH bending modes
involving the hydrogens attached to carbon atoms other than
the core-ionized atom. The contribution of the stretching
mode is apparent in the peak at an ionization energy about
400 meV higher in ionization energy than the main peak of the
spectrum. The bending modes are apparent as the shoulder on
the main peak and also as a shoulder on each of the peaks
corresponding to CH stretching. For benzene, at the other
extreme, CH stretching plays a smaller role since there are
only half as many hydrogens as on cyclohexane. However,
CCH bending modes as well as ring deformation modes are
more important in benzene, giving rise to the observed double-
peak structure.

The other spectra can be understood as resulting from
combinations of these two pictures. In cyclohexene, the
double-peaked structure of benzene is apparent as a flat-
topped peak at low ionization energy, while the rest of the
spectrum can be seen to result from two spectra slightly
displaced from each other with each resembling that of cyclo-
hexane. A similar pattern is seen for 1,4-cyclohexadiene, except
that here the splitting of the -C—C- peak at low ionization
energy is more apparent, and ring excitation modes contribute
to the —C— spectrum at high ionization energy. Essentially the
same patterns are apparent for 1,3-cyclohexadiene.

3.1.2. Vibronic coupling. In keeping with the discussion in
Section 2.2, each of the vibronic lines in the spectrum should
be split into two or more lines, with the splitting proportional
to 2B(L,v|R,v). In the analysis of the benzene spectrum,
Myrseth et al.® showed that the agreement between experiment
and theory was significantly improved by including this
effect. In general, however, the vibrational overlap integral,
(L,v|R,v), is expected to decrease with vibrational excitation.
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Table 2 Splitting of the adiabatic vibrational peaks due to vibronic
coupling, meV

Compound” Carbon® Calculated Experimental®
5 4
1,2 19 33 to 45
6 3 4,5 7
3,6 0
1 2
6 5
1,4 0
1 4 2,3 9
5,6 6.5
2 3
5 4
1,2,4,5 33 26 to 39
6 3 3,6 0
1 2

“ From the top, the compounds are: Cyclohexane, cyclohexene,
1,3-cyclohexadiene, and 1,4-cyclohexadiene. b Positional numbers
identify the ionized carbons. ¢ The lower (upper) value is obtained
assuming an instrumental resolution of 60 meV (45 meV).

Thus, this splitting is expected not to be important for
high-lying vibrational states. Investigating this possibility,
Myrseth et al. found that including this splitting only for the
adiabatic state (V' = 0 « v = 0) gave agreement between
experiment and theory that was almost as good as that
obtained by considering the theoretically calculated splitting
for all vibrational states.

For the ground state of each core-ionized species the elec-
tronic coupling integral f has been estimated as outlined
above, the vibrational overlap integral (L,v|R,v) has been
calculated, and the theoretically predicted adiabatic peak has
been split accordingly. In most cases, this involves splitting the
peak into two peaks of equal intensity with a splitting equal to
2B(L,v|R,v). For cyclohexane, where there are six equivalent
carbons, the splitting pattern is like that of benzene with four
peaks with intensity ratios of 1:2:2:1 and an energy splitting
pattern of f{L,v|R,v)/2(L,v|R,v)/B{L,v|R,v). The calculated
values of 2B(L,v|R,v) are indicated in Table 2. The least-
squares fits shown in Fig. 1 have been calculated using these
values.

In each case, including the splitting in the fitting procedure
leads to a lower value of % although where the splitting is
small, the improvement is small. For cyclohexane, where the
spectrum is simple, and for the -C=C- carbons of cyclohexene
and the —=C—-C= carbons of 1,4-cyclohexadiene, where the
splitting is relatively large, we have also determined experi-
mental values of the splitting by finding the splitting that gives
a minimum in %> Since introducing such a splitting has
approximately the same effect on the predicted spectrum as
increasing the experimental broadening, the derived splitting
and the assumed resolution are strongly correlated. To show
this effect, we list in Table 2 the range of splittings determined
using assumed resolutions of 45 and 60 meV. For cyclohexane
and 1,4-cyclohexadiene, this range brackets the value from
theory, indicating that this theoretical approach gives a reason-
able description of this effect. For cyclohexene, however, the
experimentally derived splitting is significantly greater than
predicted. The cause of this discrepancy is not known,
although we note that it is consistent with a failure of the
theoretical model to predict the correct intensities for the low-
energy vibrational modes.
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3.2. lonization energies

There is a systematic variation of ionization energies as we go
from cyclohexane to benzene, with a slight increase in the
average ionization energy through this series. In closer detail,
the carbons with double bonds have systematically lower
ionization energies than do those with single bonds. For each
of these categories, single- and double-bonded carbon, the
increase in ionization energy with decreasing total number of
hydrogens is more pronounced than is the corresponding
increase for the average ionization energy. These results show
the power of high-resolution photoelectron spectroscopy. With
the lower resolution that was previously available one would
have observed only the average behavior, and the differences
between these molecules would not have been apparent.

We defer a discussion of the shifts in ionization energy, the
reasons for these shifts, and their chemical implications to a
subsequent publication. For the present, we consider the
results of theoretical calculations of the ionization energies.
The method we have described in Section 2.2 provides relative
ionization energies and these are listed in Table 1, relative to
the carbon 1s ionization energy in cyclohexane. The calculated
and experimental shifts in ionization energy are compared in
Fig. 2, where the calculated shifts in ionization energy are
plotted against the experimental values. Also included in this
figure are results for ethene,'® ethane,'> and propene.?> The
solid line represents a least-squares fit of a straight line to the
points. Inspection of Fig. 2 shows that the theoretical calcula-
tions reproduce all of the features of the experimental results
well. The average absolute deviation between the theoretical
and experimental shifts is 0.03 eV and the root-mean-square
(rms) deviation is 0.04 eV. This comparison corroborates the
assignments of measured ionization energies to specific carbon
atoms that we have made on the basis of the vibrational
structure. There are no systematic differences in the agreement
between double- and single-bonded carbon atoms. However,
the theoretical predictions systematically overestimate the
shifts by 12%. This is a common feature of many such
calculations;**® the trends are predicted correctly, but the
slopes are either too high or too low (depending on the details
of the basis sets and methods used).

If we consider only the deviations from the least-squares line in
Fig. 2, the average absolute deviation of the points from the line
is 0.019 eV and the root-mean-square deviation is 0.024 eV. The
last number sets an upper limit on the relative uncertainty of our
measurements since it must reflect the inaccuracies of both the
measurements and the calculations. Since there is no reason to

HeH
0.6 |- lonization energy relative to cyclohexane
0.4
>
[0
B oz
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>
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O 00f
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Intercept = -0.002 + 0.008
02k Slope = 1.12 £0.03
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] ] | ] ]
-0.2 0.0 0.2 0.4 06
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Fig. 2 Calculated versus measured shifts in carbon 1s ionization
energies.
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expect these to be correlated with one another, we can conclude
that the error for either is less than 0.024 eV.

These calculated results are to be compared with those of
Chong® for hydrocarbons containing one to four carbons. In
his work, the relative ionization energies of 19 compounds are
predicted with an average absolute deviation of 0.08 eV and
rms deviation of 0.09 eV. These figures are to be compared with
the corresponding values of 0.03 and 0.04 eV mentioned above.

3.3. Molecular reference spectra for use in adsorption studies

Very recently, several studies have been published on the
adsorption of cyclohexene,!' 1,3-cyclohexadiene,'!, 1,4-cyclo-
hexadiene,'! benzene!® and also other unsaturated hydrocar-
bons®® on various silicon surfaces. Carbon 1s photoelectron
spectroscopy is commonly used for characterizing the adsorbed
states, even though spectral assignment may be a problem. The
instrumental resolution is the most important limiting factor in
this respect, ranging below 0.6 eV’ to below 1.2 eV.!!

In Table 3, our ionization energies are compared to those
obtained by Tao et al.,!' for physisorbed cyclohexene and
cyclohexadienes. There is a large, but trivial energy shift of
ca. 5 eV between the two data sets due to the difference in
reference level. More interesting is the fact that our assignment
consistently places the unsaturated carbon atoms at lower
ionization energy than the saturated atoms, whereas the oppo-
site is found for the physisorbed molecules. From what is
presented above regarding the vibrational fine structure, erro-
neous assignment of the gas-phase spectra does not seem likely.
This leaves us with two possible explanations for this dis-
crepancy evident in Table 3: Either the assignment made by
Tao et al., is incorrect, or their spectra represent molecules that
are perturbed beyond what is reasonable to characterize as
physisorption. In order to investigate this matter more closely,
we digitized the photoelectron spectra in Fig. 6 of ref. 11 and
used them in fitting procedures as described in Section 2.1. As
fitting functions we used lineshapes based on the vibrational
profiles and intramolecular chemical shifts as obtained for each
molecule in the gas phase. Hence, overall intensity and energy
position and the experimental resolution were the only three
free parameters in the fit. The instrumental resolution was
optimized to approximately 1.4 eV for all three molecules.

A typical example of the fits produced is shown in Fig. 3. The
overall profiles are in good agreement with the experimental
spectra for all the three physisorbed species. By comparing our
fit in Fig. 3 to the original fit in Fig. 6c in ref. 11, shown as an
inset in Fig. 3, it appears that our fit is of equal or better quality,
particularly at the peak maximum and at the high-energy slope.
While the large instrumental broadening in this case makes it
difficult to draw firm conclusions, it appears that the recorded
spectrum is consistent with relative ionization energies between
saturated and unsaturated carbon atoms as observed for this
molecule in the gas phase. The assignment of Tao ef al.,'! may

Table 3 Comparison of vertical ionization energies (eV)

Average ionization energy

Compound Carbon” Gas phase® Physisorbed®
Cyclohexene sp> 290.07¢ 285.0

sp 290.487 284.4
1,3-Cyclohexadiene sp> 290.18¢ 285.1

sp 290.69¢ 284.4
1,4-Cyclohexadiene sp> 290.25¢ 285.1

sp 290.757 284.4

“ Average over ionized carbons of the given hybridization. * Assigned
in this work. ¢ Assigned in ref. 11. ¢ Obtained by adding computed
average vibrational energies 0.16 eV (sp?) and 0.19 eV (sp’) to the
adiabatic energies.
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Fig. 3 Experimental (open circles) and fitted (solid line) Cls photo-
electron spectrum of physisorbed 1,3-cyclohexadiene. The experimen-
tal spectrum was obtained by digitizing Fig. 6¢ in ref. 11. The fit was
prepared on the basis of site-specific lineshapes (C1 and C4: dotted line,
C2 and C3: solid line, C5 and C6: dashed line) obtained in this work for
the mo%(e)cule in the gas phase. Inset: The original fit from Fig. 6¢ in
ref. 11.°

therefore be incorrect, and it is not necessary to invoke a more
complicated process than physisorption to explain the spectrum.

4. Conclusions

The carbon 1s photoelectron spectra of the six-carbon cyclic
hydrocarbons are rich in detail arising from both vibronic
structure and the chemical inequivalence of the carbon atoms.
Both of these features can be well understood using the results
of first-principles theoretical calculations.

Considering these results together with our earlier studies of
alkanes,>'*?%2! benzene,®> and alkynes,l‘24 we can conclude
that the vibronic structure arising in the core ionization of
hydrocarbons is well understood. Such structure arises, in
general, from the changes in equilibrium geometry that accom-
pany core ionization. In addition, in some cases, it includes
effects due to vibronic coupling.

This level of understanding provides an important frame-
work for the interpretation of other, more complex, spectra in
which other features of chemical interest might be present.
Without this framework it would be impossible to decide
whether an unexpected feature of a spectrum reflects an
unexpected phenomenon or simply a lack of understanding
of the vibronic excitation.

Rigorous analyses of gas-phase spectra may be of consider-
able use in the analysis of photoelectron spectra of adsorbed
molecules.

Appendix: The g2fc program for computing Franck—
Condon profiles in polyatomic molecules

In the harmonic approximation, calculation of many-dimen-
sional Franck—Condon factors is based on the Duschinsky
relation, i.e. an assumption of linearly related normal coordi-
nates in the initial (1) and final (2) electronic states:

0@ =Jo" + K (1.1)

Ref. 31 provides a detailed procedure for computing the mode-

coupling matrix J and the displacement vector K from the
normal mode output from the Gaussian series of programs.'’
Prior to this, it is important to decide on a common Cartesian
coordinate system for initial and final states. The contribution
from overall translation is removed by having the origin of
the coordinate system coincide with the center of mass for both
the neutral and ionized molecules. With this choice, the posi-
tion of atom « in molecular structure 1 is denoted by r,, and a
preliminary orientation of molecular structure 2 is given by
atomic positions {ry,’}.
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The vibrational normal modes are orthogonal to rotational
modes only to within terms that are linear in the distortions. A
family of rigid-body rotations of structure 2 is defined through
Faq = Rr>”, where R is a rotational matrix. R should be chosen
such that the structural difference between 1 and 2 has a
vanishing projection onto rotational modes. Using an explicit
representation of the six rigid-body coordinates in terms of mass-
weighted Cartesian coordinates,?? this statement translates into

S iMaria % R’ =0 (1.2)

Expressing R in terms of the three Eulerian angles, one may

show that eqn. (1.2) also defines the stationary condition for
the mass-weighted Euclidean norm of the deviation between
the two structures:

S i — Rrall? (1.3)

In actual applications, we perfom the rotation of structure 2 by
a direct method™® for superimposing atoms of two molecules
by quaternion algebra.

Once the Duschinsky parameters have been obtained, the
Franck—Condon integrals may be computed according to one
of many algorithms. We have implemented the recursive algo-
rithm by Malmqvist and Forsberg.>* In practical use, we find
that the diagonal, or parallel-modes, approach® works very
well*?° for preparing vibrational line shapes for deconvolution
of core-level photoelectron spectra. In this approximation, the
J matrix is replaced by the identity matrix, i.e. mode-mixing is
neglected while differences in vibrational frequencies between
the two molecular states are accounted for. In the present
study, all molecules were described using both the full and the
diagonal Franck—Condon approximation. Again we found
that the errors introduced by the parallel-modes approxima-
tion are negligible when preparing vibrational line shapes for
deconvolution of core-level photoelectron spectra. However,
this holds provided that (i) the displacement vector K is
computed by projection onto the final-state normal modes
rather than onto those of the initial state, and (ii) the normal
coordinates are resorted to optimize the diagonal of J.

An advantage of the parallel-modes approach, is that anhar-
monicity may be taken into account for selected modes. Earlier
work on methane'® and ethane shows an appreciable effect of
anharmonicity in the symmetric C*~H stretching mode, where
C* denotes the ionized carbon atom. Based on this, we have
used Morse potentials for the symmetric C*(sp*)-H stretching
modes, with wcx./w. taken from methane.”!
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Abstract

High-resolution carbon 1s photoelectron spectra have been measured for methyl-substituted benzenes. By
using these data together with molecular structure calculations to predict the vibrational profiles expected in
the spectra, it has been possible for the first time to assign 1s ionization energies to each of the inequivalent
carbon atoms in these molecules. There exist linear correlations between the ionization energies and the
energy changes for other chemical processes, such as enthalpies of protonation and activation energies for
hydrogen exchange and protodesilylation. There are deviations from these correlations for sites in which
hyperconjugation plays a role in the process. These can be understood by recognizing that the core-
ionization energies reflect primarily the Hammett parameter n whereas the other energies reflect n+. The
ionization and reaction energies can be summarized compactly with a linear model in which the total effect
of the substituents is equal to the sum of the effects of the individual substituents. A slightly better
description is obtained with a quadratic model, which allows for interaction between the substituents.
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