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Chapter 1

Introduction

1.1 Objective

The primary objective of this doctoral work is to establish a scientific basis for developing
a high precision sound velocity cell for natural gases under high pressures. A candidate
measurement method for such a cell, proposed in [61], should be investigated theoretically

and experimentally, possibly alongside alternative candidate methods.

1.2 Background

The present background is based on [72]. Measurement of sound velocity in gases has been
a field of considerable effort over several decades, with numerous applications in physics,

metrology and industrial instrumentation. Examples can be found in e.g. [88, 30].

Sound velocity measurement has important perspectives in relation to international trad-
ing of natural gas. In many european countries, natural gas is sold on basis of energy
content. The energy flow rate (the product of the gross calorific value (GCV) and the
standard volume flow of the gas) is thus an important parameter in selling and buying
gas. Although gas is sold on basis of mass |73, 74| in Norway (the product of the density

and the actual volume flow of the gas), Norwegian companies have to address energy



2 Introduction

measurements as well, as they trade with customers who count in terms of energy flow.

Energy and mass flow measurement of gas are today made using a volumetric flow meter
(e.g. turbine, orifice plate or ultrasonic meter), combined with a separate measurement
of the GCV and/or the density, respectively. The GCV can be measured in several ways,
of which two common methods are: (1) use of one or several on line gas chromatographs
(GC) combined with an equation of state (e.g. the AGA-8 equation [84]), or (2) use of
a calorimeter. The density can also be measured in several ways. Two common methods
are: (1) use of one or several on line gas chromatographs combined with an equation of

state, (2) use of one or several densitometers.

The use and maintenance of GCs is work demanding and costly, and reducing the number
of GCs in metering stations is a highly addressed topic these days, in relation to condi-
tion based maintenance. Other aspects of importance is the ability to detect drift in GC

instruments, and operation outside of GC specifications.

Ultrasonic gas flow meters (USMs) offer a potential to further reduce the cost of energy
and mass flow measurement, which may be of particular interest for monitoring and regu-
lation purposes associated with gas commingling for export, for allocation metering, and

as backup to GC analysis. Up to now, USMs have been used as volumetric flow meters.

However, such meters also provide measurement of the sound velocity of the gas. Research
in recent years has shown that a measurement of the sound velocity in combination with
other quantities, such as the temperature and pressure, can be used to calculate the GCV
and density of high-pressure natural gas. Internationally, several companies and research

groups have addressed these topics, cf. [55, 19, 20, 21] for an overview.
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1.3 Motivation and problem statement

In order to use the USM as a mass and energy flow meter, documentation and traceability
to national and international standards is needed for the uncertainty of the sound velocity
measurement made by the USM, obtained by an independent and accurate method. This
uncertainty is not known today, and no reference measurement methods are available to es-
tablish it. It has been shown that the uncertainty of the sound velocity measurement may

be a significant contributor to the GCV and density measurement uncertainty [55, 20, 21].

There is thus need for a high-precision sound velocity measurement cell with known un-
certainty, which can be used together with the USM in a laboratory measurement setup
(for the same natural gas sample, at the same pressure, temperature, etc.), to check the
accuracy of the sound velocity measured by the USM. To minimize uncertainty contribu-
tions due to possible dispersion effects in the gas, the sound velocity cell should operate
in the frequency band of current USMs, 100 — 200 kHz. Tentative technical specifications
have been outlined for the sound velocity cell in a feasibility study [61]; the measurement
uncertainty of the sound velocity should be within £(0.05 - 0.1) m/s — 100 — 200 ppm
(at a 95% confidence level), over the pressure range 0 — 250 barg, and the temperature

range 0 — 60 °C. The cell should preferably not involve any moving parts [61].

Such a measurement cell may also have other useful applications. One is the sound ve-
locity correction in vibrating element densitometers, which are extensively used by oil
and gas industry [61]. Another application may be related to improving the natural gas

equation of state, virial coefficients etc. [61].

1.4 Thesis outline

Chapter 2 gives a brief account of existing sound velocity measurement cell methods,

primarily based on literature surveys performed in a feasibility study for the precision
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sound velocity cell [61], and paper [72] written as part of this doctoral work. More recent

references are also included.

Chapter 3 is supplementing the theory briefly treated in papers A — D, and providing
more information on some of the assumptions inherent in the work described in these
papers. Three sound velocity measurement methods for gases have been investigated in
this work, of which two are considered candidates for the precision sound velocity cell,
the one proposed in [61] and one identified during the present work. Hence, emphasize is

put on these two methods throughout Chapters 3 to 5.

The development process, from initial to final design, of a prototype sound velocity cell for
the candidate methods is briefly outlined in Chapter 4. Included are experimental details
and challenges faced en route, which needed be resolved to get the candidate measurement

methods working properly.

Concluding remarks on the results as a whole are given in Chapter 5. In addition, measure-
ment results for the prototype sound velocity cell obtained beyond this work are briefly
reported. In these, argon was used as test gas, for which a much more accurate sound

velocity model exists for comparison purposes.

Paper A, hereinafter referred to as ‘PPA’) concerns the two-distance method (2DM),
which was used in the initial phase of this work to gain experience on transient methods
for sound velocity measurements. Also, some common aspects with the two proposed

candidate methods [PPC, PPD| were investigated.

Due to the high impact diffraction correction has on the measurement uncertainty of the
the two candidate methods, transducer diffraction effects were investigated by a finite
element model (FEM) for non-uniformly vibrating transducers [56, 58, 47, 48, 49|, such
as those employed in this work. The effort is described in Paper B, which will be referred



1.4 Thesis outline 5

to as ‘PPB’.

Paper C, referred to as ‘PPC’, concerns one of the two candidate measurement meth-
ods, namely the two-way pulse echo method. The method is described, including theory,
experimental realization and associated sound velocity measurement results. These were

obtained using atmospheric air at room temperature as test gas.

The other candidate method, the three-way pulse method, is described in Paper D, abbre-
viated ‘PPD’. The paper features modelling and experimental realization of the method,
and associated sound velocity measurement results, obtained using atmospheric air at

room temperature as test gas.



Introduction




Chapter 2

Measurement methods

The scope of this chapter is to give a brief account of the existing sound velocity measure-
ment methods that have been considered possible candidates for the precision sound ve-
locity cell for natural gas under pressure. The overview is confined to methods intended
for gas under pressure (or in some cases liquids), contained in a closed volume/cavity.
The methods included have been selected as they were considered more relevant for the

technical cell specifications (Sec. 1.3) than those excluded.

Ongoing work at CMR [61, 72| and elsewhere [42, 13| aims to develop a high-precision
sound velocity measurement cell for gas under pressure. A feasibility study for this purpose
was carried out at CMR in 1998 [61], including a review of available literature on existing
methods with respect to their potentials for use in the present application. The literature
on the topic appeared to be rather extensive. As an update of the literature survey in [61],
a more recent survey was executed in this work [72]. The following overview represents a
synthesis of [61] and [72], but more recent references are also included. Focus is put on the
methods with most promising potential for performing according to the cell specifications

stated in Sec. 1.3.
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2.1 Classification of methods

Sound velocity measurement methods for gases may be divided in two categories [88|:

resonator methods and transient methods, comprising the sub-categories below [61]

1. Resonator methods

e Cylindrical resonators

— Variable length
— Fixed length
x High-frequency / low-frequency

% Single transducer / 2 transducers
e Spherical resonators

e Annular resonators
2. Transient methods

e Single-pulse methods

Direct propagation, fixed length

Direct propagation or pulse echo, variable length
— Pulse echo, fixed length

— Direct propagation & reflection, fixed length
e Double-pulse methods

— Pulse echo with 2 reflectors, fixed length

2.2 Resonator methods

Resonator methods date back to 1925, when Pierce |76] invented a variable length cylin-
drical resonator, and used it with air and CO, at atmospheric pressure and 0 °C. The
cell was operated in the frequency range 1 kHz — 1.5 MHz, and a measurement uncer-

tainty of 300 — 900 ppm was claimed [76]. Resonator methods are sometimes referred to
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as steady-state methods [88|, as they involve a constant wave source to excite standing
waves inside the cavity. Their measurement principle can be described, very simplified, as
follows: Standing waves occur in a cavity whenever an integer number of half the acoustic
wavelength, A/2, equals some dimension of the enclosure, e.g. the length if the cavity
is cylindrical, and the gas-wall interface reflection coefficient is nearly unity. Now at a
known resonance frequency f, the sound velocity may be obtained from ¢ = f\ at the
fundamental mode of resonance. The resonator cavities are usually cylindrical or spheri-

cal, but also annular cavities have been used [61].

Such methods perform best when the walls of the cavity reflect the sound efficiently [88, p.
179], which is often the case when the measurement medium is a gas at low or moderate
pressure. In this range they have successfully been used for gases, cf. e.g. [67, 78]. At ele-
vated pressures however, say beyond 100 bar [88], the characteristic acoustic impedance of
the gas may become a significant fraction of that of the wall, which increases the coupling
of the gas and shell motion, and the performance deteriorates accordingly. Confer |88, p.

179] for details on the different working principles of the various resonator methods.

2.2.1 Cylindrical resonators
Cylindrical resonators of variable length

Some 40 literature references have been identified in this category [61, 72|, and selected
ones are given in Table 2.1. Measurement principle examples of such resonator methods
may be found for the low-frequency and high-frequency range in [78, 72| and [22, 23|,

respectively.

Variable length cylindrical resonators have proved high measurement accuracy; Quinn et
al. (1976) [78] quoted a measurement uncertainty of £15 ppm using argon at 0.3 — 2 bar
and 0 °C as measurement medium. The cell was however operated in the low-frequency
range, i.e. at 5.6 kHz, which is well below the currently specified frequency range, 100 —
200 kHz. Zhang et al. (2001) [102], Duan et al. (1997) [14], Sun et al. (1997) [85] and Zhu
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Table 2.1: Selected literature references on variable length resonators.
Reference Year | Pressure- Temp.- Frequency Claimed-
range [bar] | range [°C] [kHz] uncertainty [ppm]|
Duan et al. [14] 1997 0.6 -2.8 0—-60 156 +100
Sivaraman et al. [80] 1986 14 — 275 -80 — 150 500 — 2500 100
Quinn et al. [7§] 1976 0.3-2 0 5.6 +15
Blend [8] 1969 1.013 -20 - 60 11000 100
Lestz [53] 1963 1.013 room temp. 24-43 < 500
Van Itterbeek et al. [90] | 1959 03-2 - 500 £500
Greenspan et al. [2§] 1953 0.088 31 11000 -
Hubbard [33] 1932 1.013 22 -24 400 - 700 -
Pierce [76] 1925 1.013 0 1-1500 300 - 900

et al. (1993) [103] operated within our specified frequency range, i.e. at 156 kHz, however

claiming a measurement uncertainty of £500 ppm [102], which is more than twofold the

tentative specified measurement uncertainty (Sec. 1.3).

In the feasibility study [61], it was pointed out that the measurement cell should preferably

not involve moving parts; therefore, a variable length resonator was considered a less

relevant method for the present application than some of those listed below [61].

Cylindrical resonators of fixed length

Some 30 references have been identified in this category [61, 72|, of which the most relevant

are listed in Table 2.2. Examples of measurement principles for such methods may be

found in e.g. [101] and [88, p. 206].

Table 2.2: Selected literature references on cylindrical fixed length resonators.

Reference Year | Pressure- Temp.- Frequency Claimed-
range [bar] range [°C] [kHz] uncertainty [ppm]
Hurly [36] 2003 <16 -73.15 — 186.85 1-8 +100
Hurly [35] 2002 15 -73 — 152 - +200
Benedetto et al. [7] 1996 0.005 - 5 0.01 0.1-15 100
Giacobbe [24] 1993 1 0 & 25 <20 £1500
Younglove et al. [100] | 1992 <140 -163 — 27 10 - 170 <500
Younglove et al. [101] | 1980 03-15 -193 - 77 16 - 19 300
El-Hakeem [15] 1965 170 0 & 21 2.8 -4.5 +200
Smith et al. [81] 1963 1.013 31 0.09-1.5 100
Hubbard et al. [34] 1939 - - - -
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A fixed length resonator, promising for our purpose appeared to be [72, 61] the one used
by Younglove and coworkers [101], which was operated below 70 kHz, with a quoted
experimental uncertainty in the range 200 — 500 ppm. Hence, significant further devel-
opment would be necessary to achieve a measurement uncertainty below 200 ppm, as
specified. Also, it was concluded [61] that a more solid documentation of the claimed
measurement uncertainty would be needed to pursue the development of a such method
for the sound velocity cell. Partly for these reasons, this method was not proposed as a

candidate method [61].

As seen from Table 2.2, Hurly [36, 35| reported a measurement uncertainty that meets the
tentative technical specifications, which however applies at considerably lower pressures
than needed. The degraded performance of the cell used by Younglove et al., when
going from about 15 bar to 140 bar [101, 100] may indicate that a significantly poorer
measurement accuracy be expected for such methods at elevated pressures up to 250 bar.
Since no references were identified that could demonstrate measurement uncertainty near
our requirements, such methods were not recognized to be among the most promising

candidates for the sound velocity cell.

2.2.2 Spherical resonators

More than 60 literature references were identified on spherical resonators, and selected
ones are given in Table 2.3. Obviously, very high measurement accuracy may be achieved
using such methods (Table 2.3, column 6). For example, Moldover and his coworkers [67]
achieved (1988) an impressive measurement uncertainty of about 1 ppm over the pressure
range 0.025 — 5 bar, operating in the frequency range 2.5 — 9.5 kHz. Confer [67] for a

description of the measurement principle of such methods.

To achieve such an outstanding measurement accuracy, a number of effects need be cor-

rected [67, 66|, such as

1. frequency shift caused by thermal losses in a boundary layer near the resonator wall;
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2. frequency shift due to the coupling of the elastic shell motion and gas motion;
3. frequency shift due to imperfect resonator geometry;

4. frequency shift due to viscous and thermal attenuation in the gas volume, etc.

Spherical resonator methods perform best at sound velocity measurements in the low-
frequency region, because here the normal modes of the cavity are resolved from each
other [88, p. 197|. Also, wide-bandwidth transducers are available for excitation and

detection of such modes.

For our application, the cell used by Goodwin et al. [27] (cf. Table 2.3) seems very
promising, yielding a measurement uncertainty of 20 ppm up to pressures of 420 bar over
the temperature range -73 — 177 °C. It is however suspected that the cell was operated
in the audio frequency range; if designing such a cell for the relevant frequency range
(100 — 200 kHz) for the 5 lower radial modes, which is common when high measurement
accuracy is aimed at, the inner diameter would be about 1.1 ¢cm [61]. This would lead
to major difficulties regarding the transducer design and corrections [67] necessary to
obtaining such high measurement accuracy [61]. Therefore, such methods does not seem

to be among the most promising for the application in question.

Table 2.3: Selected literature references on spherical resonators.

Reference Year | Pressure- Temp.- Frequency Claimed-
range [bar] | range [°C] [kHz] uncertainty [ppm]|
He et al. [29] 2002 <2 20 - 50 - +37
Estela-Uribe et al. [16] | 2000 | 0.25 —14.2 | -103 — 127 - +5
Estrada-Alexanders 1995 190 -163 — 177 - +(10 — 70)
et al. [17]

Goodwin et al. [27] 1995 <420 -73 - 177 - 20
Trusler et al. [89] 1992 <100 2 -102 7.5 22 20
Colgate [10] 1992 0.5 6 25 — 175 : £(2 — 50)
Moldover et al. [67] 1988 0.025 -5 0 2.5-95 1
Mehl et al. [64] 1981 1-10 0 - 100 4-13 +30
Keolian et al. [43] 1978 - - - -




2.3 Transient methods 13

2.2.3 Annular resonators

The identified literature on such methods seems to be rather sparse, as only two were
identified in [61]. Jarvis et al. [40] employed in 1996 an annular cell pressurized from 1 to 50
bar, operating in the frequency range 1 — 10 kHz, and achieved a measurement uncertainty
of 500 ppm. Such methods work best at relatively low frequencies, and moreover, their
relatively low volume to surface ratio (compared to cylindrical and spherical resonators),
which should be as high as possible, led to a rejection of such methods as candidates for

the sound velocity cell [72].

2.3 Transient methods

Some twenty references were identified on transient methods, and selected ones, especially
relevant for our application, are given in Table 2.4. Transient methods employ, as the
name implies, a transient sound field as means to characterize the gas medium. The sound
velocity is basically determined from the measurement of a pulse transit time, which may
be measured with high precision, over a known distance in the medium [88, p. 215]. Such
methods are quite versatile with respect to frequency and pressure, but perform best for
dense fluids such as liquids. Consider Table 2.4 that outlines some selected literature
references on such methods, indicating the elevated pressures and frequencies used. The
reported experimental uncertainty typically exceeds 1000 ppm, which is well beyond the

target measurement uncertainty of 100 — 200 ppm.

Table 2.4: Selected literature references on transient methods.

Reference Year | Pressure- Temp.- Frequency Claimed-
range [bar] | range [°C] [MHz] uncertainty [ppm]|
Ball et al. [3] 2002 <700 62 - 129 5 -
Suzuki et al. [86] 2000 - - - -
Lunde et al. [61] 1998 - - - -
Barreau et al. [4] 1997 | 400 — 1000 20 - 100 3 +500
Daridon et al. [12] 1994 <1000 - 1-10 <2000
Dorr [13] 1990 - - - -
Kortbeek et al. [50] 1986 <10000 -125 - 25 9.5 -10.5 200
Liebenberg et al. [54] 1974 | 700 — 13000 25 10 - 30 2000 — 3000
Voronov et al. [94] 1969 <4000 25 - 175 1-10 3000




14 Measurement methods

Kortbeek et al. [50] were the only identified reference claiming a measurement uncertainty
in line with our target specifications, cf. Table 2.4. The method was briefly evaluated in
the feasibility study [61]|, where a direct dimensional scaling by a factor 75 was considered
to reach an operating frequency of 150 kHz. This would lead to inner cell dimensions
(diameter x length) of 1.2 x 3.75 m, if the same proportions were to be used, giving an
unrealistically large cell. Using a smaller cell could be an option, but then it would be
necessary to investigate how the measurement uncertainty would be affected. Also, a
more solid documentation on the measurement uncertainty than provided in [50] would

be needed.

A candidate measurement method for the precision sound velocity cell was proposed
by Lunde and Vestrheim in the feasibility study [61], here referred to as the three-way
pulse method (3PM). The method may be classified as a “single-pulse direct propaga-
tion and reflection, fixed length”, with similarities to a method that has been applied
for solids [96, 79]. The 3PM has—to the author’s knowledge—never been investigated
experimentally prior to this PhD work, except for some undocumented work by the CMR
group. A theoretical analysis of the 3PM [61] indicated a promising potential with re-
spect to the tentative technical specifications (Sec. 1.3). Therefore, the method has in

the present work been investigated as a candidate for the precision sound velocity cell [71].

Another possible candidate method for the precision sound velocity cell was identified
in a patent article [86]. Literature surveys have been performed to check if the method
has been realized experimentally, and whether measurement results exist that may indi-
cate the measurement accuracy potential. The search did not identify any such. This
method [86] may be classified as a “double-pulse method, pulse echo with two reflectors,
fixed length”. A bi-directional measurement configuration is used, where a pair of acoustic
transducers both act as transmitter and receiver. The method described in [86] has in
this work been significantly modified, and shall be referred to as the two-way pulse echo

method (2PEM). As will emerge in this thesis, the method has several similarities with
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the 3PM. A theoretical investigation of the 2PEM indicated that it was as promising as
the 3PM for the precision sound velocity cell. It was thus decided to further investigate

its potential.

From the above considerations, the 3PM and 2PEM both seemed promising for realization
in a precision sound velocity cell for gas under pressure. As the same measurement setup
presumably could be used for both methods (except for the electronic circuitry), it was
decided to further investigate the potential for realizing the two methods in a precision

sound velocity cell, theoretically and experimentally.
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Chapter 3

Theory

The present chapter is devoted to supplement the sometimes brief theory in papers A —
D, and provide the reader with a backdrop and basis for the remaining chapters. Empha-
size is put on the candidate sound velocity measurement methods, as these are intended
for the sound velocity cell. Section 3.1 defines a few basic sound velocity concepts. The
three sound velocity measurement methods used in the current work are briefly treated
in Secs. 3.2 — 3.4 (as they are more thoroughly treated in papers A, C and D). Section 3.5
concerns the evaluation of the time precision of the zero crossing time detection method
used throughout the work. In Sec. 3.6, the correction terms considered relevant for the
candidate methods are treated. Note that ‘At’ and ‘¢““""” are common notations for transit
time difference and correction terms, respectively, in the three sound velocity measure-
ment methods, but their content differs between the methods. Section 3.7 describes the
sound velocity model for humid air, used for comparison with the measurement results

throughout the work.

3.1 Sound velocity concepts

In the present context, we must distinguish three different concepts of sound velocity

1. The signal velocity, ¢/, which is the velocity of the leading edge of a pulse [88, p.
220];
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2. The phase velocity, ¢, which is the velocity at which points of equal phase in a mono

frequency wave propagates [69, p. 477];

3. The group velocity, ¢,, which is the propagation velocity of the “centre of gravity”
for a group of waves with somewhat different frequencies [69, p. 477]. Under certain
conditions it is related to the phase velocity by ¢, = ¢ + wy(9c/0w)., [88], where w

and wy are the angular frequency and carrier angular frequency, respectively.

To get a good measure of the phase velocity ¢, the measurement subject in this work,
corresponding periods in the centre part of the received pulse should be matched to the

transmitted pulse [88], which hence was done.

3.2 The two-distance method

The two-distance method (2DM) is a widely used method, cf. e.g. [26, 9, 87], with po-
tential of high measurement accuracy. As it involves moving parts, however, it was not
considered a candidate for the precision sound velocity cell, c¢f. Sec. 1.3. The theory of
the 2DM is described in [PPA], but the measurement principle will for convenience be

summarized here.

Confer Fig. 3.1 which illustrates the measurement configuration. A pair of coaxial acous-
tic transducers, separated by the distance L, are aligned with parallel front faces. The
function generator emits an electrical RF burst pulse, which is converted into mechanical
vibrations by the source transducer. A resulting acoustical pulse (D) is then transmitted
through a flow free gas medium—exciting mechanical vibrations in the receiving trans-
ducer. The receiver converts these vibrations to an electrical signal, which is amplified,
filtered and stored in an oscilloscope. The transit time of () from generator to oscillo-

scope, denoted 1, is measured in an appropriate way [PPA].

The transducer separation is within about five seconds increased by a precision position-

ing stage, so that the similar measurement process can be repeated at distance Ls, so as
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Figure 3.1: Sketch of the measurement principle of the two-distance method, where (D) and @
denote transmitted acoustic pulses at distances L; and Lo, respectively.

to obtain the transit time associated with 2), ¢s.

It can be shown |[PPA]| that the sound velocity ¢ is given as

AL

R — 3.1
¢ At — tcorr’ ( )
where
AL = L2 — Ll, (32)
At = tQ — tl, (33)
and
peorr — tgorr _ tiow. (34)

The quantities ¢{°" and t5°"", are due to corrections associated with the propagation of (D
and (2), respectively. In the present work these were confined to account for transducer
diffraction effects [PPA|. The value of AL was set at and controlled by the positioning

stage, and At was measured using zero crossing time detection, cf. Sec. 3.5.

A major advantage with this method is the cancelling of the transmitting and receiving
delay time of the electronics and transducers [PPA], given that the measurement system is

stationary throughout the measurement. Another advantage is that the distance measure-
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ment AL is relative, which typically may be performed with high accuracy [61]. In this
context, the presence of moving parts is however considered a disadvantage, and should
preferably be avoided in the sound velocity cell [61]. The sound velocity measurement

results using the 2DM are reported in [PPA].

3.3 The two-way pulse echo method

The 2PEM, based on the method described in [86], is one of the two candidate measure-
ment methods, primarily described in [PPC|. For convenience, the measurement principle

is briefly anticipated here.

Transducer A ] / Transducer B
@ ————
[ [ ®
« \ \ {
| L
<€ )

Figure 3.2: The measurement principle of the two-way pulse echo method, where O and (3) de-
note the pulses, and (2) and (4) denote the echoes utilized for transit time measure-
ment.

Confer Fig. 3.2, which illustrates the measurement configuration. A pair of coaxial acous-
tic transducers A and B, abbreviated TrA and TrB, are separated axially by the distance
L in a measurement medium assumed to be gaseous. Now, an electrical RF burst pulse
is generated by the function generator and converted to mechanical vibrations by TrA.
A resulting acoustical pulse (D) is transmitted across distance L, and excites mechanical
vibrations in the receiving transducer TrB. The vibrations are converted by TrB to an
electrical signal which is amplified, filtered and stored in an oscilloscope. The transit time

due to the propagation of pulse (D) is measured in some appropriate way [PPC], and is de-
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noted t;. A part of pulse (D), denoted (2), is reflected at the front face of TrB—propagating
back to TrA to be received, and the associated transit time ¢, is measured in a suitable

manner [PPC].

At the subsequent trig signal, the process is repeated from the opposite side with TrB
acting as source, so as to measure the transit times 3 and ¢4 (in the same manner as with

t1 and t5) from pulse 3) and echo @), respectively.

The feasibility study for the precision sound velocity cell [61] identified several effects
for the 3PM which possibly should be corrected. These are also deemed relevant in the
current method: (1) due to the finite source extension, measurement signals (D) to @
will not propagate as plane waves, a phenomenon which may be referred to as transducer
diffraction; (2) thermal and viscous boundary layers are set up in thin layers adjacent
to the transducer front face when a sound wave impinges on it [88, p. 40].! Hence, the
fluid properties within this layer change, yielding a phase shift of echoes 2) and &) upon
reflection; (3) upon reflection, delayed (and reduced) echoes from the transducer interior
will interfere with (2) and @), resulting in an undesired phase shift. The transit time

correction term ¢ is dedicated to account for these effects.

It may be shown [PPC] that the sound velocity ¢ is given by

9Ky Lg
= - 3.5
¢ At — tcorr’ ( )

where Kp = L/Ly is the thermal expansion coefficient and Ly is the reference transducer
separation (measured at a reference temperature) [PPCJ. A linear relationship has been
assumed for Krp [61], i.e.

Kr=1+a(T - Ty), (3.6)

where « is the coefficient of thermal expansion for the material in question, and 7T is

lin case of normal incidence to the transducer front, only a thermal boundary layer will be gener-

ated [88, p. 40].
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the temperature average during measurement, defined in Sec. 4.2.2. Pressure expan-
sion/contraction was not considered relevant in this work, as the measurements were

carried out in atmospheric air [PPC, PPD|. Furthermore, we have
At =ty —ty + ty — t3, (3.7)

and

tCOT‘T‘ = tgorr _ tiOT‘T‘ + tZClOT‘T‘ _ téOT‘T" (38)

where subscripts 1 to 4 refer to the respective signals, and the content of ¢“" is described

in [PPC].

Also in this method, the time delays of the electronics and transducers cancel out [PPC],
which is a major advantage. A disadvantage compared to the 2DM however is the in-
creased impact of t“’" [PPA, PPC]|, and presumably a higher sensitivity to angular mis-

alignment of the transducer fronts.

3.4 The three-way pulse method

The 3PM is the second of the two candidate measurement methods, proposed for the pre-
cision sound velocity cell in [61]. The measurement configuration is illustrated in Fig. 3.3,
showing two acoustic transducers separated axially by the distance L in a gaseous fluid
medium. An electrical RF burst pulse is output from the function generator, then con-
verted to an acoustical pulse (I) by source transducer A, abbreviated TrA. Pulse (I) prop-
agates across the distance L—to the receiving transducer B, abbreviated TrB. TrB is as
a result set up in mechanical vibrations, which it converts to an electrical signal that is
amplified, filtered and stored in an oscilloscope. The transit time elapsing as (D) travels
from generator to oscilloscope, t;, is measured in an appropriate manner. In this work,

zero crossing time detection was used, cf. [PPD] and Sec. 3.5.
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Due to the reflection of (D) at the front face of TrB, echo ) arises—traveling back to TrA,
upon whose front face it is reflected again—and travels forth to TrB. This converts the
mechanical vibrations into an electrical signal that is amplified, filtered and stored in an
oscilloscope. The transit time associated with (2), t5, is measured in the same manner as

t1.

Transducer A Transducer B

S
\

—

dl A -
< >

Figure 3.3: The measurement principle of the three-way pulse method, where (0) and (2) denote
measurement, pulse and echo, respectively.

As for the 2PEM described in the previous section, effects of transducer diffraction affect
the propagation of (I), and consequently t;. As for echo (), it is affected by transducer
diffraction, thermal and viscous boundary layers upon reflection, and interference with
internal transducer reflections upon reflection [61], which consequently affect ¢,. The cor-
rection term t°’" is also in this method dedicated to account for the perturbations in t;

and 5 due to such effects.

It may be shown [61, PPD]| that the sound velocity ¢ is given by

2K Ly
c=—"7—
At — tcorr’

where K7 and Lg are defined in Sec. 3.3,

At =ty —ty, (3.10)
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and

tCOTT = thTT . t(i‘OTT. (3 11)

The findings of the present work indicate that diffraction correction predominates the

correction " [PPD]; its contents is described in [PPD].

Also in this method the time delays of the electronics and transducers cancel out under
certain assumptions [61, PPD], which is a major advantage. However, as for the 2PEM, a
disadvantage connected to the present method is the increased influence of t°"", compared
to the 2DM—a quantity that is challenging to evaluate. Also, the 3PM is presumably

more sensitive to angular misalignment of the transducer front faces than the 2DM.

3.5 Zero crossing time detection

To identify corresponding burst period in the transmitted and received measurement sig-
nals for the 2PEM and 3PM, the methods described in [PPC| and [PPD]| were used,
respectively. These methods involve zero crossing time detection through (the center part
of) the burst pulse, combined with linear interpolation. This time detection approach,
which was suggested for the 3PM in the feasibility study [61], is described in more detail
in [92, Sec. 8.3.3].

To evaluate the zero crossing time detection uncertainty, the statistically based simula-
tion program Timres [18] was applied. Both maximum and standard deviation between
sampled and true zero crossing times are calculated, based on a large population of burst
trials. Input parameters are frequency, vertical bit resolution, sampling frequency f,, sig-

nal frequency variation, number of zero crossings, etc.

The transducers applied in the present work were operated at 218 kHz (cf. Sec. 4.2.1),
around which frequency the simulations were carried out. The number of burst periods

were set to 35, as experiments revealed this to be sufficient for At to become essentially



3.5 Zero crossing time detection 25

stationary for transit time measurements, for both candidate methods. The vertical bit
resolution was varied between 8 and 9 bits, as the effective resolution has been estimated
for the current oscilloscope [PPA] to about 8.4.2 The frequency variation was assumed to
be linear, with a maximum value of 100 ppm,® and the number of burst trials was set to

10,
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Figure 3.4: Upper subplot: maximum deviation between true and detected zero crossing time.
Lower subplot: standard deviation between true and detected zero crossing. The
results are based on 10* burst trials and a burst pulse of 35 periods.

Figure 3.4 displays simulated maximum and standard deviation between detected and
true zero crossing, in upper and lower subplot, respectively. The results will here merely

be used to indicate the relevant sampling requirements for the transit time detection. As

2the nominal vertical bit resolution is stated to 12.
3the HP33120 function generator will probably perform much better than this over the short measure-
ment duration of about 1 s.
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several burst pulses are averaged in the candidate methods [PPC, PPD|, we are primarily
interested in the standard deviation of the time detection. Around 218 kHz, the simulated
standard deviation is within 0.2 ns (giving approximately 0.2 ppm uncertainty in At for
both candidate methods [PPC, PPD]|) for f, = 5 MHz and 8 bits of vertical resolution.
This is insignificant compared to the predominating uncertainty contributions of the can-
didate methods, cf. [PPC, PPD]. The result thus indicates that f; =5 MHz and 8 bits of

vertical resolution suffices.

Figure 3.4 shows moreover that little is gained by increasing fs from 5 to 20 MHz. In fact,
at some frequencies the standard deviation of the time detection increases for f, = 20
MHz. However, increasing the vertical resolution from 8 to 9 bits significantly reduces

the standard deviation of the simulated time detection uncertainty.

3.6 Correction terms

The error effects considered relevant in the two candidate measurement methods were
(1) transducer diffraction/beam spreading, (2) phase shift due to thermal and viscous
boundary layers at the transducer front upon reflection, and (3) interference with echoes
from the transducer interior upon reflection. However, as emerging in Sec. 3.6.3, the
latter effect could, for the present transducer [63], frequency and gas conditions in ques-
tion [PPC, PPD], be neglected in this work. To correct transducer diffraction and thermal
and viscous boundary layer effects, the correction terms ¢{*"" have been introduced;

foorr Etfzf—ktﬁ”, i=1,...,4 [2PEM], (3.12)

1=1,2 [3PM],

where ¢ denotes respective pulse or echo, cf. Figs. 3.2 and 3.3 for the 2PEM and 3PM,
respectively. The terms at the righthand side are transit time corrections due to transducer
diffraction and thermal and viscous boundary layers, respectively. However, as effects of

thermal and viscous boundary layers are associated with reflection at the transducer front,
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" and ¢}’ are omitted.

3.6.1 Diffraction correction
Background

In early works on ultrasonic absorption measurements it was discovered that distance-
dependent error effects due to divergence of the source beam, or diffraction, was to be
corrected if highly accurate absorption measurements were attempted, c.f. e.g. [77]. Con-
sider Fig. 3.5, which displays an idealized scenario of the transducer diffraction effects to

be corrected.

Baffle

L

~ |
\\‘
N Yy

Piston

Figure 3.5: Illustration of transducer diffraction effects. The piston source is seated in an infi-
nite rigid planar baffle, and transmits sound to a coaxial receiver plane (indicated
by the dotted line). The sound waves eventually spread out spatially and leads a
plane wave transmitted with same initial phase.

A planar sound source of radius a, seated in an infinite rigid planar baffle and vibrating
with uniform velocity across the aperture, transmits sound through a fluid to a plane
coaxial receiver of same radius as the source. Now, due to the finite aperture of the
source, the sound will spread out geometrically (Fig. 3.5), and thus deviate in phase and
magnitude relative to a plane wave. Upon detection at the receiver, the wave front arrives
at different times along the radial direction, which also affects the magnitude and phase

of the detected signal.
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A diffraction correction function has been defined [44| for this idealized case as

HYW = @;—>;4, (3.13)
p

where (p) , is the sound pressure in the fluid, averaged over the receiver with area A = 7a?,

wt=k2) ig the plane wave pressure, where 1 = /—1,

in absence of the receiver; p, = pcvoe’(
p is the fluid density, vy is the amplitude of the normal velocity on the piston surface, w
is the angular frequency, and k = w/c = 27/A, where X is the acoustic wave length. The

harmonic time variation e*? is henceforth omitted.

The current definition of H% implies that the source and receiver are taken to be planes
with no axial extension, omitting any sound contribution that would take place at the
sides and back of a realistic transducer. In practice, diffraction correction depends on
a number of parameters [58|, such as: sound velocity, frequency, transducer separation,
source vibration pattern, which in turn depend on temperature and pressure. The trans-
ducer properties are thus highly important, and were therefore investigated in [PPB|, cf.

also p. 29.

The plane piston diffraction correction model

For the idealized source-receiver arrangement described in previous subsection, where the
source and receiver are represented by circular disks with no axial extension, the following

solution of Eq. (3.13) has been given [97, 44, 45]

. 4 /2 1kz|1— 20) 052 ¢
HY =1 — —/ e 11 () o) sin?6 do, (3.14)
0

T
where 6 is an integration variable. The time domain diffraction correction is obtained by

) éHdif
= = (3.15)
wo
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given ZH in radians. An example of a solution of Eqgs. (3.14) and (3.15) may be found
in e.g. [PPA, Fig. 6.4]. The calculation approach and value for t*/ in Eq. (3.12) for the

i

2PEM and 3PM may be found in [PPC| and [PPD], respectively.

Transducer modeling

The plane piston diffraction correction model accounts for transducer diffraction associ-
ated with an idealized source-receiver pair (cf. Fig. 3.5), where the source and receiver
have no axial extension, and the source vibrates with uniform velocity across its planar
aperture [97, 44, 45]. To model the sound field from the Massa E-188/220 ultrasonic
air transducer used here [63], and investigate how representative the plane piston diffrac-
tion correction model is for this transducer, a finite element diffraction correction model,
specially designed for piezoelectric transducers (FEMP) [57, 56, 58, 47, 48, 49] has been

utilized.

This effort is described in [PPB], but to indicate the sound pressure field produced by the
Massa transducer, which is also relevant in the following subsection, a 2D sound pressure
plot is presented in Fig. 3.6. It is seen that the source beam is relatively narrow (com-
pared to alternative air transducers operating around the same frequency), and also, at a

receiver distance of 151 mm the receiver is well covered by the beam.

The findings in Paper B actually indicated that the plane piston diffraction correction
model may be applied to the Massa transducer around the operational frequency of 218
kHz, for a sound velocity of 340 m/s, and with the receiver located outside the nearfield,
with little error. This was so in spite of the fact that the vibration pattern of the Massa
transducer (at 218 kHz) proved very disparate from the uniform plane piston vibration

pattern.
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Figure 3.6: The pressure field calculated by FEMP for the Massa transducer at a frequency of
218 kHz, surrounded by atmospheric air at room temperature. The receiver front is
also indicated (black line) at 151 mm distance from the source, as in the prototype

sound velocity cell. Note that the transducer holders present in the prototype cell
are not accounted for.

Transducer diffraction in pulse echo mode

Paper B concerned diffraction correction for the Massa transducer, for distances relevant
in the precision sound velocity cell [61]. However, the problem of diffraction correction
related to pulse echo mode, as when utilizing the transducer front face as a reflector (cf.

Figs. 3.2 and 3.3), was not addressed in [PPB], and treated somewhat briefly in [PPC,
PPD|.
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In the initial experimental work phase using the candidate measurement methods (cf.
Sec. 4.2.1), two different approaches were considered regarding diffraction correction re-
lated to pulse echo mode (due to a reflecting circular transducer front face). One was
to treat the reflecting aperture as a plane infinite perfectly reflecting baffle, such that
the effect of the reflector is just to double the pulse propagation distance input in the
diffraction correction model (such as e.g the plane piston diffraction correction model).
The second approach was to treat the reflecting aperture as a new plane piston source
with uniform vibration velocity across the front face. The latter approach was identified
in [51, p. 91], whose implications are given in the following. The diffraction correction

result using the two different approaches may differ considerably.

In the following, the second diffraction correction approach is underpinned by diffraction
theory that applies for plane circular rigid disks, having no axial extension. The theory

required the following assumptions to be made

1. the burst pulse of 35 periods applied in [PPC, PPD] is sufficiently stationary to be

considered a harmonic wave;
2. the sound pulse impinges normally at the transducer front face;
3. the reflecting transducer may be treated as an infinitely thin circular rigid disk;
4. the pulse wave front is plane.

As for item 1, this holds only to some extent for the 2PEM and 3PM, for which the pulse
shapes are not completely stationary, cf. [PPC, Fig. 8.5] and [PPD, Fig. 9.4], but lack
about 5 periods to attain this. As for item 4, such an assumption may seem unreasonable
as the reflector (i.e. transducer aperture) is located in the far field of the transducer
(Fig. 3.6), where the waves tend to propagate spherically. However, as Fig. 3.6 indicates,
the reflector is a relatively small portion of the sound field, with correspondingly little

expected phase variations across the reflecting aperture.
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The diffracted sound field from plane circular rigid disks (with no surrounding baffle)
has been studied in several papers, e.g. [32, 95, 52, 82]. Both rigorous [82] and approx-
imate [52] theory on the problem is provided for the case when the incoming waves are
plane. The approximate theory [52] will here be applied, for which the details may be
found in [52]. Generally, for ka > 1, where a is the disk radius, and small incident angles,
the approximate theory represents a good approximation to the rigorous theory for the

scattered velocity potential, U* [52, 83, 2|.

Consider Fig. 3.7 that displays the geometry and quantities involved in the problem. Here,

2/ = —z, P is the point of observation, (3 is the angle from the axis of symmetry, and R

is the distance from the disk center to the observation point.

P(R,A)

R
\-
o>

incident
wave

Figure 3.7: The plane rigid infinitely thin disk that diffracts/reflects the incident plane waves.

Let the incident wave be characterized by the velocity potential ¥ related to the

pressure by p"¢ = —wp¥. Hence a time variation e~** has been assumed, which is
omitted in the following. The total velocity potential consists of the incident and scattered

part, U = U™ 4 ¥ For normal incidence, U™¢ = ¢=*%' and the approximate solution
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for W* is given [52] as

kR ;
e )Jl(k:asmﬁ), R oo, (3.16)

W, 5) = - (G ) P

Noteworthy, as the factor —: implies, the phase of the scattered field leads the incident
by 90° in the infinite far-field, which corresponds to the far-field limit of the plane piston
diffraction correction, indicated in e.g. [PPA, Fig. 6.4]. Now, the far-field angular depen-
dency (directivity) of Eq. (3.16), which is of primary interest, is compared to that of a

plane piston source in an infinite rigid baffle [46, p. 182] in Fig. 3.8.

Diffracted field
————— Plane piston field

|W°| arbitrary amplitude

30
Observation angle (3 [°]

Figure 3.8: The far-field directivity of the scattered velocity potential, and that of a plane
piston source in an infinite rigid baffle, for various ka-numbers.

It is observed that for [ approaching zero and ka > 1, the directivity of ¥* coincides
closely with that of the uniform plane piston source in the infinite far-field. With respect

to diffraction correction, this supports the approach in [PPC, PPD|, where the reflect-



34 Theory

ing transducer front face was treated as a new plane piston source. In such a case, the
diffraction correction term tgif may be decomposed in two and three parts for the 2PEM

and 3PM, respectively, as is done in [PPC, PPD|.

We must bear in mind, though, the simplifying assumptions that have been made: Firstly,
the incoming waves are assumed to be plane across the reflector. Figure 3.6 indicates that
the transducer front face is a relatively small portion of the incident main beam, with
correspondingly little expected phase variations (in the far-field). So this may hold to
some extent. Secondly, the reflecting disk is assumed to be infinitely thin, as opposed
to the transducer which is extended axially. Finally, the theory applies to a rigid disk
with no surrounding baffle or object, such as the transducer holder in the prototype
measurement cell (Fig. 4.4). The consequences of such assumptions with respect to the
measurement uncertainty have unfortunately not been evaluated for the 2PEM and 3PM

in [PPC, PDD).

3.6.2 Thermal and viscous boundary layers

When sound waves are reflected at the transducer front face as in the candidate meth-
ods (cf. Figs. 3.2 and 3.3), thermal and viscous boundary layers are generated in a thin
layer adjacent to the transducer front [88, p. 18]. The acoustic impedance of the fluid

within this layer is thus altered, imposing a phase shift (and level reduction) of the echoes.

A complex pressure reflection coefficient, }i;tv, was in this work calculated to account for
the phase shift of the reflected echo due to such effects, based on theory in [75]. The
reflection coefficient, defined as the ratio of reflected pressure p, and incident pressure p;,
is given for the case of normal incidence as [75, p. 109]

Z— pc

Rt = (3.17)

Z+ pc’
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where |75, p. 529]

2\ 1/2
VP
/4 e (ﬁ) L (3.18)

Wi y—1
Here, p is the viscosity and Pr = pC,/k is the Prandtl number, where C), is the specific
heat at constant pressure and s is the thermal conductivity. The resulting transit time
corrections, which are implemented and quantified in [PPC, PPD], are calculated by
/R

=
Wo

(3.19)
As for the sign of ¢!V, consider the following rationale: In [PPC, PPD] ZR" > 0, meaning
that the transit times t5 and ¢, for the 2PEM, and t, for the 3PM increase due to the
boundary layers. Hence, the transit time difference At is increased in both candidate
methods, cf. Egs. (3.7) and (3.10). Now, from Egs. (3.5), (3.9) and (3.12), it is clear
that ¢ should have positive sign to yield a reduction in the transit time difference At,

accounting for such effects. This is in accordance with the correction done in [PPC, PPD|.

3.6.3 Internal transducer reflections

The ultrasonic Massa transducer used in this work seems to have a typical layered in-
ternal structure [PPB|, comprising a matching layer in front, a piezoelectric disk, and a
backing layer. Hence, when utilizing the transducer front as a reflector (as in the can-
didate methods), reduced and delayed echoes from the transducer interior will—to some

extent—perturb the measurement echoes as coherent noise.

This effect was in the present work modeled to consider whether it should be corrected,
but as shown below, it was reasonable to omit it as a correction term, and rather in-
clude it in the experimental uncertainty budgets [PPC, PPD]. A brief description of the
transducer modeling is presented here. A one dimensional thickness extensional vibration
model of the receiving transducer has been implemented, based on theory in [60]. The
transducer is assumed to consist of a matching layer, piezoelectric disk and backing layer,

in accordance with the apparent internal structure [PPB|. It is assumed that only one-



36 Theory

dimensional plane waves are present in the z-direction, and that influence of electrodes
and glue can be neglected. The transducer, in receiving mode, is represented by a trans-

mission line model, cf. Fig. 3.9.

Backing layer
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Figure 3.9: The one-dimensional transmission line model of the receiving transducer. The
figure is taken from [60], with permission.

Referring to Fig. 3.9, the complex mechanical impedance of the backing layer is given
by [60]
(2,)?

I =20+ 2) — ——2—
VTSt T A 7,

(3.20)

where superscript b denotes backing layer, Zg denotes mechanical radiation impedance

7 =1Zytan <%€> : (3.21)

7= —F (3.22)

for the backing layer,
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and

Zo = peA. (3.23)

Furthermore, A = wa? is the cross-sectional area of the circular transducer disk, a4 is the
disk radius of the Massa transducer, p, ¢, ¢ and k are the density, complex sound velocity,
thickness and complex wave number of the respective layers. The complex wave number

and complex sound velocity are respectively defined by [60]

>
Il

(3.24)

Q>|E

i=c <1 + é) , (3.25)

where ¢ and () respectively denote longitudinal sound velocity and longitudinal quality

factor in the respective layers.

To calculate the combined complex impedance of the piezoelectric disk/element and back-

ing layer, Z,, (Fig. 3.9), the following equation was used [60]

(Z")*

L= Lt B = i

(3.26)

where superscript p denotes piezoelectric disk, Z;* is given by [60, Eq. (2.2.16)] and ZP
and Z] are calculated by Egs. (3.21) and (3.22), respectively, now input with material
data for the piezoelectric disk, cf. Table 3.1.

Now the complex mechanical impedance of the three-layered equivalent circuit, Z;,, en-

countered by the incident sound wave, is calculated by [60]
Zip = 2™ + Z" — ZMH™, (3.27)

where H™ is given by
Zy"

H™ = .
Zm £ 7+ Zyy

(3.28)
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Table 3.1: Material parameters input in the one-dimensional transducer model, in which the
piezoelectric disk is taken to be piezoceramic PZT-5A [91]. The air parameters were
chosen to comply with the conditions in [PPC, PDD].

Material clm/s] | plkg/m?] | Q | ¢ [mm)]
Fluid: air at 27 °C, 30% rel. hum., 1 atm | 348.2 1.17 00 -
Front: silicone rubber 1020 950 30| 1.1-15
Backing: foam rubber 1000 100 5 9.2

Here, superscript m denotes matching layer, and Z* and Z}" are calculated by Eqgs. (3.21)
and (3.22), respectively, input with material data for the matching layer, cf. Table 3.1.

To investigate the phase shift due to interference with internal transducer reflections
upon reflection at the transducer front, the complex pressure reflection coefficient, j%, is
calculated. It is defined as the ratio of reflected sound pressure and normally incident
sound pressure at the transducer front face, and obtained by [46]

- Zm B pCA

R=——"— 3.29
Zz’n + pCA’ ( )

in which p and ¢ denote density and sound velocity of the fluid, respectively (cf. Ta-

ble 3.1). Finally, the transit time perturbation, t™ is given by

/R

wWo ’

tint _

(3.30)

The thicknesses of the matching layer and piezoelectric disk for an arbitrary Massa
E-188/220 transducer sample have been measured to 1.31 mm and 1.57 mm, respec-
tively [92], the backing layer thickness is about 9.2 mm, whereas a; has been measured
to 4.5 mm [92, PPBJ. The material data are based on those used in the transducer mod-

eling [PPB], outlined in Table 3.1.

Figure 3.10 shows ¢ as a function of matching layer thickness. The reason for choosing
matching layer thickness as input variable, was that the matching layer is somewhat

soft, and thus expected to vary in thickness from transducer to transducer. Clearly, ¢t is
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highly sensitive to the matching layer thickness, but relatively small across the range, as it
amounts to maximum 8 ppm relative to At for both candidate methods (per reflection, so
that the total perturbation is twice this value) [PPC, PDD]. As mentioned, the matching
layer thickness of the Massa transducer is expected to vary somewhat, hence, it seemed
reasonable to omit ¢t as correction term and rather include it as contribution to the

overall experimental uncertainty budget [PPC, PDD] for both the candidate methods.

Transit time perturbation [ns]

1.1 1.15 1.2 1.25 1.3 1.35 1.4 1.45 15
Matching layer thickness [mm]

Figure 3.10: Variation in transit time perturbation for each reflection at the transducer front,
as function of the matching layer thickness.

3.7 A sound velocity model for humid air

Various models for sound velocity in humid air at low pressure have been developed, see
e.g. [65, 75, 99]. The sound velocity measurement results reported in this thesis, ob-

tained for atmospheric humid air, have primarily been compared to a model for standard
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atmospheric humid air [11]. The model was chosen due to (1) its realistic foundation,
accounting for non-ideal gas effects by including the second virial coefficient in the sound
velocity formula, and (2) its relatively sound empirical support [98, Table II|. Only a brief

account of the model will be given here, cf. [11] for a more detailed description.

The sound velocity formula of the model [11] is given by

RT [ 2B
Q:V—{H—p},

€ ="3; T (3.31)

where ¢ is the zero frequency sound velocity, v = C,/C, is the ratio of specific heats,
where C, is the specific heat at constant volume, R is the universal gas constant, p and T’
are the thermodynamic pressure and temperature, respectively, M is the molar mass and
B is the second virial coefficient. The formula is valid for low pressures, and suitable for
use in experiments, as ¢y is a function of temperature and pressure, which may be readily

measured using conventional instruments.

The quantities v, M and B in Eq. (3.31) are however somewhat more challenging to
obtain. The ratio of specific heats, v, is difficult to model accurately, partly due to the
need for d?B/dT? [11]. Conveniently, however, an approximate formula for « is provided
in [11], which was used in the current model implementation. The approximate formula

value agrees to within 35 ppm with the more comprehensive value [11].

Next, the molar mass M is needed. As air is a mixture of gases, including water vapor,
M is a compound quantity. In the present model, standard air constitution has been as-
sumed [39)], for which the molar fractions of nitrogen, oxygen and argon are approximately

78%, 21% and 1%, respectively. Now, the molar mass of humid air is given by [25]
M = Myzy + My, (3.32)

where M, and M, are the molar masses of dry air and water vapor, respectively, and x,
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and x,, are the molar fractions of dry air and water, respectively. A spreadsheet of the
air constituents and value of M, may be found in [11, Table I|; a value for M, is given

in [25], and x,, is obtained from the measured relative humidity (RH), cf. [25].

Although the sound velocity model facilitates a variation in COs concentration, it was
in the present work set to 382 ppm [70], as the expected amount of variation affects ¢
relatively little. As an example, an increase in the COs concentration of 200 ppm would

decrease the predicted ¢y of about 50 ppm [PPC].

Finally, to obtain the second virial coefficient B, the following equation was used [11]
B = 22 Bug + 22474 Baw + 72, Buw, (3.33)

where B,, and B,,, are the second virial coefficients for dry air and water vapor, respec-
tively, and B,, is the second interaction virial coefficient between the two gases. The
quantities B,, and By, were calculated using [37, Eq. (4)] and [37, Eq. (9)], respectively,
and B,,, was obtained from [37, Eq. (A-5)]. Example results for the sound velocity, co,
may be found in [11].

In the operating frequency range around 218 kHz, frequency dependent dispersion effects
are significant. To account for these, so as to obtain the sound phase velocity ¢, the

following expression was applied [11, 68|

1 1 Oy N QO
= 3.34
Co c 27Tf7‘N * 271—fr07 ( )

where a,y and «,p are the plane-wave attenuation coefficients due to vibrational re-
laxation of Ny and O,, respectively, and f,n and f,o are respectively the relaxation
frequencies of Ny and O,. Relaxation contributions from less significant air gases are
thus neglected. The attenuation coefficients were calculated according to [104], and the

relaxation frequencies were calculated by means of formulae in [5, 6|.
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The dispersion correction, ¢ — ¢g, for humid air at, say 1 atm, 25 °C, 30% RH and a
frequency of 218 kHz amounts to approximately 0.15 m/s, or 431 ppm at ¢ = 348 m/s.
This is more than twofold the target measurement uncertainty of the precision sound
velocity cell [61]. To the author’s knowledge, the uncertainty of the present dispersion
correction has not been evaluated at a sufficient accuracy level in the frequency range
relevant here. Unfortunately, this means that the overall uncertainty of the sound velocity
model is in excess of the stated £300 ppm [11], to an unknown extent. Some example

plots on dispersion correction for air are provided in [92, p. 23|.
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Chapter 4

Experimental

In the current chapter, the experimental setups of the three sound velocity measurement
methods used in this work are described. Section 4.1 concerns the experimental setup of
the two-distance method, from which valuable experience was gained that later was used
in the development of the two candidate methods. As this method was not intended for the
precision sound velocity cell, it is only briefly summarized here. A three-step development
process toward the prototype sound welocity cell is described briefly in Sec. 4.2. Only
subjects scantly treated in papers C and D are included here, and emphasize is put on
observations and challenges in the early experimental setups, as they constituted the basis

of the final design of the prototype sound velocity cell.

4.1 The two-distance method

The purpose of using this preliminary method was twofold: (1) The method is flexible
in the sense that the transducer separation may be varied, and also, the acoustic cavity
is open and readily accessible for the experimentalist (in the present setup), and thus
well suited for obtaining relevant experience and study various effects relevant for other
transient methods; (2) the method has common properties with the two candidate meth-
ods [PPA| that could be tested using an existing measurement facility, developed as part

of a doctoral work [93].
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The theory was given in brief in Sec. 3.2 (cf. [PPA] for a more thorough treatment),
and the experimental setup, primarily described in [PPA|, is for convenience shown in
Fig. 4.1. The transducer stages facilitate transducer alignment in all directions, including
transversally off the axis. Notice the Faling series 53-8116/5 linear positioning stage at
the base, enabling a transducer distance resolution of 5 um. The (white plastic) transducer
holders were equipped with the Massa E-188/220 ultrasonic air transducers [63], intended

for operation around 220 kHz. They were primarily chosen due to

1. their bandwidth of 25 kHz (transmit mode at -3 dB), which is relatively broad
compared to other off-the shelf air transducers. This is advantageous in order to

minimize the transient region of the burst pulse;

2. their relatively narrow beam, having a total beam angle of £10° at -3 dB, which is

advantageous to keep the diffraction correction as low as possible; confer also [PPB];

3. they were already available and usable with the transducer alignment stages devel-

oped as part of [93], facilitating progress in the present experimental work.

The results obtained using the 2DM are reported in [PPA], and some of the conclusions
drawn that were utilized in the development of the candidate methods are outlined in

Chapter 5.

4.2 The candidate measurement methods

For the candidate measurement methods, the 2PEM and 3PM, identical transducer con-
figurations could be used, cf. Figs. 3.2 and 3.3. Therefore, unless otherwise noted, the

experimental setup descriptions below covers both candidate methods.



4.2 The candidate measurement methods 45

Figure 4.1: The experimental setup of the 2DM. The source and receiver transducer stages
are seen to the left and right, respectively. The measurement chamber [PPA] is
indicated in the background.

4.2.1 Experimental setup I

In experimental setup I, a slightly modified version of the setup shown in Fig. 4.1 was
applied,! which is not designed for pulse-echo operation. However, the purpose was pri-
marily to gain experience, evaluate effects critical to the measurement uncertainty, system
settings, transducer separation etc., and utilize this knowledge in the design of the pro-

totype measurement cell (Fig. 4.5).

The transducer separation L was varied over the range 157—200 mm for both measurement
methods, which is a relevant range in the precision sound velocity cell [61]. The transducer
separation was measured using a Mitutoyo series 137 micrometer screw, with a stated
uncertainty of 10 yum at L = 200 mm.2 To facilitate measurements with the 2PEM,
the transducer needed be switched from transmitting to receiving mode within a few
microseconds. To facilitate this, a custom design switching circuit was developed, for

which the circuitry is outlined in Appendix A.

3 spacer plate was inserted below the transducer stage to the left to reduce the transducer separation.
%for L = 150 mm, the uncertainty is about 8.2 um [92], at an unknown confidence level, presumed to
be 95%, as recommended in [38§].
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Experimental

Transducer holders

Figure 4.2: The transducer holder developed
as part of a doctoral work [93], sur-
rounding the Massa E-188/220 ul-

trasonic air transducer.

Figure 4.2 is a close-up image of the
transducer holders used in the present
experimental setup (cf. Fig. 4.1). The
holders are not designed for pulse echo
operation as in the candidate meth-
ods. Hence, high measurement ac-
curacy was not expected using this

setup.

This is firstly due to the quite significant
area of the annulus that surrounds the
transducer front, which may cause a phase
shift upon reflection if the transducer front
face is not flush with the holder annu-
lus. Secondly, the annular gap between the

transducer and holder may cause a signifi-

cant delayed echo that may interfere with the measurement echo. Thirdly, the gap be-

tween the transducer front and holder annulus represents a challenging geometry regarding

diffraction correction, which is presumably difficult to model accurately.

Transducer ringing in the 2PEM

In the 2PEM, the transducers are switched to receiving mode within tens of nanoseconds

after pulse transmission. Because of the finite bandwidth of the transducer, some time

elapses from the electrical drive signal is switched off, until the transducer has stopped

ringing [88, p. 220]. The transducers applied here [63] are still ringing slightly when

the echoes @ and @ arrives at the receiver?®, shifting the received echoes in phase (and

magnitude), and thus the measured transit time. Such effects are illustrated (for the final

3at sound velocities around 348 m/s
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experimental setup) in Fig. 4.3, and their influence on the measurement uncertainty is

evaluated in [PPC].

Switching noise in the 2PEM

The 2PEM relies on the custom designed switching circuit, shown in Appendix A. Now
every switching event is accompanied by a charge injection [1], taking the form of a

coherent noise spike decaying roughly exponentially, cf. the upper subplot of Fig. 4.3.

switching noise

0 - 02 0.4 0.6 0.8 1

Voltage [V]

-0.02

_0.04 | | | |
0.8 0.82 0.84 0.86 0.88 0.9 0.92

Time [ms]

Figure 4.3: Upper subplot: a typical signal trace of the 2PEM, where the switching noise is
emphasized. For clarity, only one channel is shown (showing e.g. signals () and
@). Lower subplot: ringing noise present in the beginning of echo (2), visible from
0.8 to 0.88 ms.

A major problem associated with this noise was its elevated level which occasionally
saturated the oscilloscope, and lead to shifted transit times. The following efforts were

executed to avoid such effects.

e As the moment of switching is adjustable, it has been tuned to occur at the trailing

edge of the burst signals (just after the transit time measurement range), so that
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the available decay time of the switching noise is maximized;

e shunt resistors of 1000 €2 are coupled to the transducer input in order to dampen

the noise, cf. Appendix A;

e butterworth bandpass filters (hardware and software) were applied to remove the
highest frequency components of the noise spikes, which reduced the noise level

significantly.

These efforts reduced the switching noise to a level subordinate of the transducer ringing

noise.

Observations

Some observations regarding the current experimental setup were made. Modifications
and tuning of the switching circuit was necessary to get the 2PEM working properly. In
both candidate methods, a software Matlab bandpass filter was implemented to remove
remaining bias from the electrical signal input at the oscilloscope. This was necessary
despite of the fact that the oscilloscope was set in AC mode. Such bias causes a shift, i.e.

error, in the measured transit time.

In these experiments, settings like sampling frequency f,, burst center frequency fy, and
transducer separation L were varied. Some comments on these parameters are given be-

low.

As for f,, the simulation results in Sec. 3.5 indicate that 5 MHz should provide sufficient
precision in the transit time detection. However, as the oscilloscope does not allow f, to
be 5 MHz in dual channel mode, it was decided to rather use f; = 10 MHz in the re-
maining work [PPC, PPD]. There were no indications that this action lead to insufficient
precision in the time detection, which would appear occasionally as large ripple in the

transit time vectors.
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The burst center frequency fy is primarily critical with respect to diffraction correction.
In [PPB] it is indicated that f, = 218 kHz is a suitable center frequency, because at
this frequency the plane piston diffraction correction model (Sec. 3.6.1) may probably
be applied to the Massa transducer with little error, for a transducer separation in the
range 15 — 20 cm. Moreover, an fy of 218 kHz is experimentally found to be an optimal

frequency with respect to minimizing the transient regime of the burst pulses.

Measurements were performed, using both candidate methods, for various values of L in
the range 16 to 21 cm, while measured sound velocity relative to the model was monitored.
There were no indications that varying L across this range affected the measurement
results significantly. Also, the echo signal levels (cf. Figs. 3.2 and 3.3), which are distance

dependent, appeared to be adequate over such distances.

4.2.2 Experimental setup II

In experimental setup II, a measurement unit was devised, providing a well defined trans-
ducer alignment where the transducers are separated axially by L = 151 mm, cf. Fig. 4.4.
The measurement unit was in this experimental setup enclosed by the acoustically insu-

lated measurement chamber described in [PPA].

Most parts of the measurement unit are labeled in Fig. 4.4; yet some parts need ex-
plicit explanation. The ‘transducer cone’, which elsewhere in this thesis is referred to as
‘transducer holder’, keeps the transducers aligned and in place. ‘PT-100 clamp’ refers
to the clamping facility of the two PT-100 thermocouples that protrude 7 mm into the
measurement cavity. ‘Adjustment screw’ refers to the screws of the parallelity adjustment
plate facility of one of the transducers. The ‘gage ring’ facilitates a reference base for the
adjustment plate, at which the transducer cones are aligned parallel to better than 0.02°

with each other.
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Observations

The transducer holders of the measurement unit was, based on an initial version, re-
designed (Fig. 4.4). The initial version was optimized with respect to angular alignment
of the transducer, which was achieved by having direct contact between the transducer
and holder. This lead to strong ringing effects in the 2PEM; the worst case SNR in the
beginning of echoes ) and @ (cf. Fig. 4.3, lower subplot) was about 25 dB, causing
a relative shift in At of about 100 ppm, which is well beyond an acceptable value. To
minimize such ringing effects, the final transducer holder suspends the transducer by one
rubber o-ring in the frontmost part (cf. Fig. 4.4). Another advantage of using one rather
than two o-rings for transducer suspension, is a significant reduction of acoustical cross-

talk between the transducers (traveling via the measurement unit), to a negligible level.

As the front face of the transducer holders are parallel to within 0.02°, which is probably
sufficient to avoid significant measurement error, it was attempted to align the transducer
front face flush with the front annulus of the holder. The transducer was inserted in
the holder by carefully pushing the transducer backwards, using a plane object, until it
stopped at the holder front. To prevent that the o-ring, which is quite resilient, would re-
ject the transducer slightly back, out of position, the o-rings were lubricated with grease.
The transducer fronts are estimated to be parallel to within \/10 using this configuration.
It should be noted that the present design is “preliminary”, and possibly not sufficient with
respect to transducer parallelity for the precision sound sound velocity cell. The uncer-
tainty contributions due to such effects were unfortunately not evaluated in the present

work.

The experiments using experimental setup II were also troubled by medium convection
currents due to temperature gradients [62, p. 269|, causing a significant measurement
spread. However, such effects were expected to be significantly reduced in a well defined
precision sound velocity cell. Another important observation was that the transducer

holders and transducer mounting should be carefully designed. This is of particular
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importance with respect to controlling diffraction correction (cf. Sec. 3.6.1), reducing

acoustical cross-talk, and optimizing the transducer parallelity alignment.

Nonlinearity measurements

Experiments using the current transducers in air have indicated effects of nonlinearity that
affects the pulse transit time for transducer drive levels beyond V;, = 1 V (peak-peak;
pp), which is approximately the drive level of the 2PEM [PPC]|. Hence, this method is pre-
sumably not affected by such effects. For the 3PM it was, however, based on the findings
below decided to use a somewhat higher transducer drive level than for the 2PEM. The
reasoning behind this was to maximize the SNR of the somewhat weak echo ), cf. [PPD],
so as to obtain a more smooth and stationary transit time difference vector, from which

At could be obtained (cf. Eq. (3.9)).

The following approach was taken to quantify the influence of nonlinearity effects on At
for the 3PM: the variation in At was measured as a function of Vj,, within time intervals
below 1 min, so that the temperature of the measurement medium was essentially con-
stant. Preferably, V;, = 1 V pp should be used as reference drive level, as this represents
the linear regime. However, as the SNR was rather poor in this range, such that air
flickering gave a relatively large variance in At, it was decided to rather use V;, =2 V
pp as reference level. It was assumed that nonlinearity effects due to this action were

negligible.

The measurements were carried out with atmospheric air as measurement medium, at a
temperature and RH of about 24 °C and 24%, respectively. The temperature variation
was less than 4 mK during the measurements, which is equivalent to a change of about 7

ppm in At.

On average, changing V;,, from 2 V pp to 5 V pp resulted in a change in At of about -3 ns

(95% conf. level). Due to the significant spread of the result, amounting to 5 ns, this value
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was attributed to nonlinearity effects in the uncertainty budget in the final measurements
using the 3PM [PPD]. This value corresponds to about 6 ppm relative to At, which is

negligible compared to the other predominating uncertainty contributions [PPD|.

4.2.3 Experimental setup III

This final experimental setup consists of a prototype sound velocity cell for pressures be-
low 13 bara, containing the measurement unit described in previous subsection. The cell,
shown in Figs. 4.5 and 4.6, features the option of using both candidate methods with the

same measurement medium, rendering possible a direct experimental comparison.*

The design rationale of the cell, relevant for both candidate methods, is primarily covered
in [PPC], but dimensional considerations are treated here. To provide flexibility with
respect to measurement gas, and give plentiful measurement time windows, the prototype
cell was designed for sound velocities up to 450 m/s. During the development work, the
measurement unit was immersed into a steel pipe with approximately the intended cell
diameter to check for interfering wall echoes. None such were observed for any of the two
candidate methods, indicating that the current dimensions could be used in the prototype

measurement cell.

Number of burst averages

The number of coherent burst averages N is basically limited by the measurement du-
ration, which preferably be less than, say 1 s. A relatively low burst repetition rate is
advantageous, to ensure that previous pulses essentially have died out in the cavity of the
sound velocity cell. Experiments have indicated that a burst repetition rate below 40 Hz
is required to fulfill this specification. With respect to suppression of random noise, it has

been found that N > 10 be sufficient.

Another aspect which makes coherent averaging of several burst signals important, is

“notice however that the measurement electronics is slightly different [PPC, PPD].
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timing jitter effects, which are due to the unsynchronized clock signal references of the
function generator and oscilloscope. It is reasonable to assume that the jitter in sampled
time point has a Gaussian probability density function [41]. Hence, perturbations in the
transit time should be suppressed by averaging. It was in the present work assumed that
N = 15 is sufficient to suppress timing jitter effects to an insignificant level, which com-
plied with the requirement that the measurement duration of the candidate methods be
less than 1 s. As a worst case example: if omitting the averaging by setting N = 1, the
standard deviation of the transit time jitter would be less than 25 ns [31], corresponding

to about 30 ppm relative to At (at ¢ = 348 m/s [PPC, PPD]).

In the following, the dimensional analyses of the measurement cell is presented. It is
based on a simplified arrival time estimation of the measurement signals and disturbing
echoes, meaning that the wave fronts are taken to be rays. As the measurement cell is
designed for both candidate methods, two separate transit time budgets are given. It has
been found experimentally that a burst pulse of about 170 us (37 periods at 218 kHz) is
suitable for the Massa transducer to obtain a sufficiently stationary transit time regime

from which Af can be obtained.

Arrival times of signals and noise in the 2PEM

Referring to Fig. 4.5, the following dimensions provided 170 pus measurement time slot
for the candidate methods: Ly = 151 mm, L., = 49.7 mm, r,, = 86 mm and r., €
(101.5,109.5) mm. The term 7., is given as an interval because the measurement unit
has its axis 4 mm off the cell axis. Now let ¢, denote the arrival time of an echo going
via the spacer rod 3, and t!, and ¢?, denote the arrival times of echoes traveling via the
closest and most distant cell wall 12, respectively. The term tgo denotes the arrival time
of an echo going via the end face 11 opposite to the source transducer—and back to the
source. The estimated arrival times of the measurement signals and possible disturbing

echoes are given for the 2PEM in Table 4.1, calculated for ¢ = 450 m/s.
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Table 4.1: Calculated arrival times of the measurement pulses and disturbing echoes for the
2PEM in the prototype sound velocity cell, shown in Fig. 4.5, for a sound velocity
of 450 m/s.

Quantity ti, ts | tep | thy | 120 | t2, ta | teo
Arrival time [us] | 333 | 507 | 561 | 590 | 667 | 889

We note that the critical time slot is between t,, and ¢; or t3—amounting to 174 us—

> However, the possible

as the time window between tgy and ty or t4 is larger (222 us).
echo due to the spacers 3, arriving at ¢,,, has not been observed in the measurements,

suggesting that the actual available time slot for measurement using the 2PEM is 222 us.

Arrival times of signals and noise in the 3PM

The arrival times of the measurement signals and possible disturbing echoes are given for
the 3PM in Table 4.2, in which ¢ = 450 m/s. An additional term, ¢g3, has been introduced,
denoting the travel time of an echo traveling from the source—to the opposite end face

11—back to the opposite end face 11—to the receiver.

Table 4.2: Calculated arrival times of measurement pulses and disturbing echoes for the 3PM
in the prototype sound velocity cell (Fig. 4.5). The sound velocity ¢ is 450 m/s.

Quantity tr | tsp | tL, | R, | te tes
Arrival time | 333 | 507 | 561 | 590 | 1000 | 1222

Table 4.2 shows that the critical time slot, t5, — t;, again is due to the echo traveling via
the spacer rods 3, which however not is experienced to yield a significantly disturbing
echo, cf. previous section. Thus, the available time window is given by tgs — to = 222 us,

which incidentally is equal to the time window of the 2PEM.

Salthough the time separation between t5 or ¢4 and t2, is notably less than the required time slot,

this is not critical because the echo associated with 2, does not arrive at the receiving transducer.
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Figure 4.5: Cut-through design sketch of the prototype sound velocity measurement cell for low
pressures. The numbers refer to the following objects. 1 ultrasonic transducers; 2
transducer holders; 3 transducer spacer rods; 4 Pt-100 thermocouples; 5 parallelity
adjustment screws; 6 cable feedthrough connector; 7 humidity sensor; 8 safety
valve; 9 gas inlet ports; 10 gas outlet ports; 11 end faces, and 12 cell wall. Note
that the wall was covered with a rugged, soft clothing (not shown) to spread and
absorb wall echoes.
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Figure 4.6: Bird view image of the manufactured prototype measurement cell. The three ob-
jects at the lid are from left to right cable feed-through connector, safety valve and
RH probe.
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Chapter 5

Concluding remarks

In paper A, the two-distance sound velocity measurement method for gases was used as a
preliminary method to gain experience on transit time methods in general, and to inves-
tigate common features with the two proposed candidate methods for the precision sound

velocity cell [61, PPC, PPD] in particular.

The attained experimental uncertainty was estimated to 282 ppm at 95% confidence level,
and medium convection currents due to temperature gradients was found to be the pre-
dominant contributor to the experimental uncertainty. Hence, it was recognized that
the presence of such effects be carefully considered when designing the prototype sound
velocity cell. Also, it was found that the transducer drive level could cause effects of
nonlinearity that affect the transit times, and thus the measured sound velocity. Care
should thus be taken to limit or avoid such effects in the candidate methods by restricting

the drive level.

Moreover, the findings [PPA| indicated that the uncertainty in the transit time detection
method (zero crossing time detection combined with linear interpolation) was the least
significant uncertainty contribution, considerably less than those due to convection cur-
rents and nonlinear effects. Indeed, this indicated a fair potential for using this transit

time detection method in the candidate sound velocity measurement methods.
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A great advantage with the 2DM compared to the candidate measurement methods is
the relatively low influence of diffraction correction [PPA], which is challenging to evalu-
ate [58]. Furthermore, it is expected to be less sensitive to angular misalignment of the
transducer fronts. However, as was pointed out in the feasibility study for the precision
sound velocity cell, a cell without moving parts is preferred [61], hence the 2PEM was not

considered a candidate for the precision sound velocity cell.

It was expected that diffraction correction would be one of the major contributors to
the measurement uncertainty using the candidate methods, 2PEM and 3PM [61, PPA],
which motivated a more careful evaluation of the diffraction correction modelling than
performed for the 2DM [PPA]. Hence, in Paper B, diffraction correction was investigated
for the ultrasonic Massa transducer applied throughout this work, using a finite element

model for diffraction correction [58, 56, 57, PPB.

In spite of strong indications that the Massa transducer vibrates very differently from a
uniform plane piston source, a close agreement was found between the FEM [58, 56, 57,
PPBJ| and the plane piston diffraction correction models [44, 45| for transducer separations
in the range between the near field and the far field. In fact, a phase discrepancy of only
0.13° was found for a transducer separation of 15 cm, the distance used in the prototype
cell, around the frequency of operation, 218 kHz, for a sound velocity of 340 m/s. This
indicates thus that the plane piston diffraction correction model may be applied with little
error to the Massa transducer under the conditions relevant in [PPC, PPD]. One should
yet bear in mind the shortcomings of the FEM diffraction correction model [58, 56, 57,

PPB], as well as numerical uncertainty due to limited numerical resolution.

Paper C concerned the Two-way pulse echo sound velocity measurement method for gases,
proposed as a candidate for the precision sound velocity measurement cell. The 2PEM is

based on a similar method, described in a patent article [86]. To the best of the author’s
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knowledge, the 2PEM, or the method in [86], has never before been realized experimen-

tally so as to demonstrate their potential or performance.

Using the 2PEM, the present work demonstrates agreement to within 172 ppm between
measured and modelled sound velocity [PPC], using air at about 1 atm, 27 °C and 30%
relative humidity. This indicates a good potential for using the 2PEM in the precision
sound velocity cell for gas. However, it must be noted that the employed sound velocity
model for air have an uncertainty of at least £300 ppm [11, PPC|, besides that alternative
sound velocity models do exist for humid air [99] which deviate by about 515 ppm from

the present model [11].

The attained experimental uncertainty of the 2PEM was estimated to 130 ppm at 95%
confidence level [PPC]. However, due to lacking knowledge of (i) the transducer front face
planarity, (ii) the degree of angular misalignment between the transducer fronts, and (iii)
the diffraction correction uncertainty,! the experimental uncertainty should be regarded

preliminary and incomplete.

Paper D presented the Three-way pulse method for sound velocity measurements in gases,
originally proposed as a candidate method for the precision sound velocity cell in the fea-
sibility study [61]. The 3PM has—to the author’s knowledge—mnever before been realized
in an experimental setup; hence, the present measurement results are the first to yield

indications of the performance of the 3PM.

The sound velocity measurement results were obtained for atmospheric air at a temper-
ature and relative humidity of about 27 °C and 30%, respectively. The results agreed
to within 144 ppm with the output from the sound velocity model [PPD], indicating a

promising potential for use in the precision sound velocity cell for gas. It is however

Lalthough the one-way diffraction correction was modelled quite carefully for the present Massa trans-
ducer [PPBY, it was hardly feasible in this work to account for the overall diffraction correction uncertainty,
comprising effects of e.g. an imperfect pulse echo diffraction correction model, transducer holders and
skew beam lobes.
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stressed, as for the 2PEM, that the present sound velocity model for humid air [11] has a
relatively moderate uncertainty of at least 300 ppm [11, PPC]|, besides that alternative
models do exist [99].

Due to the electrical cross-talk noise in the beginning of the signal traces of the 3PM
|[PPD], the cross-correlation algorithm for detection of corresponding zero crossings occa-
sionally failed. The zero crossing detection was therefore carried out manually,? which of
course is not a viable approach in a measurement method for the precision sound velocity
cell. Tt is underlined however, that this procedure was superfluous in experimental setup
IT, where coaxial transducer cables were used instead of the (non-coaxial) feedthrough

connector of the prototype sound velocity cell (cf. Fig. 4.5).

The experimental uncertainty using the 3PM was estimated to 126 ppm at a 95% confi-
dence level [PPD]. However, as for the 2PEM [PPC]|, the lacking estimate of the diffraction
correction uncertainty (expected to dominate the uncertainty budget), lacking knowledge
of the transducer front face planarity, and lacking knowledge of the angular misalignment
between the transducer fronts, the experimental uncertainty budget should be regarded

preliminary and incomplete.

For both candidate measurement methods, there were strong indications that convection
currents (medium flow) due to temporal and spatial temperature variations caused signifi-
cant spread in the sound velocity results. These effects were identified as a relatively large
spread in the deviation from the model [PPC, PPD|. During this work, it was unfortu-
nately not possible to immerse the prototype sound velocity cell in a properly regulated
thermostat bath. The problem has in subsequent work been resolved, enabling a more ho-
mogeneous and stationary measurement temperature [59]. Sound velocity measurements

with this modified experimental setup, using argon gas at atmospheric and room tem-

%in the following way: if the detection fails by one period, the measurement error amounts to about
5300 ppm, which is regarded an unrealistically poor measurement value. On this basis, the corresponding
zero crossings were identified by “trial and error”, using the predicted sound velocity from the model as
reference.
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perature conditions [59], demonstrated a result spread below 22 ppm for both candidate
methods, representing a reduction in the total sound velocity spread by a factor of about

12 compared to the results presented herein [PPC, PPD|.

Although the experimental uncertainty budgets for the candidate measurement methods
presented here [PPC, PPD| were preliminary and incomplete, they are still valuable, as the
predominating and critical uncertainty contributions are identified. This renders possible
a more thorough evaluation of these in future work, so that the measurement uncertainty

of the candidate methods be further reduced.

In papers C and D—where atmospheric air was used as measurement medium—it is con-
cluded that the candidate measurement methods for the precision sound velocity cell have
demonstrated a promising potential with respect to meeting the technical specifications
for the sound velocity cell (cf. Sec. 1.3). Further confidence to such conclusions is pro-
vided in [59], where argon at atmospheric and room temperature conditions was used
as measurement gas. The sound velocity measurements were found to agree to within
239 ppm and 224 ppm with the argon model [17] for the 2PEM and 3PM, respectively,
given a model uncertainty of about 10 ppm [17]. The present work [PPC, PPD| and [59]
indicate moreover that diffraction correction is a predominating and critical uncertainty
contribution, which preferably be evaluated with an uncertainty below 100 ppm [59] in a

possible realization of the precision sound velocity cell.
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Abstract

Ultrasonic gas flow meters for volumetric flow rate fiscal metering of natural gas (USMs)
may possibly also be used for mass and energy flow rate measurement, partially based on
velocity of sound (VOS) measurement. To establish the accuracy of the VOS measure-
ments given by the USM, and for traceability purposes, an independent and high-accuracy
VOS measurement cell may be used as reference. To include relevant effects of dispersion,
the cell should preferably work in the operational frequency range of USMs, e.g. 100-200

kHz, with natural gas under high pressure.

Three different transient methods are investigated, aiming to realize a VOS measurement
cell, and they are seen to have several common experimental uncertainty sources. In the
present work, a two-distance method is discussed in more detail as an example, and some
results from measurements in an insulated chamber with air at 1 atm and ca. 25 °C are

presented.

The relative expanded measurement uncertainty was estimated according to ISO guide-
lines to 282 ppm (95 % conf. level). One major source of measurement uncertainty was
experienced to be small convection currents in the chamber. Without these, the expanded
uncertainty would have been about 162 ppm. Such convection effects are expected to be

strongly reduced in a properly designed measurement cell.

The VOS measurement results were compared with predictions from a VOS model for
standard air, including dispersion [J. Acoust. Soc. Amer. 93 (5), pp. 2510-2516, 1993],
resulting in a mean deviation of -18 ppm with a two standard deviation spread in the

data of 190 ppm over the temperature range.
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6.1 Introduction

Ultrasonic gas flow meters (USM) are currently employed to measure gas volumetric flow
rate in fiscal gas metering. As the USM gives a measurement of the velocity of sound
(VOS) in addition to the volumetric flow rate, it may offer a potential for gas density and

energy measurement [1].

Recent developments have proposed methods for calculation of the mass and energy con-
tent of the gas from the measured VOS, pressure and temperature [1]. If using the USM as
an energy or mass flow meter, the uncertainty in the VOS output from the USM should be
evaluated against an independent, accurate and documented method. No such reference
method exists today, raising the need for a precision VOS measurement cell for natural

gases.

A feasibility study for realizing such a cell has been carried out [2]. The literature on the
field appears to be extensive, but none of the identified measurement methods could di-
rectly meet the specifications given below. VOS measurement cells with extreme accuracy
are available in the audio frequency range, for which uncertainties down to 1 ppm have
been reported. Less work was however identified at a sufficient accuracy level in the fre-
quency range 100-200 kHz. A more recent literature study was carried out in 2004 [3], still
not revealing any directly applicable cell method. The most promising methods needed

development, or alternatively, a new method should be devised.

Tentative technical cell specifications have been pointed out [2|, and the absolute VOS
measurement uncertainty should not exceed £(0.05 — 0.1) m/s (100 — 200 ppm) at a 95
% confidence level. The operational parameters are those of the USMs, a pressure range
of, say, 0 — 250 barg, a temperature range of 0 — 60 °C, and the frequency range 100 —
200 kHz.

Three transient methods are being investigated [2, 4, 5| as part of the work to realize a



80 Paper A

precision VOS cell. They are seen to have several similarities, as being transit time based,

cancelling out system delay, and the same time detection method may be applied.

One of these methods is presented and used in this paper, as a preliminary method, mainly
due to moving parts which is regarded to be a disadvantage in a practical measurement
cell. However, the method is flexible and well suited for investigating common experi-
mental aspects and uncertainty sources that also are relevant for the two other candidate

methods.

6.2 Theory

6.2.1 The two-distance VOS measurement method

The two-distance VOS measurement method (2DM) is described in e.g. |6, 7], and the
principle is shown in Fig. 6.1. In [7] the method was applied on water, and an experimental

accuracy of about 205 ppm was achieved.

Temperature
probe A I
1 L1 |
< >
:“ﬂi o } ) ) - |
| |
x| --1Tx,! N
1 @ R > ’
]
< = -
I
Temperature
probe B

Figure 6.1: Principle sketch of the two-distance method. Tx; o denotes the transmitted pulse
at respective distance 1 and 2, and Rx; 2 denotes the received pulse at respective
distance 1 and 2.
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The measurement principle is as follows (cf. Fig. 6.1): a pulse (1) is transmitted in
the gas over the distance L;, and the total transit time ¢; is measured. The transducer
separation is changed by AL, and the process is repeated at Ly to obtain the transit time,

ta, from the second pulse (2).

eltr gas eltr
} t T | ! iplane tR |
o Transmi.tting Transmitting Receiving Receivir}g R
electronics transducer transducer electronics
L i=1,2
1

Figure 6.2: A model of the transit time measurement with the two-distance method. Subscript
1 denotes the measurement at respective distances 1 and 2. tflf is the diffraction
time advance due to departure from plane wave propagation.

The model in Fig. 6.2 illustrates the system time delay components, and according to

this, the following expression represents the measurements at distances Ly and Lo

by =t 990 e gl = 1,2, (6.1)

i,plane

where ¢; denotes the total measured transit time and 5" is the time delay in the trans-

gas
i,plane

mitting electronics, cables and transmitting transducer. t = L;/c denotes the plane
wave pulse time-of-flight in the gas, and ¢{”"" accounts for non-ideal effects such as non-
plane wave propagation, i. e. diffraction phase shift, tfif , and other possible contributions.
tl" is the time delay in the receiving transducer, cables and receiving electronics. Note

that the time delays in the transmitting and receiving circuits are assumed to be constant

throughout the measurements at distances L; and L, (i.e. not affected by temperature).

By rewriting (6.1) and subtracting ¢; from ¢ we obtain

to —11 = tgjlpslane - t?jlz)slane + tSOTT - tiOTT’ (62)
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Now, by introducing AL = Ly — Ly, At =ty — 11 and t°"" = t§7" — (", the VOS, ¢, may

be obtained as
AL

= 6.3
¢ At — teorr ( )

6.2.2 A VOS model for standard air

A model for VOS in air given in [8] was chosen for comparison due to its extensive em-
pirical support [9, 10, Table II|. A virial equation of state, including first and second
virial coefficients was used to develop a pressure dependent model for VOS in standard
air. Model input parameters are temperature, pressure, humidity and CO, concentration.
As an example, at standard temperature and pressure (0 °C and 101 325 Pa) the model
predicts a VOS of: ¢y = 331.46 m/s £+ 300 ppm [8] at a 95 % conf. level, where subscript

‘0’ denotes the zero frequency limit.

The following relation was used to account for dispersion in the medium |8, 11|
S — (6.4)

where ¢, is the VOS at a specific frequency and «, and f, are the attenuation coefficient
and relaxation frequency respectively for each relaxation process. The dominating pro-
cesses in air are due to nitrogen and oxygen, hence, the model was confined to accounting
for these. From (6.4), the dispersion, Ac = ¢, — ¢, in the experiments described here was

typically 0.15 m/s (~ 435 ppm), and thus significant.

Although this is a well known dispersion model, little empirical data have been found
that may validate the model in the relevant frequency range [8, 11]. The dispersion
model uncertainty, u(Ac), is thus not determined, but may contribute to the overall
model uncertainty. The uncertainty contribution from this dispersion model is therefore
omitted, hence, the overall model uncertainty is taken to be 300 ppm [8] (95 % conf. level;

see above).
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Table 6.1: Measurement parameters.

Parameters Value
Carrier frequency, fo [kHz] 218
Burst wave form Sine
Peak amplitude [V] 3
Number of periods 50
Burst repetition rate [Hz| 80, 100
Sampling frequency [MHz| 5, 10
Ly, Lo [em] 28, 40

6.3 Experimental

6.3.1 Measurement system

A functional diagram of the experimental setup is outlined in Fig. 6.3, and some relevant
measurement settings are given in Table 6.1. The transducer separation was adjusted

with a linear Faling 53-8116/5 positioning stage with a length resolution of 5 pm.

The temperature was acquired from a probe A (T4), seated just below the acoustic path,
and from probe B (Tp), located right below the chamber ceiling. The calibrated, combined
temperature uncertainty of the ASL F250 thermometer and the probes was 13 mK (95
% conf. level).

6.3.2 Environmental conditions

A stationary, low-noise air environment is crucial to achieve high measurement accuracy,
and such conditions were attempted obtained by using an insulated chamber enclosing
the transducers and positioning system. The walls and ceiling consisted of layered plastic
and expanded polyester, covered with a wool carpet on top. The chamber made a closed
volume with inner dimensions 52 x 60 x 127 cm3, well large enough to avoid interfering

reflections.
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Figure 6.3: Functional diagram of the experimental setup for the 2DM.

Phase shifts detected as rapid changes in the transit times have been observed when either
changes or high values in the temperature difference, AT = |T4 — T| were present.! The
phenomenon is experienced to come from medium convection currents, caused by heating
from the Ealing stage. The problem was also reported in [12]|, where the same positioning
stage was used. To reduce the problem, the stage was insulated and in off-mode until the

positioning took place.

! Typical values of the temperature difference, AT, could be from 30 - 110 mK, with the highest
temperature beneath the chamber cealing (T'5).
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6.3.3 Data acquisition

Relevant measurement settings were acquired just before the data acquisition, whereas the
averaged temperature T, = (T'41 + Tp1)/2 was recorded simultaneously with the acoustic
data acquisition in position one. The transmitter was then moved to position two, imme-

diately followed by a second averaged temperature (T) and data acquisition.

The transit time was determined for twenty signal traces, and then averaged to constitute
a mean transit time. The zero crossing times in the stationary part of the mean transit

time were then averaged to obtain At to be input in (6.3).

The transmitted and received burst pulses were recorded with a GageScope CS1250 (PC-
Oscilloscope), with 12 bits sampling resolution. Presumably due to internal PC noise,
the effective number of sampling bits were less than 12. By inspecting the level of the
short-circuited sampling noise and knowing the range, the effective number of bits could

be estimated to 8.4.

6.3.4 Processing

The transit time was determined by zero crossing time detection, combined with linear
interpolation between the samples around zero to achieve a sufficient time resolution. By
using this method in the stationary part of the burst, the measurand is the phase VOS [13,
p. 220] which is the VOS model output as well.

A statistical software [14] was employed to determine the achieved time resolution as a
function of sampling frequency (fs), number of bits, burst periods and generator frequency
variation. It was found that f; = 5 MHz, 8 bits, 100 zero crossings and a linear frequency
variation of 1 % yielded a standard time uncertainty of 0.14 ns, which is insignificant com-
pared to other quantities. By inspecting the transit time for each zero crossing through
the burst, it was found that sampling frequencies exceeding 5 MHz had no impact on the

span of the transit time variations.
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A threshold was utilized for capturing the burst to determine zero crossings within. Due to
medium absorption and long transducer risetime, the signal onset is typically embedded
in noise. Consequently, the detected zero crossings of burst (1) may not necessarily
correspond to those of burst (2). However, by limiting AL, the shape of burst (1) and (2)
will be very similar, so by scaling the treshold to the burst amplitude, the zero crossings

of the two bursts are likely to correspond.?

6.3.5 Corrections

The only identified contribution to the correction term, ¢°’", in (6.3) was that of a diffrac-
tion correction. Williams’ model [15] for diffraction correction was used to account for
diffraction effects. Model assumptions are that the transmitter oscillates as a plane, cir-
cular piston source with a uniform radius, seated in an infinite rigid baffle. This may be
a somewhat rude approximation, as the transducers used here probably are designed for
fundamental radial mode oscillation [16], and also, the transmitter is not mounted in an

infinite baffle.

According to [17], a disc-shaped transducer element can have an effective radius being
40 % smaller than the physical dimension. The effective source radius, a.rs, was thus
estimated to increase the accuracy of the model input parameters. This was done by
adapting the -3 dB angle, _345, of the piston directivity to the measured directivity, and

solving for the radius, resulting in a.sr = 4.25 mm.

Fig. 6.4 shows the calculated diffraction correction as a function of distance, for the
parameters: VOS 345 m/s, source radius 4.25 mm and frequency 218 kHz. t{°" and t§”""
are marked as a function of the respective distances L; and L. It is seen that for a

pulse travelling a distance like Ly and Lo, the calculated diffraction time shift becomes a

2At the given frequency and VOS, a possible mismatch of one period in At gives a perturbation in
the VOS of about 4 m/s, which deviates a lot from the model value. The model was thus used to identify
erroneous period detection that could arise from the treshold criterion.
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significant portion of one period, nearly —85° in the example here.

Diffraction time shift
0 T T T T 0

Degrees

-1-100

1.4 T ! ! ! !
0 5 10 15 20 25 30 35 40 45

Length [cm]

Figure 6.4: Example of calculated diffraction time shift with Williams’ model for a plane piston
with a VOS of 345 m/s, source radius 4.25 mm and center frequency, fo = 218 kHz.

It is also evident from Fig. 6.4 that the diffraction correction, ", which is the difference
between 5" and t§”"" can be made relatively small [18] by choosing suitable values for

Ly and L,. The value of " was about 28 ns in the present experiments.

6.4 Results

6.4.1 Sound velocity

The measurement results with estimated uncertainty (cf. Sec. 6.4.2), shown as vertical
errorbars, are plotted as a function of temperature in Fig. 6.5, together with the model

predictions. The mean and maximum deviation from the model is -18 ppm and -222 ppm
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respectively, with a two standard deviation spread of 190 ppm (95 % conf. level), over this
temperature range. Hence, the measured VOS values are within the model uncertainty

band.

It is stressed that the model uncertainty band possibly should be expanded due to the
neglected dispersion model uncertainty, cf. Section 6.2.2. Note also that the “bumps”

the model value / uncertainty band are due to varying air humidity.

T
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Figure 6.5: VOS measurement results and model predictions. The vertical and horizontal er-
rorbars illustrate the uncertainty in measured VOS and uncertainty in temperature
respectively.

6.4.2 Measurement uncertainty

The functional relationship in (6.3) states that ¢ = ¢(AL, At, ). Although At and ¢«

are correlated, they were for simplicity assumed to be uncorrelated, which is a worst case



6.4 Results 89

scenario. Hence, the uncertainty contributions u(AL), u(At) and u(t") were combined

in a square-root-sum way [19, Eq. (10)].

Dominating uncertainty contributions in u(AL) were temperature expansion and tracking-
and positioning accuracy of the positioning stage. Due to insufficient knowledge about the
temperature expansion of the positioning stage, and that the measurement temperature
was close to the reference temperature® stated in the FEaling manual, the temperature
expansion effect was treated as an uncertainty contribution rather than being corrected
for. Additional contributions to u(AL) were identified, but found to be of insignificant

importance. u(AL) was estimated to 5 um at a 67 % confidence level.

The two dominating uncertainty components in u(At) were phase shift due to medium
convection currents and non-linearity, with respective uncertainty contributions of about
28 ns and 9 ns (67 % conf. level). The combined uncertainty in u(At) was estimated to
42 ns at a 67 % confidence level. If the convection currents could be avoided, then the
relative, estimated uncertainty in u(At) would presumably be reduced to 37 ppm (67 %

conf. level)

The correction term uncertainty, w(t°""), is difficult to evaluate (cf. Sec. 6.3.5). It is ex-
pected that any departure from the plane piston diffraction model will be approximately
equal for ¢{°" and t5" well into the farfield. As t®™ = t5" — t{”", these deviations

should thus be nearly cancelled out. u(t°") was estimated to 20 ns (67 % conf. level).

The expanded measurement uncertainty was estimated as recommended in [19] to 282

ppm (95 % conf. level). The experimental uncertainty budget is outlined in Table 6.2.

3The temperature for which the performance figures of the positioning stage are stated.
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Table 6.2: Experimental uncertainty budget.

Relative quantity Value [ppm]
w(AL)/AL 43
u(At) /At 121
u(ter) /At 58
Combined uncertainty, u(c)/c 141
Expanded uncertainty, U(c)/c 282

(conf. level 95 %)

6.5 Discussion and conclusions

Table 6.2 shows that the experimental uncertainty is dominated by u(At), for which the
major contributor are medium convection currents. By avoiding the heating from the
positioning stage and having a proper temperature control, the relative uncertainty in
u(At) would presumably be estimated to 37 ppm (67 % conf. level), and the expanded
experimental uncertainty would be about 162 ppm. Obtaining this should be practically

feasible, and note that no moving parts are intended in the planned VOS cell.

The uncertainty contribution from nonlinear effects is also expected to be reduced in a
well designed measurement cell facility. The GageScope used here put some restrictions
on maximum number of signal traces that could be stored for averaging, and in addition,
the measurement facility used here is not optimized for suppressing noise, like a properly
designed measurement cell would. The transducer driving voltage is thus expected to be

reduced in a measurement cell, yielding a linear system operation.

The present work is considered to be preliminary in the sense that it aims to investigate
important aspects and uncertainty sources relevant for the three methods [6, 7, 2, 4].
Particularly the uncertainty in transit time difference is affected e.g. by the time detec-
tion method and system stability, and these parameters are crucial also for the other two

transient methods.
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If both the convection currents and nonlinear effects could be reduced as outlined above,
then the uncertainy in the time detection appears to be the least significant uncertainty
contribution, with a relative, estimated uncertainty of only 14 ppm. This should indicate
a fair potential for using this time detection method in one of the candidate cell methods,

besides that the system stability should be sufficient.

A major challenge with the other two candidate methods is the diffraction correction,
which will be much greater than here, and thus needs to be more carefully modelled
than in the present case. A prototype measurement cell is now being deviced to test the

potential of the two candidate methods on gases like e.g. argon and nitrogen.
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Abstract

It is well known that accurate correction for transducer diffraction effects may be neces-
sary for precise sound velocity measurements. In connection with work on a high-precision
sound velocity cell for natural gas at high pressures, the following questions have been
raised: (a) how accurate is the traditionally used plane piston diffraction correction model
for the different vibration modes of the transducer, and (b) can this plane piston diffraction
correction model be used for the commercial transducer employed in the measurements,
at the operational frequency used in the measurements, 218 kHz, in spite of a possible

non-piston-like vibration pattern of the transducer?

In the present work, these two questions are investigated using a finite element model
(FEM) for diffraction correction of non-uniformly vibrating piezoelectric transducers. Re-
sults using the plane piston diffraction correction model are compared with results using
the FEM diffraction correction model for a tentative construction model of the transduc-

ers.

Measurements and FEM calculations show that,—in spite of the general poor ability of
the plane piston model to describe the transducer, the plane piston diffraction correc-
tion model may still provide a reasonably accurate description for the transducers for the
measurement configuration in question, at the operational frequency and distance used in

the sound velocity measurements, provided an effective piston radius approach is used.

In certain frequency ranges outside the operational frequency band of the transducer,
the results show significant deviations between the FEM and plane piston diffraction
correction models, both with respect to phase and magnitude. Better and more controlled
investigations are feasible and necessary to precisely explain the deviations between the

two diffraction correction models, and relate them to measured effects for real transducers.
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7.1 Introduction

When high accuracy is required in ultrasonic measurement methods, correction for diffrac-
tion effects associated with the ultrasonic transducers may need to be accounted for |1,
2,3,4,5,6,7, 8,10, 11, 12, 13, 14, 15, 16, 17, 18]. Consider a source transducer, and a
receiving transducer located at the sound axis of the source, facing the source. When mea-
suring the sound field as a function of axial distance, and absorption has been corrected
for, a result is obtained which depends on distance. That is, a deviation is obtained both
for the amplitude and phase relative to what one would obtain if the sound field were a
plane wave field. Traditionally, one has tried to describe this effect using the diffraction
correction model proposed by Williams [1] and Khimunin [13, 14], using the model for
a plane circular piston mounted on a flat rigid baffle of infinite extent, vibrating with
uniform velocity normally to the radiating surface [19] (hereafter referred to as “the plane
piston model”). In the diffraction correction model proposed in [1, 13, 14|, which will be
referred to as “the plane piston diffraction correction model”, the sound pressure in the
fluid at the location of the receiver is averaged over a plane surface corresponding to the

receiver front area, A, and denoted (p) 4, cf. Eq. 3.13 below.

This traditional and frequently used approach is—for several reasons—not correct. Firstly,
the sound field from a real transducer is in general not described very accurately by the
sound field given by the plane piston model. This is related to the calculation of the
function (p) ,, that the piston model sound field used as input to (p) , may not be a cor-
rect sound field. Secondly, the interaction with the receiving transducer and the distance
dependency, is not as simple as described in such a model. This is related to the fact that
use of the function (p) , itself, as proposed in [1, 13, 14|, may not be quite correct. The
resulting sound signal is a result of reception over the complete transducer, also at the
sides and possibly the back, and not just at the front face. In the far field such effects
are accounted for by the receiving sensitivity. However, as the receiver is moved into the
near field of the source, and the sound field starts to deviate from a plane wave field, such

effects may change. This is to be accounted for in a correct model for diffraction correc-
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tion. The first of these two items is addressed here. The second item is not discussed

further in the present work.

Classical examples where transducer diffraction effects need to be addressed and cor-
rected for are e.g. precise measurements of the attenuation and sound velocity in fluids
and solids [1, 13, 14], involving the magnitude and phase of the transducer diffraction,
respectively. Other examples include transducer calibrations, ultrasonic custody transfer
metering of gas (volumetric, mass and energy flow rate metering) [20, 21, 22, 23, 24|, and

sound velocity cells for gas characterization |25, 26, 27, 28].

In [26, 27, 28, 29|, a commercial, piezoelectric ultrasonic air transducer has been applied
to evaluate candidate measurement methods for a precision sound velocity cell for natural
gas at elevated pressures. In this work, transducer diffraction effects and high control
with the correction for such effects, appear to be among the most critical factors in order

to realize a high precision measurement cell.

In [26, 27, 28, 29|, transducer diffraction effects were corrected for in a simplified manner,
using the plane piston diffraction correction model [1, 13, 14]. However, the transducer
used in the sound velocity measurements does not necessarily vibrate uniformly as a pis-
ton at all it’s vibration modes, raising the questions (a) how accurate is the plane piston
diffraction correction model for the different vibration modes of the transducer, and (b)
can the plane piston diffraction correction model be used for this transducer at the oper-
ational frequency used in [26, 27, 28, 29|, 218 kHz, in spite of a possible non-piston-like

vibration pattern of the transducer at this frequency?

In the present work, these two questions are investigated using a finite element model
(FEM) for diffraction correction of non-uniformly vibrating piezoelectric transducers pro-
posed and described in [24, 30, 31]. Results using the plane piston diffraction correction

model [13, 14] are compared with results using the FEM diffraction correction model for
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a tentative construction model of the commercial transducer used in [26, 27, 28, 29|.

In this approach, the FEM diffraction correction model proposed in [24, 30, 31] is expected
to provide a more realistic description for the transducer used in [26, 27, 28, 29| than the
plane piston diffraction correction model. To add some confidence to this approach, FEM
simulation results are also compared with measured electrical and acoustical transducer
properties of the transducer, to (a) illustrate that the transducer does not in general
vibrate uniformly as a plane piston, and (b) indicate that the FEM results—although
suffering from unknown constructional details of the transducer—may still provide a rea-

sonable representation of the transducer.

Note that a precise agreement of the FEM and measurement results cannot be expected
(and is not needed), as knowledge of construction details, materials used, material data
and dimensions for the transducer construction in question have been unavailable for the
study. The purpose is thus not to accurately model the actual transducer and its prop-
erties, but to demonstrate that the FEM simulation results agree qualitatively with the
measurement results. That is, to form a basis for using FEM for calculating diffraction
correction for the transducer, as an improvement to investigate the accuracy of using the

simplified plane piston diffraction correction model approach for this transducer.

The influence of some analytical vibrational source profiles on the diffraction correction
was studied in [11]. Tt was found that deviations from the plane piston source profile had
appreciable effect on the diffraction correction, and should be accounted for whenever

high accuracy is required.

A numerical model for diffraction correction was developed in [16], based on a discretiza-
tion of the source and receiver, which were assumed to be two-dimensional circular arrays
that may differ in radius and be non-coaxially aligned. The source may vibrate with a non-

uniform magnitude and phase profile, and the receiver may have a non-uniform magnitude
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and phase sensitivity across the aperture. In addition, the medium may be attenuating.
However, significant idealization lies in the assumption that the transducer pair consists of

two planes, as sound radiation from the sides and rear of the source transducer is omitted.

The FEM diffraction correction model described in [24, 30, 31| has several similarities
with that in [16]: The source may differ in radius from the receiver and have non-uniform
sensitivity across the front face, the medium may be attenuating, and the receiver is a
two-dimensional plane. In addition, the FEM diffraction correction model extends the
model of [16] by fully modelling the source as an axisymmetric piezoelectric transducer,
extended axially as a real transducer. Hence, radiation due to realistic vibrational modes
of a piezoelectric transducer construction is included, as well as radiation contributions

from the sides and back of the source transducer body.

The paper is organized as follows. In Section II, the plane piston and FEM diffraction
correction models are described briefly, with emphasis on the mathematical expressions
used. Finite element modelling of the transducer used in [26, 27, 28, 29| is described in
Section III. The experimental measurements are described in Section IV. Measurement
and simulation results of the transducer properties are given in Section V, followed by a
comparison of the diffraction correction results for FEM and the more traditional plane
piston model in Section VI. Discussion and conclusions are given in Sections VII and VIII,

respectively.

7.2 Diffraction correction

7.2.1 The plane piston diffraction correction model

Consider a sound source in a fluid medium, coaxially aligned to a receiving plane as shown

wt

in Fig. 7.1. Harmonic time variation e¢*" is assumed, and suppressed in the following.

Khimunin [13] defined a diffraction correction function, H% for a simplified case, where
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a uniformly vibrating plane piston radiates sound to a coaxial circular receiver, given as

e = Pla, (7.1)
ppl

where (p) , is the sound pressure in the fluid, averaged over a circular plane corresponding
to the receiver front area A, in absence of the receiver (i.e. the free-field pressure); py
is the plane wave pressure at the center point of the receiver, in absence of the receiver,

having the same particle velocity as the piston source in the plane piston model.

If the source is seated in a plane infinite rigid baffle, vibrates like a plane circular piston
with uniform velocity, and transmits sound to a coaxially aligned circular receiver with

equal diameter, Eq. (7.1) becomes |13, 14, 1]

w/2
HU =1 - / el G eono)” }sm?ede, (7.2)

™ Jo

where 6 is an integration variable, k = 27/ is the loss-free wave number, ) is the acoustic
wavelength, z is the source — receiver distance, and a is the piston source and receiver

radius.

7.2.2 The finite element diffraction correction model

The model description below follows that in [24, 30, 31|, but is briefly repeated here for
completeness. The definition in Eq. (7.1) is still applied, but has now been extended
to include a three-dimensional axisymmetric source transducer with arbitrary vibration
pattern, cf. Fig. 7.1. Thus, source contributions from the entire transducer volume may
contribute to the sound field. (p) , is here the sound pressure in the fluid radiated by this
transducer, averaged over a circular plane corresponding to the receiver front area, A, in

absence of the receiver (i.e. the free-field pressure).

Now, to evaluate H% (Eq. (7.1)), the pressure is averaged over the receiver area A by
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Figure 7.1: Axisymmetric coordinate system for the diffraction correction model used in FEM.
Origin is taken at the center of the source front, and A denotes the area of the
receiver’s front face.

taking |24, 30, 31]
(Pha =5 / p(r, 2)dA, (7.3)
A

where p(r, z) is the free field pressure in the fluid, calculated by FEM, in absence of a

receiving transducer.

The plane wave pressure, p,;, is calculated as follows. In the distant far field it is assumed
that the non-uniformly vibrating source essentially produces a spherical and directive
wave, which is propagated back to the source front using the axial farfield expression for
the plane piston model [19]. An “equivalent uniform piston velocity” is then obtained

from the axial far field pressure, psf, as [24, 30, 31|

2z ?
USq = pff%emsz, (74)
wpcka?,
where v;? is the normal velocity amplitude on the surface of a hypothetical plane pis-
ton source of radius a.,; zfs is the axial far-field distance at which pys is calculated (set
somewhat arbitrarily to 1000 m in the present work), p is the fluid density, ¢ is the sound

velocity, and k is the complex wave number accounting for losses.

The equivalent plane wave sound pressure may then be calculated for the receiver distance
z as [24, 30, 31]
Pyt = pevgle ™, (7.5)



7.3 Finite element modelling 103

Equations (7.3) and (7.5) are then inserted into Eq. (7.1).

7.3 Finite element modelling

7.3.1 The finite element model

The finite element model used here is specially designed for ultrasonic piezoelectric trans-
ducers (FEMP) [32, 33, 34|, and capable of modelling the transducer as an axisymmetric
structure with a piezoelectric disk, front layer, backing layer and housing, surrounded by

a fluid medium or vacuum [33].

The piezoelectric disk and elastic layers are modelled using piezoelectric and elastic finite
elements, respectively, of type 8 node quadratic isoparametric axisymmetric elements |33,
34]. The inner and outer part of the fluid medium is modelled using fluid finite elements,

and 10" order infinite wave envelope elements [33], respectively.

7.3.2 Transducer modelling

The transducer used in [26, 27, 28, 29] and subject to study here is manufactured by Massa
Products Corporation and denoted Massa E-188/220, henceforth abbreviated mas. It is

primarily designed for operation in atmospheric air around 220 kHz [35].

Constructional details, materials and used precise dimensions have unfortunetaly not been
available for the present study. One thus had to rely on a tentative model for the trans-

ducer, shown in Fig. 7.2.

Based on inspection [36], the structure appears to consist of a matching layer in front, ad-
jacent to a piezoelectric disk, with a soft backing layer at the rear, cf. Fig. 7.2b. A metal
housing, reduced in diameter toward the circular front, bounds the structure radially and

at the back.



104 Paper B

In the tentative construction model for the transducer used here, the matching layer was
taken to be silicone rubber, the material of the piezoelectric disk was tentatively taken
to be PZT-5A from Morgan Matroc Ltd. [37], whereas the backing layer was assumed to
consist of two compressed cylinders of light foam rubber. The housing material was taken
to be steel. The dimensions of the piezoelectric disk and matching layer of the transducer
sample measured in [36] were taken as starting points in the present work, but slightly

tuned to match the measured transducer properties.

The following assumptions were made for the transducer model

1. Influence of electrodes and glue can be neglected;

2. the rear seal of the metal housing can be neglected;

3. the ramp-like constriction of the housing toward the front (cf. Fig. 7.1) may be

replaced by a step-like constriction; and

4. non-axisymmetrical modes are of insignificant importance.

Effects of the transducer holder used in the measurements were neglected in the simu-
lations, which may be questioned, since interference with and radiation from the holder

may possibly contribute to the measured sound field.

The material parameters given in Table 7.1 were chosen to provide a reasonable overall
agreement with measurement results for the simulated transducer properties (electrical
and acoustical). The silicone and foam rubber data were chosen in the typical range of
such materials. In Table 7.1, ¢; and ¢, are the compressional and shear wave velocities, and

Q; and @, are the compressional and shear wave quality factors (accounting for losses).
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(b) The subscripts b, d, fr and w refer to backing, disk, front layer
and wall, respectively. The dimensions of the model are as follows:
afr = 5.5 mm, ag = 4.5 mm, t;, = 1.21 mm, {5 = 1.57 mm, ¢, =
9.22 mm, t,,7 = 0.5 mm and ¢, = 0.9 mm.

Figure 7.2: Outline of the FEM transducer model in subplot (a), with dimensions given in

subplot (b).
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Table 7.1: Material parameters used in the transducer model. Material data for PZT-5A [37]
were tentatively used for the piezoelectric disk.

Material e [m/s] | es [m/s] | p [kg/m3] | Q= Qs
Front: silicone rubber 1020 379 950 30
Backing: foam rubber 1000 302 100 5
Housing: steel [19] 6100 3372 7700 100

7.3.3 Numerical considerations

In a convergence test on FEMP [33], it was found that the axial pressure error is mini-
mum at the normalized distance, S,y = rmf)\/az = 0.32 for the present type of infinite

elements. Hence r;,; was set so as to yield S;,; = 0.32.

Another important parameter affecting the numerical accuracy is the number of elements
per shear wavelength, n,. In [38] the far-field axial pressure relative to that of a plane pis-
ton radiator in an infinite rigid baffle was investigated for ka = 30, which seems relevant
for our case, where ka = 18 (218 kHz). A relative numerical error of about 0.2% and 1.5°
was found for the magnitude and phase, respectively, given n, = 5.7, which is the coarsest
resolution used here.! This may give a rough estimate of the numerical uncertainty in the

source sensitivity, Sy, cf. Sec. 7.4.2.

Figure 7.2a indicates that the radial resolution in the infinite elements decreases with
distance. To compensate for this, and maximize the resolution over the receiver area A
(cf. Eq. (7.3) and Fig. 7.1), n, was set to 8 in the radial direction within the transducer

structure [39]. The current mesh resolution was limited by the PC memory.

A simplified convergence test was performed on the diffraction correction results by vary-
ing n, from 4 to 5 for the axial distance 15 cm. For the frequency band 150 — 270 kHz,
the magnitude and phase discrepancies are less than 0.1 dB and 0.5°, respectively, and

beyond this frequency range the similar figures are 0.35 dB and 2.9°, respectively.

!The coarsest part of the mesh had n, = 5 in the axial direction at a frequency of 340 kHz, corre-
sponding to n, ~ 5.7 at the maximum frequency used here, 300 kHz.
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7.4 Experimental

7.4.1 Electrical admittance measurements

Input electrical conductance (G) and susceptance (B) measurements were carried out
for the transducer in atmospheric air at a temperature of about 25 °C, using a Hewlett

Packard /1924 impedance analyzer.

7.4.2 Source sensitivity measurements

The voltage source sensitivity measured here is defined by: Sy = p,—1,n/Vin, where p,_1,,
is the peak pressure measured 1 m axially from the transducer front, and V;, is the peak
input voltage at the source terminals. In the current work, the pressure was measured at
20 cm distance (using a Briiel & Kjer 4138 (1/87) microphone) and extrapolated to 1 m.?
Effects of absorption were removed according to [40]. The experimental setup is shown in
Fig. 7.3, and the temperature and relative humidity of the atmospheric air medium were

typically about 25 °C and 25%, respectively, during the measurements.

Previous Sy measurements have indicated nonlinear effects in the transducer, or air
medium, for transducer drive levels beyond 1 V,,, around the operational frequency of
218 kHz, which limits the allowed drive level. On the other hand, measuring outside the
operational frequency range requires an SNR as high as possible. The nonlinearity effects
are considered acceptable for drive levels below 4 V,,,, (at 218 kHz), so it was decided to
use 30 V,,, for frequencies below 50 kHz; 20 V, for the ranges 50 — 150 kHz and 267 —
300 kHz; and 4 V, for the 151 — 266 kHz range.

Due to unavailable microphone calibration data beyond 200 kHz, the value at 200 kHz
was used also for the 200 — 300 kHz range. Obviously, the measurement uncertainty in

this frequency range is considerable.

2A microphone distance of 20 cm corresponds to the normalized distance S = z\/a3 ~ 11 at the
maximum frequency, 300 kHz.
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Figure 7.3: The experimental setup for the sensitivity and directivity measurements; cotton
was wrapped around the transducer and microphone stage (not shown) to avoid
acoustical air-borne interference. A measurement chamber of plastic served to sup-
press air-flow effects. The instruments are denoted as follows: @ function generator
HP33120A; @ 20 dB custom design amplifier; 3) Briiel & Kjer Measuring ampli-
fier 2610; @ Krohn-Hite BP-filter 3940; (5) oscilloscope GageScope CS1250; and
®) Ealing rotary stage 37-0379.

7.4.3 Directivity measurements

A similar experimental setup as for the Sy measurements was used for the directivity
measurements (cf. Fig. 7.3), including the measurement distance and dynamic drive
level. The temperature and relative humidity of the atmospheric air medium were in the
same range. The source transducer was assumed to point at the 0° direction when its

angular alignment gave maximum received signal level.
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7.5 Transducer property results

In the following, FEM simulated directivity results for some of the transducer vibration
modes are compared with directivity results using the plane piston model, as a basis for
evaluating and discussing the diffraction correction results, cf. Secs. 7.6 and 7.7. The
FEM simulated vibration modes of the transducer are also shown, to indicate to which
degree a close directivity agreement is linked to a close vibration pattern agreement or

not, for the piston model and transducer at hand.

In addition, comparisons are made with the measured directivity and the electrical ad-
mittance and source sensitivity responses of the two mas transducers, to investigate to
which extent the transducer construction under study (cf. Fig. 7.2),—in spite of all the
unknown construction details (cf. Secs. 7.1 and 7.3.2)—may still provide a reasonable

representation of the transducer used in [26, 27, 28, 29].

7.5.1 Measured and simulated electrical admittance

The measured electrical input admittance of two transducer samples named masA and
masB are compared with FEM simulation in Fig. 7.4.

Basically, both measurement and simulation results exhibit a double peak structure. The
simulated peak centered around 225 kHz is in better agreement with measurements than
that centered around 197 kHz, which in the simulations is located about 10 kHz lower than
in the measurements. Moreover, several tiny peaks appear in the simulations as opposed
to the measurements. The discrepancy is expected to be due to the limited knowledge of

the detailed transducer construction and the associated material data.

7.5.2 Measured and simulated source sensitivity

Measured and simulated source sensitivity Sy results are shown for masA and masB in
Fig. 7.5. Note that in the simulations the transducer holder has not been accounted for,

whereas in the measured results effects of the holder may possibly be present.
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Figure 7.4: Measured and simulated electrical conductance and susceptance results, respec-
tively, for masA and masB in atmospheric air.

In the frequency region below 100 kHz, the simulation results exhibit various dips and

peaks that are absent in the measurements. The discrepancies are discussed in Sec. 7.7.

In the frequency region 100 — 190 kHz, a reasonable qualitative correspondence with the
measurements is found; a peak is apparent at about 110 kHz for both measurement and
simulation results, however, it is significantly stronger in the simulations. The FEM re-
sults roughly follow the tendency of the measurements, but the simulated sensitivity is

basically much higher than the measured in the region 140 — 190 kHz.

Around 200 kHz, three peaks are visible in the simulations, in contrast to the measure-
ments, where only one peak appears, situated about 10 kHz higher in frequency. The

lower resonance frequency of these three peaks in the simulations may possibly explain
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Figure 7.5: Measured and simulated source sensitivity magnitude for masA and masB trans-
ducers, in air at 1 atm. and room temperature.

the considerable discrepancy with the measured sensitivity level in the 140 — 190 kHz
range, as the trend of the measurements fits well with the simulations, and the lower

resonance frequency contributes to raise the sensitivity level below the peaks.

For the 210 — 230 kHz range, the simulated peak around 224 kHz is in fair agreement

with the measurement results, both with respect to frequency and level.

7.5.3 Measured and simulated directivity, and simulated vibra-
tion pattern
Due to the difficulties in precise comparison with measurements (cf. Sec. 7.1), the FEM

calculated directivity of each mode was compared to measurements at both the measure-

ment frequency and at adjacent frequencies, to check for possible deviation in frequency
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with respect to at which frequency the mode occurs. The simulated directivity was eval-
uated at z = 1 m, as opposed to the measurement distance of 20 cm. This was however
not found to affect the simulation results significantly. As the masA transducer became
defect during the measurements, it was replaced with another, denoted masC. The plane
piston directivities [19] outlined in this section were calculated using the piezoelectric disk

radius of the transducer model, a; = 4.5 mm (cf. Fig. 7.2b).

FEM simulated vibration patterns of the transducer model are also shown below, as
snapshots taken at maximum outward displacement, exaggerated between 5 - 10* and
40 - 10* times, depending on the mode. Both directivities and vibration patterns are

displayed for some selected frequencies.

Results at 58 kHz

Figure 7.6a shows the vibration pattern, and a piston-like movement is seen for the central
part of the front face (like a “vibrating plateau”). Relatively strong waves are apparent in

the backing layer.

The FEM directivity results shown in Fig. 7.6b are in very good agreement with the
measurements over the central part of the main lobe (£20°), with deteriorating agreement
for increasing opening angles. For the same angular range, there is close correspondence

between the plane piston and FEM directivity.

Results at 81 kHz

Figure 7.7a shows the simulated vibration pattern, and again, a vibrating plateau is ap-

parent, as is also the strong vibrations in the backing layer.

The measured directivity in Fig. 7.7b agrees well with the FEM simulation for angles
within +10°; and in the same angular range, good agreement between FEM and the

plane piston directivity is observed. The agreement is however deteriorating with greater
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Figure 7.6: The vibration (a) and directivity (b) pattern of the transducer at 58 kHz.
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angles.

Results at 99 kHz

Figure 7.8a shows the simulated vibration pattern, and the front face vibrates in a manner
where the central and peripherical regions are in opposite phase, i.e. very unlike a plane

piston source.

At this frequency, there is a distinct dip in the FEM simulated directivity in the 0° di-
rection, cf. Fig. 7.8b, deviating considerably from the measured directivity. Similar (but
weaker) dips appear in the FEM directivity at the frequencies 27, 49, 61 and 74 kHz (not
shown here), corresponding closely to the frequencies associated with the dips in Sy, cf.

Fig. 7.5.

The FEM beam is also very different from the plane piston directivity.

Results at 163 kHz

The simulated vibration pattern, shown in Fig. 7.9a, appears to be highly complex over
the front face. The vibrations in the backing layer are now, presumably due to the reduced

acoustic wavelength, significantly reduced.

The FEM directivity exhibits in this case too narrow a main lobe compared to the mea-
surements; a good correspondence is only found within the angular range +5°. There is
however very good match between the FEM and plane piston directivity over the main
lobe. As for the side lobes of the models: at about 4+25°, the plane piston directivity
exhibits significantly stronger side lobes than FEM, and contrary, around +45° the FEM

side lobe level is appreciably stronger than the plane piston level.
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Figure 7.7: The vibration (a) and directivity (b) pattern of the transducer at 81 kHz.
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Figure 7.8: The vibration (a) and directivity (b) pattern of the transducer at 99 kHz.




7.5 Transducer property results 117
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Figure 7.9: The vibration (a) and directivity (b) pattern of the transducer at 163 kHz.
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Results at 180 kHz

The FEM simulated vibration pattern, shown in Fig. 7.10a, is very complex, possessing

several nodes across the front face.

Regarding the directivity pattern, shown in Fig. 7.10b, a reasonable correspondence is
found between the FEM and measured directivity over a sector of about +40°; however,
outside this range the FEM directivity exhibit rather strong side lobes (around £50°),
which are not present in the measurements. The plane piston directivity deviates signifi-
cantly from that of FEM, as it has a narrower main lobe, and much stronger primary side

lobes.

Results at 198 kHz

Figure 7.11a shows the FEM simulated vibration pattern for the transducer model, and

again, a plateau-like outward displacement is seen for the front face.

Regarding the directivity results shown in Fig. 7.11b, FEM corresponds closely to the
measurements within a beam sector of about +13°. However, the FEM main lobe expands
with increasing opening angle. This may be due to merged main and primary side lobes,
a feature which is not present in neither of the measurements. The FEM side lobe level is
in reasonable agreement with the measurements. The plane piston directivity corresponds
well with the FEM directivity only within, say +5°; elsewhere the plane piston directivity

is significantly more narrow. Also, the side lobe levels are stronger.

Results at 218 kHz

The simulated vibration pattern of the transducer model is shown in Fig. 7.12a, for which

a bowl-like vibration pattern is noted for the front face.

The FEM directivity, cf. Fig. 7.12b, is in quite good agreement with the measurements

over the main lobe, and a reasonably fair agreement is found for the first side lobe.
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Figure 7.10: The vibration (a) and directivity (b) pattern of the transducer at 180 kHz.
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Figure 7.11: The vibration (a) and directivity (b) pattern of the transducer at 198 kHz.
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Also, despite of the considerable disparity in vibration pattern between the front face of
the FEM model (Fig. 7.12a) and that of a plane piston, they match reasonably well with
respect to the central part of the main lobe directivity, say within £5° (cf. Fig. 7.12b).
Outside this range however, the plane piston directivity is significantly more narrow than
FEM, and in addition, the side lobes of the former model are appreciably stronger than

measured.

Results at 300 kHz

The FEM vibration pattern is now highly complex, cf. Fig. 7.13a.

Figure 7.13b shows the directivities at 300 kHz, and clearly there is great discrepancy
between the two transducers in this frequency range. Hence, there is little utility in com-
paring FEM and measured directivity. This indicates that the manufacture spread of the
transducer samples have increased impact on the transducer properties in this frequency

range.

The correspondence between the FEM and plane piston directivity is poor for the entire
beam range, in particular the main lobe of FEM is significantly more narrow than that

of the plane piston model.

7.6 Diffraction correction results

The main objective of the present work, as pointed out in Sec. 7.1, is to investigate
how representative the plane piston diffraction correction model is for the transducer
in question. The present section outlines a comparison of the FEM and plane piston
diffraction correction model results, calculated using the approach described in Secs. 7.2.1

and 7.2.2, respectively.
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Figure 7.12: The vibration (a) and directivity (b) pattern of the transducer at 218 kHz.
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Figure 7.13: The vibration (a) and directivity (b) pattern of the transducer at 300 kHz.
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7.6.1 Diffraction correction versus frequency

Consider the magnitude and phase of the diffraction correction, shown in Figs. 7.14a
and 7.14b, respectively. The plane piston diffraction correction calculations were per-
formed using the effective source transducer radius, a.sr, which has been estimated exper-

imentally [26] to 4.25 mm (evaluated for the present transducer at 218 kHz).

It has been found that in the low frequency limit, say below 10 kHz, both the FEM and
piston directivity tend to be very broad; this leads to a quite close agreement between
the two diffraction correction models, both with respect to magnitude and phase (as the

receiver becomes relatively small).

In the frequency range 10 — 150 kHz, various strong deviations between the two diffraction
correction models are observed, both with respect to magnitude and phase. These are
most distinct at 25, 50, 99 and 115 kHz. The cause of these deviations is discussed in
Sec. 7.7.

In the frequency range 150 — 270 kHz, the two diffraction correction models agree to

within 1.4 dB and 2.8° with respect to magnitude and phase correction, respectively.

In the 270 — 300 kHz range, the discrepancy between the diffraction correction models

increases, cf. Sec. 7.7.

7.6.2 Diffraction correction versus distance

In Fig. 7.15, the FEM and plane piston diffraction correction model results are plotted as a
function of distance, at the operational frequency 218 kHz, given the radius a.sr. Attention
is paid to the distance 15 cm, which is considered relevant for the precision sound velocity
cell for gas [26, 27, 28, 29|, and which—at least in the context of diffraction correction—is
located in the transition zone between the near field and the far field.

Both for the magnitude and phase of the diffraction correction, a significant deviation
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Figure 7.14: Magnitude (a) and phase (b) of the diffraction correction as a function of frequency
for a sound velocity of 340 m/s and receiver distance of 15 cm. The plane piston
radius is 4.25 mm.

between the FEM and plane piston models is observed in the near field, say for z < 3 cm,

or S < 2.6. This issue is addressed in Sec. 7.7.

In the transition zone between the near field and the far field, the two diffraction correc-
tion models are in close agreement, both with respect to magnitude and phase. At the
distance of particular interest, z = 15 cm, agreement to within 0.1 dB and 0.13° is found

for the magnitude and phase of the correction, respectively.
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Figure 7.15: Magnitude (a) and phase (b) of the diffraction correction as a function of loga-
rithmic distance. The sound velocity is 340 m/s, the frequency is 218 kHz, and
the plane piston radius is 4.25 mm.

At very long ranges, i.e. in the far field, the agreement between the two diffraction
correction models is of course close, as they have actually been matched in the far field,

at the distance zz = 1000 m.

7.7 Discussion

In spite of difficulties in relation to precise comparisons with measurements, cf. Sec-
tion 7.1, the qualitative FEM description of the transducer has proved to be useful for

evaluating the plane piston diffraction correction model used in |26, 27, 28, 29| for the



7.7 Discussion 127

transducer analyzed here. This is so especially in the vicinity of the frequency at which

the transducer is operated, 218 kHz.

In a frequency band around 218 kHz, say 150 to 270 kHz, a reasonably good agreement has
been found between the FEM and plane piston diffraction correction model results, when
using the effective source transducer radius, acss. In this range the deviations are within
1.4 dB and 2.8° for the magnitude and phase of the diffraction correction, respectively, at
an axial source-receiver distance of 15 cm (cf. Fig. 7.14). At 218 kHz, the deviations are

respectively 0.1 dB and 0.13° at the same distance of 15 cm (cf. Fig. 7.15).

Such relatively good agreement for the diffraction correction is found in spite of the non-
piston-like vibration pattern of the transducer at these frequencies, cf. Figs. 7.9a — 7.12a.
This agreement is ascribed to a relatively good match between the FEM and plane piston
model directivities over the central part of the main lobe, cf. Figs. 7.9b — 7.12b. At a
distance of 15 cm, in the transition zone between the near and far fields, the receiver
is relatively small compared to the beam. That is, a total beam angle of only 3.4° is

sufficient to cover the receiver, which represents a relatively small portion of the main

lobes shown in Figs. 7.9b — 7.12b.

With respect to the side lobes, a poorer agreement between the FEM and the plane pis-
ton model is found. However, at the distance 15 cm, this is not expected to influence the
diffraction correction results significantly for the ka numbers in question here, since in

this region, the receiving transducer aperture is essentially covered by the main lobe.

In the near field, the deviations between the FEM and plane piston diffraction correction
model results are larger, which may probably be ascribed to larger influence from the

non-piston-like vibration pattern of the transducer at close ranges.

A reasonable quantitative agreement between the FEM calculated and the measured main
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lobes at the frequencies 163, 180, 198 and 218 kHz (Figs. 7.9b — 7.12b), in addition to
a reasonable qualitative agreement for the FEM calculated and the measured voltage
source sensitivity in this range (Fig. 7.5), indicate that the FEM approach, using a ten-
tative model for the transducer construction, provides a reasonable description of the
transducer in a band around the operating frequency, 218 kHz. It is expected that by
improved knowledge on the transducer construction details and the materials and mate-
rial data involved, a significantly better qua ntitative agreement with the measurements

could be achieved.

Thus, the results indicate that,—in spite of the fact that the transducer’s vibration pat-
tern at and around the operating frequency 218 kHz is relatively different from that of a
uniformly vibrating piston, the plane piston diffraction correction model may be a rele-
vant and useful model at and in a band around this frequency, 218 kHz, for the receiver

in the transition zone between the near field and far field.

The present findings thus support the approach used in [26, 27, 28, 29|, where the plane
piston diffraction correction model has been used at the operating frequency of the trans-

ducer, 218 kHz, at a source-receiver distance of 15 cm.

Outside the frequency range 150 — 270 kHz, the situation is somewhat different. Basi-
cally, the trends of the diffraction correction models are in qualitative, but not quantitative

agreement, cf. Fig. 7.14.

Several dips are apparent in the FEM diffraction correction magnitude results at partic-
ular frequencies, especially in the 0 — 150 kHz range. The phase of the FEM diffraction
correction “oscillates” around the corresponding plane piston model results, with signifi-
cant deviations at some frequencies. Inspection of the source sensitivity (Fig. 7.5) reveals
distinct dips e.g. at the frequencies 49, 74 and 99 kHz, corresponding to dips in the
directivity in the axial direction (not shown here for 49 kHz and 74 kHz). Accordingly,
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the FEM diffraction correction model exhibits strong deviations from the plane piston

diffraction correction model at these frequencies.

Strong peaks appear in the FEM simulated source sensitivity e.g. at the frequencies 69,
95 and 110 kHz. However, these do not affect the diffraction correction equally much

(Fig. 7.14) as the dips mentioned above (at e.g. 49, 74 and 99 kHz).

At 300 kHz, a considerable deviation is found for the phase of the diffraction correction,

but not for the magnitude, cf. Fig. 7.14.

Understanding the causes of the deviations between the FEM and plane piston diffrac-
tion correction models outside the 150 — 270 kHz band is of course an important issue
in itself, for the general understanding of diffraction correction. It is expected that at
least large parts of the deviations can be explained by the different directivities predicted
by the two models, for the various transducer modes in question, cf. e.g. Fig. 7.8. For
example, in Fig. 7.14 significant deviation between the two diffraction correction models
is observed at 99 kHz, both for the magnitude and phase. Figure 7.8b shows a significant
axial dip in the FEM calculated directivity at the same frequency, and that the calculated
source sensitivity dip observed in Fig. 7.5 at this frequency is actually caused by the axial
dip in the directivity. For a receiver in the far field (very long ranges), the receiver will
appear as a point on the axis, in the bottom of the dip, and the sound pressure will be
practically constant over the receiver. At such ranges there is perfect agreement between
the two diffraction correction models, as they are actually matched in the far field, at
zf = 1000 m. However, as the receiver is moved to shorter ranges, into the transition
zone, the receiver will gradually cover more of the dip, and the sound pressure will vary
more rapidly across the receiver aperture. That is, one begins to see near field effects
even at relatively large distances, and such effects seem to cause the deviation between
the two diffraction correction models. However, the precise reasons for the deviations

in the various frequency ranges have not been sufficiently revealed, and further work is
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needed to explain these effects more thoroughly, and relate the m to measured effects for

a real transducer.

It should be noted that at very long ranges, such as approaching z = 1000 m, the “anoma-
lies” observed in the FEM diffraction correction (Fig. 7.14) disappear; this follows from the
approach described in Sec. 7.2.2, that the two diffraction correction models are matched

to coincide in the far field, at zy = 1000 m.

There is an unresolved question related to this analysis, namely that a dip such as e.g.
at 99 kHz in the FEM calculations (the axial dip in the directivity, causing the source
sensitivity dip) has not been found in the measurement results, cf. Figs. 7.5 and 7.8b.
There is the possibility that such a dip actually may have been smeared out by the micro-
phone measurements, due to the finite aperture of the 1/8” microphone. Also effects of
the transducer holder, which have been neglected in the simulations, may possibly have

contributed to smear out such a dip. This question is here left to future investigations.

As pointed out in Sec. 7.1, it is also important to be aware that although the FEM
diffraction correction model used here [24, 30, 31] is considered to represent a significant
improvement relative to the more traditional descriptions of diffraction correction, with
respect to the description and effects of the transmitting transducer, it still represents a
simplification, building on Khimunin’s [13, 14] definition of the diffraction correction at

the receiving side, cf. Sec. 7.1.

7.8 Conclusions

Diffraction correction has been investigated for a commercial transducer being used ini-
tially in [26, 27, 28, 29| as part of development of a sound velocity cell for gas. In this
work, transducer diffraction effects and accurate correction for such effects appear to be

among the most critical factors in order to realize a high precision measurement cell.
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Through comparison with electrical and acoustical measurements, the FEM approach—
although suffering from unknown constructional details of the transducer, and thus repre-
senting a tentative construction model only—is found to provide a reasonable qualitative
representation of the transducer. That is, the FEM diffraction correction model proposed
in [24, 30, 31] is considered to provide a more realistic description of the transducer used

in [26, 27, 28, 29| than the plane piston diffraction correction model.

Measurements and FEM calculations show that the transducer under investigation does
not in general vibrate and radiate as a plane piston. However, at the operational frequency
of the transducer, 218 kHz, and at a distance of 15 cm, a relatively good agreement has
been achieved between the piston model directivity and the FEM directivity at the central
part of the main lobe by using an effective radius for the piston model, in spite of the non-
piston-like vibration pattern of the transducer at this frequency. Also, the plane piston
diffraction correction model agrees quite well with the FEM diffraction correction model
at this frequency by using the effective piston radius. These results indicate that,—in
spite of the general poor ability of the plane piston model to describe the transducer,
the plane piston diffraction correction model used in the sound velocity measurements
described in [26, 27, 28, 29] may still provide a reasonably accurate description for the
transducer in question, at the operational frequency and distance used in the sound ve-

locity measurements, when the effective piston radius approach is used.

Outside the operational frequency band of the transducer, there are several relatively
large deviations between the FEM and plane piston diffraction correction models. For
transducer vibration modes possessing more complicated vibration patterns and direc-
tivities, better and more controlled investigations are feasible and necessary to precisely
explain the deviations between the two diffraction correction models, and relate them to

measured effects for real transducers.
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Abstract

A precision sound velocity measurement cell for natural gas under pressure from 0 — 250
bar, working in the frequency range of 100 — 200 kHz, with a target experimental un-
certainty of 100 — 200 ppm is under development. As part of this work, three transient
methods are investigated [Proc. 2005 IEEE Ultrasonics Symposium, pp. 1443-1447,
2005|, and they are seen to have several common sources of experimental uncertainty.
The present paper proposes a two-way pulse echo candidate method for the sound veloc-
ity cell, reporting sound velocity measurement results obtained in a prototype cell, using

air at about 1 atm and 27 °C as test gas.

The results are compared with predictions from a sound velocity model for air (including
dispersion) [J. Acoust. Soc. Amer. 93 (5), pp. 2510-2516, 1993], and they indicate
that the method may have potential to perform in line with the target specifications of
the sound velocity cell. Use of a temperature regulated bath is expected to significantly
reduce the temperature induced convection flows that presently limit the experimental

accuracy, and that the measurement uncertainty may be reduced accordingly.
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8.1 Introduction

Multipath ultrasonic transit time flow meters (USMs) are today commonly used in for
example industrial applications like volumetric fiscal flow metering of natural gas [1, 2]|.
In such metering, gas is typically sold on basis of mass or energy, thus in addition to the
volumetric flow rate, the density or calorific value is needed. These quantities may be

measured by means of densitometers and gas chromatographs (GCs) [1].

In [1, 2|, an alternative method for calculating density and calorific value from the sound
velocity, temperature and pressure is proposed and used. Thus, as the USM measures the
sound velocity in addition to the volumetric flow rate, it has a potential of being a mass
or energy flow rate meter, given that the accuracy of the sound velocity measurement is

within certain specifications [3].

To provide a reference value for the sound velocity measured by the USM, a precision
sound velocity cell would be desirable, working primarily with natural gas under the same
conditions as the USM [4]. These have been tentatively pointed out [4] for pressure, tem-
perature and frequency as: 0 — 250 barg, 0 — 60 °C and 100 — 200 kHz, respectively. The
uncertainty of the sound velocity measurements should be within +(0.05 — 0.1) m/s, or

+(100 — 200) ppm [4], and the cell should preferably not involve moving parts [4].

A feasibility study on realizing such a cell was executed in 1998 [4], featuring a review of
existing measurement methods, which were evaluated with respect to meet the given cell
specifications. No method was identified that could fulfill every cell specification. Nor

was this the case in a follow-up literature survey [5].

Outstanding measurement accuracy has been demonstrated using spherical resonator
methods [6], however, operating in the audio frequency range. They may thus not account
for dispersion effects which may be relevant in the 100 — 200 kHz range. Frequency scal-

ing was considered [4], however, it seemed not feasible to maintain sufficient experimental
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accuracy. Transient methods have been used at elevated pressures up to 20000 bar [7],
and operated typically in the MHz range, generally performing with significantly poorer

accuracy than required, though.

Three transient methods have been investigated, aiming to realize the sound velocity
cell [5, 8,9, 10, 11], of which two are considered as promising candidates: 1) a three-way
pulse method, proposed in [4] and realized and tested experimentally in [10], and 2) the
two-way pulse echo method (2PEM) currently described and tested experimentally.

The 2PEM is based on a transient method described in a patent article [12], intended
to be used for sound velocity measurements on gas, liquid or solid. A similar method,
intended for measuring e.g. acoustic impedance and density has been identified in [13].
The method in [12], which—to the author’s knowledge—merely has been described the-
oretically, has here been modified by among others including correction terms such as
diffraction correction. Moreover, the method has here been realized experimentally in a
prototype sound velocity cell, reporting measurement results for atmospheric air at about

27 °C and a relative humidity of about 30%.

8.2 Theory

8.2.1 The two-way pulse echo method

A transient pulse echo method for sound velocity measurements was suggested in [12], in
which two acoustic transducers both act as transmitter and receiver, and are separated
from the medium by buffer rods. The present paper describes a modified version of the
method in [12], in the sense that the buffer rods have been removed, besides that correction
terms, such as diffraction and thermal and viscous boundary layer correction have been
introduced. The present measurement principle, shown in Fig. 8.1, is explained in the

following.
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Measurement principle
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Figure 8.1: The measurement principle of the two-way pulse echo method.

Now pulse (D) is transmitted from acoustic transducer A (TrA) across the axial transducer
separation L, partly propagating into the opposite transducer B (TrB), and the associated
pulse transit time, ¢, is measured. Pulse (D) is partly reflected at TrB, giving rise to echo

2 which is received at TrA, so that the associated transit time, t5, can be measured.

The process is repeated from the opposite side at the subsequent trigging event, using
TrB as transmitter, so as to obtain transit times t3 and ¢, from pulse 3) and echo (@),

respectively.

Measurement model

To facilitate the measurement sequence described above, the measurement system shown
in Fig. 8.4 was used. It is here somewhat simplified, based on the approach in [12], to
model and account for the system time delays, cf. Fig. 8.2. The measurement system is
assumed to be stationary throughout the measurement.

Now, from Figs. 8.1 and 8.2, the measured transit times, ¢; to t4, can be written as

tr =t +tgp A+ 10 A s Y T

gen

(8.1)
U+ EE  tso 1
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Figure 8.2: Functional diagram of the measurement system.
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in which the notation is defined in Table 8.1. Now, by taking t, — t; + t4 — t3, we obtain
to—t1 + by —t3 = 3" — 1% + 1% — 3

(8.5)
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and from Fig. 8.1 we note that in a stationary fluid, 3*° = t{"* = 2L /c, and t{** = t{"° = L/c.

By inserting these relations, we obtain the sound velocity c as

2L (8 6)
c= ———— .
At _ tcorr’
where
At =ty —ty + tg — t3, (8.7)
and
tCOTT E thT’T’ _ tiOTT + tZOTT _ tgoTT. (88)

To account for thermal expansion in the measurement unit (cf. Sec. 8.3.1), L = Kz Ly
is introduced, where K is the thermal expansion coefficient, and Lg is the reference
transducer separation, measured at the reference temperature Ty. The quantity Kr was
modelled by a linear relationship, K7 = 1 + a(T — Ty), where o« = 11.1 - 107¢ K~ is
the thermal expansion coefficient for the material of the measurement unit, steel AISI

816 [14], and T is the measurement temperature in Kelvin, cf. Sec. 8.3.1.

Pressure expansion/contraction [4] of the measurement unit is not considered to be rele-

vant here, as the measurements were carried out in atmospheric air. Hence we have

2K Lo
_ _“frho 8.9
¢ i!t tCOT’T‘ ( )

The measurement of Ly and At are described in Secs. 8.3.2 and 8.3.3, respectively, and the
modelling of the correction term t“’" is described in Sec. 8.2.2. A major advantage with
the current method is the canceling of the delay times of the transmitting and receiving

electronics and transducers, which also should hold for different transducers.

8.2.2 Correction terms

The identified effects to be corrected in the 2PEM are: phase shift due to transducer

diffraction, phase shift due to thermal and viscous boundary layers upon reflection from
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Table 8.1: Explanation of the notation in Egs. (8.1)—(8.4). Superscript j = {TrA, TrB} denotes
that transducer A and B are terminations, respectively.

J
tgen
tTin rec
CA > "CA
fTrE? rec
CB» “CB

tsa, tsm, tsc, tsp

Tx Tx
tTn47tT%B

gas

ti

corr

ti

Rx Rx
tTrAJtT%B
H

rec

Voltage — voltage generator travel time

Voltage — voltage travel time of cable A with
TrA and the receiving electronics as termi-
nations, respectively

Voltage — voltage travel time of cable B with
TrB and the receiving electronics as termina-
tions, respectively

Voltage — voltage travel times of switches A,
B, C and D, respectively

Voltage — plane wave pressure travel time
for TrA and TrB when transmitting, respec-
tively

Plane wave pressure travel time in the gas
for respective signal ¢+ = 1,...,4, in absence
of the receiving transducer

Correction terms for respective signal ¢ =
1,...,4. Cf. Sec. 8.2.2

Plane wave pressure — voltage travel time for
TrA and TrB when receiving, respectively

Voltage — voltage travel time in the receiving
electronics

the transducer front, and phase shift due to interference with echoes from the transducer

interior upon reflection from the transducer front. However, the findings in [11]| suggest

that effects of interference with echoes from the transducer interior be included in the

experimental uncertainty budget rather than as a correction term, cf. Sec. 8.4.2. This

was thus done.

Let the terms on the righthand side of Eq. (8.8) be given as

e =l =14,

(8.10)

where % and ¢! are associated with diffraction correction and thermal and viscous
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boundary layers, respectively. However, as thermal and viscous boundary layer effects
are associated with reflection at the transducer front, we put ¢!¥ = t{ = 0. Furthermore,
it has been found [15] that the Massa E-188/220 air transducers used here [16], henceforth

abbreviated mas, produce quite similar beam patterns. Hence it is assumed that tdlf = tdlf

and 37 = 3

The plane piston diffraction correction model

To account for transducer diffraction effects, the model which may be referred to as the
plane piston diffraction correction model [17, 18, 19] has been used. It represents and
accounts for diffraction effects caused by a plane circular piston of radius a, seated in
an infinite rigid planar baffle and vibrating with uniform velocity. The source transmits
sound waves to a coaxial circular receiver of equal diameter (in absence of the receiver),

having uniform sensitivity across the aperture.

To determine how adequately the plane piston model can describe transducer diffraction
effects caused by the mas transducer, an investigation was carried out by use of a finite
element model (FEM) for diffraction correction [15, 20, 21|. It was indicated that the
plane piston diffraction correction model may be used with little error at the operating
frequency, fo = 218kHz, in atmospheric air at room temperature, and with a receiver

distance of less than 1 m.

A diffraction correction function H% is given by [17, 18, 19]

w/2
HY =1 - / '“{ (o)’ ]sinzédﬁ, (8.11)

™ Jo

where 6 is an integration variable, k = 27/ is the loss-free wave number, A = ¢/ f; is the

acoustic wavelength, z is the source-receiver distance, and wy = 27 f; is the angular burst
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center frequency. Now, the diffraction time correction is given by
4 = LH Jw,. (8.12)

Due to assumptions made in the next section, tcfif will in fact be canceled in the present

work. Yet tgif is to be evaluated.

Diffraction correction for pulse echo operation

The plane piston diffraction correction model is primarily intended for direct wave trans-
mission, such as for pulse ) (and @3)), cf. Fig. 8.1. To evaluate diffraction correction for

an echo like @ (and @), consider the following approach.

If the reflecting front face of the transducer is small compared to the incoming beam,
so that the incident sound wave may be assumed to have uniform phase and amplitude
across the reflector, it may be reasonable to treat the reflector as a new plane piston
source, having uniform vibration across the front face [22, p. 91]. The mas transducer
has a total beam angle 20_335 = 10°, insonifying a circle of diameter approximately 26
mm at z = L = 151 mm, presumably exceeding the transducer front face diameter of 12

mm sufficiently to comply with the given premise.

It is consequently possible to decompose the diffraction correction for echo @), tgif , in two
parts; one due to reflection at the opposite transducer TrB, and another due to reception
at TrA, and apply the plane piston diffraction correction for each of them. We hence
define

t57 = 4P 4 ydife, (8.13)

where superscripts p and e denote diffraction correction due to pulse and echo propaga-

tion, respectively.

Here, t%? is calculated using Eqs. (8.11) and (8.12), replacing a with the effective radi-
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ating radius of the transducer [5], a,y = 4.25 mm. It is thus assumed that the radius
of the reflecting transducer front face, ay,, is aefs instead of af, = 6 mm, which actually
leads to t4r = 1§ The term t%¢ is also calculated by use of Egs. (8.11) and (8.12),
now input with the radius of the reflecting transducer front face, a,. Hence, the receiver

is also assumed to have the radius ay, rather than e.g. an effective receiving radius.

Thermal and viscous boundary layers

Due to the incidence of 2) and (@ upon reflection at the transducer front, thermal and
viscous boundary layers are generated in a thin fluid layer adjacent to the transducer

front [23, 24|, which to some extent shifts @) and @ in phase (and magnitude).

In our case, we shall assume that the sound wave is plane and falls perpendicularly into
the transducer front. This enables that a complex reflection coefficient, given as the ratio
of reflected and incident pressure, may be calculated to account for the phase shift caused
by the boundary layers. The theory given in [23, p. 529] was utilized for atmospheric dry
air at 27 °C, which is roughly the measurement temperature. A phase correction of about
0.009 rad was obtained for fy = 218 kHz, corresponding to t& = ¢}¥ = 6.5 ns, i.e. about

8 ppm relative to At. It is thus assumed that 5 = ¢

Assembly of the correction terms

By combining Eqgs. (8.8) and (8.10) and using the assumptions above, we have
teor = o(t3¥ — ¢ 44ty (8.14)

Tnsertion of t47 yields

georr — Q(tdif,p + tdif,e _ t?Zf + tév) (815)

But recognizing that t%* is calculated using the plane piston diffraction correction model

above input with a. as radius, just like t‘fif (and all the other parameters are equal),
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Eq. (8.15) turns into
georr — Q(tdif,e + ttzv) (816)

The value of t“" used in the present work is about -1606 ns, i.e. -1855 ppm relative to

At, in which t¥ relative to t%/¢ is only about 0.4%.

8.2.3 A sound velocity model for humid air

A sound velocity model for standard air [25] around atmospheric pressure was used for
comparison, for which the input parameters are temperature, pressure, relative humidity
and CO, concentration. It was chosen due to its realistic foundation, accounting for non-
ideal gas effects by a truncated virial equation of state, but also because of its extensive

empirical support |26, Table IIJ.

In this work, the COy concentration of outdoor air is used, 382 ppm [27], a value which
may be somewhat low for indoor air. To indicate the significance of this simplification, an
increase in the COy concentration of, say 200 ppm, would decrease the predicted ¢ with

about 50 ppm.

The following relation was utilized to account for dispersion in the air medium [25, 28|

1 1 QN QO
— 8.17
Co c 27 fon * 27Tfr0’ ( )

where ¢ is the sound phase velocity at 218 kHz, ¢y is the sound velocity in the zero
frequency limit, o,y and a,o are the plane-wave sound attenuation coefficients due to
vibrational relaxation of nitrogen and oxygen, respectively, and f,y and f,.o are the re-

laxation frequencies for nitrogen and oxygen, respectively.

The dispersion, ¢ — ¢y, was in the current experiments typically calculated to about 0.15
m/s, or ~ 435 ppm relative to ¢. Due to lacking knowledge about the uncertainty of the

dispersion model at 218 kHz, it was not accounted for here. The overall model uncertainty



8.3 Experimental 151

is thus taken to be that exclusive dispersion correction, £300 ppm (confidence level not

specified) [25].

8.3 Experimental

8.3.1 Experimental setup
The sound velocity cell

As a step towards the precision sound velocity measurement cell, a prototype apparatus
for low pressure (< 13 bara) has been devised, cf. Fig. 8.3. The cell has also been used
with a different measurement method described elsewhere [10], using a slightly different
measurement system. Note that Measurement unit denotes the core of the measurement
cell, comprising among others parts 1, 2, 3 and 11, enabling a well defined transducer

alignment.

Initially, using different materials for different parts of the cell was considered in order
to reduce thermal expansion and acoustical cross-talk. However, this would probably de-
grade the angular alignment of the transducers and increase the uncertainty in the thermal
expansion coefficient K7, and was thus not done. The prototype measurement cell was
fabricated in steel AISI 316, and the cell design has evolved from considerations described
in Sec. 8.3.4 and [4]. The dimensional rationale is given in [11], and the dimensions are
as follows (cf. Fig. 8.3): Lo = 151 mm, Ly, = 49.7 mm and 7, is, as the measurement
unit is placed off the axis, in the range 101.5 to 109.5 mm. The reason for placing the
measurement unit non-concentric with the cell walls was to minimize possible coherent

echoes from the cell walls.

The ultrasonic transducers 1 and holders 2 are described in Sec. 8.3.1. The spacer rods 3
are designed as slim as possible (with diameter 8 mm) and grooved, with depth 0.5 mm

and pitch 1 mm, to reduce possible reflections.
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Figure 8.3: Cut-through design sketch of the prototype sound velocity measurement cell. The
parts are labeled as follows. 1 ultrasonic transducers; 2 transducer holders; 3
transducer spacer rods; 4 Pt-100 thermocouples; 5 parallelity adjustment screws;
6 cable feedthrough connector; 7 humidity sensor; 8 safety valve; 9 gas inlet ports;
10 gas outlet ports; 11 end faces, and 12 cell wall. Note that the wall was covered
with a rugged, soft clothing (not shown) to spread and absorb possible wall echoes.
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The Pt-100 thermocouples 4, denoted by A and B, are mounted diagonally and symmet-
rically about 36 mm from the axis, so that the measurement temperature can be taken
as the mean value of probe A and B, namely T = (T4 + Tp)/2. Let the temperature
difference be defined by AT =T, — Tg.

The parallelity adjustment screws 5 enable angular adjustment of the upper transducer;
the cable feedthrough connector 6 leads the electrical signals through the cell top lid; the
humidity sensor 7 gives a measurement of the relative humidity. Three gas inlet 9 and
outlet 10 ports, placed diametrically opposite to eachother, are distributed along the wall

to yield homogeneous flushing and prevent gas trapping in inaccessible cavities of the cell.

Ultrasonic transducers and holders

The mas transducer [29, 15] was primarily chosen due to its narrow total beam angle
of 10° (-3 dB), which is advantageous to minimize diffraction correction. Also, it has a
relatively broad bandwidth of 25 kHz, which is advantageous to minimize the transient
regime of the burst pulse. The sound field produced and further details on the transducer
may be found in [15]. The effective source radius a.;; was estimated [5] to 4.25 mm at

the operating frequency, 218 kHz, and the outer front face radius ag, is 6 mm [15].

The transducer holders 2 (cf. Fig. 8.3) were, to reduce their influence upon reflection,
designed so as to minimize the surrounding transducer area. A conical design was chosen,
yielding a ring of width 0.3 mm around the transducer front face. There is a circular gap
of width 1 mm between the transducer front and holder, which was filled with cotton to

dampen possible echoes from this gap.

Of reasons given in Sec. 8.3.4, the transducer was suspended in the holder by one o-ring,
which is unfortunate with respect to angular alignment. To optimize the alignment, the

transducer was immersed into the holder by pushing it backwards through the o-ring with
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a plane object, until the object was obstructed by the front of the holder. To prevent
that the o-ring, which is quite resilient, recoiled the transducer out of position, the o-ring
was lubricated with grease. The skewness of the transducer fronts are estimated to be no

worse than /10, which is assumed to give negligible error in At.

Another issue with the present transducer was its rather soft front layer, which is some-
what unfortunate with respect to planarity, and compression upon measurement using

the micrometer, cf. Sec. 8.3.2.

Measurement system

A functional diagram of the measurement system, whose model was outlined in Fig. 8.2,

is shown in Fig. 8.4. The components of the system are briefly described below.

@ > >< > : " Monitoring/

Signal gen. Switch Amplifier Data acquisition
[y W

TrA| | TrB A

e

"Black box"
Sound T Atmospheric air
velocity
cell

Expanded
/ polyester

Figure 8.4: Functional diagram of the measurement system.

The signal generator was of type HP33120A, set with a burst carrier frequency of 218 kHz,

35 burst periods and repetition rate 30 Hz. The switch circuit was custom design [11],
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based on analog swiches of type Analog Devices ADG453, providing swiching times be-
low 70 ns, and on-resistance below 4 ). The amplifier of type Briel € Kjer Measuring
Amplifier 2610 was set with 20 dB input gain, whereas the bandpass (BP) filter, denoted
Krohn-Hite 3940, was set in Butterworth mode with 20 dB gain and lower and upper cut-
off frequencies of 80 and 330 kHz, respectively. Data acquisition was carried out using
a GageScope CS1250 PC-oscilloscope, with an estimated effective bit resolution of 8.4,!
and a sampling frequency of 10 MHz.

The component marked ‘P’ represents the atmospheric pressure measurement, performed
with a Briel €& Kjer UZ0003 barometer, with an estimated measurement uncertainty
of 600 Pa (95% conf. level). The component marked ‘T’ represents the temperature
measurement (cf. Sec. 8.3.1) performed by thermocouples A and B connected to a pre-
cision thermometer, ASL F250. The combined measurement uncertainty of the probes
and instrument is 13 mK (95% conf. level). The component marked ‘RH’ represents
the relative humidity instrument, Vaisala HMTS30 humidity transmitter, with a stated

measurement uncertainty of 1.25% (around 27 °C; confidence level not specified).

8.3.2 Measurement procedure

The sound velocity measurements were carried out over several days using air at approx-
imately 1010 mbar, with a temperature and relative humidity of about 27 °C and 30%,
respectively. To evaluate the repeatability, measurement series comprising of 5 measure-
ment points were carried out during time spans over which the temperature T was stable

to within 14 mK.

The transducer separation Lo (cf. Eq. (8.9) and Fig. 8.3) was obtained from the av-
erage value of 5 measurements of the transducer separation, taken at the center of the
transducer fronts, using a micrometer screw. To avoid compression of the rather soft

transducer fronts due to weight load of the micrometer, the measurement unit was lying

Ithe nominal vertical bit resolution was stated to be 12.
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horizontally while measuring. The value of Ly was (150.786 4+ 0.01) mm at the reference
temperature Ty = 297.45 K. The uncertainty in Lg, 10 um (95% conf. level), was obtained
by incoherent combination of the two standard deviation of the measurement series with

the measurement uncertainty of the micrometer screw, 8.2 pm.

The measurement of At and modelling of t“"" (cf. Eq. (8.9)) are described in Secs. 8.3.3
and 8.2.2, respectively.

8.3.3 Signal processing and time detection

Two representative measurement signals, coherently averaged from 15 burst pulses each,
are shown in Fig. 8.5.

Referring to Fig. 8.5, the rectangular time windows indicate the region in which zero
crossing transit times are calculated. The time windows are automatically detected using
a treshold proportional to the maximum of the burst pulses.? The zero crossings are

determined using linear interpolation between the samples points around zero.

Now, by subtracting the zero crossing times within the rectangle in (D) from the corre-
sponding in rectangle in (2), we obtain a vector of values for ¢, — ¢, denoted t,,. The same
approach is executed for 3) and @) so as to obtain a vector of values for ¢4 — ¢35, denoted
5. By adding ¢, and t}; we have a At’ vector which is illustrated in Fig. 8.6. Finally

At is taken to be the average value of zero crossings 15 to 40 (15 refers to zero crossing

no. 15 from the beginning of the rectangle) in At'.

8.3.4 Challenges

During the development work on the sound velocity cell, some particular challenges influ-
encing the measurement uncertainty were encountered, 1) switching noise, 2) transducer

ringing, 3) convection currents in the measurement medium and 4) non-planarity of the

2note that although the envelope of the bursts within the rectangles are not stationary, At is obtained
from a stationary region.
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Figure 8.5: Upper subfigure shows the averaged signal trace obtained from the burst pulses
launched at, say odd trig signals; lower subfigure shows the averaged signal trace
obtained from the burst pulses launched at even trig signals. T'x; and Tzs denote
transmitted burst signals. Note that the spikes at the trailing edges of Tx1, Txo,
D and (3 are due to switching noise.

transducer front.

1. The switching of the transducer to receiving mode shortly after transmission gen-
erates a charge injection/noise spike on the signal line, cf. Fig. 8.5. Previously this
noise saturated the oscilloscope, causing a bias in the transit times ¢, and t4. The
problem was omitted by modifying the electrical switching circuit, coupling shunt
resistors to the transducers [11|. Also, the bandpass filters were tuned to cut the

highest frequency components of the spikes, reducing their level significantly.

2. Due to the short time elapsing from the transducer acts as source until it is a
receiver, transducer ringing noise interfers with the received echoes, @) and (.

In the initial version of the transducer holder, there were direct contact with the
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Figure 8.6: The At' vector versus zero crossing number within the rectangles (Fig. 8.5). The

4.

quantity At is the average value of zero crossing 15 to 40, a region in which the
span is typically about 20 ns, and the standard uncertainty is typically about 8 ns.

transducer, leading to relatively strong ringing effects. The associated SNR, was in
the worst case about 25 dB, yielding a shift in At of about 100 ppm. With the
present holder and transducer suspension, the corresponding worst case SNR was
about 34 dB, yielding a transit time shift of about 15 ns (per echo), which is about
35 ppm relative to At. This effect may presumably be reduced, using a transducer

with a broader bandwidth.

. The transducer separation L, is measured from center to center of the transducer

fronts. Since non-planarity may be significant across of the transducer fronts (cf.
Sec. 8.3.2), the uncertainty in Lo may be underestimated. Moreover, this may cause

undesired phase shift of the echoes upon reflection.

Medium convection currents may disturb the transit time considerably [8, 30]. Pre-



8.4 Results 159

vious sound velocity measurements using the present measurement unit immersed
in a measurement chamber [8], resulted in a spread of the measured sound velocity
relative to the model of about 500 ppm. To minimize such effects, measurements
were not conducted if AT was greater than 40 mK.?> The present result spread is

however still significant, amounting to about 200 ppm, cf. Sec. 8.5.

8.4 Results

8.4.1 Sound velocity

The sound velocity measurement results are outlined in Table 8.2, including temperature,
relative humidity and sound velocity model predictions. The sound velocity results relative
to the model are also plotted in Fig. 8.7.

Firstly, it is seen that the measurement repeatability is very good for each series, as the
maximum two standard deviation spread relative to the model amounts to only 17 ppm
(series #3). Secondly, the model deviation varies relatively much between the series—a
phenomenon that will be adressed in Sec. 8.5. Thirdly, all measurement results are well
within the tentative model uncertainty of at least 300 ppm [25], with a mean deviation of

-7 ppm.

8.4.2 Experimental uncertainty

The relative experimental uncertainty was estimated according to [31], and calculated by

(R CR) () () e

where u(e) denotes standard uncertainty of the respective quantity and U(c) denotes the

expanded uncertainty of ¢ (k = 2), cf. Table 8.3. Equation (8.18) states that the quanti-

ties in Eq. (8.9) are assumed to be uncorrelated, which represents a worst case scenario.

3to prevent possible heating from the thermocouples (contributing with only 0.1 mW each), they were
turned off whenever possible.
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Table 8.2: The sound velocity measurement and model (abbreviated mod.) results, obtained
for air at about 1010 mbar, with 7" and RH about 27 °C and 30%, respectively.

Series # Meas. # T [°C] RH% Meas. c [m/s] Mod. ¢ [m/s| Dev. [ppm]

1 1 25.882  30.4 347.484 347.479 15
2 25.8805 304 347.486 347.478 23
3 25.8805 304 347.487 347.478 25
4 25.8795 304 347.488 347.478 30
ot 25.8805 304 347.488 347.478 29
2 6 27.701 299 348.540 348.593 -151
7 27.6995 30 348.541 348.594 -152
8 27.6985 29.9 348.539 348.591 -151
9 27.696 299 348.538 348.590 -148
10 27.6935 29.9 348.537 348.588 -148
3 11 27718 - 31.7 348.572 348.632 -172
12 27712 31.7 348.571 348.628 -164
13 27709  31.7 348.571 348.627 -159
14 207075 31.7 348.570 348.626 -159
15 27.7045 31.7 348.570 348.624 -155
4 16 27.0215 31.5 348.197 348.203 -19
17 27.02 31.5 348.195 348.202 -21
18 27.019 315 348.195 348.202 -20
19 27.018 31.5 348.193 348.201 -24
20 27.02 31.5 348.192 348.202 -28
3 21 25.9305 31.8 347.553 347.544 24
22 25.9295 31.8 347.550 347.544 17
23 25.9275 318 347.552 347.542 28
24 25.929 318 347.552 347.543 25
25 25.9295 31.8 347.550 347.544 20

The experimental uncertainty budget given in Table 8.3, is due to reasons given below

regarded as preliminary.

Referring to Table 8.3, the uncertainty of K is so small and insignificant due to the
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Figure 8.7: Sound velocity measurement results relative to the model. The horizontal and ver-
tical part of the error bar (shown to the left) indicate the measurement uncertainty
in temperature and sound velocity, respectively. The ‘A’ symbol refers to series
3, and serves simply to distinguish series 2 and 3. Notice the good measurement
repeatability for all series.

present relatively narrow temperature range.

The uncertainty in L of about 10 pm is dominated by the uncertainty of the micrometer
screw, stated by the manufacturer to 8.2 um, cf. [32, Eq. (8.2.1)]. Possible non-planarity
of the transducer front is not accounted for here, moreover, the resilient transducer front
may give an excessive measured value of Lg, as the micrometer screw to some extent
compresses the transducer front upon measurement. Hence, u(Lg)/Lo in Table 8.3 must

be regarded as a preliminary estimate.

The standard uncertainty of At, u(At), is by far dominated by effects of medium convec-
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Table 8.3: Preliminary experimental uncertainty budget.

Relative standard uncertainty Value [ppm]
u(Kr)/Kr 1
u(Lg)/Lo 36
u(At)/ At 54
u(ter) /At -
Relative combined standard uncertainty, 65
u(c)/c

Relative expanded uncertainty, 130

U(c)/c (95% conf. level)

tion currents, cf. Sec. 8.3.4. Their contribution to u(At) was estimated in the following
way. It is assumed that the sound velocity deviation from the model would be approxi-
mately constant if convection currents were absent, as the temperature, relative humidity
and pressure ranges are relatively narrow. Thus, the contribution due to convection cur-
rents may be estimated directly from the span of the deviation from the model; assuming
that the span of 202 ppm represents 95% confidence level (cf. Fig. 8.7), the standard
uncertainty contribution of ¢ will be 202/4 = 50.5 ppm, corresponding to an uncertainty
contribution of 45 ns relative to At. Further arguments that these variations are due to
temperature induced convection currents are given in Sec. 8.5. As mentioned in Sec. 8.3.4,
transducer ringing disturbed the signals significantly, i.e. with about 15 ns perturbation
in At. This is however a negligible contribution relative to the convection current effects.
The uncertainty in the transit time detection method has been estimated elsewhere [9, 11],

and found to be of insignificant importance.

The uncertainty in t°’" is presumably predominated by the uncertainty in diffraction cor-
rection, as the influence of thermo-viscous boundary layer correction relative to diffraction
correction is only 0.4%. The quantity u(t“") is unfortunately highly challenging to esti-
mate properly, and is therefore omitted in the present uncertainty budget. As an example
of its influence, u (") /t“"" becomes predominant in the uncertainty budget at a level of

about 5% (i.e. for u(t°") ~ 80 ns), which illustrates the major impact of ¢,



8.5 Discussion 163

8.5 Discussion

In Sec. 8.4.1, good agreement between measured and modeled sound velocity was demon-
strated. We must however bear in mind the significant uncertainty of the sound velocity
model of at least 300 ppm [25]. Moreover, alternative models exist [99], predicting a
sound velocity that deviates by about 515 ppm from the model used here.

The estimated experimental uncertainty of 130 ppm (95% conf. level) should be regarded
as preliminary, due to the tentative estimate of the uncertainty in Ly and the omission
of the uncertainty in t“". Also, effects of angular misalignment and non-planarity of the
transducer fronts may contribute (cf. Sec. 8.3.1), and have unfortunately not been ac-
counted for. Nonetheless, the experimental uncertainty budget is valuable for comparing

the importance of the uncertainty contributions relative to eachother.

As emerging from Fig. 8.7 there is a significantly varying deviation from the model be-
tween the measurement series. It was noted in Sec. 8.3.4 that convection currents disturb
the measurements of At relatively much. Now each measurement series is taken at differ-

ent time of day, so the temperature conditions will vary.

We now define T’s,,_4 and T, as the first and fifth measurement temperature of corre-
sponding measurement series m = 1,...,5, respectively. Consider Fig. 8.8 which outlines
the mean deviation from the model for each measurement series vs. change in tempera-
ture, (Tsm—Tsm—4).* A very high correlation of 0.996 is found between the mean deviation
from the sound velocity model and change in temperature over the series, leaving little
doubt that the cause of this spread is convection currents in the medium. This underlines

the importance of stabilizing the temperature and avoiding temperature gradients across

the cell body.

4taking this difference is reasonable, because the temperature basically changes monotonically over
each measurement series.



164 Paper C

50 T T T T T T
* %
0 ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, .
e
o
= *
2
o _50 B .
e
e
o
3 —100F 1
©
c
IS
3]
=
=150 * -
*
_200 1 1 1 1 1 1
14 ~12 10 -8 -6 -4 -2 0
Ton ™ Tomeg [MK]

Figure 8.8: Mean sound velocity deviation from the model versus change in temperature for
the five measurement series.

It was noted in Sec. 8.3.4 that previous sound velocity measurements performed using the
measurement unit immersed in a measurement chamber [9] of much greater volume and
temperature differences (AT') than in the present cell, the sound velocity result spread
was more than twofold the present. Convection currents should be further reduced by

immersing the sound velocity cell into a properly regulated thermostat liquid with stirrer.

8.6 Conclusions and perspectives

The 2PEM method has been investigated experimentally with respect to its potential for
realization in a high-precision sound velocity cell for natural gas at high pressures. Atmo-
spheric air at room temperature was used as test gas, and sound velocity measurement

results have been compared with output from a sound velocity model. A preliminary
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measurement uncertainty budget was given.

The results indicate that the 2PEM may be promising with respect to achieve a measure-
ment uncertainty in line with the target specifications of the sound velocity cell, 100 —
200 ppm, in the frequency range of USMs, 100 — 200 kHz. It is expected that immersing
the cell in a temperature regulated liquid bath will reduce the temperature induced con-
vection currents significantly, and thus reduce the measurement uncertainty accordingly.
Moreover, the uncertainty in the time correction should be properly established, so as to
enable a better estimate of the experimental uncertainty of the 2PEM. Further work is
desirable to attain traceability in the experimental uncertainty, using a more well suited

test gas such as e.g. argon.
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In Sec. 9.2.2 below, it is stated that “A more rigorous diffraction correction approach is described
in [17] ...” [i.e. in this thesis]. This is however not the case, as limited utility emerged from such an
elaboration.



Abstract

Ultrasonic gas flow meters for volumetric flow rate fiscal metering of natural gas (USMs)
may possibly also be used for mass and energy flow rate measurement, partially based on
sound velocity measurement. To establish the accuracy of the sound velocity measure-
ments given by the USM, and for traceability purposes, an independent high-accuracy
sound velocity measurement cell may serve as reference. To include dispersion effects,
the cell should preferably work in the operational frequency range of USMs, i.e. 100 —
200 kHz, with natural gas under high pressure. Highly accurate sound velocity cells are
available in the audio frequency range, however, less work have demonstrated sufficient

accuracy in the 100 — 200 kHz range.

Three transient methods are investigated as part of the sound velocity cell development
[Proc. 2005 IEEE Ultrasonics Symposium, pp. 1443-1447, 2005]; the methods are seen to
have several common sources of experimental uncertainty. In the present work, a three-
way pulse method (3PM) is considered as a candidate for the sound velocity cell, and
sound velocity results obtained in a prototype cell, containing air at about 1 atm and 27

°C are presented.

The results are compared with output from a sound velocity model for air, including
dispersion [J. Acoust. Soc. Amer. 93 (5), pp. 2510-2516, 1993|. The results indicate
that the 3PM may have potentials to perform in line with the target specifications of
the sound velocity cell, i.e. 100-200 ppm, in the frequency range of USMs, 100-200 kHz.
Use of a temperature regulated bath is expected to significantly reduce the temperature
induced convection flows presently limiting the accuracy of the cell, and to reduce the

measurement uncertainty accordingly.



9.1 Introduction 173

9.1 Introduction

Multipath ultrasonic transit time flow meters (USMs) are today extensively used in in-
dustry for volumetric flow metering of natural gas, for fiscal measurement (e.g. sales and
allocation metering), check metering, etc. As natural gas is typically sold on basis of
mass or energy, the density and/or gross calorific value (GCV) of the gas is measured in

addition, by separate instruments [1].

As USMs also give a measurement of the sound velocity in the gas, there is an increasing
interest in exploiting the potentials of USMs for direct mass and energy measurement,
using their volumetric flow rate measurement in combination with their measured sound

velocity [1].

For such applications, documentation is needed for the uncertainty of the sound veloc-
ity given by the USM [2]|. Provided traceable measurements can be done, this may be
achieved by using a self-standing high precision sound velocity cell, working under the
same conditions as the USM, and in the same frequency range, 100 — 200 kHz (to account

for dispersion effects) [2].

Tentative technical cell specifications were put forward in [2]: natural gas at pressures
in the range 0 — 250 barg, temperatures in the range 0 to 60 °C, and sound velocity
measurement uncertainty in the range +(0.05 — 0.1) m/s, i.e. about (100 — 200 ppm) at

a 95 % confidence level.

As of today, no such cell with sufficient accuracy operating in this frequency range has
been identified in the literature. Cells with outstanding accuracy are available in the au-
dio frequency range (cf. e.g. [3]), but scaling of such existing cells to the desired frequency
band and still meeting the specifications has not been considered feasible [2|. Alternative

measurement methods and cells have therefore been considered |2, 4, 5, 6, 7].
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Three transient methods have been investigated, aiming to realize the sound velocity
cell [4, 5, 6, 7], of which two are considered possible candidates: The two-way pulse echo
method |7], and the present three-way pulse method (3PM), proposed in [2]. A similar
method for measurements on solids was described in 1958 [8|, claiming that the sound
velocity may be determined to within 100 ppm. More recently (2004), a similar method,
also intended for solids, was presented [9], differing from the present by having buffer rods

between the acoustic transducers and the measurement medium.

The present paper describes the 3PM and investigates its potential for precision sound
velocity measurements in gas. Theory and experimental details for a prototype measure-
ment cell for low pressures are given. Sound velocity measurement results are presented

and compared with a theoretical model, using atmospheric air as measurement medium.

9.2 Theory

The theory briefly described in Secs. 9.2.1 and 9.2.2 is based on [2], and extended in
Sec. 9.2.2.

9.2.1 The three-way pulse method

Consider the measurement principle of the 3PM, illustrated in Fig. 9.1. A pulse (D is
transmitted from the acoustic source to the acoustic receiver, and the associated transit
time t; is measured. A part of (D is reflected at the receiver front, giving rise to echo
@ which travels back to the source—being partly reflected again—travelling forth to be

received, and the associated transit time ¢, is measured.

Under the assumption that the medium is stationary over the measurement period (30
averaged signal traces, lasting about 1 sec.) the two measured transit times are written
as (cf. Fig. 9.2)

by =t 90 g g i = {1,2}, (9.1)

i,pl
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/
—TX / / RX p——

>

—

A

Figure 9.1: The acoustical measurement principle of the 3PM. Tx and Rx denote the transmit-
ing and receiving transducers, respectively, and L is the transducer separation.

where t5" denotes the voltage-to-plane-wave pressure travel time in the transmitting

electronics, cable and transducer; ¢ 7 denotes the pressure-to-pressure plane-wave travel

accounts for non-ideal effects such as non-plane wave propagation,
dif

i

time in the gas; 5"

i.e. diffraction time shift, ¢;, and other possible contributions (cf. Sec. 9.2.2); and %"
denotes the free-field averaged pressure-to-voltage travel time in the receiving transducer,

electronics and cable [2].

¢ eltr P gas P eltr
T ) ipl ) R
Transmi.tting Transmitting Receiving Receivir?g
electronics transducer transducer electronics
L
dif i=12
ti

Figure 9.2: The time delay model of the measurement system. Subscript ¢ = 1,2 denotes
respective pulse, O and @.

By inserting tﬁfl = L/c and tngl = 3L/c, where ¢ denotes the sound velocity, and taking

t, — t; we have

ty — b1 = 2L/c+ 15 — 15 (9.2)
or the sound velocity as [2]
2L (9.3)
= —7— :
/At — teorr’

where At =ty — t; and t°" = 57" — t{”". Note that the simplifying assumption that
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téim is equal for (D) and @) has been used here, leading to a cancelling of the system delay

: eltr eltr
times, 5" and t3".

The axial transducer separation, L, is fixed to about 150 mm in the prototype measure-
ment cell, cf. Fig. 9.3. To account for thermal expansion in L, a linear relationship has
been assumed, i.e. L = KrLg [2|, where Lg is the transducer separation, measured at a
reference temperature. Here K = 1+ aAT, where « is the thermal expansion coefficient
for the steel material [10], and AT is the deviation from the reference temperature in

Kelvin.

9.2.2 Correction terms

4ify

Time corrections investigated in the present work are due to diffraction correction (t;

thermal and viscous boundary layers at the transducer fronts (¢/*), and internal transducer

echoes (t"'). The correction ¢ is given as
teorm = gl et =12, (9.4)

Diffraction correction

Due to diffraction effects [11], the sound waves will accumulate an increasing phase ad-
vance with distance, relative to plane waves [2|. The effect is accounted for by using the
diffraction correction model [12, 13| that may be referred to as “the plane piston diffrac-
tion correction model”. The present work extends the analysis in [2] by accounting for

several transducer radii in the diffraction correction.

The ultrasonic transducers used here [14] consist of a piezoelectric disk with radius ay,
mechanical layers, enclosed by a metal housing. Let the outer front face radius of the
transducer be denoted ay,, and the effective radius, estimated from the transducer direc-
tivity, be denoted ac. It is assumed that a.y is also the effective receiving radius, as the

source and receiving directivity may be assumed to be reciprocal [15].
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The diffraction correction for this type of transducers has been modelled and investi-
gated [16], and it was found that for the operating frequency, fo = 218 kHz, the plane
piston diffraction correction model may be used to calculate tcfif with little error. There-
fore, the plane piston diffraction correction model has been used in this paper, based on
some simplifications regarding tgif . A more rigorous diffraction correction approach is

described in [17], but the value found for ¢t in [17] coincides very well with the approx-

imate value obtained here.

To find tgif , the problem of diffraction correction associated with reflection from the trans-
ducer front must be resolved. By assuming that the reflecting transducer front is uniformly
insonified by the incoming beam, so that all points of the reflector area can be considered
elementary sources with equal phase and magnitude, the reflector may be regarded a new
plane piston oscillator [18, 2]. Since the -3 dB beamwidth covers a diameter about twice

the diameter of the receiving transducer, this may be a reasonable approximation.

This approach enables a decomposition of tgif into
td = qdifp 4 qdifeb | ydife (9.5)

where superscripts p, eb and e denote, respectively, time shift due to diffraction on reflec-
tion at receiving transducer Rx, reflection at the source transducer Tx, and reception of

the reflected pulse at the receiving transducer Rx.

Now the source radii associated with ¢t and t‘fif , namely a.ss, are equal, whereas the

receiver radii are slightly different. Tt will however be assumed that t4/? = t‘fif , calculated

using a.fr as radius.

A similar rationale may be applied for the source radius associated with t%/ ag,, which
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is equal to that of t%¢*. Hence we assume that t%/¢ = ¢4/, Now Eq. (9.5) turns into
dif . ,di ife
195 o 40y opifiet, (9.6)

As t#¢b i associated with equal source and reflector radius, ag,, we may calculate it using

the plane piston diffraction correction model [12]. Note that ¢4 — t% is the dominating

tCOT‘T‘

part of

Boundary layer correction

When a sound wave () is reflected at the transducer front, thermal and viscous boundary

layers may be generated at the front-fluid interface, imposing a phase shift on the echo [2].

A complex reflection coefficient may account for this [19, 7|, and it was evaluted for
atmospheric dry air at 27 °C. A phase shift of 0.009 rad was found [17] per reflection,
corresponding to t& = 0.009/(27 fy) = 6.5 ns in the time domain, or about 8 ppm relative

to At.

Internal transducer echoes

Due to the layered internal transducer structure, echoes will return from the transducer

interior, and to some extent perturb the phase and magnitude of 2), and thus ¢, [2].

A one-dimensional thickness mode vibration model of the transducer has been imple-
mented to evaluate this effect [17]; a rather high sensitivity to the front layer thickness
was found, however, the magnitude was relatively small. As the front layer is not accu-
rately known for the transducer used here, this effect was accounted for in the experi-
mental uncertainty budget in Table 9.3, rather than being included as a correction term

(cf. Sec. 9.4.2).
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Obtaining ¢

It is assumed that ¢<" = t%7. Based on Egs. (9.4) and (9.5), we have for 5"
tgorr _ 2(tdif,eb + tt2v) + t?Zf7
thus
georr — 2<tdif,eb + tév)

The value of t°" used in the present work is -1606 ns, or -1855 ppm relative to At.

9.2.3 A sound velocity model for air

A sound velocity model for humid air described in [20] has been used for comparison with
the sound velocity measurements, cf. also [6]. Model input parameters are temperature,
pressure, relative humidity (RH) and CO, concentration. Dispersion was accounted for
by using [20, Eq. (14)| at the center frequency of the burst pulse, 218 kHz. Due to lack
of information, the uncertainty of the dispersion model is not accounted for here. The

model uncertainty is taken to be £300 ppm (conf. level not stated) [20].2

9.3 Experimental

9.3.1 Measurement cell

As part of the development of the precision sound velocity cell, a prototype cell for low
pressure has been devised, cf. Fig. 9.3. For brevity, it is referred to [7] for constructional

considerations and details.

9.3.2 Measurement system

A signal generator of type HP33120A and an amplifier of type Briel €& Kjer Measuring
Amplifier 2610 were used. Bandpass (BP) filtering was done using a Krohn-Hite 3940

2In [6], the confidence level was erroneously stated to 95%.
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Figure 9.3: Cut-through design sketch of the prototype sound velocity cell. The numbers refer
as follows. 1 ultrasonic transducers; 2 transducer holder; 3 transducer spacer
rods; 4 Pt-100 thermocouples; 5 parallelity adjustment screws; 6 cable feedthrough
connector; 7 humidity sensor; 8 safety valve; 9 gas inlet ports; 10 gas outlet ports;
11 end faces, and 12 cell wall. Note that the wall was covered with a thin rugged,
soft clothing (not shown) to spread and absorb possible wall echoes.

filter, and data acquisition was done with a GageScope CS1250 PC-oscilloscope.

Temperature, pressure and RH were measured with respective uncertainties 13 mK (95%
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conf. level), 600 Pa (95% conf. level) and 1.25% (conf. level not stated). The CO,
concentration is taken to be that of outdoor air, 382 ppm [21], a value which may be
somewhat low for indoor air. As an example, to illustrate the importance of this, an
increase in the COy concentration of, say 200 ppm, would decrease the predicted ¢ with

about 50 ppm.

As shown in Fig. 9.3, the measurement temperature is the average of the readings of
probes A and B, denoted by T = (T4 +T5)/2. Let the temperature difference be denoted

AT =Ty — Tg. The most relevant system settings are given in Table 9.1.

Table 9.1: Settings of the measurement system.

Parameter Value
Center frequency, fo [kHz| 218
Burst wave form Sine
Generator peak drive level [V] 3.5
Number of burst periods 37
Burst repetition rate [Hz] 30
Sampling frequency [MHgz] 10
Estimated vertical bit resolution 8.4

9.3.3 Measurement procedure

The measurement cell was surrounded by atmospheric air, enclosed by a black box. To
reduce the influence of convection currents due to temperature effects, measurements were
only carried out whenever AT was less than 40 mK. Also, to prevent possible heating
from the temperature probes (contributing with 0.1 mW each), they were kept in off-mode

whenever possible.
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Transducer separation L

The transducer separation Lo (Fig. 9.3) was measured at a reference temperature, Ty =
24.3 °C, with a micrometer screw to (150.786 = 0.01) mm. The standard measurement
uncertainty (10 pm) was obtained by combining the standard deviation of the measure-
ment series with the measurement uncertainty of the micrometer, 8.2 um. Possible non-
planarity of the transducer front may however not have been sufficiently estimated here,
hence, the uncertainty in Ly may in practice be somewhat greater than the 10 um used

here.

Measuring At

For each At measurement, thirty burst pulses excited the source transducer within one
second, which were coherently averaged to reduce noise. An example of a signal trace
used for transit time detection is shown in Fig. 9.4. In practice, the zero crossings within
the rectangle of pulse (D) (Fig. 9.4) are subtracted from those within the rectangle of echo
) to obtain a vector of values for the transit time difference. The stationary part of this

vector is then averaged to constitute At.

Notice in Fig. 9.4 the strong coherent noise in the beginning of the signal trace. It is most
likely due to electrical cross-talk in the non-coaxial cable feedthrough of the measurement
cell, as the noise was absent using coaxial cables. The worst case SNR due to the noise is

about 37.5 dB, which affects At with a perturbation of 10 ns, or 12 ppm relative to At.

Another disfortunate effect of the noise, is the modulation of pulse (D), rendering diffi-
culty in the utilization of a cross-correlation routine for determining corresponding zero

crossings in (D) and (2). This was therefore executed manually.
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Figure 9.4: Example of an averaged signal trace. The zero crossings used for transit time
detection in () and @) are fetched from the rectangular windows.

9.4 Results

9.4.1 Sound velocity measurements

The measurement medium was atmospheric air at a pressure, temperature and RH of
about 1010 mbar, 27 °C and 30%, respectively. To evaluate the measurement repeatabil-
ity under approximately constant medium conditions, a measurement series was limited

to a set of five measurement points, wherein the maximum change of 67 was confined to

17 mK.

The measurement series were obtained at different times of the day, or at different days.

The sound velocity results are listed in Table 9.2, and plotted in Fig. 9.5.
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Table 9.2: The sound velocity results. Subscripts ms and mod abbreviate measurement and
model values, respectively.

ms. # | T [°C] | RH% | cms [m/s] | Cmoa [m/s] | Dev. [ppm]
1 25.8955 | 30.3 347.522 347.486 103
2 25.899 30.3 347.526 347.488 111
3 25.901 30.3 347.527 347.489 111
4 25.907 | 30.3 347.528 347.492 102
) 25.908 30.3 347.530 347.493 105
6 27.7295 30 348.563 348.612 -143
7 27.7245 30 348.560 348.609 -141
8 27.72 30 348.558 348.607 -139
9 27.7155 30 348.556 348.604 -138
10 27.7125 30 348.552 348.602 -144
11 27.6945 | 31.7 348.577 348.618 -116
12 27.688 31.7 348.576 348.614 -109
13 27.6835 | 31.7 348.575 348.611 -103
14 27.68 31.7 348.575 348.609 -98
15 27.021 31.5 348.220 348.203 48
16 27.0235 | 31.5 348.217 348.204 35
17 27.0215 | 31.5 348.215 348.203 33
18 27.0205 | 31.5 348.213 348.203 29
19 27.018 315 348.211 348.201 27
20 25.9325 | 31.8 347.572 347.546 77
21 25.932 31.8 347.573 347.545 79
22 25.9365 | 31.8 347.575 347.548 78
23 25.9395 | 31.8 347.579 347.550 83
24 25.939 31.8 347.578 347.550 83

Some comments are made on the results. Firstly, the measured sound velocity is within

144 ppm relative to the model value, with a spread of maximum 16 ppm (95% conf. level)
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Figure 9.5: Sound velocity measurement results relative to the model. The error bar at the
left indicates the measurement uncertainty in temperature (horizontal part) and
sound velocity (vertical part). Notice the very good measurement repeatability for
the five measurement series.

over each series. The overall mean deviation from the model is only 5 ppm; however, it
must be emphasized that the model output cannot necessarily be regarded the one “true”.
Alternative models for air may also be relevant [22]. We notice a significant drift of the
measurement results relative to the model from series to series, which cause is analyzed

in Sec. 9.5.

9.4.2 Experimental uncertainty budget

The experimental uncertainty has been estimated according to guidelines described in [23].
The uncertainty contributions of Eq. (9.3) are combined as if they were uncorrelated, that
is, in a square-root-sum fashion, which represents a worst case scenario. The uncertainty

budget is given in Table 9.3, however, because it was not feasible to evaluate all significant
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uncertainty contributions, it represents an incomplete uncertainty budget.

Notice that u(K7)/Kr makes an insignificant contribution, which is due to the narrow
temperature range used. The standard uncertainty u(Lg) ~ 10 pm is dominated by the
uncertainty of the micrometer. However, possible non-planarity of the transducer front is

not accounted in this value, cf. Sec. 9.3.3.

The standard uncertainty u(At) is by far dominated by effects of medium convection cur-
rents, and their contribution was estimated in the following way. It is assumed that the
deviation from the model would be approximately constant if convection currents were
absent. Thus, their contribution may be estimated directly from the maximum deviation
from the model, taken to be 52 ppm for ¢, corresponding to 45 ns relative to At. The
uncertainty in the transit time detection method has been estimated earlier |6, 17], and

found to be insignificant here.

The uncertainty in t°’" is considered to be dominated by uncertainty in the diffraction
correction, cf. Sec. 9.2.2. This uncertainty contribution is very challenging to estimate,
and has thus been left out of the uncertainty budget here. However, u(t"")/t*"" would
start to dominate the uncertainty budget at a level of about 5% (i.e. for u(t®"™) ~ 80
ns), which illustrates the importance of establishing the uncertainty of the diffraction
correction. Other relatively weak contributions to t“’" were due to internal transducer
reflections and electrical cross-talk, contributing with 12 and 10 ns, respectively, corre-

sponding to about 14 and 12 ppm for ¢, respectively.

9.5 Discussion

The previous section demonstrated good correspondence between measured and modelled
sound velocity; we must however bear in mind the uncertainty associated with the sound

velocity model used for comparison (at least £300 ppm) [20], and also that alternative
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Table 9.3: Experimental uncertainty budget (incomplete).

Relative standard uncertainty Value [ppm]
w(Kr)/Kr 1
w(Lo)/Lo 36
u(At)/ At 592
u(te") /At -

Relative combined standard uncertainty,

u(c)/c 63

Relative expanded uncertainty,

U(c)/c (95% conf. level) 126

methods exist [22]|, which deviate by about 515 ppm from the model used here.

The experimental uncertainty is estimated to 126 ppm (95% conf. level). However, due
to insufficient knowledge about the planarity of the transducer front face, and the un-
certainty of the diffraction correction (which is expected to dominate the budget), the
experimental uncertainty budget should be regarded as somewhat preliminary, serving

mainly to evaluate the relative importance of the various uncertainty contributions.

Inspecting the deviation from the model, cf. e.g. column 6, Table 9.2, a significantly
varying deviation from the model is observed from series to series—an unfortunate effect

that should be resolved.

As each measurement series is performed at different hours or days, the heat flux through
the sound velocity cell will vary accordingly. Figure 9.6 demonstrates a very high corre-
lation (0.996) between change in T over the measurement series, and the deviation from
the sound velocity model, which is a strong indicator of convection currents set up to
equalize temperature gradients in the measurement cell. Such currents may affect the

transit times severely.

Also temperature gradients intrinsic in the fluid, measured by AT, is an important pa-
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Figure 9.6: Deviation in measured sound velocity relative to the model, versus change in av-
erage temperature over the measurement series. 0T,eqn (= 0T) is the change in
average temperature during a measurement series.

rameter regarding convection currents. Preliminary measurements were executed on air,
using the “measurement unit” comprising parts 1 — 4 and 11 (Fig. 9.3), surrounded by an
acoustically insulated chamber [6]. There, the maximum AT value was about twice the
present value, resulting in an overall span in the deviation from the sound velocity model

of about 500 ppm; nearly a factor two compared to the present value.

9.6 Conclusions and perspectives

A high-precision, traceable sound velocity measurement cell for high-pressure natural gas
may serve as a useful reference cell for multipath ultrasonic flow meters used for volumet-

ric, mass and energy flow metering of natural gas.
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The potentials of the 3PM method with respect to development of such a high-precision
sound velocity cell have been investigated experimentally using air at atmospheric and
room temperature conditions. The measurement results are compared with predictions
from a sound velocity model for air, accounting for dispersion effects, and a preliminary

measurement uncertainty budget is indicated.

The results for air indicate that the 3PM method may have potentials to achieve a
measurement uncertainty within the target specifications of the sound velocity cell, i.e.
100-200 ppm, in the frequency range of USMs, 100-200 kHz. Further work is required in
order to enable measurements on high-pressure natural gas, argon, etc., and to achieve
traceability of the cell. Use of a temperature regulated bath is expected to significantly
reduce the temperature induced convection flows presently limiting the accuracy of the

cell, and to reduce the measurement uncertainty accordingly.

Acknowledgment

The present work is part of a PhD project for the first author under the 4-year strategic
institute programme (SIP) Ultrasonic technology for improved exploitation of oil and gas
resources (2003 — 2006) at CMR, supported by the Research Council of Norway (NFR),
Statoil ASA and Gassco AS. The SIP is carried out in cooperation with the University of

Bergen, Dept. of Physics and Technology (UoB).

Magne Vestrheim with UoB and Kjell-Eivind Frgysa with CMR are acknowledged for

useful discussions and advice in connection with the present work.



190

BIBLIOGRAPHY

Bibliography

[1]

2]

13l

4]

[5]

[6]

K.-E. Froysa, P. Lunde, A. Paulsen, and E. Jacobsen, “Density and calorific value
measurement, in natural gas using ultrasonic flow meters. results from testing on
various North Sea gas field data,” in Proc. 24" Int. North Sea Flow Measurement

workshop, Gleneagles, Scotland, Oct. 2006.

P. Lunde and M. Vestrheim, “Precision sound velocity cell for natural gas at high
pressures. Phase 1—feasibility study,” Christian Michelsen Research AS, Bergen,
Norway, Tech. Rep. CMR-98-F10039 (Confidential), Dec. 1998.

M. R. Moldover, J. P. M. Trusler, T. J. Edwards, J. B. Mehl, and R. S. Davis,
“Measurement of the universal gas constant R using a spherical acoustic resonator,”

J. Res. Natl. Bur. Stand., vol. 93, pp. 85 — 144, 1988.

P. Norli, P. Lunde, and M. Vestrheim, “Methods for precision sound velocity mea-
surements in pressure cells for gas characterization,” in Proc. 27" Scandinavian Sym-
posium on Physical Acoustics, Ustaoset, Norway, Jan. 2004, CD issue only, ISBN:
82-8123-000-2.

P. Norli, “Comparison of three methods for precision sound velocity measurement
of gases,” in Proc. 28" Scandinavian Symposium on Physical Acoustics, Ustaoset,

Norway, Jan. 2005, CD issue only, ISBN: 82-8123-000-2.

P. Norli, P. Lunde, and M. Vestrheim, “Investigation of precision sound velocity

measurement methods as reference for ultrasonic gas flow meters,” in Proc. 2005



BIBLIOGRAPHY 191

17l

8]

19]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

IEEFE International Ultrasonics Symposium, Rotterdam, The Netherlands, Sept.
2005, pp. 1443 — 1447.

P. Norli, “The two-way pulse echo method for precision sound velocity measurement

of gas,” Applied acoustics, to be submitted.

J. Williams and J. Lamb, “On the measurement of ultrasonic velocity in solids,” .J.

Acoust. Soc. Am., vol. 30, pp. 308 — 313, 1958.

H. Sato, K. Ito, and Y. Aizawa, “Simultaneous velocity and attenuation measurements
applicable to various solids at high pressures and temperatures up to 1200 °C,” Meas.

Sci. Technol., vol. 15, pp. 1787 — 1793, 2004.
R. Wilhelmsen and J. Aashamar, Tekniske regnetabeller, 3rd ed. Cappelen, 1977.

M. B. Gitis and A. S. Khimunin, “Diffraction effects in ultrasonic measurements,”

Soviet Physics Acoustics — USSR, vol. 14, pp. 413 — 431, 1969.

A. S. Khimunin, “Numerical calculation of the diffraction corrections for the precise

measurement of ultrasound phase velocity,” Acustica, vol. 32, pp. 192 — 200, 1975.

A. O. Williams Jr., “The piston source at high frequency,” J. Acoust. Soc. Am.,
vol. 23, pp. 1 — 6, 1951.

(2006, Jan.) Massa E-188/220 transducers. Massa Corporation, USA. [Online].
Available: http://www.massa.com/datasheets/el188.html

(2006, Sept.) Fundamentals of elctroacoustics. Massa Corporation, USA. [Online].

Available: http://www.massa.com/fundamentals.htm

P. Norli and P. Lunde, “Diffraction correction for a piezoelectric ultrasonic gas trans-
ducer using finite element modelling,” IEEFE Trans. Ultrason. Ferroelect. Freq. Contr.,

2006, to be submitted.

P. Norli, “Sound velocity cell for gas characterization,” Ph.D. dissertation, University

of Bergen, Bergen, Norway, in preparation.



192 BIBLIOGRAPHY

[18] J. Krautkrdmer and H. Krautkrdmer, Ultrasonic testing of materials.  Springer-

Verlag, 1977.

[19] A. D. Pierce, Acoustics. An introduction to its physical principles and applications.

USA: McGraw-Hill, 1981.

[20] O. Cramer, “The variation of the specific heat ratio and the speed of sound in air
with the temperature, pressure, humidity and CO, concentration,” J. Acoust. Soc.

Am., vol. 93, pp. 2510 — 2516, 1993.

[21] (2006, June) National Oceanic and Atmospheric Administration, USA. [Online]|.

Available: http://www.cmdl.noaa.gov/ccgg/trends/

[22] G. S. K. Wong, “Variation of the speed of sound in air with humidity and tempera-
ture,” J. Acoust. Soc. Am., vol. 77, pp. 1710 — 1712, 1985.

[23] “Guide to the expression of uncertainty in measurement,” First edition, International

Organization for Standardization, Geneva, Switzerland, 1995, ISBN: 92-67-10188-9.



193

Appendix A
Switching circuit

The switching circuit used as part of the electronics of the 2PEM is outlined in Fig. A.1,
in which analog switches of type ADG453 [1] has been used.
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Figure A.1






