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Abstract

Networked computer systems yield great value to businesses and governments, but also
create risks. The eight papers in this thesis highlight vulnerabilities in computer systems
that lead to security and privacy risks. A broad range of systems is discussed in this thesis:
Norwegian online banking systems, the Norwegian Automated Teller Machine (ATM)
system during the 90’s, mobile phones, web applications, and wireless networks. One
paper also comments on legal risks to bank customers.
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1 Introduction

Society depends on computer systems. Interactions in business and with the government
are often carried out over the Internet, and even social networks are moving online. While
people get convenient access to important services around the clock, great challenges also
emerge in terms of security and privacy.

In computer systems, valuable assets are usually pieces of information. Information
security, referred to as security for convenience, consists of three security goals: confiden-
tiality, integrity, and availability [1, p. 10]. By achieving these goals, the value of the
information can be sustained.

Large amounts of the information handled by computer systems is personal in nature,
where personal information is defined as all information that identifies or describes an
individual. When dealing with personal information, privacy concerns arise. Privacy is
defined as the individual’s interest in controlling the flow of his/her personal information
[2], i.e. who has access to the information, how is it used, and is the information up to
date.

The amount of valuable information managed in networked computer systems increases
day by day. As more and more services become available, the overall attack surface—
defined by Microsoft as the possible entry points to a system [3]—is growing. Further-
more, the 2007 threat reports from Symantec conclude that attackers are becoming more
professional and their activities are increasingly driven by profit [4]. In short, the target
is growing bigger, and the attackers are improving their aim.

In the near future, the odds seem to be shifting even more in favor of the attackers.
There is an increasing interest in using “new” platforms—mobile phones and PDAs—for
common Internet services such as online banking, e-commerce, e-mail, and web browsing.
Although it can be convenient to use a mobile phone to fulfill tasks usually carried out on
your home computer, there are several inherent drawbacks when relying on mobile devices.
Most importantly, computational power and memory—in particular volatile memory—are
limited and far from what is offered by desktop computers. Despite these constraints, mod-
ern phones resemble laptop computers in that they are networked, facilitate installation
of third party applications, and support multitasking. Unfortunately, they usually lack
defense mechanisms regarded mandatory for any “secure” computer, such as antivirus,
antispyware, and firewall software. Taking into account the many security related bugs
found in recent mobile devices [5], it is very challenging to offer both secure and widely
available services on the mobile platform.

Security is a concern for anyone holding information valuable to an attacker. Small
businesses can suffer the same attacks as large organizations. After an early version
of our paper [6] was published on the Internet, large amounts of personal information
(identification numbers, names, and addresses) were downloaded from Norwegian mobile
operators’ poorly designed web applications. The attackers targeted both small and large
operators. Note that Norwegian newspapers uncovered that software tools to download
personal information from the mobile operators had circulated on the Internet in advance
of the public release of [6]. We merely uncovered and highlighted the problem.

Due to legal concerns, some of the work in this thesis focuses on Norwegian systems.
Still, the insights should be relevant to other systems.

1.1 Overview

The remainder of this thesis is structured as follows. Section 2 discusses today’s security
challenges in light of insights achieved decades ago. Section 3 explains risk, and Section
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4 goes on to discuss risk management. Section 5 outlines the thesis’ contributions and
impacts. Section 6 suggests further work, and Section 7 gives the thesis’ conclusion.
Section 8 summarizes the eight papers in the thesis.

2 Security in the past and the present

It is interesting (and devastating) to study today’s security challenges in light of the classic
1975 paper by Saltzer and Schroeder [7]. They propose several design principles to achieve
a high level of security in computer systems. To highlight a few, they recommend keeping
the design as simple and small as possible to limit the complexity. The design should be
open to external review, as it is unrealistic that the inner workings of a widely distributed
system can remain secret over time. A third interesting principle is to assure psychological
acceptability—which translates to usability—enabling the user to utilize the system and
its security mechanisms correctly.

2.1 Complexity

In terms of complexity, our findings in [8] indicate that well-known vulnerabilities have a
strong tendency to surface in large web applications. The mobile operator mentioned in
[6] stated in an interview that their website consisted of several underlying systems, and
that the resulting complexity made it difficult to change the system in order to stop the
leakage of personal information. The new trend on the Internet, referred to as Web 2.0,
is to build websites where users to a larger degree contribute the content. There is also a
shift towards services that can be easily combined to create new services, and the storage
of information is handled by central servers while computation is moved to users’ web
browsers. Although enabling new and interesting services, Web 2.0 also creates security
challenges [9]. The trend seems to go in the direction of more complexity, not less.

2.2 Open design

Our findings on BankID—a security infrastructure owned by Norwegian banks—show that
secrecy about a system is difficult to preserve over time [10]. By taking the role as an ordi-
nary user of the system we got easy access to the client software, and were able to observe
large parts of the application protocol, in addition to studying the details of the client
software itself. With the momentum the BankID system is gaining in Norway, scrutiny by
attackers and researchers should be expected by the BankID community. Furthermore,
BankID is a candidate to become a national identity system. Public review of security
and privacy implications for all stakeholders should be a prerequisite for sanctioning by
the government [11].

2.3 Usability

There is still a long way to go before online systems reach a satisfactory level of usability.
A Norwegian bank recently settled a long lasting dispute with a customer who entered
an erroneous account number with an extra digit while transferring money in her online
bank [12]. The client software truncated the account number, which the customer did
not notice, and the money was transferred to the wrong person. The incident was partly
caused by poor usability, a simple error message about the invalid account number would
have avoided the accident. Another example is Canadian banks, requiring skills beyond the
average customer’s capabilities when offering secure online banking [13]. A final example,
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relevant to most e-commerce sites around the world, is users’ limited understanding of
certificates and their use in authentication with the Secure Sockets Layer (SSL) protocol
[14], facilitating Man-in-the-Middle (MitM) attacks1 [15]. Anderson discusses problems
related to usability and psychology in [16].

2.4 Weak authentication

Authentication can be defined as the process of establishing an understood level of confi-
dence that an identifier refers to an end-user [2]. The authentication is said to be strong
if the level of confidence is high.

Apart from the design principles, Saltzer and Schroeder describe the inherent draw-
backs of passwords—making password based authentication weak. They describe an attack
where the attacker learns a user’s password as it is typed in on a terminal, and then later
misuses the credentials on another terminal. The same principle is used in phishing at-
tacks, where users are lured into revealing their credentials to a malicious website.

At the time of writing, BankID stores end-users’ private keys centrally, and a user
supplies a password to remotely unlock his key. It seems the only requirement for the
passwords is that they have a minimum of 6 characters. When testing the system we
discovered that the user’s birthdate—which equals the first six characters in the userid—
was accepted when setting a new password. Despite the lax password policy, the BankID
community claims that signatures generated by the system are legally binding. In addition
to a password, customer authentication in BankID currently relies on one-time password
generators. Schneier warned in 2005 that two-factor authentication did not solve well-
known security challenges [17], and numerous news reports from the last few years discuss
attacks on Scandinavian online banks, underscoring Schneier’s point.

2.5 Cryptography is not enough

Our work is also interesting in light of earlier work by Anderson [18]. Although BankID
uses a Public Key Infrastructure (PKI) [19], and employs two layers of encryption on
the communication between the client software and BankID infrastructure—unchecked
configuration parameters combined with session management issues opened the possibility
for a MitM attack [10].

2.6 Improving the situation

So why are we still struggling with well-known security challenges? A new direction in
security research has emerged in recent years shedding light on the problem, by looking at
security from an economic perspective. Anderson and Moore have written a survey paper
on the progress in the field of economics and security [20], and Anderson has devoted a
chapter to the topic in [16]. Clearly, there has been a lack of incentives to produce secure
computer systems. To improve the situation, either new business opportunities must
emerge from more secure systems, or governments must enforce regulations that require
improved systems. Anderson et al. [21] recently wrote a report for the European Network
and Information Security Agency (ENISA) where they suggest regulatory measures to
stimulate the creation of more secure computer systems.

System architects, designers, and programmers are the ones who have to create the
secure systems of the future. Microsoft underscore the importance of security training of

1The politically correct term is “middleperson attack.” For the sake of consistency, the preface uses
the nomenclature from the thesis’ papers.
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their development staff [3]. Educational institutions have started to pick up on the chal-
lenge, but we need more initiatives. Security should be an integral part of any education
related to development of computer systems.

The US National Research Council has released a comprehensive report on strategies
for cybersecurity research that can contribute to more secure systems in the future [22].

3 Risk

Throughout the years there has been many risks related to computer systems [23], and
there still are. This thesis touches upon several types of risks, namely security, privacy,
and judicial risks.

Risk is often defined as a function of the likelihood and impact of an event, and comes
in two categories: speculative and non-speculative. Speculative risk refers to risks where
there is a potential gain from taking a risk. An example is gambling. You bet a certain
amount of money, which you risk losing. Still there is a potential upside, you might win
the bet and receive a larger amount of money in return. Non-speculative risks only carry
a downside. Examples are natural disasters, or vulnerabilities in computer systems that
can have a negative impact on business.

There are two main approaches to rate a risk, quantitative and qualitative. Consider
the risk of a particular hardware component failing in a server. The vendor might supply
numbers from their test lab stating that the component will work reliably for X hours. You
might also have historical data on the components life expectancy. With high assurance,
the likelihood of failure can be quantified. Furthermore, if the impact can be accurately
quantified, i.e. the total cost of replacing the component, the risk can be quantitatively
rated.

The problem with security risks is that the likelihood and impact of an attack can
be very difficult to quantify. The qualitative approach can then prove useful [24]. Many
models to rate risks exist, one is briefly discussed here to illustrate the qualitative ap-
proach. Microsoft created the DREAD (Damage potential, Reproducibility, Exploitabil-
ity, Affected users, Discoverability) model to assess risks related to vulnerabilities in their
software [25]. The idea behind the model is straight forward, when facing skilled and
motivated attackers, how difficult is it for them to find and take advantage of a vulner-
ability, and what is the potential impact of an exploit. The five DREAD properties of a
vulnerability are rated high/medium/low, which combined yields a total risk rating. Al-
though Microsoft have further evolved their risk assessment methodology, they still follow
the principles from DREAD [3].

This thesis focuses largely on vulnerabilities. However, when in presence of a motivated
attacker, vulnerabilities create risks. To fully grasp the risk associated with a particular
vulnerability, understanding the context of the vulnerability is very important. When a
system lacks public documentation, researchers might discover vulnerabilities in the system
but are unable to fully assess the associated risks. Furthermore, it is not uncommon that
vulnerabilities are dismissed by system owners as unpractical to exploit. Proof-of-concept
attacks may then play an important role in verifying a vulnerability, and can indicate
the severity of the associated risk. At least, it will bring unarguable evidence into the
discussion, and shed light on the vulnerability’s context.
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3.1 Stakeholders

For any risk, there are one or more stakeholders who may suffer an impact. Although
companies and governments, are concerned with risks that may affect themselves, other
stakeholders may be unaware of and/or unable to influence their exposure to a risk [26].

Recall the leaks of personal information from Norwegian mobile operators discussed in
Section 1. In the aftermath of the information leaks, at least 180 000 Norwegian citizens
were left uncertain about who had copied their personal information. They can all easily
fall prey to identity thieves in the future. Another stakeholder, one of the mobile operators,
had to pay for many worthless credit checks and was fined 150 000 NOK (approx. 30 000
USD). In addition, the operator had to deal with bad publicity. However, since victims
to identity theft often can spend hundreds of hours clearing their name with different
financial institutions, the total impact on the general public can easily exceed the impact
on a single mobile operator.

Businesses can, intentionally or unintentionally, assign risk to stakeholders incapable of
understanding the risk before they suffer the impact [6, 18, 27, 28]. Thus, it is important
that a government provides and enforces laws and regulations that assign the risk to a
party able to manage it.

Researchers, without commercial interests in a system, can play an important role in
analyzing the risks on behalf of stakeholders incapable of detecting an unfair assignment
of risks. This is particularly important for national systems, when at least one stakeholder
has strong commercial interests. Several papers in this thesis highlight risks imposed on
stakeholders other than the system owners, in particular the banking papers [10, 28, 29, 30]
focus on the risks to banking customers, and [6] describes risks to most Norwegians.

4 Risk management

Risk management implies that exposure to risks should be a conscious decision. The
starting point for a risk management process is to decide the risk acceptance criteria,
reflecting how much risk one is willing to take. Figure 1 shows a high-level view of a
qualitative risk management process containing two phases, assessment and treatment of
risks [24, 31]. As computer systems and their threats tend to change over time, the process
must be carried out periodically.

The first activity of the risk assessment stage aims to establish a good overview of
the system. Second, threats and vulnerabilities are identified. The combination of a
threat and a vulnerability constitute a risk to the system. Finally, the risks are evaluated
by determining the likelihood and impact of each threat/vulnerability pair. A thorough
assessment is of great importance to the success of the overall risk management process [31].

In the second phase, the determined risks are subject to risk treatment in light of the
risk acceptance criteria. For each risk there are four approaches:

• Accept — The risk is acceptable, no action taken.

• Control — The risk is too high, measures are taken to reduce the likelihood and/or
impact of the risk, thus making it acceptable.

• Reject — The risk is too high, the risk is avoided by e.g. dropping risky functionality
or working around the risk.

• Transfer — The risk is transferred to another party, e.g. through insurance.
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Risk Assessment

System
Overview

Identify
Threats

Identify
Vulnerabilities

Risk
Evaluation

Threat/Vulnerability
High

Medium
Low

Risk Treatment
Risk Mitigation

Control Reject TransferAccept

Identified
Risks

Figure 1: Risk Management Process

After the risk treatment phase there are remaining risks, referred to as residual risks,
that satisfy the risk acceptance criteria.

In [32], we argue that universities should consider offering open wireless networks—
meaning that users are relieved of authenticating themselves in order to use the network
infrastructure. We further discuss controls that could mitigate apparent risks to open
networks. In light of the advantages from open networks, universities should use risk
management as a tool to decide whether to authenticate their wireless network users.

4.1 Software risk management

The advantages of using risk management as a tool to ensure the success of a software
project in terms of project completion and software quality have been advocated for many
years [33]. To manage software security, Verdon and McGraw argue that risk management
should be an integral part of the software development life cycle [34]. In [35], McGraw
names risk management as the first of three pillars in software security.

Microsoft changed their approach to software development after Bill Gates’ Trustwor-
thy Computing initiative, which resulted in the Trustworthy Computing Security Devel-
opment Lifecycle (SDL) [3]. In [36], Microsoft give an overview of the SDL and conclude,
based on early results, that the SDL has significantly improved the security of their soft-
ware. Another interesting finding is that they highlight risk management (referred to as
threat modeling in the paper) in the design phase as the most effective sub-process in the
SDL.
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5 Contributions and impacts

The work on BankID uncovered vulnerabilities in a (soon to be) critical national infras-
tructure, and spurred improvements to the security of the system [10]. However, the true
level of security is still unknown to the public. The public debate following our proof-of-
concept attack had an important outcome. Early in the process the BankID community
questioned the lawfulness of our activity and stated publicly that their lawyers were look-
ing into the issue. Later, a member of the Norwegian cabinet, and the Norwegian Data
Inspectorate, declared that scrutiny by researchers was important and encouraged further
review of the system. Their support silenced the debate on the legal implications, and
paved the way for researchers to evaluate Norwegian systems of national importance. The
Data Inspectorate states in their 2007 annual report the importance of independent re-
searchers scrutinizing national systems, and specifically refers to our work on BankID [37].
One researcher has already responded to the challenge [38].

The paper on the Norwegian ATM system points out the seemingly weak legal pro-
tection bank customers have during a conflict with a bank [28], and provides arguments
for more openness around security questions. If used by lawyers in future court cases, the
paper may have a positive impact on bank customers’ legal protection.

The paper on the potential for identity theft in Norway [6] ignited a public debate on
privacy, and mobile operators consequently improved their authentication schemes on the
Internet. After a live demonstration on national television of proof-of-concept software
which determined a journalist’s birth number, Norway Post closed down their online mail
rerouting service—which had been used to commit identity theft on at least one occasion—
and later relaunched the service with significantly improved authentication of individuals.

The security related shortcomings in Java 2 Micro Edition (J2ME) enabled devices are
important input to mobile development projects [5]. The increasing interest in offering
services on mobile devices indicates that the paper will remain relevant until flawed devices
disappear from the market.

6 Further work

Although we have uncovered a series of vulnerabilities in the BankID system, the privacy
aspects of the system have not been evaluated or debated. The fact that all digital
signatures for individuals are created by the central infrastructure, raises the suspicion
that the BankID community can keep a complete record of all communications between
the end-users and BankID enabled websites. Privacy implications should definitely be
evaluated and discussed before launching BankID, or any other system, as a national
identity system.

More wide ranging research on how risk is shared among stakeholders in national
systems would be interesting. The government could receive important insights that would
let them enforce laws and regulations which assign risk in a fair manner.

The research on the economics of security shows promise, and can hopefully aid in
introducing incentives for system developers to create more secure systems in the future.
A team of skilled economic, computer science, and legal researchers could produce valuable
results on how to reduce the problems of security and privacy in national computer systems.
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7 Conclusions

Today’s networked computer systems to a large degree fail to meet well-known security
challenges. The key to change the situation lies within economics and law. Security
researchers need to communicate security and privacy risks to business managers and
policy makers, who in turn can affect the incentives for building secure systems.

In the future, security should be an integral part of educations in system engineering.
If architects/designers and developers lack security training, they cannot make secure
systems.

100% security is unachievable in complex computer systems. Vulnerabilities will exist
that create risks, where some of them probably are acceptable. Risk management is the
key to make well informed decisions on which risks to take.

8 Summary of Thesis

The papers herein consider security, privacy, and legal risks. The first four papers deal
with security risks caused by vulnerabilities in both design and implementation of banking
systems, and legal risks to banking customers. The fifth paper outlines risks faced when
developing J2ME applications. The sixth paper describes security risks caused by vul-
nerabilities in the implementations of e-government web applications, and touches upon
privacy risks caused by bad web application design. The seventh paper focuses on privacy
risks following poorly designed web applications. The eighth paper assesses apparent risks
in open wireless networks, and suggests controls to reduce these risks to an acceptable
level.

Six of the papers [5, 6, 8, 28, 29, 32] have been published in international refereed jour-
nals or conferences, while the last two papers [10, 30] have been accepted for publication.

8.1 Paper I: Risk Assessment of Services in a National Security Infras-
tructure [30]

The NoWires Research Group carried out an extensive analysis of security aspects of
BankID, a new security infrastructure developed by the Norwegian banking industry.
BankID started out as a system to facilitate online banking, but is now on its way to
be sanctioned by the Norwegian government as a national identity system. The bank-
ing community and relevant public authorities claim that BankID meets all requirements
necessary to offer legally binding signature services. In [30], we assess the risks of Dis-
tributed Denial of Service (DDoS) attacks, and combined phishing/MitM attacks on the
system, based on publicly available sources. In addition, we discuss the potential risk to
BankID customers related to the weak and unfair non-repudiation process. Several more
observations from our analysis can be found in a technical report [39].

8.2 Paper II: Lessons From the Norwegian ATM System [28]

The plaintiff’s lawyer in a Norwegian court case on ATM card misuse brought the case to
our attention and supplied us with legal documents for the case. During a trip to Spain the
plaintiff’s ATM cards were stolen and almost instantly misused. Expert witnesses from
the Norwegian banking industry convinced the judge that the ATM system employed the
Data Encryption Standard (DES) to secure the PIN-code, and that the ATM system was
secure. No documentation was provided to back up the security claim. We argue that
the bank’s security-by-secrecy policy affects the security of their systems negatively over
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time—and is a threat to bank customers’ legal protection during a conflict. The paper
[28] was written together with an associate professor at the Faculty of Law, University of
Bergen. More information on the security in ATM systems can be found in [16].

8.3 Paper III: A Proof of Concept Attack against Norwegian Internet
Banking Systems [29]

In [39] we described an opportunity for a MitM attack on the BankID system. We explored
this attack in more detail in [29], and succeeded in configuring the BankID client software
to communicate with a specialized proxy, which relayed the traffic to the central BankID
infrastructure. In the final steps of the BankID authentication protocol, we were able to
seize control of the user’s authorized session. The attack used the original, digitally signed
BankID client software to carry out the user authentication.

8.4 Paper IV: Robbing Banks with Their Own Software—an Exploit
against Norwegian Online Banks [10]

Following the findings in [29], we outline the details of the flawed BankID authentication
protocol and the MitM attack in [10]. We also discuss the psychological aspects of our
attack in more detail. We argue that—by misusing the customer’s trust in BankID—
our attack was more likely to succeed than the common phishing attacks plaguing online
banking systems in recent years.

8.5 Paper V: Challenges in Securing Networked J2ME Applications [5]

Mobile devices are an emerging client platform for important services, such as online
banking. During a commercial project, aiming to store medical information on mobile
phones, we gained useful insights into the security challenges inherent in the software
shipped with mobile phones. We tested a variety of J2ME enabled devices, and discovered
that they behaved inconsistently and often contained bugs specific to a particular brand,
or even a particular model. There were issues related to signature verification of signed
applications, certificate management, and verification, and secure communication and
storage.

Finally, we examine the Security and Trust Services API (SATSA) available on many
mobile phones, which offers limited PKI client functionality and basic cryptographic ser-
vices. Several shortcomings are highlighted.

8.6 Paper VI: Vulnerabilities in E-Governments [8]

We conducted a survey on governmental websites in 2005, seeking two well-known web ap-
plication vulnerabilities: Susceptibility to Cross Site Scripting and SQL Injection attacks.
More than 80% of the governmental sites we inspected were vulnerable to one or both of
these attacks.

We also discovered the possibility of extracting Norwegian Birth Numbers (NBNs)
(referred to as SSNs in the paper) from the website of a Norwegian pension fund, and
were able to establish the NBNs of the ministers in the Norwegian cabinet at the time.
Our findings show that the security of e-governments could be improved.
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8.7 Paper VII: Identity Theft: Much too Easy? A Study of Online
Systems in Norway [6]

Inspired by the findings in [8], we investigated the use of NBNs in national online systems
in Norway. It turned out that personal information was easily available through various
web applications. In particular, many Norwegian mobile operators leaked Norwegian
citizens’ NBNs, full names, and addresses. With this information at hand, an identity
thief could e.g. reroute an individual’s mail, order credit cards online, and order cell phone
subscriptions on the individual’s behalf. The paper pinpoints why systems leak, describes
proof of concept software demonstrating the leakage, and suggests how to improve the
situation. The interested reader can find more information in a technical report outlining
how large scale identity theft can be prepared, and explaining the proof of concept software
in more detail [40].

8.8 Paper VIII: Open Wireless Networks on University Campuses [32]

Wireless networks can give convenient access to a network infrastructure. We argue that
universities should consider offering open wireless networks to their employees, students,
and the general public. Open networks yield a higher degree of usability and privacy for
their users than networks requiring authentication. Still, there are inevitable risks related
to malicious use of open networks, such as illegal downloads and attacks both on and from
the network. We analyze these risks and argue that they can be mitigated.
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