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Abstract

The challenges that will be discussed in this thesis are two-fold; the problems related to trans-
mission of power over long distances, and the need for energy storage, especially at night.
Both of the issues are accentuated by solar power where the distance between production cite
and consumer may become large. The need for storage is a consequence of the intermittent
nature of solar power, which relies upon the presence of the sunlight. These two concerns
differ clearly from the storage and production advantage of power generation from coal power
plants which are not dependent on energy storage since its power source is always available.
The transition from fossile fuels to other ways to generate electric power is partly driven
by increasing fuel costs reflecting gradual depletion of natural resources, and partly by en-
vironmental concerns - recently the possibility of an irreversible climate change due to fossil
burning in particular. More and more countries are dependent on oil import as the produc-
tion of oil gradually is relying on fewer countries. In this regard, solar power has potential
to be a important contributor for hydrogen production for a possible future hydrogen based
transportation sector. The possibility of chemical storage will also be discussed.

The electric grid is becoming a growing challenge with an increasing power fraction com-
ing from renewables. A proposed alternative to energy storage is a more modern grid which
can control fluctuations in the grid more efficiently. This includes construction of high volt-
age transmission interconnections between geographically distant regions. A recent report
published by the European Climate Foundation (ECF) presents how the European electric
grid should be changed to maintain europe’s energy security when a large fraction of the total
energy comes from renewables. This report will also be assessed.
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Energy units

Throughout the text, different energy units has frequently been used.

Definitions

• Joule
1 Joule is the work done by a force of one newton in moving an object a distance
of one meter.

• Watt
the rate of which energy is being used; 1 W = 1J/s

• Watt-hour
One watt-hour is the amount of energy used if work is done at an average rate of
one watt for one hour

Joule and watt hour have the same SI-units but with different magnitude,the table below
shows how to convert between them

symbol SI-units Joule watthour

Joule J kgm2/s2 1 2,778*10−4

Watt hour Wh kgm2/s2 3600 1

This means that one watt-hour equals 3600 joule and one joule equals 2,778*10−4 Wh.

The SI prefixes used in the text are listed below

SI prefixes

Prefix Symbol magnitude

nano n 10−9

micro µ 10−6

milli m 10−3

centi c 10−2

kilo k 103

mega M 106

giga G 109

tera T 1012

peta P 1015

Example: 1 kWh = 1000 Wh = 3600*1000 J

If a 60 Watt light bulb is on for 24 hours, the following energy is being consumed by the
lightbulb:

60 W * 24h = 1440 Wh = = 1,44 kWh = 3600*1440 J
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Number convention

Throughout the text I have used comma when writing decimals, for instance:
2,45 = 245*10−2 with this convention.
When writing big numbers i write, for instance,
300 000 or 3*105

In America you often see the number 3*105 be written like 300,000 and 3*108 like 300,000,000
, however, this convention is not used in this thesis. 300,000 would be equal to 300 or 3*102

with my comma convention.

remark: I have used two different multiplication notations in the text. Many places I
have used *, but some places × is used.

Physical constants and quantities found in the text

Physical constants and quantities

Name Symbol Value (SI-units)

Avogadros number NA 6,02214199*1023 mol−1

Boltzmann constant k 1,3806503*10−23 J/K
Charge of an electron q 1,602176462*10−19 C
Plancks constant h 6,62606876*10−34 Js
Speed of light in vacuum c 2,99792458*108 m/s
Permittivity of free space ε0 8,854187818*10−12 F/m
Permeability of free space µ0 4π*10−7 F/m
Stefan-Boltzmann constant σ 5,670400*10−8 W/m2K4

Solar Luminosity L0 3,839*1026 W
Solar constant S 1367 W/m2

mean sun-eart distance AU 1,49598*1011m

where one Farad (F) in SI-units are A2s4

m2kg

Programs used in the thesis

1. Matlab - used to produce the graphs in the thesis and for various calculations. Webpage:
www.mathworks.com

2. Mayura draw - for simple illustrations. Webpage: www.mayura.com

3. the plugin texclipse in combination with Eclipse - for writing the document. Webpage:
http://texlipse.sourceforge.net/ and http://www.eclipse.org/



Chapter 1

Motivation

A key issue of renewable energy sources is that they generally need a large area because of
their low energy density. This is true for wave, wind and solar power. To cope with this
problem in a crowded world the best solution may be to import the electricity from another
place, a place where huge land areas can be utilized for electricity production. For solar
power, a region which fits this description is the deserts, near the equator in particular. In
the deserts, the sun shines strong most of the day and there are huge open areas available
for energy extraction. Several companies and scientific communities today believe that solar
power from deserts can make a significant contribution to the total energy demand in future.
The German Aeorospace center (DLR) recently made a report on the possibilities for a Trans-
Mediterranean Interconnection for concentrated solar power from the Sahara desert in Africa
to a European supergrid[1]. The potential for solar power are big. But, there are several
issues related to storage and transmission of power that must be solved1.

The other motivation is a search for alternative energy sources to the fossil fuels. Today,
we are facing substantially depleted carbon resources (oil) and environmental problems due to
fossil fuel burning (coal and oil). This includes a potentially critical climate problem, an issue
of current debate. The burning of fossile fuel has caused the carbon dioxide concentration in
the atmosphhere to rise. Carbon dioxide is a so-called greenhouse gas, and increases of green
house gases in the athmosphere, affect the average global temperature. The reason for this
chain of events is that greenhouse gases absorb and re-emit infrared radiation, which radiates
out from the earth. The Intergovernmental Panel on Climate Change (IPCC) concludes in
its report in 2007 that most of the temperature increase observed since the middle of the last
century is caused by increasing concentrations of greenhouse gases due to human activity such
as depletion of rainforests and the fossil fuel burning[2]. According to [3], coal production
have increased steadily since the industrial revolution. [4] have calculated that from 1769 to
2006, the world annual coal production has increased 800-fold, and coal production is still
increasing today. With Chinas fast running industrialization, where they raise a new coal
power plant every week, [5], the coal production will still increase for years to come.

While the resources for coal still are substantial and can last for another 150 years, the
conventional oil production are expecting to peak soon. WEO 2008 claims that conventional
oil production will peak around 2020[6]. This must not be mistaken for being the total oil

1 Political and economical challenges will always be there due to huge investments over many years and
needed cooperation of many different countries with different needs. However, these challenges are not in the
scope of this thesis.

1



2 CHAPTER 1. MOTIVATION

production. The total oil production includes more unconventional ways to extract the oil,
such as oilsand etc. With this in mind, the total oil production may peak 10 years later, around
2030. This number is highly debated and there are many variables related to the number.
Offcourse, the oil peak can further be delayed by improving technology of extraction, and
discoveries of new unknown oil reservoirs.

If the goal for the world is to reduce CO2 emission it is crucial that we find alternatives
to the fossil fuels. We have today no single realistic inheretor that can take the place of the
fossile energy, and it is quite unlikely that such a replacement by one single source will take
place. The most realistic scenario in the future will probably be a combination of different
energy sources. In this energy mix, solar power can be an important contributor. David
MacKay has given some plausible scenarios of possible energy plans, based on a goal of zero
CO2 emission, for the world in his recent book[4]. A mix of different sources is also assumed
to be a fundament for the future European energy security in the report published by the
European Climate Foundation (ECF)(roadmap 2050) which will be discussed in the thesis.

1.1 Overview

In Chapter 2 the theoretical limits for how much power that can be extracted from solar
radiation will be analysed. We start with the energy flux at the surface of the sun and then
finds the energy flux density outside the earht’s atmosphere. further on, the interactions
with the atmosphere will be considered and the distribution of radiation as a function of
latitude and season. In Chapter 3 and 4 I will go through the physics behind the two
main technologies for solar electricity generation. In Chapter 3 I will identify the main
components which defines the power output of a solar cell. In Chapter 4 the discussion is
dedicated to concentrated solar power (CSP). The different technologies are presented before I
go in further detail about the parabolic trough technology. Here, the efficiency of the different
components of the plant are discussed. An overview of the cost components and the levelized
energy costs (LEC) will be given. The discussion of storage possibilities for CSP starts in
Chapter 5. An overview of current storage technologies and calculation of their capacities
are presented. A comparision between 4 different thermal storage systems are given, one of
them the storage system in use on the recent built CSP plants in Spain. A calculation of
needed amount of material for the four systems is given and also an overview of the cost. In
Chapter 6, the roadmap 2050 report is assessed and main results are pointed out. Chapter
7 is dedicated to long distance power transfer, where AC and DC power are compared against
each other. An example calculation of the losses in the NorNed cable between Norway and
the Netherlands are given. In Chapter 8 we do a case study on the possibility of transferring
solar power from Africa to Europe based on two reports made by DLR. In Chapter 9, needed
modifications on the model used in chapter 8 are pointed out.



Chapter 2

Theoretical limits for solar energy
extraction

The sun provides our earth with an enormous amount of energy, but it is not an infinite
amount of energy. The earths finite size, its distance from the sun and its athmosphere gives
us the possibility to calculate a clearly defined maximum theoretical value for the solar power
that can be used by humans at the surface.

It all starts at the center of the sun. In the extreme conditions with temperatures of more
than 40 ∗ 106K that exists at it’s center, the nuclear reactions that eventually give planet
earth its energy, take place. The minimum temperature at which fusion reactions can occur
is about 107 K, [7]and luckily for us the sun‘s core is slightly hotter. The energy can therefore
be released in the fusion of hydrogen nuclei into helium nuclei in which matter is converted
into energy.

The surface of the sun that we can see is called the photosphere, and the temperature
here is about 6000 K. The gases at this particular temperature emit a characteristic spectrum
of light intensities at different wavelengths. The rediation spectrum from the sun can be
approximated by a black body with black body temperature 5780 K. At this temperature,
the spectrum can be very well approximated by the blackbody radiation spectrum given by
Planck’s law (Appendix B) (the earth can also be assumed to radiate like a black body with
a black body temperature T ∼ 300K) [8]

The amount of power produced by the sun is 3, 9 ∗ 1026 W. This energy flux is called
the solar luminosity and its symbol is L0. Because we consider the sun as a blackbody the
relation between the energy flux and surface temperature are governed by Stefan-Boltzmanns
law given by

P = AσT 4 (2.1)

where P is the total emitted power from a black body, and equals L0 in the case of the
sun. T is the absolute blackbody temperature at the surface, A is the surface area and σ is
Stefan-Boltzmann constant. Note that the black body-equvalent temperature for the sun is
∼ 5780K.

As the radiation gets farther and farther away from the sun, it is spread out in an uniform
way over a larger and larger spherical area. Because of this, only a very small fraction of
the intial amount of energy falls on earth. In fact, each square meter of surface normal to
the incident solar radiation at earth’s mean orbital distance from the sun receives an annual

3



4 CHAPTER 2. THEORETICAL LIMITS FOR SOLAR ENERGY EXTRACTION

mean value of 1367 W, as measured by satellites. This number wil be defined as the solar
constant below.

The energy balance of the earth is given by the first law of thermodynamics, which states
that energy is conserved. The first law can be formulated in the following way “ the heat
added to a system is equal to the change in internal energy minus the work done by the
system on the environment” In mathematical symbols we have1:

δQ = δU - δW

The mass flux of energy delivered to earth is negligible, so we can to good approximation
say that the transmission of energy from sun to earth is entirely radiative. The work done by
earth on its environment is also negligible. So, to calculate the approximate energy balance
of earth, we need only consider radiative energy exchanges. This means that the climate on
earth is almost entirely dependent on this exchange of radiation. Knowing this, it is clearly
very important to have a good overview on how the energy from the sun varies over time
to give a true picture of how much the climate is changed by human activities and what is
caused by the sun itself. This has been researched and discussed by IPCC in later years.
The Intergovernmental panel in climate changes (IPCC) third assessment report states that
the measured magnitude of recent solar varitation is much smaller than the effect due to the
increase in greenhouse gases in the atmosphere[9]. Measurements done by satelittes since
1979 confirm that the sun itself is not the entire cause of global warming [10].

However, there are various known periodic weather phenomena on earth that cause vari-
ations in the climate. For example, the year 2008 was measured to have the lowest global
mean temperature since 2000. This was ascribed to the periodic climate pattern La Nina,
and it caused abnormal cold weather in january 2008. Trenberth[11] argues that it is not
a sufficient explanation to say that a year with abonormal temperature variation is a result
of natural variable weather phenomena. There must instead be a closed energy budget than
can account for where the radiative forcing from the top of the athmosphere has gone. There
are currently no sufficiently accurate methods to measure and track where the energy that is
added to the climate system goes, and this inability to properly track the energy, limits the
possibilities to plan and solve issues related to climate changes.

It is possible to track changes in net radiation at the top of the athmosphere. The energy
budget has been estimated in the period 2000-2004 and the imbalance between incoming solar
radiation and reflected solar radiation together with the outgoing longwave radiation at the
top of the athmosphere have been estimated to be 0, 9±0, 5 W/m2.[11]. So there is a netto
energy absorption in the earth system.

From 1993 to 2003 the global energy budget can reasonable well be accounted for in terms
of change in ocean heat content and melting of glaciers and arctic sea ice. But after 2003 the
net radiation absorbed by the earth does not longer coincide with the change in ocean heat
content and ice melting. Measurement shows that CO2 concentrations have further increased
since 2003 which should result in an increasing heat absorption. Still, measurements of ocean
temperature from 2004 to 2008 indicate that the increase in the ocean heat content has been

1We have here chosen the convention that the work δW is negative when the system (earth in this case)
does work on the environments
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slowed down significantly. It can be shown that melting ice is a factor of 40 to 70 times more
effective than thermal expansion of the oceans in terms of raising the sea level. From this
one finds that the sea level rise would have been considerable more dramatic than what we
see today, if all the net energy had gone into melting land ice. One can also calculate that
there would not be enough sea ice in the world to account for the energy. One must therefore
conclude that the observed sea level rise and heat content does not account for the measured
energy imbalance at the top of the athmosphere and therefore, current observations cannot
account for the recent energy variability. The energy must have gone somewhere else.

Trenberth concludes in his article that “To better understand and predict regional climate
change, it is vital to be able to distinguish between short-lived climate anomalies, such as
caused by El Nino or La Nina events, and those that are intrinsically part of climate change,
whether a slow adjustment or trend, such as the warming of land surface temperatures relative
to the ocean and changes in precipitation characteristics.”

2.1 The solar constant

The solar constant is defined as the solar energy density (W/m2) at normal incidence outside
the earth’s atmosphere. It is dependent on the solar luminosity L0 and the sun-earth dis-
tance. Because the sun-earth distance vary over one orbit, The solar constant is actually not
a constant, but a variable depending on earth’s position in hte orbit relative the sun and the
variations in the the solar luminosity. Therefore it is usually the mean value averaged over
one orbit that is being referred to. The mean value recently measured by satellites is 1367
W/m2.

According to [12], the solar constant can be given as a function of day number in the
following way:

S = 1367(1 + 0, 033cos(2π ∗ d

365
))W/m2 (2.2)

where d = 1 = January 1’st and d = 365 = December 31. From this we see that when
the earth is closest to the sun, around the 1’st of January, S = 1412 W/m2 and deviates ∼
3,2% from the mean value. The earth is farthest away from sun around the first of July and
at that date the value is 1322 W/m2, here it also deviates ∼ 3,2% from the mean value.

Satelite measurements from 1980 to 2009 show that the annual mean value of the solar
constant has varied between 1354 W/m2 and up to about 1374 W/m2[13]. This variation is
mostly due to the solar cycles; a periodic phenomenon with an average length of about 11 years
where different solar activities are observed to occure with different frequency and magnitude
i.e number of sunspots visible on the photosphere, which can affect the solar luminosity.

The mean value of S can also be calculated to good approximation by using the mean
sun-earth distance over one orbit (one year) and by using a constant solar luminosity :

As earlier mentioned, the fusion processes in the sun delivers an energy flux that we call
the solar lumonisity. This energy flux varies very slightly and can be assumed constant, its
value is L0 ∼ 3, 9 ∗ 1026W [14]. The average flux density on the photosphere can then be
calculated by dividing the solar luminosity by the area of the photosphere:
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Flux densityphoto = L0
Areaphoto

= L0
4∗π∗r2photo

= 3,9∗1026
4∗π∗[6,96∗108]2 = 6, 4 ∗ 107 W/m2

The space between the photosphere and the atmosphere of the earth can be considered
to be a vacuum. If this is true then the amount of energy passing through any sphere with
the sun at its centre should be equal to the solar luminosity. If we now assume that the flux
density is uniform over a sphere of radius d with the sun at its center, we obtain following
formula :

L0 = Sd ∗ 4 ∗ π ∗ d2 , where Sd is the flux density at distance d.

Thus, we see that the flux density is inversely proportional to the square of the distance
to the sun. The flux density Sd is the solar constant at distance d from the centre of the sun.
In the case for the solar constant at earth’s distance we drop the subscript d and we then
obtain the solar constant for earth, knowing that the mean earth-sun distance is 1, 5 ∗ 1011

m:

S = 3,9∗1026W
4∗π∗[1,5∗1011m]2

= 1379W/m2

We see that this theoretical value is slightly bigger than the actual satelite measured value,
mostly because of the round-off values used for the mean earth-sun distance and the solar
luminosity. Exact values like this do not apply in the real world.

2.2 Interactions with the atmosphere

We found in the last section that when the photons from the sun have reached earth, the
energy flux density that was initially 6, 4 ∗ 107 W/m2 at the photosphere has decreased to
about 1367 W/m2 when reaching the top of the atmosphere of earth. The amount of solar
radiation reaching the earth is called the insolation, short for “incident solar radiation”.

Now, when the photons finally have reached the atmosphere, they will meet some resis-
tance. Before the radiation reaches earth’s surface, a fraction of it will be reflected back to
space and some will be absorbed by the different compounds in the atmosphere. In fact,
only around 50% of the total radiation wil reach the surface (depends somewhat on wheather
conditions). The figure 2.1 gives a good view of the situation.

The smooth dotted line in the figure is the radiation spectrum from a blackbody, and is
given by Planck’s radiation law. The actual radiation spectrum from the sun at the top of
earth’s atmosphere almost coincides with the blackbody spectrum for infrared wavelengths
(0,8 µm and above). There are some bigger differences between the two graphs for the UV
and visible wavelengts. Furthermore, we see from the figure that about 9% of the radiation
is ultraviolet, 40% is in the visible region, and about 50% is infrared.

The fraction of light reflected back to space from the atmosphere is called the albedo, and
the earth has an albedo of 30%. Another 20% is absorbed in the atmosphere or scattered back
to space. Much of the ultraviolet radiation is absorbed by oxygen, nitrogen and ozone in the
upper atmosphere, this part of the atmosphere is known in public as the Ozone layer. Some
of the infrared radiation is selectively absorbed and scattered by water vapor and carbon
dioxide in the lower atmosphere.(This part depends very much on weather conditions).

The remaining 50% of the incident solar energy reaches the surface and is almost all ab-
sorbed. The reason for the relatively constant temperature of the earth is a result of the
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Figure 2.1: Spectrum of solar radiation at the top of the atmosphere and at ground level.
The minima in the ground level spectrum are a result of the absorption by water vapor, CO2,
O2, N2 and O3 (Ozone) [15]

energy balance between the incoming solar radiation and the energy radiated by earth. As
mentioned earlier the earth can approximately be considered as a blackbody, and Planck’s law
may therefore be applied. From this we find that earth radiates primarily infrared radiation,
and from Wien’s displacement law we see that the radiation spectrum is consentrated around
10 µm. Most of this infrared radiation emitted from earth is absorbed by CO2 and H2O in
the atmosphere and some reradiates back to earth. This reradiation back to earth is known
as the atmospheric greenhouse effect, and it maintains the surface temperature of the earth
about 40K higher than it would be if there were no absorption. It can be calculated that the
average surface temperature would be rather cold, about 258K, if we had no atmosphere. To-
day, as a result of fossil burning, the amount of CO2 in the atmosphere is increasing, resulting
in the problem that the greenhouse effect is working “too well” and thus heating up the earth.

Before we take a closer look at the factors that determine the amount of insolation on
different regions at the surface, I will calculate the average energy flux (power) over the entire
surface.

First we must appreciate the fact that only half of the earth will recieve solar radiation
at any time of day. Now, the sunny side of earth would receive just as much solar radiation if
it were flat, with the same radius. So, by taking the ratio between the cross section through
the center and the entire surface area of earth and multyplying this with the insolation would
give us the average we are looking for [12];

1367W/m2×0, 7× πR2

4πR2
∼ 240W/m2 (2.3)

The factor 0, 7 comes in because the albedo of earth is 0, 3. This means that the formula
above also accounts for what is absorbed and/or scattered in the atmosphere in addition to



8 CHAPTER 2. THEORETICAL LIMITS FOR SOLAR ENERGY EXTRACTION

the surface.
The remaining insolation that is reaching earths surface contains two different compo-

nents. One part is the direct sunbeam from the sun, this component is the one that can
be used in electricity production, and with the use of two main technologies: Photovoltaic
and consentrated solar power systems. Secondly we have a diffuse component. This is radi-
ation that is first absorbed by the atmosphere and then scattered over the entire sky. This
component can be used for thermal heating systems, but also photovoltaic systems.

2.3 The distribution of insolation over the surface

Lets take a closer look on the factors that control how much insolation different regions are
recieving on the earths surface.

The average insolation calculated above is not always a good approximation of the solar
radiation in many regions, In fact, the amount of insolation received at any particular location
on earth’s surface may vary between 0 and ∼ 1050 W/m2, depending on the latitude, the
season, time of day and the degree of cloudiness. The first three factors are a result of the
geometry of earth’s orbit around the sun.

Figure 2.2: Earths orbit around the sun

Earth’s orbit around the sun is elliptic with an eccentricity near zero, this is why we use
a mean value of the earth-sun distance when calculating the solar constant. In addition, the
axis about which the earth itself spins is tilted relative to the orbital plane of motion at an
angle of 23, 5◦. Consequently, the North pole is tilted towards the sun during the northern
hemisphere’s summer and away from the sun in the winter. The exact opposite happens for
the southern hemisphere. The northern hemisphere is, because of this, exposed to more hours
of sunlight in the summer, and the amount of solar radiation striking a horizontal surface is
greatest in this season. In the winter, the insolation is spread over a larger horizontal area
due to the tilt angle and the sunrays must pass through a larger amount of the atmosphere
resulting in that less radiation reach the surface of earth because of absorption and scattering
from the atmosphere.



2.3. THE DISTRIBUTION OF INSOLATION OVER THE SURFACE 9

The angle the sun is making with the vertical (relative observer) is called the solar azimuth
angle θz . The solar azimuth at a particular location and a particular instant of time on earth
is a function of several different angles (explained in the appendices). Generally, the farther
north, the higher is the value of θz, and the lower in the sky the sun will be. This is clearly
observed in Norway, north of the polar circle where the sun is found under the horizon most
of the time during winter.

The tilt angle also explains the location of the tropics, where the sun appears directly
overhead at solar noon2 in a given season. In other words the solar azimuth will be 0◦. The
tropic of capricorn is located 23, 5 degrees south, here the sun is found overhead at noon in
December. In June, the location where the sun is directly overhead at noon has moved to the
tropic of Cancer, which is located 23, 5 degrees north. In March and September the sun is
directly overhead at solar noon at the Equator. Because of it’s locations the solar insolation
is greatest in between the two tropics with equator at the center.

Figure 2.3: Global distribution of solar irradiation averaged over one year, given in watt per
square meter.[16]

In the world map of figure 2.3, we see the global distribution of solar irradiation over
one year, given in watt per square meter. The colors purple, blue, light blue and up to
green represents low irratiation densities (zero to about 170 W/m2).The middle colors from
light green up to dark red represents high irradiation densities (180 to about 290 W/m2)3

We observe that the most sunny regions indeed lies in between the two tropics. The region
stretches from the middle parts of Australia and southern parts of Africa up to the southern
part of Spain and the USA. We can convert the average power to total annual radiation
energy, by multiplying the average power with the number of hours in the year(8760h). We
find that the annual insolation in the region with the highest power densities, lies between ∼
1600 and 2600 kWh/m2.

If we go further north in Europe, for example up to Germany, the insolation is about
half of what it is near the tropics. Despite this fact, Germany is today, togheter with Spain,

2Solar noon is the time of day when the sun has its lowest azimuth angle, that is, is highest in the sky
3Irradiation values are very dependent on how they are measured, the particular values in this map are the

irradiation striking a horizontal surface over one year. For a surface that can track the sun over the sky, the
values will be higher



10 CHAPTER 2. THEORETICAL LIMITS FOR SOLAR ENERGY EXTRACTION

installing more large scale photavoltic power than any other country in the world. The in-
stalled PV power in Germany increased to 5.3 GW by the end of 2008, with 1, 5 GW new
capacity installed[17]. This shows that even regions with far less solar insolation than the
tropical regions can utilize solar power on a large scale. Small scale installations can be used
everywhere in the world, even in Norway.

An interesting observation is that two of the regions with the highest insolation densities
in the world have at the same time one of the lowest population densities, namely the Sahara
desert in North Africa and Australia. One may think at first that this is a negative coincidence
when thinking about solar energy extraction, and that it would be optimal if the electricity
were made were it is needed. This is in general true because of transmission costs etc. But
one of the problems with solar energy and other renewables is the need for huge areas because
of the relatively low energy density. This problem can be overcome in these regions. The
problem will then be to transport the electricity to needed areas. We will take a look at this
problem in a later chapter.

Lets calculate how much power one could produce in theory if these two regions were filled
with a mix of different solar power installations.

The area of mainland Australia is about 7, 6 million square kilometres. The area of the
Sahara desert is about 9, 1 million square kilometres. One could ofcourse, even in theory,
never use the entire area for solar power. Let us therefore say that in theory one could use
10% of the land area. We assume that each square meter of collector surface needs 3 m2 of
land area. Therefore, 3,3% of the total land area will harvest the solar energy.

So, we will then have left 250800 km2 in Australia and 300300 km2 in Sahara for solar
power installations. Based on the irradiation map we assume the average insolation density
in the region to be 290 W/m2(It is higher for systems that can track the sun). Further, we
assume that the effiency from heat to electricity is 15% . We will then have :

Ptot = (250800 + 300300)106m2 ∗ 290W/m2 ∗ 0, 15 = 2, 397 ∗ 1013W
Thus, the power delivered in this theoretical calculation amounts to about 24 TW of

power. The global energy consumption in 2006 was, in comparison, about 15 TW[18].
This calculation indeed shows, that in theory, solar power alone has the potential to meet

global energy demands.
This chapter have shown the theoretical limits for solar power , and in the next chapter

we will take a look on the different solar power technologies that can produce electricity from
this theoretical solar potential.



Chapter 3

Physics behind solar power
technologies

There are a number of different ways to harvest the energy in solar radiation. To decide which
technology to use, one must first know what the energy shall be used for. If the purpose is
to heat up buildings or do some mechanical work to run, for instance, a refrigerator, it may
not be nescessary to convert the heat into electricity first. If electricity is the goal then it is
important to decide whether it is important to have the opportunity to store the energy for
later use, storage at night for instance. Some technologies are better fit for energy storage
than others. When choosing technology one must also think about the economical aspects.
The different technologies can be divided into three main categories:

1. Solar thermal energy systems

2. Photovoltaic Power

3. Concentrated Solar Power

There is an additional category called Concentrated Photovoltaic Power. This technology
concentrates sunlight towards high efficiency solar cells. This is a very interesting combination
with some attractive features such as high efficiency and reduced land area. The main problem
is the high cost of the needed solar cells.

3.1 Solar thermal energy systems

This category consists of systems that collect the solar energy to produce heat. The heat pro-
duced can be used to drive a heat engine that converts the thermal energy to some mechanical
work. The heat can also be used directly, to heat up buildings or to boil water. There are
different ways to collect this heat, dependent on how high the work temperatur is needed to
be.

To maintain temperatures in buildings one usually use collectors in the low-temperature
scale. These collectors can use water or air to transfer the heat where it is needed. Other
examples are solar chimneys that heat up air and circulate the air around in a building.

When higher temperature is needed one needs a system that concentrates the incoming
solar radiation to a smaller area. Lenses or mirrors constructed in parabolic shape are usually

11
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Figure 3.1: Flat plate collector

used to obtain the high temperatures. The high temperature will then boil water or some
other liquid to generate steam. This principle is also used in electricity generation, only then
another step is needed: the steam must then go through a turbine to produce electricity.

3.2 Photovoltaic power

The potovoltaic power system consist of a group of single cells connected togheter to form a
module. As the term “photovoltaic” implies (photo = light and voltaic = electricity), each
cell converts solar radiation directly into electricity.

The process that generates electricity in the solar cell was observed already in 1839 by
the french experimental physicist Edmond Becquerel who found that some materials would
generate small amounts of electric current when exposed by light. Despite this early discov-
ery, the process behind the phenomenon wasn’t understood until Albert Einstein, in 1905, in
his paper on the photoelectric effect, explained the particle-view of light. According to his
theory, light is composed of discrete quantities with certain discrete energies. Later, these
quanta got the name “photons”.

While the photovoltaic effect is based on the same physical fundament as the photoelectric
effect, the two processes have different outcomes: In the photoelectric effect, the photons hits
the electrons in the material, causing the electrons to leave the surface of the material and
hitting a plate behind where they can be detected. In the photovoltaic effect the photon-
electron collisions cause the electrons not to leave the material, but rather to move around
within the material, which then can contribute to an electrical current when an electric field
is formed.
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3.3 The power output of a solar cell

The power output of a solar cell is determined by three main factors: Pe = PsηAeff where
Ps is the solar intensity, η is the efficiency and Aeff is the effective area of the solar cell. We
will in the following find out how to determine these three factors. First we will do some
calculations for the ideal case.

3.3.1 The ideal solar cell

The p-n jucntion in the solar cell can in the ideal case be thought of as a diode, in which
current can move only one way. The solar cell will then be equvalent with the circuit in figure
3.2.

Figure 3.2: The solar cell equvalent circuit [19]

Iphoto, the photocurrent,is proportional to the incident light intensity and originates from
the photon-electron collisions in the n-type semiconductor. ID is the ideal diode current. RS

is the series resistance from ohmic losses in the front surface and the shunt resistance, Rsh,
also called the parallell resistance, comes from leakage currents due to recombinations in the
p-n junction, in the sence that when Rsh = ∞ we will have no leakage currents. Because RS

usually has much more impact on the efficiency than Rsh, especially at high light intensities,
we assume Rsh = ∞ in the following.The shunt current can also be neglected. Produced PV
cells have Rsh from 300Ω and up to laboratory quality around 1000Ω[20].

The power generated from a circuit is given by the product of the net current running
through it and the potential difference between the teminals, known as the voltage, that is, P
= IV. Therefore it would be nice if we could express the current as a fuction of the voltage.
For a diode this can be done through the Shockley diode equation [20]:

ID = Is(e
qVtot
nkT − 1) (3.1)

where Is is the diode saturation current which depends on semiconductor properties. Here,
n is the ideality factor (n=1 for an ideal diode), k is Boltzmann’s constant, q is the charge of
an electron and T is the absolute temperature.
In the case of solar cells this equation describes a solar cell which is not exposed to any solar
illumination, ID is therefore often called the dark current of the solar cell.
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To apply the results to a solar cell with an arbitrary area we define the current density J
= I/A

The net current density of a solar cell exposed to light will then be given by

J = Jphoto − Js(e
qVtot
nkT − 1) (3.2)

Here, Vtot = V + Jrs, where rs is the specific resistance (Ω m2). Jphoto , by convention, is
defined to be in the positive direction. Because of this, the I-V characteristics is obtained in
the first quadrant of the I-V plane[21].

A plot of an example I-V characteristic resulting from this equation is given in Figure.3.3

Figure 3.3: I-V characteristics for an ideal solar cell

We can now define two quantities illustrated in Figure 3.3:

1. Voc - the open circuit voltage, that is, when no current is running through the circuit.

2. Jsc - the short circuit current density, measured when the two terminals are connected
to each other, that is, with zero voltage.

By introducing these two quantities we can find an upper bound for the maximum power
output per unit area:

Pm = JmVm < JscVoc (3.3)

Pm can be found directly from the graph.1 It is the area of the largest possible rectangle
that can be drawn inside the graph.(Called the maximum power rectangle)

1Pm can also be found mathematically by considering V to be a function of I; P = JV(J), then finding the
solution to dP

dJ
= 0
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We can from the figure define yet another quantity, known as the Fill Factor, FF. It is
defined to be the ratio between the maximum power rectangle and the product JscVoc:

FF =
JmVm
JscVoc

(3.4)

The bigger FF is, the more power is produced by the solar cell.
We can calculate Jsc and Voc directly from (3.2) by setting, respectively, Vtot and J to

zero:

Jsc = Jphoto − Js(e
qIscrs

kT − 1) (3.5)

where, rs is the specific series resistance (units Ω m2)

Voc =
kT

q
ln(

Jphoto
Js

+ 1) (3.6)

3.3.2 Photovoltaic efficiency ηphoto

Now, we return to the efficiency we initially were interested in. The maximum efficiency
is given by the maximum power output by the solar cell divided by the power input from
incoming radiation:

ηphoto =
Pm
Ps

=
JmVm
Ps

=
FF ∗ JscVoc

Ps
(3.7)

So, to maximize the efficiency one must maximize FF, Jsc and Voc. We see from Equations
(3.5) and (3.6) above that they are all dependent on Jphoto and Js . Js depends on material
properties and typically increases with temperature. This will result in a decrease in Voc .
Therefore, all in all, an increase of cell temperature will decrease the efficiency.

Below is a table showing some example values of the quantities describing the efficiency
for various materials.

Figure 3.4: I-V characteristics for an ideal solar cell [21]

The values are measured under standard conditions with Ps = 1000W/m2 and cell tem-
perature 25◦C.
While what we have done here obviously is a very simplified approach to the real solar cell,
we have been able to discuss the main factors that are involved in the determination of the
efficiency.
In the general case, the efficiency is dependent on several different material properties of the



16 CHAPTER 3. PHYSICS BEHIND SOLAR POWER TECHNOLOGIES

semiconductor [20]; the saturation current, depends on temperature, and the amount of holes
and electrons in p-type and n-type regions. Maybe the most important one is the photocur-
rent, that is how many electrons per incoming photons are contributing to the current. This
quantity is highly dependent on the band gap for the given semiconductor. The efficiency
also depends on the series resistance, which is dependent on the junction depth, impurity
concentrations in the p-type and n-type regions, and the construction of the electrical wires
at the front surface.

3.3.3 Solar cell area

These electrical wires will also affect the effective area on the solar cell available for the in-
coming solar radiation.

To absorb all the electrons into the electrical circuit one must put electrical wires all over
the surface of the solar cell, so that as many electrons as possible can jump into the circuit
before they can recombinate with its ionized atom. Because of this, around 5% of the surface
of a typical solar cell is shaded by the wires.

If we are taking into consideration the ratio between the effective area where the solar
radiation hits the solar cell and the actual physical area the PV module takes on the ground,
the efficiency will decrease as a function of this ratio. The total power output of a solar cell
can now be written as

Pe = Ps ∗ ηphoto ∗Aphys ∗ β, (3.8)

where β =
Aeff

Aphys

Its important to be aware of this factor, because if the efficiency has been measured with
the effective area, but the total area of the power plant in the calculation is given with the
physical area, then this will give a wrong picture of the total power output from the plant. It
may also give a wrong estimate on how much area a power plant may need in order to extract
a certain amount of energy.

β also decreases if the solar cells are tilted relative the earth’s surface, in the sense that
each PV module then needs more physical area to avoid shading effects on the modules behind
it.

3.4 Standard test conditions

When one reads about efficiencies for solar cells in different media it is important to know
where the efficiency is measured and under what conditions it is measured. In laboratories
the efficiency is almost always measured under the AM1, 5 conditions. It is an abbreviation
for Air mass 1, 5 and it represents the atmospheric path length relative to the minimum path
length when the sun is directly overhead. AM1, 5 means that the light must travel 1, 5 meter
for every vertical meter. It can be characterized by the angle between the sun and the vertical,
that is the solar azimuth angle θz. The AM0 condition represents the solar spectrum outside
the atmosphere.

The standard test conditions also include an insolation of 1000W/m2 and a cell tempera-
ture of 25◦C
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The difference in the efficiencies measured at the site of power production and that in
the laboratory is partly because of these idealized conditions described above, but it is also
caused by an effect called the Staebler-Wronski effect, which is a light induced degradation
of the semiconductor. This means that defects in the solar cell material arise as the cell is
exposed to light during its first ∼ 1000 hours of operation. This decreases the power output
from its initial production level to a stable, lower power output. Alot of research is going on
to solve this, but so far the reasons behind this effect are not fully understood.

3.5 Current technology and future improvements

Up to now silicon based solar cells have been the standard for commercial PV modules with
single cystalline silicon (sc-Si) as the most efficient (up to ∼ 25 laboratory efficiency) but
most expensive, and polycrystalline Silicon (pc-Si) as the least efficient(record 17% laboratory
efficiency) but with the lowest cost. These solar cells are produced with help of silicon wafers.
These wafers account for about half the total cost of the cells. Therefore, research today aims
towards methods of reducing the thickness of the wafers, and also making the production
more efficient with lower loss of material due to dust accumulation etc.[22].

Other materials than silicon have been proven to be eighter too expensive or too inefficient,
but intense research in recent years have been given some breakthroughs in new, cheaper
materials with reasonable efficiencies. Examples of promising materials are organic materials
and CIGS solar cells2. The organic materials are much cheaper than the Silicon as they can
be produced efficiently in large scale with printable semiconductors. However, the organic
based solar cells are still suffering from low efficiencies. Other materials are Gallium Arsenide
(GaAs) which is one of the most promising compounds in multijunction solar cells and they
have today the efficiency record at 41%3[23]. Also, research aims towards development of
thin-film photovoltaic, referred to as “second generation” solar cells and the goal is to replace
the wafer cells with these. Because the material used for the thin films can be significantly
reduced compared to the conventional wafers they have a potential of reducing the total cost
of the solar cell. In addition, potential efficiency improvements can be achieved since the
bandgaps related to the thin films can be better fitted to the solar spectrum [24]. In 2010,
German researchers achieved a record efficiency for thin film solar cells (CIGS technology).
The new record efficiency was measured to 20, 1%[25]. Also in 2010, a record 17% efficiency for
multicrystalline silicon cells was achieved.[26]. The old record was 16, 5% and the improvement
was made by moving the conductor wires to the back of the cell which increased the surface
area available to capture the incoming photons.

It is important to emphasize that the efficiency-values that are published are the values
measured under standard, idealized conditions in laboratories. Efficiencies of commercial
modules used in the field are typically only half of these official “champion cell” values.

The photovoltaic technology has in the last years been the fastest growing global power
source. 5, 4 GW of new grid connected capacity was installed in 2008 increasing the total
grid connected PV power to 13 GW. This makes a 70% increase from 2008 to 2009[27]. If
this increase continues at the same rate it may soon come to a point where the reliability
of the electric grid might be in danger. Since the photovoltaic technology is an intermittent

2solar cells based on a compound of copper, indium, gallium and selenium
3This efficiency was achieved with a concentration ratio of 500, and has not yet been commercialized
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power source with no economical large scale storage technology available (also true for wind
energy which also is growing rapidly), it will be crucial that the electricity grid can adapt to
an increasing fraction of intermittent power sources to stabilize local fluctuations. How this
can be done will be discussed in Chapter 6.



Chapter 4

Concentrated solar power

When you were a kid, you may have tried to fry an ant by holding a magnifying glass towards
direct sunlight. What happens is that when the incident sunrays hit the outer surface of the
magnifier, the convex shape of the glass are directing all the incoming sunlight onto a much
smaller area at the focal point on the other side. This will effectively produce a greater energy
density, and eventually the ant will be fried.

Figure 4.1: Concentrating sunlight with the aid from a magnifying glass

This simple (and brutal) experiment shows the potential power in sunlight and describes
the basic idea behind concentrated solar power (CSP): By gathering the incident sunlight that
reaches a large area and focusing it onto a smaller area, one can reach high energy densities at
one single point, called the focal point.1 If a receiver containing a fluid is placed at the focal
point, the high energy density can effectively heat up the fluid and reach high temperatures.
The high temperatures can produce steam which in turn can run a steam turbine to produce
electricity.

There are several different technologies available which utilize the principle of concen-
tration, but they all must go through some similar steps to produce the electricity; All the
systems includes a concentrator, a receiver, a heat transportation fluid (HTF) (execpt the
parabolic dish which use an engine). Some of the systems have also the possibility to integrate
energy storage to be used when there is no sunlight. The last component of the systems will

1Since the sun is not a perfect point source the sunrays are not perfectly parallell, this puts a limit on the
maximum achievable concentration ratio, see appendix D for more
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be a steam/gas turbine and an electricity generator. Because the CSP technology requires
direct sunlight to operate, some kind of system to track the sun during the day is crucial.

We can immediately conclude that there are many similarities between a solar thermal
power plant and a conventional power plant (fossile fuel or nucler power plant) The main
diference is how the heat, which is used to run the turbines, is produced. This fact gives the
opportunity to combine, for example, fossile fuel and solar power in one single hybrid power
plant, which may give some advantages both from an economical viewpoint and for a more
reliable plant.

4.1 The parabolic dish

The parabolic dish is constructed as a stand alone unit, and is very similar to a satellite dish.
The surface of the concentrator has the shape of a paraboloid and is covered by reflective
mirrors which focus light towards the focal point where a receiver is placed. The receiver
contains a heat engine, usually a Stirling engine. The fluid in the engine is heated by the
sunlight and the Stirling engine converts this heat into mechanical power. The mechanical
power then runs a generator to produce electricity. The dish has also an integated tracking
system to keep the dish in an optimal position towards the sun during the day.

Figure 4.2: Parabolic dish [28]

Because all the components needed for electricity production is placed at the unit, there
is no need for a heat transfer fluid (HTF). It can be shown that the maximum concentration
ratio for a paraboloid shaped concentrator is ∼ 46000 (see appendix D). The typical con-
centration ratios are significantly below this maximum (between 300 and 2000). The high
temperature that can be reached and no need for heat transfer fluid makes the parabolic dish
more efficient than systems based on linear concentrators.

The disadvantage is the expensive technology used for tracking the sun accurately during
the day and the costly materials in the concentrator itself. Because there are no heat transfer
fluid, this technology is not very suitable when energy storage is needed.(We will discuss a
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possible storage method in Chapter 5) Because of this and the modular nature of the technol-
ogy, the parabolic dish may have a larger potential as a decentraliced power source,especially
in developing countries with high solar intensities, than as a large scale centralazed power
plant. With the standard technology up to this date, one single unit can produce up to 25kWe

of electricity at peak levels.[29] Lets say it produces a mean value of 20 kW during sunlight.
If one family uses 500 W of electricity on average, one dish is enough to give electricity to 40
families in the village, during sunlight.

Recently, two large scale projects are developing in USA. One of them a 450 MW size
plant and the other a 750 MW size plant.[30]

4.2 The central tower

In a central tower installation (also called power tower), there are a large number of concen-
trator units distributed around a central receiver. The concentrators are flat mirrors which
tracks the sun dynamically (heliostats). The central reciever is located at the top of a tower.

Figure 4.3: central tower [28]

The receiver contains a HTF which absorbs and transport the heat to the power block
where steam is produced. The steam runs a turbine to produce electricity in a generator. The
standard HTF is usually oil, but lately there has been research on other HTF‘s, for instance
molten salt.

Central receiver plants are today considered to be further away from commercialisation
than parabolic trough systems. However, they have good longer-term projcetions for higher
conversion efficiencies. Medium scale Projects are under construction in Spain (20 MW), and
larger plants under development in USA and South Africa[31].

4.3 Linear concentrator systems

The concentrators in these systems consists of long line of mirrors in different shapes that
tracks the sunlight togheter as one single unit and reflects the sunligt towards a linear receiver
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located at the focal line in front of the mirrors. A fluid in the reciever absorbs the energy and
the heated fluid is then transfered through tubes and used to boil water to produce steam to
run a conventional steam turbine. There are two main types of linear concentrator systems
in use today:

4.3.1 Parabolic troughs

This is the type of plants that where built in the Mojave desert in California between 1984
and 19912[32]. The parabolic troughs consists of modular parabolic shaped mirrors mounted
on a support structure connected to each other in long rows. The mirrors can track the sun
along one axis of rotation, usually a north-south axis, and then trach the sun from east to
west (in the northern hemisphere). Each row of mirrors (called a Solar Collector Assembly
(SCA)) tracks the sun as one single unit. A receiver is placed along the focal line, located
directly above the saddelpoint of the parabola. This receiver consists of a black coated tube
containing a heat transfer fluid, which transfers the heat to the power block of the plant.
Maximum achievable concentration ratio are ∼ 220, typical values are around 80.

Figure 4.4: Parabolic trough [28]

Today, several 50 − 100 MW projects are under construction and under development in
Spain. There are also plants that already have gone online. In china the plans for a 2000
MW plant is being developed. In the USA, a 64 MW plant went online in 2009.

4.3.2 Linear Fresnel reflector systems

Here, one receiver is positioned above several mirrors to allow the mirrors greater mobility
in tracking the sun. The reflective mirrors used are nearly flat. This simple mirrorshape can
lower the cost of production, and because the receiver can be in an arbitrary distance away
from the reflectors, one can use long focal lengths which means one can use more conventional
materials such as flat glass[33]. All this will reduce the investments and operation costs due to
maintenance. Unfortunately there is, as always a backside: Because of the cheaper materials

2These plants will later in the text be called the SEGS (Solar Energy Generating systems).It was nine
plants in all, named SEGS I to IX
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used for reflection and lower concentration factor , the optical performance will be reduced
and one will therefore not reach the same temperatures as for the parabolic troughs and thus
the power output becomes lower. Still, if research shows that the reduction in performance
is less than the reduction in costs, this may not be a a very huge problem after all.

In the following I will discuss three important factors for the solar plants, namely the
overall solar-to-electric efficiency , the overall costs and the plant size/MW capacity, these
threee factors are related to each other in the way that when the efficiency increases, the
plant size as function of area needed for a given MW capacity decreases and thus the overall
costs also decreases.

4.4 Efficiencies - Parabolic trough

Here I go in greater detail on the Parabolic trough technology because this is the technology
which has been in operation for the longest time and thus the technology with the most reli-
able data collection to study. Much of the discussion in this section can be transferred to the
central power tower.

To find a number for the overall solar-to-electric efficiency of a power plant one need to
know the energy losses in every part of the plant. The example numbers given throughout
these sections are found from the operation of the SEGS IV plant in California. (It was built
in 1989, but the data here are from 1999) I will also give some numbers from the Andasol
power plants that went online in march 2009, but because of the recent startup, detailed
efficiencies for the different parts are not available. The data is retrieved from the Sunlab
and Sargent & Lundy (S&L) report published in 2003 as a response to the Departement of
Energy‘s (DOE) need for an objective assesement of the CSP technology[34].

Figure 4.5: Parabolic trough power plant
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A parabolic trough power plant consists of 3 main parts (see Figure 4.5):

1. The solar field: its constituents are the concentrator (support structure, mirrors and
tracking system), the reciever pipes, the HTF within and glass envelope.

2. The power block: consists of the rankine type steam cycle, turbine and the generator.

3. The thermal storage system.

4.4.1 The solar field efficiency ηSF

The solar field efficiency is determined by the losses related to different parts in the concen-
trator and the receiver.

The concentrator‘s curvature is basically described by the formula

z =
x2

4f
(4.1)

where f is the distance of the focal point from the vertex. This parabolic curvature assures,
given two conditions, that all the incident light rays are reflected and focused at one single
line in space. The two conditions are the following:

1. The sunrays travelling towards the parabolic collector are parallell to a line drawn from
the focal point to the vertex. (this line is called the optical line.

2. The surface of the concentrator is covered by a perfect smooth layer of a 100% reflective
material.

Figure 4.6: The receiver is located at the focal point F, a distance a from the vertex.

Any deviation from these two conditions will result in a scattering of sunrays and some of
them may not hit the receiver. It is therefore important that the receiver has a cross sectional
area large enough to receive all the incoming sunrays. It is also important to make sure that
the parabolic shape of the mirrors which these two conditions relies upon is being maintained.
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With the two conditions above in mind, important parts of the concentrator efficiency
must include tracking system accuracy, geometric accuracy of the concentrator, incident an-
gle modifier (ratio between the incident angles that can be collected by the concentrator and
the total spectrum of incident radiation angles during the day)3, mirror reflectivity and mirror
cleaningness.

The remaining solar energy which is not lost in the concentrator is directed towards the
receiver. The losses in the receiver must be related to each of the components of the receiver:
a black coated absorber tube, the HTF within, and a protective glass envelope surrounding
the tube. The space between the aborber tube and the envelope should be in vacuum to
protect the antireflective material that covers the tube. The vacuum is maintained by bellows
covering the tube on each interconnection. Bellow shadowing will therefore result in a loss.
Other factors are transmissivity of glass envelope, receiver tube absorption, receiver thermal
efficiency (0, 729 for SEGS VI) and thermal losses in the pipes.

One must also take into account losses related to row to row shadowing, end losses due
to light which is reflected off the ends of each collector and the solar field availability, which
is the percentage of total time during sunlight the plant is operating. (99% at SEGS VI)

The losses mentioned above related to the concentrators and receivers can be summarized
into one single factor: the Solar Field efficiency (ηSF ). For the SEGS IV plant this efficiency
was 0, 373 For the andasol plants in Spain, official numbers show a 0, 5 Solar field efficiency[35].

4.4.2 Thermal storage efficiency ηTS

The SEGS plants did not have thermal storage, but the two Andasol plants in Spain do,
together with many of the plants under construction, and here one must take into account
the losses related to this. With the available storage systems today, such as systems with
molten salt, the overall loss are claimed to be one percent. Thermal storage will in addition
remove most of the startup/shutdown losses for the plant, and thus, the introduction of a
Thermal Storage system may potentially give the plant a positive increase in overall efficiency.

4.4.3 Power block efficiency ηPB

This is the overall efficiency of the Rankine steam cycle and the turbine/generator together.
The power block availability and the parasitic losses4 are here also integrated into this power
block efficiency.

4.4.4 Overview

In the following table the efficiencies for the two plants is given.

3this factor is not easy to improve as this depends as much on the availability of the sun itself as the position
of the concentrator, in fact, both Sunlab and S&L is operating with no improvements at all on this number
in their future projections up to 2020. Experience from the SEGS(Solar Energy Generating system) plant in
California, 1999 gave this factor the number 0, 873

4This is the losses related to the electric energy the plant needs to operate properly (For pumping, cooling
etc.) It also includes startup/shutdown losses
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SEGS VI Andasol 1 & 2

ηSF 0,377 0,5

ηTS 1,00 0,99

ηPB 0,284 0,3

ηtot 0,106 0,15

From the table we see that the Andasol plants has a solar-to-electric efficiency of about
15% and the SEGS IV plant a efficiency of 10, 6%. The increase in efficiency is, as we can
see, mainly from improvements in the solar field efficiency, which has increased from 37, 5%
to 50%5

4.5 Efficiency improvements in future

In the table below the efficiency improvements for differents parts of the plant projected by
Sunlab and S&L is shown.[34]

projected cases
SEGS VI 1999 2004 2010 2020

ηSF
Sunlab 0,377 0,470 0,493 0,497
S&L 0,377 0,461 0,446 0,447

ηTS both 1,000 0,991 0,996 0,996
ηPB both 0,284 0,307 0,347 0,349

ηtot
Sunlab 0,107 0,162 0,17 0,172
S&L 0,107 0,14 0,154 0,155

4.5.1 Comments about the sunlab and S&L projections

We observe that S&L and Sunlab have different values for their projected values of ηSF .
Most of this difference is the different values they have on the future receiver thermal effi-
ciency which lies inside the ηSF . For instance, in 2004 Sunlab projected the thermal efficiency
for the reciever to be 0, 859. S&L‘s value is 0, 843. Both have increased significantly from the
SEGS value 0, 729. The reasons for differences in ηSF between Sunlab and S&L are due to
their different assumptions they made as a base for their projections.

Sunlab assumed a more intensive technology development than S&L, which had a more
conservative approach with only modest research and development in the period. The S&L
improvements was mostly due to small evolutionary “learningcurve” improvements based on
an assumed deployment rate and increases in plant sizes.

Being in the year 2010 we can compare the projected values with actual numbers from
recently built plants in Spain and USA.
Given that the efficiencies published by Andasol 1 & 2 is correct, (ηSF = 0, 5) then we observe
that Sunlab’s projections is closest to this value. It is interesting to observe that this value

5Because the Andasol plant is very new, the details about the different parts of the plant is still confidential
to the public, and the values presented here might still not be representative for the long run operation of the
plant
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is achieved without the deployment rates and plant sizes assumed in the projections. In
fact, Andasol 1 & 2 togheter with Nevada Solar One in USA, that went online in 2007 and
2009, respectively, are the first commercial parabolic trough plants built since the last SEGS
plant was built in 1991. Andasol 1 & 2 has each a 50 MW capacity, while Nevada Solar
one has a 64 MW capacity. The conclusions must be that even with the small/non existing
deployment rates, improvements in efficiencies has happend, this must mean that there has
been some research and development between 1991 and 2006. We will take a look at some
specific improvements in the end of the chapter.

From the Sunlab projections we also observe that ηSF seems to converge towards 0, 5 with
smaller and smaller improvements. This may indicate that we allready are very close to the
maximum theoretical value of ηSF .

Further, we observe that the projected increase in the power block efficiency, ηPB is the
same for both Sunlab and S&L. This is because the improvements in the power block is not
very dependent on deployment rates and plant sizes as it is for the solar field. The power
block is typical a conventional Rankine steam cycle used in conventional power plants and
thus is a mature technology. However, there are a significant improvement potential for ηPB;
Today in conventional power plants turbines can reach an 45% efficiency and in combined
cycle power plants with gas turbines they can reach even higher[36]. To reach these high
efficiencies it is important that the steam temperatures is high enough, because according to
the Carnot eficiency the maximum theoretical efficiency of a system is entirely dependent on
the temperature of the heat source and the temperature of the sink. Because the temperature
of the sink usually is limited by the temperature of the earth one must increase the temper-
ature of the heat source to increase the efficiency. Today, the steam temperatures in a CSP
plant are limited by the maximum temperature of the HTF , and today, the standard HTF is
syntetic oil which has a maximum outlet temperature of 393◦C. This is about the same that
was used in the SEGS plants.

Some of the reasons for the higher ηPB projections to Sunlab and S&L than we see today
is that they have assumed the introduction of molten salts as HTF at an earlier stage than
what we actually see today. Molten salt can reach significantly higher temperatures than
synthetic oil, around 500◦C, and therefore the Carnot efficiency of the system will increase.

The small increase in ηPB from SEGS to Andasol is mostly due to a decrease in the
parasitic losses due to shutdown/startup, and also due to more efficient pumping. The big
improvements, however, will not happend before the introduction of a HTF that can hold
higher temperatures in its liquid state. Alternatively ,with the introduction of Direct Steam
Generation (DSG), one does not need a HTF at all.(In a DSG system the power block and
solar field will be in a closed loop without the need for heat exchangers)

4.6 Overview of the plant costs

Improvements in efficiency is not enough to make CSP competetive. Research and devel-
opment aiming at cost reductions is just as important. An improvement of the solar field
efficiency will reduce the size of the solar field and thus reduce materials needed. Unfortu-
nately, this does not necessarely mean a reduction in cost, because if the materials needed
for the efficiency improvements is more expensive than the savings due to reduction in plant
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size, then we have no overall improvement.
As mentioned in the previous section it seems that R&D(Research and Development)

is closing in on the maximum solar field efficiency, but thare is still a lot of potential cost
reductions to search for. For instance, by moving from todays standard of thick glass mirrors
towards lightwweight, thin front-surface reflectors with integrated surface coating one can
potentially reduce cost of mirrors in half.[37] The challenge then will be to maintain the high
efficiency.

The table below shows the most important cost categories for the parabolic solar power
plant. The percentages is projections(year 2004 case) made by S&L for a 100 MWe capacity
plant with 12 hours of thermal storage.[34]

Component percentage of total cost

Solar field 58%

Thermal Storage 23%

Power block 14%

other(preparing site etc) 5%

Wee see that the solar field, for this plant size, counts for over half of the total cost of the
plant, and for bigger plant sizes the solar field becomes an even bigger part of the total cost.

The cost of the solar field is distributed over the solar fields different components in the
following way:

Component of Solar field percentage of total solar field cost

Metal support structure 29%

mirrors 19%

Receiver 20%

other(HTF, electronics etc) 32%

So, the mirrors, support structures and recievers counts for almost 70% of total costs of
the Solar field.

These three components will therefore be the most important components to reduce costs
on, especially when the plants gets bigger.

The direct factors that defines the cost of the components are

• Type of material

• Amount of material per unit

• Production method

• Transport

• Mass prdouction

To calculate total costs one must also include the labor costs related to assembling and
erecting the units on-site. The lifetime together with operation & maintenance costs during
its lifetime is also important but will not be analyzed here. It is a common assumption that
the O&M costs does not increase significantly with increased plant size. Standard economical
lifetime for the CSP plants are 25− 30 years.

In the two next sections, an overview of the current status for two of the most important
cost components in the solar field are given. We will examine whether or not there are
competion between different producents and if cost reductions are within reach.
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4.6.1 Mirrors - current status and future development

First, we take a look in the past. The mirrors used at the SEGS VI plant in 1999 had a cost
of around 40$/m2. They where made from thick (4mm) glass with cobber back layers. The
mirrors developed at that time had already reached high reflectivity (0, 93 − 0, 94) and was
one of the most reliable components at the SEGS plants. The mirrors showed, in general,
no degradation of efficiency when cleaned, and today, mirrors that have operated in 20 years
still shows good optical properties.[32] However, the costs of the mirrors where high, due to
the material used and the amount of material used (thickness).

Going over to the current mirror standard we can take a look at the recent built plants
in USA and spain. What we see at these plants (Nevada Soalar One and Andasol 1 & 2) is
that the same type of mirrors that where used at the SEGS plants still is in use here. The
material is the same with the same cost, reflectivity and thickness. In fact, it was the only
reflector in use at current commercial parabolic trough plants until 20086, and it came from
the same producent (Flabeg).[38]

In light of the experiences at the SEGS plants and the current plants it should be clear
that is is in cost reductions, and not efficiency improvements, the biggest potential lies.
Offcurse, when looking for cost reductions, one usually need new materials with different
optical properties, and therefore effeciency improvements comes togheter with cost reductions.

Today, there are several different mirror alternatives, some at the test stage (per 2007)
and some ready for commercializing:

Reflector type Reflectance Cost ($/m2) Status/issues

Thick,glass 0,93-0,94 40-45 Standard reflector/
breakage and cost.

Aluminized reflector 0,90-0,92 20 - 25 testing finished in
2008/reflectance and
durability

Silverized polymer on
aluminum substrate

0,93-0,94 <30 testing fin
ished/Durability

Thin Glass (<1 mm) 0,93-0,96 15-43 on-site testing in
2008/breakage

Advanced coat-
ings/superthin glass

>0,95 <11 experimental
stage/durability

The information in the table above is taken from a paper from 2007[38] and partly from
a paper written in 2004[39]. it is also based on information gained from reflector companies.

From the table we see that the main property which need to be proven for the new tech-
nologies is their durability in harsh outdoor weather conditions, that is, how long will their
lifetimes be, and how will their optical properties be changed during their lifetime.

Reflector supplier Reflectech and NREL has togheter developed a thin silver-polymer film
reflector. According to Reflectech (a subsidiary of collector supplier Skyfuel Inc) the films
has the same efficiency and durability as the glass mirrors currently in use, but with a lower
cost and weight. Reflectech and Skyfuel believes that 30% cost reductions for the total solar

6there has been installations of new types of collectors before 2008 for various testing loops
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collector assembly7 is possible. Up to this date, ReflecTech has been eight years in commercial
use and it has demonstrated that it has less than 0, 5 percent loss in reflectivity during this
time. [40]

However, A DLR report named “Optical Characterisation of Reflector Material for Con-
centrating Solar Power Technology” [41] demostrated that polymer films with a silvered reflec-
tive layer had, indeed, a hemispherical reflectance comparable with the silvered glass mirrors
but, with a 5% lower direct reflectance8 (Silvered glass mirrors where shown to have both
direct and hemispherical reflectance at 94%)

The 30% cost reduction from the current 40− 45$/m2 for glass mirrors results in a price
at around 30 $/m2. At their homepage the cost is listed as 18$/m2 [42], but this price only
includes the polymer film. One also need a rigid substrate to maintain its shape. I.e if using
an aluminum substrate this would cost around 9$/m2. The total price will therefore be about
29 $/m2.

Besides The polymer films the table also shows Aluminized reflectors and here the German
company Alanod-solar is currently in front. The same DLR report showed that Alanods
metal based mirrors achieved competetive direct reflectivity and durability (1 − 2% loss in
reflectivity over an accelerated test equivalent of 7, 5 years.) The problem with these Metal
based reflectors has usually been their low abrasion ressitance.[39] This means that they do
not respond well to the current cleaning methods and they experience abrasions from these
maintenance requirements, this was also confirmed in the DLR report.[41]

Despite these facts it is clear that the polymeric films and the metal based reflectors
has the advantage that they do not break that easily as glass. As a response to this, the
glas manufacturers have been developing laminated glass mirrors for the CSP industry, with
Guardian Industries in the front.[43] The advantages with this lamination is that there is less
chance for breakage, and if the glass should break it would still be relatively functional.

At last, the thin glass mirrors must be mentioned. They have typically a higher Reflectance
then the conventional tick glass, and also a lower material cost. The problems that up to
now has been experienced with these reflectors is their low resistance to breakage, and this
increases the replacements that has to be made togheter with handling costs)

4.6.2 Support structure - current status and future development

In the following only the cost of the support structure itself is discussed. The cost of the
tracking system and other electronic equipment comes under a different category.

We start the discussion with a list that covers the most important factors when discussing
the cost of the structure.

• Weight
Often given as kg/m2 , where the area is the amount of ground surface the structure
occupies. The weight of structure is first found and then distributed over the
occupied ground area. the cost is often given as $/tonnes or per kg, or $/kW. A
light weight construction will not only reduce the direct manufacturing costs, but
also reduce labor costs for assembling and erecting.

7The Solar collector assembly (SCA) is the rows of independently tracking parabolig troughs. Its component
is the support structure, mirrors and the receiver tubes togheter with trackingsystem and electronic controls

8For CSP applications the direct reflectance gives the amount of solar irradiance concentrated onto the
receiver and is therefore the most relevant reflectance parameter.
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• Material properties
This will often dictate the weight of the structure. But the best material cannot
only have lightweight properties, it must also be able to withstand severe outdoor
weather conditions during a standard lifetime of 30 years] Stiffness properties is
especially important to help maintain its parabolic shape during relatively strong
wind loads and to make it possible to construct units with longer lengths to reduce
interconnection costs etc

• Simplicity of manufacturing
For the manufacturing to be as cost efficient as possible it is important that the
structure has a very simple design and few separate parts. It is also important
that the design makes it possible to transport the structure as efficient as possible
to the site where it is assembled and erected.

• Future cost components
Includes expected lifetime for the construction and operation and maintenance
costs during its lifetime.

The first commercial support structures where developed by the company Luz in 1982 and
where used at the SEGS plants. Luz went bankrupt in 1991, right after the ninth SEGS plant
was built, main reason was that the Levelized energy costs (LEC) where too high to compete
with the fossil fuels. The SEGS plants were later sold to investors as independent power
projects and is still in operation, and today, they are claimed to have a LEC at $0,12-$,14.
[32]

Luz made two improved versions of their original Structure: LS-2 and LS-3. LS-3 were used
at the plants made at the end of the 80‘s and their improvements where based on operational
experiences from the first plants. At the end of the 90‘s two new support structures developed.
In Europe, a group of European companies and research laboratories developed a troughdesign
called Eurotrough. At the same time the american project called Duke Solar developed. The
two projects had some fundamental differences in designs.

Eurotroughs approach was a steel structure with a square Torque box design. The main
part was a 12 meter long space frame made of steel with a square cross section. This box
was the fundament for the support arms helding the parabolic mirrors. The benefits of the
Torque box was a structure with exellent stiffness properties that allowed the SCA length to
be increased form 100 for the LS-3 to 150 meters and in addition allowed the collectors to
operate more accurate under higher wind loads. The structure had only four steel parts which
simplified manufacturing and on-site labor costs. The design also gave more efficient packing
which reduced transportation costs.[44] However, one of the main goals for the project was to
reduce the weight of the structure, this was to some extent successful (14 % weight reduction
compared to LS-3 however, LS-2 actually had a 12% lower weight than LS-3), but the choice
of steel as material laid limitations for big weight reductions.

Duke Solar‘s approach was a Aluminum space frame that was developed directly from the
LS-2 design. The new structure had reduced weight, better corrosion resistance and easier
manufacturing and installation. However, with Aluminum, the Stiffness properties could not
be improved and there was no increase in the SCA units.

Up to the year 2007 when Nevada Solar one came into operation, there was only the Luz
collectors that was in operation at commercial plants. Today, we have mainly four different
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collector designs in commercial operation. Collectors from Acciona Solar power (former Duke
Solar) are installed at Nevada Solar One, collectors from Flagsol(one of the companies that
developed Eurotrough) are installed at the Andasol plants, and in june 2009 the company
Skyfuel inc signed an agreement with Sunray Energy Inc. to install their support structures,
togheter with Reflectech mirrors at Sunray‘s 43 MW parabolic trough plant in California.
(Earlier known as SEGS 1 and 2 ) The installations where finished in early 2010[45].

The tables below provides available information about the main properties of the four
commercialized structures. There are other structures from other companies commercial
available(in various test loops at different plants) but they are not considered here. The
numbers are found from [46] and the different companies own pages.

LS-3 Flagsol Acciona Skyfuel

Structure V-truss Torque box space frame space frame

Material Steel Steel aluminum aluminum

Length per SCA 99 148,5 100 115

Aperature area pr. drive (m2) 545 817,5 470 656

Geometric concentration 82:1 82:1 82:1 75:1

Weight (kg/m2) 33 33 22 18

From this table we observe that there is a big difference in weight between the steel
structures and the aluminum structures. If the numbers from Skyfuel is correct the weight of
their collectors is around 18 kg/m2 which is a 45% weight reduction from LS-3 . The question
will then be if the weight reduction alone will be enough to reduce the costs. If the aluminum
used at skyfuel is not more than 45% more expensive than the steel used at Flagsol, then we
have a cost reduction when we only look at the cost per kg.

However, the steel structures have typically better stiffness properties and therefore allows
for longer total length of SCA‘s and thus reduce the number of needed drives. One typically
use one drive per SCA. One could also reduce the number of receivers in a SCA but the
number of receivers is more or less independent of the length of the SCA‘s and does not give
an immediately cost reduction when the SCA length increases. The table below shows how
the number of drives changes with different SCA lengths for a given plant size: (the 50 meter
collector is the LS-2 used at the first SEGS plants)

SCA length 50 100 115 150 200

SCA width 5 5,75 6 ,5,75 5,75

SCA area 235 545 654 817 1092

Number of SCA‘s rela-
tive to the 100 SCA

130% 100% 85% 67% 50%

Number of drives 130% 100% 85% 67% 50%

So, by double the SCA length one can reduce the cost of the drives by 50%. This will
probably give some savings in the OM costs also. It is interesting to observe that Skyfuels
aluminum based modules actually are 2 meters longer than the steel structures used at other
plants (14 meters against 12 meters). These lengths does not mean that the aluminum struc-
tures have better stifness properties. The standard 12 meter length is more for convenience
under manufacturing and transportation.
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4.6.3 Summary of the status for the two components

There is an ongoing “battle” between the glass producers and the manufacturers of metal-
based,- and polymeric reflectors. Today it seems that the glass manufacturers still have the
upper hand when it comes to reliability and optical properties, but the metal-based and
polymeric reflectors are closing in. What is currently going in the favour for the polymeric
and metal based reflectors are their lower cost. However, all the reflectors have the potential
to greatly reduce their price, the glass reflectors with advanced super-thin glass currently
at experimental stage and the polymer films with a possible all-polymeric reflector. For the
support structures there is a battle between the producents of support structures made of steel
and aluminium. The steel structures features better stiffness properties which is important
under harsh weather conditions, while the aluminuum structures features lower weight and a
possible lower prize. Up to very recently there was a very limited selection in both reflectors
and support structures for commercial CSP applications. Keeping in mind that there has
been no construction of new commercial parabolic trough plants between 1991 and 2007 this
cannot come as a shock. However, the CSP industry have gotten a new start due to new policy
incentives and subsidies and in the last two years more manufacturers have found their way
into the commercial buisness and this will, most probably, lead to further cost reductions due
to competition and increased mass production if the deployment rate of new plants increases.

4.6.4 Estimates on the total cost of the solar field

In most scientific papers it is the solar field capital cost as a whole that is given an estimat
for and the estimates today is typically in the range 190 − 220 euro, or 250 − 300$.[47] [48]
[34]. Sunlab‘s estimate of the solar field costs for the SEGS VI plant in 1999 was 250$. This
value may be to low, as we shall see. It is difficult to obtain detailed cost breakdowns for
the plants, but what we do know is that there were no thermal storage at the SEGS VI so
the total capital costs would be divided between the solar field and the power block. The
total Capital cost of the plant was in 1997 estimated to be $119, 2 million. Knowing that the
plant had a peak capacity at 30 MW and a solar field area at 188000m2 this gives $634/m2

or $3973/kW. If we assume the percentage cost breakdowns estimated by Sunlab and S&L is
representative. then the cost breakdowns for a Parabolic trough power plant without thermal
storage are:

Solar field : 80% Power block: 15% Other: 5%
80% of 3973 is 3178 which is very close to the number published by Solarpaces ($3048/kW).

So this cost distribution seems to be representative. 80% of $634/m2 is around $500/m2, the
double of what Sunlab and S&L estimated. Actually, the $500/m2 seems to be comparable
to the recent built plants in Spain and Nevada.
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Name SEGS VI Andasol 1 Nevada

Country USA Spain USA

Solar resource
(kWh/m2-year)

2725 2136 2606

Electricity generation
(GWh/yr)

89,4 158 134

Fossil Backup 34% 12% none

Production started 1989 2008 2007

Peak turbine capacity
(MW)

30 50 72

Thermal Storage
(hours)

none 7,5 0,5

Total capital cost ($106) 119 400 260

Solar field Aperture
area (m2)

188000 510120 357000

Total cost per m2 $634 $784 728

Total cost per kw 3972 8000 3611

Solar field cost pr m2 500 450 500

The data in the table above is found from [46] The solar field costs in the last row
is found by using the cost breakdowns estimated by S&L and sunlab. Because S&L and
sunlab‘s reference plant was a 100MW plant with 12 hours of thermal storage I have made
a interpolation between the cost breakdown for a plant with no thermal storage and a plant
with 12 hour of thermal storage for Nevada solar one with ony 0, 5 hours of thermal storage.

We can calculate how much of the total cost would be in the solar field if we assume solar
field cost of &250/m2:

Name SEGS VI Andasol 1 Nevada Solar One

percentage of total cost 39 32 34

This percentage is way below any cost breakdown estimates found in literature.

One possible answer to this is that the cost components that the total costs of the plants
is based upon vary from source to source. In the cost estimates I have only accounted for
the direct capital costs needed for the construction of the plant. The annual Operation and
maintenance costs is not taken into account, nor is the indirect costs such as contigencies and
insurance. Therefore it may be that the total costs for Andasol and Nevada solar one listed
in [46] has taken these costs into account and because of this gives a higher cost estimate
than other sources, but still, it is peculiar that this would result in a doubling of estimated
costs. On the other hand, the current plant sizes is still small, relatively, and one would quite
possible see a siginficant cost reduction per square meter when the plant sizes increases.

4.7 Levelized energy cost

The Levelized Energy Cost (LEC) is alfa and omega when discussing costs of power plants.
The LEC of a plant is what it all comes down to when deciding whether a plant can compete
in the electricity market or not.
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The Levelized energy costs is defined to be the value($/kWh) the generated elecricity must
be sold for such that the present value of the total investments over the economical lifetime
for the plant becomes zero. The total investments include the direct initial investments,
annual operation and maintenance costs and annual cost of fuel. The cost is levelized in the
sence that it is adjusted to account for the impact of inflation over the economical lifetime
of the plant. This constant, levelized cost value makes it easier to compare different energy
alternatives against each other.

The Levelized energy cost in its most detailed form is calculated with both fixed costs
and costs that vary annually, and the costs are then summated over the entire lifetime of the
plant in the following way[49]:

n∑
i=1

CEi
(1 + r)i

=

n∑
i=1

ci
(1 + r)i

(4.2)

where C = LEC , ci is the annual $/kWh investment costs in the year i and can be divided
into four parts: OMi - the Operation and maintenance costs in the year i, ICi - investment
costs in the year i FCi - Fuel costs in the year i and LCi - Land lease cost in the year i . r = the
discount rate also called the interest rate. This discount rate depends on the balance between
debt-financing and equity-financing, and an analysis of the financial risks in the project. The
assumed inflation is also baked into the formula. Ei = Generated electricity in the year i and
n is the economical lifetime of the plant

For simplification one could assume total annual costs of equal magnitude each year and
a constant annual electricity production. Unfortunately, Equation 4.2 does not apply under
this simplification as the discount rate r will be eliminated from the equation.

For the simplification that all the costs are constant for each year and with one initial
capital investment another approach is available. The following model is widely used as a
alternative to the more detailed cash flow model, and was initially provided by the NWTC
for the wind industry[50].

Instead of the discount factor in Equation 4.2 a Fixed Charge Rate (FCR, which consist
of a standard set of financial assumptions, is being used. The FCR distributes the initial costs
of the plant over the lifetime. The FCR includes construction financing, financing fees, return
on debt and equity, detailed lender requirements, economical lifetime, income tax, property
tax, and insurance. A typical value of FCR for the parabolic trough technology is around
10%. The formula is given by

LEC =
FCR ∗ Cinvest + CO&M + Cfuel

Enet
(4.3)

where Cinvest is the total cost of construction, CO&M the annual operation & maintenance
costs (includes staff wages, material replacements etc.,) Cfuel the annual cost of fuel and Enet
is the net annual electricity production.

We can now use this model to calculate the Levelized costs for the SEGS VI plant, Andasol
and Nevada solar one.
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Name SEGS VI Andasol 1 Nevada Solar One

Electricity generation
(GWh/yr)

89,4 158 134

Fossil Backup 34% 12% none

Total capital cost ($106) 119 400 260

CO&M ($106) 3,2 3,5 3,5

C fuel ($106) 2 2 0

FCR 10% 10% 10%

LEC ($/kwh) 0,19 0,28 0,22

The operation and maintenance costs togheter with fuel cost are based on actual data from
the SEGS VI plant.[32] It has an annual O&M cost at $107/kW and fuel cost of $0, 022/kWh.
O&M (Operation and Maintenance) cost for the other plants are based on the assumption
that O&M costs does not increase significantly with increased plant size.

These numbers must be taken with reservations as there are some uncertainities related
to the numbers for the total capital cost and the FCR value. In addition, the FCR model do
not include factors such as production tax credits, state credits etc. These type of incentives
depends on the project location and where the power is sold.These factors are discussed in
a section below. Nevertheless, the LEC calculeted here at least give us a indication of the
magnitude of the energy cost for the parabolic trough technology.

A more detailed calculation of the LEC where made by IEA in 2005.[51] They calculated
the LEC for a 100 MW parabolic trough power plant in USA with 15% capacity factor.
Assuming the discount rate to be 5 and 10% they found the LEC to be $0,165 and $0,27
respectively. For comparision the LEC for a coal fired power plant in USA was found to be
$0,027 and $0,036 with 5 and 10% discount rate, respectively. For a nucler power plant the
LEC was 0,031 and 0,047.

It should be mentioned that the 15% capacity factor assumed by IEA can, with existing
technology be increased to around 50%(in principle it can approach 100%) when thermal
storage are included. The dispatchability will also be increased.

When comparing the LEC for the Parabolic trough power plant with the LEC for nuclear
power plants and coal fired plant it seems to be a long way for the parabolic trough technology
to reach market competetive values. It is a common belief that if the CSP technology want to
compete with the conventional power plants the CSP plants must reach a LEC value around
$0,060.

Increased deployment rates and bigger plants might reduce costs due to mass production
and “learning curve” improvements of technology. The problem is, someone must pay for this
deployment rate and the bigger plants before the technology reach market competetive LEC
values. It is at this point that policies and incentives comes into picture.

4.8 Policy- governmental incentives and subsidies

No new commercial CSP plants has been built between 1991 ans 2006. Why is that so, one
might ask. One of the most important reasons for this lack of deployment is that there has
not been attractive for private investors to put their capital into CSP plants. The simple
reason for this is that the cost of electricity from the plants still are too expensive to compete
in the electricity market.
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The plants built between 1984 and 1991 in California was built because the government in
California provided attractive tax credits and other forms of incentives to attract investors[32].

This is a key issue for CSP and any other technology for that matter. Without the correct
incentives to make it attractive for investors to invest, the industry will stay dormant, and
with lack of deployment and experience, cost reductions becomes harder for the industry to
achieve.

It is therefore important for governments to give these incentives, as they act as a start
booster to get the industry going and that way give it a chance to eventually stand on its
own feet.

Two ilustrative examples on how governmental incentives make a difference is the current
situation in Germany and Spain.

Germany, located in northern Europe and consequently has a modest insolation density,
are currently the country which is installing most photovoltaic panels in the world. One of
the reasons has been the incentives provided by the government. One of the most important
incentives was presented in 2006, when the socalled Renewable Energy Act (EEG) was intro-
duced. The EEG included subsidies for producers of renewable energy, for example, producers
of solar power received 43 eurocents for each kWh generated[52].

In Spain, a first incentive for CSP plants was introduced in 2002. This guranteed 12
eurocents per kWh produced. However, this incentive was found to be too small to give
investors the needed security, and in 2004, the incentive was increased to 18 eurocents per
kWh. This increase was the starting point in Spain where CSP for the first time was made
economical attractive for investors, and they made the development of the Andasol plants,
that was constructed in 2008, possible. The incentives boosted the construction of new plants
in several ways: [53]

1. the same incentives was given for PV and CSP for installations from 100 kW up to 50
MW

2. An extra subsidy was given for the first 200 MW of CSP built (give a total of 0,21
eurocents per kWh.)

The incentives are annually adapted to the current electricity price, and the plants are
allowed to use 12-15% in natural gas back-up.
[53]

In august 2005 the 200 MW limit was raised to 500 MW. This is the reason why there are
so many 50 MW plants under development and under construction in Spain today. Actually,
12 50 MW plants are eighter under construction or under development.[46] (The plants does
not exceed the 50 MW size due to the incentives that only are given for plants up to that
size)

From this we can conclude that incentives like them given in Germany and Spain are an
efficient way of increasing deployment rates of solar power plants. However, incentives like
this cannot go on forever; eventually it must come to a point where the CSP industry should
be able to stand on its own feet.

4.9 Paths towards a competetive LEC

Besides increasing of deployment rates and plant sizes due to gevernmental incentives, there
are two main paths the solar industry can follow to make the solar energy competetive to
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other sources.
The first is to spesialize the solar power plant to produce peak load power during hours

when the sun is shining. One of the ways to do that is to built a solar power plant with
eighter a small percentage of fossil fuel backup, or, with a smalll thermal storage system, each
of the systems can be used to keep power production stable during short weather transitions.
Another approach is to integrate a solar field into a conventional power plant in a socalled
Integrated Solar Combined Cycle (ISCC). The ISCC is is a hybrid fossil-solar power plant
which uses the solar field to heat up excess heat from the gas turbine to be runned in a steam
turbine. This alternative requires only a solar field and no thermal storage.

There are several potential benefits regarding cost reduction here. For a solar power plant
with a small percentage of fossil backup, the cost of a thermal storage system can be elimi-
nated completely. With introduction of Direct Steam Generation (DSG) it is also possible to
eliminate the cost of the HTF and heat exchangers and make the power block cycle consider-
ably simpler with fewer parts. The power production from CSP plants typically reach peak
power generation at the time of day when electricity consumption is at its highest, that is
when electricity cost is at its highest. This peak load electricity is more expensive to produce
by the base load power plants because the base load producing power plants have to use
additional generators to generate the electricity. With a ISCC it is possible to increase the
efficiency for the fossil power plant, beacuse one then can use the solar field to heat up the
waste heat from the turbine and then use it in a gas turbine during peak load.

The second path one can follow is to construct base load solar power plants. These
plants can have a high capacity factor. In this category it seems that the Power tower has
the highest potential where high temperatures can be produced and energy storage becomes
more effective. One must here develop a system that can use a high temperature HTF, which
also can be used as energy storage. Another way is to use thermochemical storage where one
uses the thermal energy to produce chemical compunds that can be stored easily and later
used to produce electricity through an electrochemical device such as a fuel cell or a battery.
(i.e hydrogen, methanol or ammonia). This apporach will be essential if the solar technology
is going to be a source for fuel to transportation in future.

In the next chapter we will look at the approach where different types of energy storage
is used to increase the capacity factor of the plant, eighter to produce electricity at night or
to transport the energy from the plant for other uses.



Chapter 5

Energy Storage

Introduction of energy storage is an important step towards a competive LEC for a large scale
centralized CSP power plant, and the only way for a solar-only power plant to produce base
load power at any hour of the day.

The new Andasol plant in Spain is the only CSP plant in operation today with a significant
thermal storage capacity, and althought, according to my calculation, the LEC has been
increased at Andasol compared to the other plants in operation, the thermal storage concept
has potential to reduce the LEC in the future. One must remember that the thermal storage
system at Andasol is the first molten salt storage system ever built for a commercial CSP
plant, and the next plants with the same technology will probably benefit from the experiences
gained form the design and construction at Andasol. Also, there are other alternatives to
thermal storage which is interesting and may be introduced at future solar power plants.

Below we will give an overview of the various storage methods available and then present
in some detail the most promising methods for CSP.

5.1 Mechanical energy storage

The idea behind mechanical energy storage comes from the principle of energy concervation.

In this category we find one of the most common storage methods today, namely pumped
storage.

5.1.1 Pumped Storage

Here, one uses the produced electricity to pump water uphill to a reservoir where it can be
stored for later use. It can often be economical beneficial to do this during periods with low
electricity prices and then produce electricity from this storage during peak energy prices.

It is the potential energy from the water which is utilized to produce electric energy trough
hydroelectric turbines with high efficiencies.

The potential energy of a body of water with mass m and height h above the turbine is
given by

E = mgh = ρV gh (5.1)

where ρ is the density of water and V is the volume of the water body.

39
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The theoretical maximum electrical power output for a water turbine will then be, assum-
ing water is incompressible, :

dE

dx
= Pw = ρgh

dV

dt
= ρghqηw (5.2)

where q = dV
dt is the volume flow of water directed towards the turbine, and ηw is the

efficiency of the turbine and generator combined.

The power needed for the pump to pump a given volume flow of water uphill a height h
is given by.

Ppump =
ρghq

ηpump
(5.3)

where q here must in practice be restricted by the volume flow capacity of the pump.
ηpump is the pump efficiency, the friction factor for the tubes is also included in this efficiency.

The ratio between power extracted from the water and the power needed to pump the
water uphill is then

r =
Pw

Ppump
= ηwηpump (5.4)

This means that for every kWh of energy delivered to the pumps for pumping the wa-
ter uphill one will get the number r back in electricity. Usually, r lies between 0, 7 and 0,85[54].

Lets introduce a variable Cpump representing the price of electricity at the time the water
is pumped uphill. Let Cw represent the price the electricity must be sold for when the water
is released to the turbine, for the storage method to break even.

Assuming Cpump = $0, 10, Cw and r = 0,7 gives

Cw =
Cpump ∗ 1kWh

r ∗ kWh
=

$0, 10 ∗ 1kWh

0, 7kWh
= $0, 143 (5.5)

which means that the electricity price at the time when the water turbine is generating
electricity must be 43% higher than the price when the water was pumped uphill.

Since a CSP plant is producing most of its electricity during daytime/afternoon, when the
market electricity price is at its peak, pumped storage may not be the best choice for a CSP
plant. Also, the method is dependent on elevations in the terrain around the power plant
which will limit possible locations for a CSP plant that wants to use pumped storage.

5.1.2 Compressed air

Another interesting storage possibility is to compress air in an underground reservoir, for
instance in a depleted mine.

The theoretical limits for energy storage in a gas is governed by the laws of thermody-
namics.
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We assume in the following an ideal gas compressed underground in an reversible isother-
mal process in which the gas is compressed under constant temperature. The first law of
thermodynamics is, in its most general form given by

δU = δQ+ δW (5.6)

The gas will here be compressed under constant temperature, this means that the heat
gained from compression must be transferred and stored in the environments. Therefore, the
gas loses an amount of heat to the environments and for a reversible process this heat will be
returned when the gas expands again.

The internal energy of an ideal gas cannot be changed at constant temperature so in this
case we must have ∆U = 0 From Equation (5.6) we must have then that the work done
during the compression is transferred to the environent in form of heat. However, to obtain
an expression for the usefull work for the process one must subtract the volume work against
the constant athmospheric pressure.

We will then obtain an expression for the total useful work for the process, also known as
the exergy:[12]

W − po∆V = ∆Q = −To∆S (5.7)

The ideal gas law relates the intensive state quantities to each other in the following way:

pV = NkT (5.8)

where N is the particle number and k is Boltzmann‘s constant.

We would like to find the mass of the air within the reservoir, given in kilograms.

Knowing that dry air at 300 K has 28, 965 g/mol and NA is Avogadros number(Number
of particles in one mole), then N can be written as

N =
MairNA

28, 965 ∗ 10−3kg/mol
(5.9)

where Mair is the total mass of air in reservoir after compression.

the total mass can then be found from the ideal gas law:

N =
MairNA

28, 965 ∗ 10−3kg/mol
=
p1Vres
kT1

=⇒Mair = 28, 965 ∗ 10−3kg/mol ∗ p1Vres
NAkT1

(5.10)

where, Vres is the volume of the compressed air in the reservoir.

The useful work from the compression is found from Equation (5.7):

Wuseful = p0dV − T0dS (5.11)

We can now introduce the enthalpy H = U + pV and the totalt differential of the enthalpy
dH = TdS+Vdp. Rearranging the terms gives:

dS =
dH

T
− V dp

T
= Cp

dT

T
− Nk

p
dp (5.12)
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In the last equality we used the relation dH = CpdT , where Cp is the heat capacity under
constant pressure, and the substitution V = NkT

p
Integration between initial- and end state yields:

dS = p0

∫ S1

S0

dS = (S1 − S0) = ∆S = Cp

∫ T1

T0

1

T
dT −Nk

∫ p1

p0

1

p
dp = 0−Nkln(

p1
p0

) (5.13)

where we have assumed Cp constant and that T1 = T0.

Thus, the expression for T0dS becomes

− T0Nkln(
p1
p0

) (5.14)

The negative value reflects the fact that the gas loses an amount of heat to the environment
during the compression.

For reversible processes, the compression is given in terms of the initial state and the
endstate, and with this in mind we can calculate p0dV with the help from the ideal gas law:

p0dV = p0

∫ V1

V0

dV = p0(V1 − V0) = p0(
NkT1
p1

− NkT0
p0

) = NkT0(
p0
p1
− 1) (5.15)

Adding together Equation (5.14) and Equation (5.15) one finds the total useful work that
can be extracted from the compressed air:

Wuseful = p0dV − T0dS = NkT0(
p0
p1
− 1) + T0Nkln(

p1
p0

) (5.16)

From the ideal gas law wa have NkT = pV, this gives the final expression for the total
usefull work:

Wuseful = p1Vres[ln(
p1
p0

) +
p0
p1
− 1] (5.17)

We observe that the useful work depends linearly on the volume of the underground
reservoar, so by doubling the reservoar volume one also doubles the useful work.

Assuming Vres = 5 ∗ 105m3 , p0 = athmospheric pressure at sea level = 100kPa, p1 =
1000kPa, Equation (5.18) gives the following value:

Wuseful = 106Pa ∗ 5 ∗ 105m3 ∗ [ln(
106

105
) +

105

106
− 1] ∼ 7 ∗ 1011J = 700GJ. (5.18)

We can then calculate how long this energy will last for a given power output:

storage time in hours =
7 ∗ 1011J

Power output ∗ 3600s
(5.19)

With power output = 50MW one finds that the storage time will be approximately 4
hours. To increase the storage time one could eighter increase the storage volume or increase
the pressure. Alternatively one could lower the power output.
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The energy above is the mechanical energy needed to compress the gass and it equals the
mechanical work the gas does on the environment when it is discharged and expandes again.

We assumed that the compression was done isothermal, this implies that the reservoir,
where the gas is stored, must be a heat bath and the compression must happend infinitely
slow to allow the gas to continously transfer its heat to the reservoir trough a heat exchange.
The second assumption was the assumption that air is an ideal gas. This is not too bad an
approximation under room temperatures and atmospheric pressure. However, as the pressure
increases the behaviour of the gas deviates more and more from an ideal gas and one needs a
more complex equation of state to describe the gas. The last assumption was the assumption
of a reversible process, this means that the thermodynamic varibales have definite values for
each step in the process, and therefore, the work done will be the area under the well defined
curve in a PV-diagram.[55] The assumption of reversibility says that the same amount of
work done from the environments on the gas under compression can be delivered back to the
environments when the gas is expanded again.

Despite the assumptions, the calculations above should give an indication of the order of
magnitude a reservoir should be in to store an appreciable amount of energy.

In practice the air will reach high temperatures when compressed, and it actully needs to
be cooled down again before pumped underground. When expanding again, the air must go
through a turbine to produce electricity. It should also be heated up from an external gas
source to increase the efficiency of the turbine. The turbine efficiency and the need for an
external heat source gives the compression system a low efficiency. For every kWh of energy
going in to the system, about one half kWh of electricity is produced.[56] This makes it less
commercially viable for plants that cannot produce and store large amounts of energy at off
peak periods when electricity price are low.

A requirement for the current CAES technology is the need for large underground storage
facilities, as the calculation above indicates. This means that the plant should be in close
proximity to well suited geological formations like abandoned mines, aquifiers and salt caverns
that have large volume capacities. The calculation above indicates a magnitude of 105m3 and
above. An alternative to underground geological formations would be that the compressed air
is stored in high pressure tanks at the surface. However, these tanks are not yet commercial
viable due to their high cost. They would also have to be very large to reach the same energy
storage potential as the underground systems.

There are research going on to increase the efficiency to around 70%, which would give
the system about the same efficiency as pumped storage discussed earlier[56]. To reach this
efficiency, there is a design called advanced adiabatic CAES. Here, the heat is removed from
the air during compression, and stored in isolated tanks. The heat will then later be used to
reheat the air as it is released from the underground reservoir. This avoids the use of external
heat sources.

The thermal nature of CSP plants, where thermal energy is converted into electrical
energy, indicates that the best suitable storage system should be able to utilize the thermal
energy produced from the solar field. This can be done in the categories described in the
following sections.
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5.2 Thermochemical energy storage

An ideal thermochemical reaction for solar thermal energy storage is an endothermic reac-
tion with a characteristic reaction temperature near the temperature produced by the solar
concentrator. The reaction products must be easily separable and not undergo further reac-
tions. Several types of reactions can be used in a thermochemical storage system, the main
restriction is that the characteristic temperature of the reaction must be within reach for the
solar concentrator that is being used.

One can divide the thermochemical systems into two systems; Systems that uses fuels
cells in production of electricity, and systems that uses a conventional steam cycle to produce
electricity. Below are one specific reaction presented from each of the categories:

5.2.1 Thermochemical storage combined with steam cycle

In this system we must have a reaction of the type

AB + ∆Q 
 A + B

That is, the reactant in the endothermic reaction must be resynthesized in an exother-
mic reaction in which heat is produced. The heat produced will in an ideal thermodynamic
reversible cycle be the same amount of heat that was needed for the endothermic reaction.
This makes the storage system a closed loop with a fixed amount of reactants.

A thermochemical reaction which has recently been developed in combination with a
Parabolic dish solar plant, is an ammonia based system where ammonia is dissosiated into
Hydrogen and Nitrogen in an endothermic reactor which is placed at the focal point of the
parabola[57].

Figure 5.1: Storage system based on thermochemical ammonia dissosiation [57]

Both the exothermic and endothermic reactors uses standard catalyst materials to increase
the reaction rates. The result is the two-way reaction
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2NH3 + ∆Q
 N2 + 3H2 (5.20)

where ∆Q = 92, 4 kJ/mol of reactant mixture.

Parts of the dissosiated mixture of nitrogen and hydrogen are transfered to a storage
system under high pressure to keep the mixture in a liquid form. Another part is transfered
to an exothermic reactor which in practice will be placed close to the Power Plock of the
plant. Here ammonia is reproduced and transfered back to the exothermic reactor. The heat
produced in the reaction is tranfered through heat exchangers to a HTF fluid in a steam cycle.

Because the system is pressurized to the point that ammonia spontaneously condenses at
the surrounding temperatures, and the Nitrogen/Hydrogen still is in a gaseous phase, it is
possible to use the same storage system for both the ammonia and the Nitrogen/hydrogen
mixture.[58] The system will also be a closed loop with a fixed amount of reactants.

5.2.2 Comments about the efficiency of the system

Once the reactant products are stored in liquid form in the storage system, there will be no
losses since all the thermal energy now is stored as chemical energy at the temperatures of
the surroundings.

However, there will be indirect losses due to the energy needed for powering the compres-
sors that maintains the needed pressure. The heat exchangers that connects the exothermic
reactor to the steam cycle will also have losses.

From thermodynamics we know that for a cycle to be reversible it must always be in ther-
modynamic equillibrium. Real chemical reactions can never be carried out in thermodynamic
equillibrium (the reaction rates must then approach zero and nothing will happend) and they
can therefore not be reversible. A system which is not in equillibrium will lose energy in form
of heat until equillibrium can be reached. The endothermic part of the system must therefore
always operate at temperatures above equillibrium and the exothermic part of system will
opeate with temperatures below equillibrium. At night, isolation of the exothermic reactor
becomes especially important since the temepraturs (especially in deserts) becomes very low.

There will also be initial losses between the solar collector and the exothermic reactor
because of reradiation, and this loss increases as the reactor reaches its stagnation temper-
ature. Also, if the characteristic temperature of the reaction is less than the temperature
produced by the concentrated solar radiation, then the exess exergy is wasted (if not stored
in the reactor), and this means a lower energy desity for the solar field. But this may not be a
big problem as the solar system can be configured in such a way that the correct temperature
can be reached, or that the reactor can take up more of the energy by feeding it with more
reactants. Since the parabolic dishes have potential to reach much higher temperatures (over
2000◦C) than the temperatures needed for this particular reaction (450 − 500◦C), it means
that the parabolic dishes can be made with cheaper materials with lower optical quality.

We can divide the efficiency of the total system into three parts: A thermal efficiency for
the endothermic part of the thermochemical loop, ηendo, the work recovery efficiency, which is
the chemical-to-thermal conversion efficiency for the exothermic part of the loop, ηexo. Lastly
we will have a parasitic efficiency factor ηpar which accounts for the energy needed to power
the compressors.
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ηendo =
Exergy stored in reaction

Exergy input
and ηexo =

Exergy output

Exergy stored in reaction
(5.21)

From definiton, ηendo will be largely dependent on the characteristic temperature of the
given reaction.The exergy stored in the reation is dependent on the amount of reactants in the
reactor and the exergy input. The exergy input is dependent on the solar irradiation at the
given location and the quality of the concentrator system. Lower needed temperature means
cheaper materials with lower optical performance. There may also be possible to use the
less expensive parabolic trough techonlogy for this particular system since the temperatures
needed are within reach for the standard trough technology in use today.

We have for the total efficiency

ηtot = ηendo ∗ ηexo ∗ ηpar =
Exergyoutput

Exergyinput
∗ ηpar (5.22)

where ηpar is the efficiency of compressors (parasitic losses).

5.2.3 Thermochemical storage combined with fuel cell

Instead of a steam cycle for electricity production one could use fuel cells to produce the
electricity. This would require the production of Hydrogen, if we wanted a hydrogen fuel cell.
An alternative would be to produce the Hydrogen at the power plant and then transport the
hydrogen out to the consumers through long distance pipelines.

In a possible future transportation system where fossil fuel is replaced with Hydrogen as
a transportation fuel, it could be advantageous for the solar CSP plant to produce hydrogen
from the termal energy received form the solar field. In practice this could be done in a
specialized hydrogen producing power plant with no additional electricity production.

Another alternative would be a CSP plant where one part of the plant produced hydrogen
and another part produced heat to run a steam cycle. Then, one also could produce electricity
at night with an integrated thermal or thermochemical storage system. To be able to produce
the hydrogen at night one would need a hydrogen producing reaction that could run on
lower temperatures. To run high temperature reactions at night based on the stored solar
energy would put high requirements on the thermal storage systems, but high temperatures
to produce Hydrogen is not necessarily needed. It is possible to divide the reaction cycle
into multiple steps. The energy requirements for each of the steps would add up to the total
energy requirements to produce Hydrogen.

The splitting of water to produce Hydrogen can be done in several ways.

• Electrolysis
This step reqires electricity to split water. Since the electricity first must be pro-
duced this procedure usually would give a low conversion efficiency.

• Hydrocarbon based production
Fossil fuel, currently is the main source of hydrogen production. Hydrogen can
be generated from natural gas with approximately 80% efficiency, or from other
hydrocarbons to a varying degree of efficiency. Specifically, bulk hydrogen is usually
produced by the steam reforming of methane or natural gas at high temperatures
(700-1100◦C), H2O reacts with methane CH4 to yield syngas.[19]
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• Thermochemical reactions
Here, one uses thermal energy to trigger endothermic reactions that can be used
for Hydrogen production. There are three different approaches that can be used
depending on the temperature that can be reached in the reactor.

1. Direct thermal dissosiation of water
Any molecule can be separated into its constituents by direct thermal dissosi-
ation. However, the direct thermal dissisiation of water requires temperatures
above 2100K, and even at that temperature a small percentage of the molecules
are being dissosiated[59]. A problem with this direct method, besides the needed
high temperatures, is that the separation of hydrogen and oxygen here takes place
in the same reactor chamber, and this can greatly reduce efficiency since the two
atoms may recombine before the Hydrogen is taken out of the reactor.

2. Multiple step thermochemical cycle

These cycles divide the total required amount of energy into many subreactions,
each of them requires lower temperatures than with a direct approach. This helps
reducing high temperature material requirements. In addition a catalyst that can
be recycled is used to increase reaction rates at lower temperatures. A problem
with multiple step cycles is that the overall efficiency tends to go down since each
step loses some useful work to the environments. The most common multiple
step method used today is the tree-step Sulfur-iodine cycle, which requires three
steps and the highest temperature needed is 850 degrees, which can be obtained
in combination with a nuclear power plant. [60]

3. Two-step thermochemical cycle
These cycles require relatively high temperatures, but often temperatures that are
within reach for a high concentrating solar thermal system, such as parabolic dishes
or central power towers. The cycles which is of current interest by researchers
are cycles based on Metal oxides. The cycle are divided into two steps , which
takes place in two different reactors, or reactor chambers. The first step takes
place in a reactor chamber directly exposed to the incoming solar power from the
concentrating system. Here, oxygen atoms are separated from the metal oxide and
directed outside before recombination. What is left is a reduced metal oxide that
will be transported to the second chamber. In this chamber, H2O from outside
is introduced. The reduced metal oxide absorbs the Oxygen and Hydrogen is
produced. This step is called the Hydrogen producing step, and the process is
called hydrolysis. The Hydrogen producing step can potentially be proceeded
without direct solar exposure.

The splitting of water to produce Hydrogen needs high temperatures. Most often temper-
atures above 1000 degrees celcius are required. To reach a high temperature one needs a high
concentration ratio, and because of this, the parabolic trough technology is not well suited for
hydrogen production. The high required concentration factors can instead be reached with
the parabolic dish or the central tower. Often a combination of the two will be required.

The high temperature that can be reached with these two technologies allows a wide range
of reactions to be used. Actually, over 200 different reaction cycles have been studied, and
12− 14 of them are under close research[60].
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5.2.4 Thermodynamical considerations on a general two-step thermochem-
ical cycle

In the following we will use a basic thermodynamic analysis (based on [61] and [62]) to
determine the maximmum efficiency for the ideal two-step cycle.

The efficiency of an ideal, reversible chemical reaction with no entropy losses is given by
the Carnot efficiency

ηc = 1− T0
Tr

(5.23)

where T0 is the temperature of the environments and is assumed to be 300 K in this
analysis. Tr is the temperature of the reactor.

Before the chemical reaction can start, the reactor must absorb the energy from the
incoming irradiance emitted from the concentrator system. Therefore, the ideal efficiency
will be the product of the carnot efficiency and the absorption efficiency[61]. The absorption
efficiency is given by (We assume for simplicity the optical efficiency of the concentrator
system equals 1, (ηoptical = 1)

ηabs =
Preactor
Psolar

=
Psolar − Preradiation

Psolar
= 1− Preradiation

Psolar
(5.24)

where Psolar is the incoming power towards the reactor window, and Preradiation is the
amount of power that is reradiated back to the environments from the reactor windows.

Assuming a black body receiver with no convection or conduction losses, the reradiation
is given by the Stefan-Boltzmann radiation law. Assuming that the reactor window has a
surface area that exceeds the “focal point area” and thus captures all the incoming radiation,
Psolar is given by the product of the concentration ratio and the incident solar intensity per
square meter at the earth’s surface (Is), we then get

ηabs == 1− σT 4

Cg ∗ Is
(5.25)

The reradiation from the reactor window Preradiation, has the unit joule per seconds per
square meter. To find the total reradiation losses, Qreradiation, one must multiply with the
window surface of the reactor. The same is true for the total incoming solar energy Psolar.
So we have:

Qsolar = Is ∗ C ∗Awindow and Qreradiation = σ ∗ T 4 ∗Awindow. (5.26)

Lets say we need a certain amount of solar energy for the reactor. Then, by increasing
the concentration ratio one can reduce the needed window area to obtain the same amount of
energy. This will at the same time reduce the reradiation losses. So we can then immediately
conclude that it is possible to reduce the reradiation losses just by increasing the concentra-
tion ratio.

Now, since the incoming solar radiation is (almost) pure exergy we call the following
efficiency the ideal exergy efficiency.

ηidealexergy = ηabs ∗ ηc = (1− σTr
4

Cg ∗ Is
)(1− T0

Tr
) (5.27)
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The carnot efficiency alone gives the highest value when Tr is as high as possible. However,
the absorption efficiency will become zero when Tr reaches the value such that the reradia-
tion losses equals the incoming radiation. This critical temperature is called the stagnation
temperature. The total exergy efficiency will therefore also be zero at this stagnation tem-
perature. Therefore, the optimal temperature a receiver should have for the system to reach
the highest efficiency must be below this stagnation temeprature. By inspection of Equation
(5.27) we observe that the stagnation temperature will increase when the concentration ratio
and the incident solar radiation increases, and the optimum temperature will therefore also
increase.

A detailed investigation of the optimal temperature , Topt, can be done by calculating the
derivative of ηidealexergy with respect to Tr and set it equal to zero[61]:

∂ηidealexergy
∂Tr

= 0 (5.28)

which results in the following 5. order polynomial

Topt
5 − 3

4
T0Topt

4 − T0IsCg
4σ

= 0 (5.29)

A plot of Topt against Cg with various values of I is shown in Figure 5.2, together with a
plot of ηidealexergy against Topt.

We see from the upper plot in Figure 5.2 that for the optimal temperature to exeed 2000 K
one needs concentration ratios of over 20000, given an incident solar radiation of 1000 W/m2.
The efficiency that coresponds to Topt = 2000K, for I = 1000 W/m2 can be seen from the
graph below, and it is close to 80%. The graphs of various I values coincides with each other
at the graph below, indicating that the efficiency is more or less independent of the value of
I, and more dependent on the concentration ratio, since the concentration ratio can make up
for low values of I.

A more clear picture on how the efficiency vary with the actual temperature of the reactor
can be seen with a plot of the actual temperature Tr versus the efficiency. (Figure 5.3) Various
values of C is given as a parameter. I is assumed 1000 W/m2 in each of the graphs.

Here, we can see clearly the decrease in efficiency when T exeeds Topt, for various values of
C, and reach zero when the temperature reach the stagnation temperature. The temperatures
in the reactor will, for many two-step cycles, exeed 2000K. From the graph wee see that the
concentration ratio should be above 2500 to give a reasonable maximum ideal exergy efficiency
at that temperature. (Maximum ηidealexergy for the temperature 2000K with a concentration
ratio 2500 is, according to the graph, around 0, 54)

It is possible to construct collector systems with concentration ratios around 10000. This
can be done by using a heliostatfield in combination with a central tower where another
concentrator is placed. The solar beams can then be redirected down to a paraboloid which
focuses the radiation towards the reactor chamber. The ηidealexergy for a collector system
with concentration ratio 10000 will be around 0, 72 with a reactor temperature at 2300K.

There are ways to increase the optimal temperature for a given maximum efficiency. The
key lies in the stagnation temperature. If one can increase the stagnation temperature then
the optimum temperature Topt also can be incrased.
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Figure 5.2: A Plot of the optimal temperature T against the concentration ratio C and the
ideal exergy efficiency ηidealexergy in the upper and lower graph, respectively

The stagnation temperature for the reactor is dependent on how large amount of the
incoming radiation spectrum is absorbed and how large amount that is reradiated. We based
our calculations on an ideal black body receiver which have a reradiation that follows the
Stefan-Boltzmann law, with maximum reflectance and absorptance. It would be possible
with selective surfaces to increase absorptance or reflectance for given wavelengths in the
solar spectrum. This will effectively increase the stagnation temperature. A selective surface
has different properties for different parts of the solar spectrum. The wavelength for which
a Black body‘s radiation, with a given temperature T, peaks, can be found from Wien‘s
displacement law:

Tλmax = 2, 8978 ∗ 10−3Km =⇒ λmax =
2, 8978 ∗ 10−3Km

T
(5.30)

For T = 2000 K, λmax = 1, 45µ. The Solar radiation peaks at λmax = 0, 5µ (the Sun
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Figure 5.3: A Plot of the actual temperature Tr of the reactor against the ideal exergy
efficiency

is a black body with T = 5780K) . Knowing this one can make reactor windows with high
absorptance around wavelngths 0, 5µ and high reflectance around wavelengths 1, 45µ.

5.2.5 A more realistic efficiency - including irreversible heat losses

What we found above was an expression for the ideal efficiency, when there was no irreversible
heat losses in the reaction. What we will find now is a way to express the overall exergy ef-
ficiency for a chemical cycle, including irreversible heat losses in the reaction. We introduce
the tree thermodynamical potentials G, H and S.

The total energy required to split water is a standard number that can be found in tables
and is given in terms of the enthalpy change ∆H or the change in gibbs free energy ∆G ,
which is defined as

∆G = ∆H − T∆S (5.31)

and ∆H as

∆H = ∆U + P∆V (5.32)

where ∆S is the change in entropy for the reaction. ∆G can be understood as the amount
of heat per mole of a chemical compund which can contribute to do useful work, for instance
as electrical energy.

∆H on the other hand, can be interpreted as to be the amount of heat released by a
process when no work is being done on the environments, that is, all the energy is converted
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into heat.
The total energy required to split water depends whether the water is in a liquid state or

in a gaseous state. We have for the liquid state

∆H◦f,liquid = −285, 8kJ/mol (5.33)

and for the gaseous state

∆H◦f,gaseous = −241, 9kJ/mol (5.34)

The superscript ◦ means that it is measured at standard conditions (298K and 1 atm)
We will in the following use ∆H◦f,liquid as this usually gives a more correct picture of the

real process, according to [63].
∆H◦f is known as the enthalpy of water formation and it is defined to be the change of

enthalpy that accompanies the formation of 1 mole of a substance in its standard state from
its constituent elements in their standard states.

By definition the Gibbs free energy of formation of water,∆G◦f , is for the liquid state

∆G◦f,liquid = −237, 2kJ/mol (5.35)

5.2.6 Ideal fuel cell efficiency

The efficiency of the ideal fuel cell where total entropy change equals zero can be found in
the following way:

The production of one mole H2O requires one mole of Hydrogen gas and a half mole of
oxygen gas.

H2 +
1

2
O2 → H2O (5.36)

In this process, the entropy decreases. The heat related to this entropy decrease is given
by

T∆S = ∆H◦f,liquid −∆G◦f,liquid = −285, 8kJ/mol + 237, 2kJ/mol = −48, 7kJ/mol (5.37)

The second law of thermodynamics tells us that the entropy can never decrease, so for the
ideal case, this same amount of heat must be lost as heat from the fuel cell to the environments.
So, the ideal fuel cell will therefore convert the 285, 8 kj/mol chemical energy into 285, 8−48, 7
= 237, 2 kJ/mol electrical energy, which is the gibbs free energy of formation. the ideal fuel
cell efficiency is therefore

ηFC =
∆G◦f,liquid

∆H◦f,liquid = −285, 8kJ/mol
=
−237, 2kj/mol

−285, 8kJ/mol
= 0, 83 (5.38)

The efficiency of the overall cycle will be the ratio of useful electric work per mol times
the molar flow rate of hydrogen, over the initial solar power required for a given molar flow
rate ṅ:

ηexergy =
−ṅ∆G

∆Htot
kj/mol (5.39)
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where ∆Htot is equal to the incoming solar power from the concentrator needed to produce
n mole of hydrogen in the reactor. ṅ∆G, should be equal to the solar power from the
concentrator required to produce n mol of Hydrogen, minus the power losses in the reactor
and in the fuel cell for each mol of Hydrogen produced [62]:

ηexergy =
Psolar − (Preradiation + Preactorlosses + Pfcl)

Psolar
= 1−

Preradiation + Preactorlosses + Pfcl
Psolar

(5.40)
The losses,Pfcl for the ideal fuel cell, was found above. The losses in the reactor, Preactorlosses,

is not known, but can be meaured for a given reactor design, and the reactants used.
This exergy efficiency differs from the ideal exergy efficiency we found first since we here

have taken account for the irreversible losses in the reactor and the fuel cell. Because of this,
this efficiency will be lower than the ideal exergy efficiency and are close to the value that
can be obtained by real cycles.

An example of the value of this efficiency for a ZnO cycle with a concentration ratio of
10000 is 36%[62].

5.2.7 Examples of Thermochemical water splitting cycles

The cycles based on metal oxide catalysators combined with parabolic dish concentrators are
undergoing intense studies and experiments today. The cycles have currently a low efficiency
but the improvement potential are still big.

The general two step cycle using a metal oxide MxOy is

MxOy + ∆H → xM +
1

2
O2 (5.41)

xM + yH2O →MxOy +H2 (5.42)

The first step will always be endothermic and in the cycles discussed here, it will require
a high temperature.

In the follwing, a reactor design, using an iron oxide, recently developed by Sandia Na-
tional Laboratories is discussed[64].
The endothermic reactor is divided into two chambers, one chamber for the Oxygen separa-
tion, and one chamber for the Hydrogen separation.

The interior of the reactor contains rotating rings made up of a mixture of cobalt and
iron oxide, where the iron oxide is the catalysator and therefore distributed over the surface
of the rings. Each ring is about 1/3 meter in diameter and rotates between the two reactor
chambers.

Sunlight from a heliostat is directed onto a parabolic dish which then focuses the light
trough the reactor window, heating the interior to around 1500◦C.

In the first chamber, the flakes of iron oxide on each ring releases oxygen molecules. The
oxygen molecules is then separated and sent outside the reactor. The rotating disks then
enters the second chamber. Here, at around 1100◦C, CO2 is added from the outside and the
catalyst then absorbs oxygenatoms from this CO2. The result is then Carbon monoxide (CO)
which then is separated trough a membrane in the reactor. As the picture above shows, the
iron oxide is regenerated and recycled back to the first chamber where new reactions take
place.
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Figure 5.4: Thermochemical cycle based on the Fe3O4 catalyst [64]

The same reactor design can also produce hydrogen. In this case, instead of CO2, H2O
will be added in the second step. The catalyst picks up the oxygen atoms and the H2 is
separated:

Fe3O4 → 3FeO +
1

2
O2 (1800K) (5.43)

3FeO +H2O → Fe3O4 +H2 (1400K) (5.44)

It might be advantageous to operate with higher temperatures for the first step if this
step has the highest efficiency. Since the total energy can be stored in the reactant products,
the second step then will require less direct solar energy. If the temperature gets high enough
in the first step and the reactants can store the energy efficiently, the hydrogen producing
second step may continue over night without solar input. For examble:

Fe3O4 → 3FeO +
1

2
O2 (2500K) (5.45)

3FeO +H2O → Fe3O4 +H2 (700K) (5.46)

An increase in temperature in the first chamber would also help the iron oxide to give up
a larger amount of its oxygen atoms.

Another cycle that is being developed at the Solar Technology Laboratory in Switzerland
is a two-step cycle based on a zinc oxide catalyst:

ZnO → Zn+
1

2
O2 (2100K) (5.47)

Zn+H2O → ZnO +H2 (700K) (5.48)

The first step is directly exposed to solar radiation. At 2100 K, the oxygen atoms sepa-
rates from the zinc oxide and results in a mixture of Zink vapor and oxygen atoms. The zink
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vapor is transported through a water cooled tube to the next chamber. This tube operates
as a socalled quench. The quench rapidly cools down the zink vapor down to around 700K.
This must be done to avoid recombination with the ozygen atoms before entering the second
chamber. In the second step H2O is added and the zinc powder absorbs the oxygen atoms.
hydrogen is produced and the zinc oxide is reproduced, ready for another cycle.

Here, the first step is highly endothermic and needs a concentration ratio of over 5000.
Because one uses a solid catalyst in form of the zinc oxide, with high heat capacity, the solar
energy can be stored over night in the chemical bonds of the solid. Therefore,in principle,
hydrogen production in the second step can proceed without interuption over night.

5.2.8 Key challenges to overcome for the two cycles discussed

The main loss in the reactor for the zinc oxide cycle is due to the cooling step. zinc vapor
and oxygen molecules tends to recombine during the cooling after the first step.

To obtain the maximum amount of zink one must cool it down as rapid as possible, and
by using a water cooled copper tube one can reach cooling rates around 1000K/s. With this
method one have measured that around 18% of the initial zink vapor produced will make it
through to the hydrogen producing step [65].

The heat loss related to the cooling is given by the molar flow rate times the enthalpy
change of the reaction when cooled down from 2100K to 700K:

Qcooling = ṅ ∗∆H|Zn(g)+0,5O2at2300K→Zn(s)+0,5O2at700K (5.49)

given the molar flow rate the value can be found at standard conditions in standard
chemical tables.

This problem with recombination is the biggest issue for the thermochemical reactors
today and researchers are looking for new technology to improve this.

One of the solutions can be to develop a high temperature O2 transport membrane which
can be used within the reactor. The membrane patent is standard in many reactors but it
is difficult to implement in the zinc cycle due to the presence of the high temperature zink
vapor.

These losses and the losses related to the reradiation and losses in the fuel cell results
today in an overall thermal to electric efficiency at just over 3% when the reactor is combined
with a concentrator system. Engineers working on the systems today claims that the efficiency
can be increased ten fold,and at least to over 20% in the following years to come[64].

Another challenge in this cycle is also due to the zink vapor in the first chamber. The
zink vapor tends to reach the reactor windows and creates a shading effect for the incoming
solar radiation which also decrease the efficiency.

[65] have made an estimate on how large a heliostat field (in combination with a central
power tower) should be to be able to produce 100000kg hydrogen per day with 13 hours of
storage. With the same solar intensity as in California (∼ 2700kWh/year/m2) a concentration
rato of around 7000 is needed. With an assumption of 70% ZnO dissiciation in the first step
and a100% conversion in the second step and an a annual sun to receiver/reactor efficiency
of 44, 9%, an heliostat field of 168000m2 is needed.
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5.3 Electrochemical energy storage

In this category we find the batteries. Storage using batteries are potentially capable of storing
large quantities of energy, but they typcally have a relatively low power output. The battery
research and development today are usually aimed towards small end-user applications, such
as computers and, recenty, vehicles. Therefore large scale battery technology for grid appli-
cations are currently very expensive, and this is the biggest limitation for the deployment of
the technology. There are current research in battery technologies specializing in large scale
installations, for instance at MIT[22].

The largest capacity in use in the United States today is a Nickel-Cadmium battery tank
installed in Fairbanks Alaska. Its capacity are 27 MW for 15 minutes which corresponds to
6,75 MWh. The capacity are used for stabilization of fluctuations on a transmission line.[66].

Another battery technology that are widely in use are Sodium/sulfur (Na/s) batteries.
Here, Molten sulfur are used for the positve electrode and molten sodium for the negative.
The battery have an efficiency of ∼ 90%. It is widely in use in Japan with a total of 270
MW installed, the largest single installation a 34 MW (245 MWh) unit used for wind farm
stabilization[66].
Flow Batteries is also an interesting trend for grid storage application. The main difference
between a conventional battery and a flow battery is that in a flow battery the electrolytes
are stored in separated storage tanks outside the battery. The electrolytes can be circulated
through the battery reactor, where a redox1 reaction is producing the electricity. Since the
electrolytes are stored in external tanks, the capacity of the system is very flexible and both
the power capacity and the energy capacity can be varied independently. The system are also
recycelable and it can provide energy over potentially thousands of charge/discharge cycles.
Efficiencies for flow batteries are around 80%, a little lower than for the conventional batteries,
due to parasitic losses for the pumping system.

Figure 5.5: Schematics of a flow battery [67]

The most known flow battery technology are the Vanadium battery and zink bromine bat-
tery. The Vanadium battery can potentially last more than 12000 discharge/charge cycles[66].

1abbreviation for reduction-oxidation reaction. It is a chemical reaction where the atoms have their oxida-
tion number changed.
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Today, both the conventional batteries and flow batteries are very expensive per kWh.
The Flow batteries based on Vanadium and zink bromine has total costs of several tousand
euro per kW. However, it is assumed that the systems can approach a cost of 500 euro/kW or
100 euro/kWh[68]. This cost would be equvalent with a cost of 75 million euro for a storage
capacity of 750 MWh , enough to produce 100MW of electric power for 6 hours, assuming a
storage-to-electric efficiency of 80%. As we will see, even at this cost, there might be cheaper
options available today for the concentrated solar power plants.

5.4 Thermal Energy Storage

The thermal storage option is maybe the most obvious way of storing energy for a solar
thermal power plant. This is because the standard Parabolic trough plant and power towers
in use today are transfering the solar radiation to a heat transfer fluid (HTF) before converting
it to electricity, regardless of if there is a storage system or not. Since the heat transfer fluid
already is present, one only needs to build in a storage facility in between the solar field and
the power block, where the HTF can be stored, before sending it to the Rankine steam cycle
for electricty production.

Ideally, the HTF and the storage fluid should be the same fluid in the same closed system.
This would eliminate the need for heat exchangers which are a source of losses. The technology
today, however, puts restrictions on what type of fluid which can be used as a HTF, so the
material best fitted for storage may not be a material that can be used as HTF.

The HTF used at SEGS and which also is in use at all the recent built plants are various
types of synthetic oil. At the one SEGS plant that did have thermal storage, this was also
the storage fluid.

The central receiver plants Solar one and Solar two built in the end of the 80‘s and mid
90‘s , experimented with a storage system based on a mixture of Molten salts. and the recent
built plants built in Spain and USA all have storage systems based on this mixture. The HTF
in use at all of the plants is still synthetic oil.

For a material to be used both as HTF and a storage fluid, it should fullfill some require-
ments:

• allow for simple operation of solar field and storage system

• nontoxic and nonflammable

• easy to obtain/low cost

• high upper temperature with low vapor pressure

• low freezing point

• high energy storage density

None of the possible candidates fullfills all of the requirements today. The table below
gives a list of the current HTF and storage medium in use and their properties [69].
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Name Synthetic oil Hitech XL Solar salt

Upper temperature 398 500 600

Freezing point(◦C) 13 120 220

Heat capacity
(J/kgK)(300◦C)

2319 1447 1495

Density
(kg/m3)(300◦C)

815 1992 1899

Energy
density(kg/m3K)

1,9 2,9 2,8

Cost ($/kg) 3,96 1,19 0,49

Other flammable chemical stable chemical stable

The Synthetic oil is a Diphenyl biphenyl oxide and is called Therminol VP-1[70]. It has
been in commercial use for many years and is still considered to be the best choice of HTF,
but the maximum operation temperature of synthetic oil effectively puts an upper limit on
the efficiency of the power block. Also, a direct thermal storage system using synthetic oil
as storage medium is considered to be too expensive due to thick-walled high pressure tanks
that would have to be used to store the hot oil. The need for these expensive tanks comes
from the high vapor pressure for synthetic oil (> 1 MPa at 400◦C)[71]. Therefore, current
commercial plants must rely on indirect systems, where three separate fluid cycles is opera-
tive: The oil cycle in the solar field, the storage fluid in the storage system and the steam in
the rankine steam cycle. This design requires heat exchangers every time heat from one cycle
is transferred to the other cycle, and every time some heat is lost, due to the heat differences
across each heat exchangers. Therefore, one should search for fluids that can be used both as
storage fluid and HTF.

Another approach would be to use water as HTF. If one could use water as HTF one
would eliminate the heat exchangers between the solar field and power block ,and if also
the water could be used as storage medium we would have a closed system with no need
for heat exchangers. This apporoach is known as Direct Steam Generation (DSG) and has
been investigated for many years[72]. The problem for this approach lies in the high vapor
pressure for water, which means that it needs a high aplied pressure to maintain its liquid
form at high temperatures. Also, the storage technologies designed for steam have a rather
low capacity. Developement is leaning towards a latent heat storage system in form of phase
change materials (PCM) in a combination with DSG.

5.4.1 Molten salt as storage medium and HTF

Molten salts have an advantage over synthetic oil in that it has a higher energy density. This
means that in a given volume V, a larger amount of heat can be stored. Another advantage is
that the molten salt can operate at considerably higher temperatures in the liquid state than
the synthetic oil, under athmospheric pressure. Higher temperatures means higher efficiencies
for the power block. However, this advantage cannot be fully exploited before the Molten salt
can be used as a HTF in the solar field as well.
The main problem with molten salt is its high freezing temperature, and this is the main
reason that it is not in use as a HTF. It requires cosiderable amount of heating to the pipes
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to keep it from freezing2. The freezing can damage pumping systems and heat exchangers.
The molten salt mixture in use in current thermal storage systems is Solar Salt, composed
of 60% NaNO3 and 40% KNO3 and have a freezing point at 220◦C and upper temperature
600◦. Another mixture which can be used is Hitech XL, composed of 7% Sodium nitrate
(NaNO3), 45% potassium nitrate KNO3 and 48% Calcium nitrate (CA(NO3)2). The 48%
Calcium nitrate makes Hitech XL considerable more expensive than regular Solar salt[73].
Properties can be seen in table above.

The high freezing temperature for molten salts makes them not very suitable for HTF in
medium temperature range power plants as parabolic troughs. They may be more feasible in
central receiver systems where higher temperatures can be reached due to higher concentration
ratios. Central receivers also have the advantage of a less complex piping system since the
HTF only circulates between one single central receiver and the storage system.

For the parabolic troughs there may be more advantageous to search for chemical modifi-
cations of the current syntetic oil HTF. Also, Phthalate esters, which is a common substance
in plastic, have been suggested. They are commercial available and have a relatively low cost,
below $2/kg. They also have freezing point near zero degrees[74].

There are two different proven designs available for thermal storage of sensible heat3,
which is presented below.

5.4.2 Two-tank thermal storage system

• The indirect system

Here, molten salt is used as storage fluid, and synthetic oil as HTF in solar field.

The system consist of one cold storage tank, operating at ∼ 290◦C, and one hot storage
tank, operating at ∼ 390◦C and a set of oil-to-salt heat exchangers with circulation pumps.

Figure 5.6: two-tank storage system [75]

2The heat can be transported to pipes by a heat trace cables inside the heat collecting elements at the solar
field.

3Sensible heat is energy that can be stored by a change in temperature, the other type of heat are latent
heat, which is energy that can be released at constant temperature (by a phase change).
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During storage charging, heat is transferred from the solar field HTF to the nitrate salt,
coming from the cold tank, through an oil-to-salt heat exchanger. In this process, the HTF is
cooled to 290◦C and the salt from the cold tank is heated to 390◦C, and then stored in the hot
tank. During a storage discharge, fluid flow are reversed through the same heat exchanger.
Under the discharge, salt from the hot tank transfers heat to the HTF which then transfers
its heat to the Rankine steam cycle, and the salt returns to the cold tank.

The main issue related to the two-tank system is the cost of the storage fluid. Because
large amounts is needed, it becomes relatively expensive. Also, two tanks are needed which
makes it material intensive. Still, the method is the most efficient way to store large amounts
of thermal energy, and it is the method which is in use at the recent built plants in Spain.
However, there are other systems that might be cheaper.

• The Direct system

The direct system have been proven to work in combination with a central receiver system.
In 1996, solar two in California installed a two-tank direct system with Solar salt both as
HTF and Storage fluid. The reciever was constructed with hundreds of vertical tubes, and
concentrated sunlight heated up the molten salt, as it flowed through the tubes, to around
565◦C. [76] It was then stored in the hot tank. When power is needed, hot salt is pumped
through heat exchangers which transfers heat to the Rankine steam cycle. After the heat
transfer, salt is transferred to the cold tank, to be stored before it can be punped back to
the receiver to be heated up again. Solar two was only an experimental project and was shut
down in 1999.

Figure 5.7: Central tower with a direct two-tank storage system [76]
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5.4.3 Single tank thermocline system

A thermocline tank is a single tank that stores both the cold and the hot storage fluid. In
the tank, a thermal gradient separates the hot from the cold fluid. An economical advantage
of the system is that a large fraction of the more expensive storage fluid can be replaced by
a less expensive filler material, such as sand and rocks. The filler material together with the
buoyant4 forces helps to keep the thermal gradient stable. The thermocline is the region of
the tank between the two temperature sources. In a test made by [75] in 2002 where the
temperature difference was set to 60◦C, the region occupied 1 − 2 meter of the tank height.
For bigger temperature differences the region will cover a larger region. This indcates that
the thermocline system might be more advantageous for systems with smaller temperature
differences.

Figure 5.8: Thermocline storage system [75]

When the system is being charged, cold fluid is taken from the bottom, then heated up by
the HTF through heat exchangers and then returns to the top of the tank. When the tank is
discharged, hot fluid is taken form the top of the tank, and transfer its heat to the Rankine
steam cycle through a heat exchanger, it then returns to the bottom of the tank.

• The direct system

The direct system was tested at solar one, built in 1986. Here, a synthetic oil called
“caloria” was used both as HTF and storage fluid. The operating temperature for the fluid
was between 218◦C and 302◦C. [71] Because of the low upper temperature, the power block
efficiency was only 21% for the plant. Still, the thermocline system was proven to work and
the thermocline temperature gradient was stable over longer periods.

4The buoyant force is an upward acting force that keeps materials floating when immersed in a fluid.
Arcimedes principle states that: “Any object, wholly or partially immersed in a fluid, is buoyed up by a force
equal to the weight of the fluid displaced by the object.” Thus, if the density of the object is less than the
density of the fluid, then the object will keep floating
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• The indirect system

The indidrect thermocline system with Therminol VP−1 as HTF and Hitech XL as stor-
age fluid has been tested by [71] for a parabolic trough system. The tests proved quartzite
and silica sand to be a good filler material. The experiments indicated also that Hitech XL
is not explosive in direct contact with the synthetic oil, so, an accidentally mixing of the two
components should not create combustion. On the other hand, combining the oil with oxygen
from the air is potentially dangerous. This puts high requirements on the piping system.

The thermocline system can be modelled with two first order differential equations, one
for the fluid and one for the filling material. The energy balance for the system can be written,
using Fouriers law and Newtons law of cooling, for the storage fluid, denoted with subscript f

(ρCp)f ε
∂Tf
∂t

= −
(ṁCp)f
A

∂T

∂y
+ hv(Tb − Tf ) (5.50)

and for the filler material (bed), denoted with subscript b

(ρCp)b1− ε
∂Tb
∂t

= hv(Tf − Tb) (5.51)

hv is the volumetric heat transfer coefficient and ε=
Vf

Vf+Vb
is the volumetric void fraction

of the filler material and describes how much fluid that is needed to fill the tank. A is the
horizontal cross sectional area of the tank. ṁ is the fluid flow rate and is assumed constant.
It is assumed a one dimentional vertical fluid flow and that the temperature is constant on
each horizontal layer.

The equations can be solved by the method of finite differences where the tank is divided
into equal horizontal slices, and a initial vertical temperature distribution is specified. The
local heat transfer coefficient for each of the slices can then be found and then, the local
temperatures of the filler material and the fluid in each of the slices. Calculations can be
done in time intervals of a few seconds and the slices can have a thickness in centimetres.

A numerical sumulation on a specific case have been done by [71] for a 16 meter tall and
34 meter in diameter thermocline tank with 688MWht capacity. Quartzite and sand was used
as filler material and Hitec XL as storage fluid. A void fraction of 0, 24 was assumed. The
cold fluid was 298◦C and the hot fluid was 390◦C. The simulation yielded the temperature
gradients illustrated in Figure 5.9 during charging (vertical axis is the height of the tank and
horizontal axis is the temperature).

In figure 5.9, we observe that, initially, the first 8 meters of the tank has the lower tem-
perature. When fully charged, the upper 10 meters have the highest temperature. The
thermocline5 region is a region of thickness around 6 meters. The maximum thermal capacity
for the storage system will therefore be considerable lower for a thermocline tank than a two
tank system in percentages, when compared to the thermal energy stored in the tank if the
whole interior of the tank was at its upper temperature. As a result, the thermocline tank
must be bigger to make up for the loss in capacity.

5 The thermocline is the region in which the temperature changes more rapidly with depth than it does in
the layers above or below
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Figure 5.9: Temperatture gradients during charging of a thermocline tank [71]

It is possible to give good approximations of the true thermal capacity of a system from
the basic definition of heat capacity. The specific heat capacity is defined to be the amount
of thermal energy ∆Q a material can store with a change in its temeperature, ∆T , per
unit mass. The pressure is assumed to be constant during the temperature change, which
is approximately true for the nitrate salt mixtures. The heat capacity can also be assumed
constant within the temperature variations the storage system are operating with.

Cp =
∆Q

m∆T
(5.52)

where, Cp (J/K) is the heat capacity of the material under constant pressure. It can be
expressed with the specific heat capacity cp (J/kgK):

Cp = ρ ∗ V ∗ cp (5.53)

where ρ is the density and V is the volume.

For simplification of notation we will in the following let cp = c, and denote the specific
heat capacity for the storage fluid with cf and the specific heat capacity for the filler material
with cb.

First one calculates how much energy that could be stored if the entire interior of the
tank was at its upper temperature. Then one must multiply with the maximum theoretical
fraction of the tank that can be at its upper temperature(Capmax). The temperature gradient
for the thermocline system indicates that a fraction of ∼ 70% of the maximum tank capacity
can be used. For a two-tank system the fraction is around 90% , (a heel of salt at the bottom
of the tank cannot utilize its thermal capacity)[71]. In general, Capmax is a function of tank
height in which the fraction increases with increasing height of the tank.

It would be interesting to calculate how large volume or how large mass of material is
needed for a given required thermal capacity, for each of the four systems.

5.5 Estimation of tank volume and storage fluid

Lets assume a parabolic trough plant with a 100 MW turbine capacity. We would like to
have a storage system that could supply peak load to the turbine for 6 hours. We assume the
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thermal losses in the storage system to be a product of the losses related to the heat exchangers
(ηhe) and losses related to the storage tank itself ηstorage, so, ηtherm = (ηstorage)×(ηhe). In
addition we have the power block efficiency ηpb. The void fraction for the filler material in
the thermocline tank is assumed to be ε = 0,3. ηstorage is assumed to be equal to 0, 96 for all
cases. Each set of heat exchangers is assumed to have an efficiency of 0, 98. ηpb is assumed
to be 0, 3 for the indirect ssytems, using the numbers from the Andasol plant, and 0, 34 for
the direct systems, due to the higher operating temperature that can be used. Tcold equals
290◦C for all systems and Thot equals 390◦C for the indirect systems and 450◦C for the direct
systems. ∆T = Thot-Tcold.

We require the themal energy to be such that the storage system can supply peak load to
the 100MW turbine for 6 hours. that is, 600MWhe of electrical energy is needed.

The thermal energy needed in the storage tanks depends then on the losses in between
the turbine and the storage system. We have

∆Qneeded =
MWhe
ηpbηtherm

(5.54)

where MWhe is the required electrical energy.

Now, the stored thermal energy that would be in the tank if the whole interior was at its
upper temperature is found from Equations (5.52) and (5.53)

∆Qmax = ρV c∆T (5.55)

However, the Capmax factor must be multiplied in for the respective system to account for
the interior which cannot be used and we obtain the following formula for the needed storage
energy

∆Qneeded = ρV c∆TCapmax (5.56)

Since all the quantites involved but the volume is assumed to remain constant, the volume
of the needed material must be increased to compensate.

For the two-tank systems, V = Vf , the volume of the storage fluid, and we get the following
fomula for the needed volume by combining Equations (5.56) and (5.54) and putting Vf alone:

Vf =
∆Qneeded

ρfcf∆TCapmax
(5.57)

For the thermocline systems, we have two materials involved so V = Vf + Vb, Vb beeing
the volume of the filler material. Equation (5.56) in comination with Equation (5.54) becomes

∆Qneeded = (ρfVfcf + ρbVbcb) ∗∆T ∗ Capmax (5.58)

Vf for the thermocline system is related to the volume of the filling material Vb through
the volumetric void fraction of the filling material ε defined in Equation (??). Letting Vf

alone gives

Vf =
Vbε

1− ε
(5.59)

by plugging this into Equation (5.58) and putting Vb alone we arrive at the following
formula for the volume of the filler material Vb
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Vb =
∆Qneeded

∆T ∗ Capmax
[

1− ε
ρf εcf + ρbcb(1− ε)

] (5.60)

We can now present the four cases :

• Case 1

Indirect two-tank storage system
Solar salt is used as storage fluid since this is a cheaper alternative and the high
freezing point is not so critical in an indirect system as in an direct system. Heat
capacity and density for the nitrate salts is found in the table above. Here we have
a salt-to-oil heat exchanger and an oil-to-steam heat exchanger, (ηhe) = 0,98*0,98
= 0,96. ηpb = 0,30 and ηthermal = 0,96*0,96 =0,92. ]

• Case 2

Indirect thermocline system
Solar salt is used as storage fluid and quartzite and silica sand as filler material.
the heat capacity for quartzite is cb ∼ 840 J/kgK and the density is ρb = 2650
kg/m3, for simplicity we assume the same for silica sand (quartzite and silica sand
are two crystalline forms of silica)[77]. The storage and heat exchanger efficiency
is the same as in case 1 so ηthermal = 0,92 ηpb = 0,30.]

• Case 3

Direct two-tank system
Hitech XL is used as storage fluid since this has a lower freezing point than solar
salt. Here we have one set of heat exchangers so (ηhe) = 0,98. ηthermal = 0,98*0,96
=0,94 Since The Hitech XL have an operation temperature around 60◦C more than
syntetic oil, we assume ηpb have increased to 0,34.

• Case 4

Direct thermocline system
Hitech XL is used as storage fluid and quartzite and silica sand as filler material
with its density and heat capacity given in case 2. ηhe = 0,98. ηpb = 0,34 ]

We can summarize the results in a table, using the numbers for the different cases to
calculate the needed thermal energy, needed volumes and masses of the storage materials.
The volume of the storage fluid in the two-tank system is defined by Equation (5.57), and the
total volume of the tanks are two times the Value of Vf . The volume of the storage fluid in
the thermocline system is defined by Equation (5.59) , where the volume of the filler material
Vb is given by Equation (5.60). The needed thermal capacity ∆Qneeded is given by Equation
(5.54) for all systems.
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Indirect Storage Direct Storage

Two-tank Thermocline Two-tank Thermocline

Solar field HTF Synthetic oil Synthetic oil Hitech XL Hitech XL

∆Qneeded(MWh) 2193 2193 1895 1895

Thigh (◦C) 390 390 450 450

∆T (K) 100 100 160 160

Storage Fluid Solar Salt Solar Salt Hitech XL Hitech XL

Filler material none silicon/quartzite none silicon/quartzite

Vf (103 m3) 30,9 13,8 16,4 7,4

mf (106 kg) 57,8 26,1 32,7 14,8

Vb none 32,3 none 17,3

mb none 85,0 none 45,9

Tank size(m3) 30,9*2 46,1 16,4*2 24,7

If we let the number of storage hours for the system vary, a plot of the storage volume
can be generated. In Figure 5.10 the needed storage fluid volume and tank volume is plotted
against the storage capacity.

Figure 5.10: Volume of storage fluid is plottet aganst the storage capacity at the left plot and
tank volume against storage capacity at the right plot

The graph to the left shows how the storage fluid volume increases with the needed
thermal capacity. We observe that the direct two-tank system needs more fluid than the
indirect thermocline system. However, in the graph to the right we observe that the indirect
thermocline system needs a larger tank volume than the direct two tank system. This is
because the filling material needed for the thermocline system requires a much larger volume
than the storage fluid.
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There are some uncertainities in the values used for ηpb and ηthermal. Higher values will
lower the ∆Qneeded.The Capmax value will also be higher when the height of the storage tanks
increases. A higher Capmax results in lower values for the needed volumes of filler material
and storage fluid, Vb and Vf respectively. Another point to mention is the value of ∆T. ∆T
will be somewhat lower due to losses in the storage tanks and across the heat exchangers, but
this loss is assumed included in ηthernal. A lower ηthermal will increase ∆Qneeded and this will
increase the needed volume of storage materials.

From the table and plots we can conclude that the two-tank systems needs more storage
fluid than the thermocline systems, around 120% more in both the indirect system and the
direct system. However, the thermocline systems need a significant amount of filler material,
resulting in that the thermocline system needs a ∼ 50% larger single tank than each of the
tanks in the two tank system. But the two tank system , will because of its two tanks come
out with a ∼ 50% overall larger tank volume than the thermocline systems.

Since the needed overall tank volume is less for the thermocline system and a large fraction
of the storage fluid is replaced by a less expensive filler material we expect the thermocline
system to be cheaper, both in the direct case and the indirect case.

5.5.1 Cost comparision of the four systems

The cost of the Storage systems is the sum of the cost of heat exchangers, the storage tanks
and the storage materials. We can assume that the cost of the storage tanks and the stor-
age materials is proportional to their volume. The tanks of the direct systems will be more
expensive per m3 than the tanks in the indirect systems since the higher upper temperature
requires a more robust building material and a better isolation. Also, the filler material is
significant cheaper than the storage fluid. According to [71], the filler material have a cost
Cfiller = $72/tonne = $0, 072/kg. The tank cost for the indirect system is C1 = 155/m3. The
cost of Solar salt and Hitech XL is Csolar = $0, 49/kg and Chitech = $1, 19/kg respectively.
The cost of the salt-to-oil heat exchangers needed in the indirect systems for the 688MWh
system in [71] amounts to $5, 5 ∗ 106. We will assume that the cost of the heat exchanger
increases as a function of the storage capacity in hours: Since 6 hours of capacity needs ∼
2000 MWh we can say that ∼ 2 hours needs ∼ 650MWh, so we have Che = h/3$5, 5 ∗ 106,
where h is storage time in hours. We also assume that the cost of the tank in the direct
systems is a factor r = 1, 30 more expensive per m3 than the tank cost C1 in the indirect
system.

• Case 1

Total cost indirect two-tank system

Ctotal = Ctank + Csalt + Che = C1 ∗ Vf ∗ 2 + Csolarmf +
h

3
$5, 5 ∗ 106 (5.61)

• Case 2

Total cost indirect thermocline system

Ctotal = Ctank + Csalt + Cfiller + Che (5.62)
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= C1(Vf + Vb) + Csolarmf + Cfillermb +
h

3
$5, 5 ∗ 106 (5.63)

• Case 3

Total cost direct two-tank system

Ctotal = Ctank + Csalt = rC1Vf×2 + Chitech×mf (5.64)

• Case 4

Total cost direct thermocline system

Ctotal = Ctank + Csalt + Cfiller = rC1(Vf + Vb) + Chitechmf + Cfillermb (5.65)

Figure 5.11: Cost estimates plottet against storage capacity in hours

The plot in Figure 5.11 shows that the thermocline systems is considerable less expensive
than the two-tank systems. The indirect two-tank system is slightly more expensive than
the direct two-tank system. Most of the difference between theme are the cost of the oil-
to.salt heat exchangers. The direct system would actually have been more expensive than
the indirect system for a less expensive choice of the heat exchanger cost. Also, the choice of
the factor r for the tank cost in the direct system is speculative, it may be higher but it may
also be lower. a lower r-value would have resultet in a decrease in cost.It is important to be
aware of these sensitivities in the parameter values.

For a 6 hour capacity, the direct thermocline have a Ctotal ∼ $25 million while the indirect
two-tank system have a Ctotal ∼ $50 million.
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However, the direct systems are not yet commercial available for the parabolic trough
technology, and the indirect two-tank system has so far been the preferable storage system
for the recent built plants.

The cost overview would have been somewhat different if we had replaced the parabolic
trough plant with the central receiver plant in the analyis. This is because the central receiver
have the possibility to use the less expensive solar salt in a direct system. Since solar salt
can operate with temperatures up to 600◦C this would have increased ∆T in our equations
and as a result, less storage materials would be needed, and the tank volumes would also had
gone down. This would have made the direct systems even more economical favourable than
what we see from the graph with the parabolic trough system.

5.5.2 The storage system at the Andasol plant

The 50MW andasol plant in Spain have a indirect two-tank system with a 7, 5 hour storage
capacity. The thermal capacity needed for this are 1050 MWh according to official numbers.
The number are close to my calculations for a 100MW parabolic trough plant. My calculations
showed that 2193 MWh was needed for a two-tank system to deliver peak load to a 100MW
turbine for 6 hours.

How the thermal energy is distributed to the turbine throughout a day is described in the
plot below:

Figure 5.12: Thermal energy distribution for the Andasol plant for a typical clear sky summer
day[78].

This plot describes a typical clear sky summer day for the Andasol plant. We see that the
storage system is charged at the beginning of the day and then delivers its thermal energy
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to the turbine for 7 hours after sunset. Observe also that the blue dotted line is an amount
of solar thermal power that is beeing dumped. This reflects the fact that the solar field has
been oversized to be able to store energy and deliver energy to the power block at the same
time. When the storage system is fully charged the part of the solar field that was needed
for the storage system is producing heat that exeeds the capacity for the turbine. A solution
to this problem could be to oversize the turbine, but oversizing a turbine too much results
in a decrease in turbine efficiency when the heat delivered to the turbine is much below its
peak load capacity. Another solution would be to increase the storage capacity so that the
charging period would last as long as the sun was shining. However, since the difference in
number of sun hours in winter and in summer often is high, the storage system should be
fitted to the winter season.

The Andasol plant has a solar field area of 510000 m2. We can calculate how large the
part of the solar field is that is used to charge the storage system. The plant is located in the
Granada desert area south spain where the average annual insolation are 2136kWh/m2/year.
According to the figure we can assume a solar intensity at 900 W/m2 during a clear summer
day. To produce 50MW electric power with a solar-to-electric conversion efficiency at 15%
would require a total solar field area of 370000m2. Including some losses under charging we
assume the total solar to storage efficiency to be 45%. So, 1050MWh storage would require
2333MWh from the solar collectors. Each square meter of collector can collect 900 ∗ 7, 5Wh
during the charging period. It would therefore require an area of ∼ 310000m2 to charge the
storage system in 7,5 hours. The total needed area would therefore be 680000m2. Clearly,
the actual solar field area of 510000 m2 is not big enough. As a result of this the Andasol
plant cannot run at full capacity during charging. Alternatively, the charging period must go
over a longer period than 7, 5 hours. This can be achieved during summer months with more
sunshine, but during winter months the days are shorter and the storage system will have
less hours available for charging.

This calculation illustrates one problem with thermal energy storage for CSP. If the CSP
power plant wants a stable capacity factor throughout the year, the solar field must be large
enough to meet this capacity factor during winter when the solar energy received is at its
minimum. However, when the solar field is built for the winter months with a high capacity
factor, a considerable amount of energy must be dumped during summer since more energy
is received per square meter and less area are required.

5.6 How can the LEC be decreased by including energy stor-
age?

The introduction of energy storage at a solar thermal power plant will increase the annual
amount of electricity produced by the plant. This will increase the socalled capacity factor
of the plant.

5.6.1 The Capacity factor

The capcity factor of a power plant is defined to be the ratio of the actual electric power
produced by the plant in a certain time interval over the electric power that the plant would
have produced if it was running on its peak turbine capacity the entire time interval. It is



5.6. HOW CAN THE LEC BE DECREASED BY INCLUDING ENERGY STORAGE? 71

usually the annual capacity factor which is of interest, and here the time interval is over an
entire year. We will in the following denote the annual capacicy factor with the symbol K.

K =
kWhactual
kWhpeak

=
kWhactual
kWpeak ∗ h

(5.66)

where h is the number of hours in one year (h = 8760)

5.6.2 The instant capacity factor

For solar thermal power plants designed to deliver base load power to the electricity grid, it
is important to find the solar field area needed to reach a given capacity factor at the season
with the lowest peak sun hours6. This will put an upper bound on the needed storage capacity
and the needed solar field. For example, if the number of peak sun hours at a location is
6 in December, which usually is the month with the lowest number of peak sunhours, then,
this is equvalent with that each square meter of collector surface will receive 6kWh during
sunlight. From this number one can calculate the solar field area required to provide the
storage system with the needed thermal energy. At summer, since the number of peak sun
hours is higher, some of the thermal energy collected must be dumped, how much that must
be dumped depends on the difference between the lowest peak sunhours in winter and the
highest peak sun hours in the summer. It will also depend on the capacity factor at the lowest
peak sun hours. If the sun shines for 10 hours with 900 W/m2 delivered to the solar field
during summer, the required storage capacity to reach a 80% capacity factor would be ∼ 9
hours. However, if during winter the sun shines only for 6 hours with 900 W/m2, then the
needed storage capacity would be 13 hours.

The levelized energy cost of a plant is given by Equation (5.67) in Chapter 4 but is repeated
here:

LEC =
FCR ∗ Cinvest + CO&M + Cfuel

kWhactual
(5.67)

So, by definition of K, we see that by increasing K the Levelized energy could be reduced.
However, it is not a certain fact that the LEC will be reduced only by increasing the

capacity factor. To increase the capacity factor for a solar thermal power plant one must
increase the solar field area and also build a storage system. All this wil increase the initial
investments Cinvest. This is the explanation of why the LEC calculated in chapter 4 was
higher for the Andasol plant compared to the two plants with no storage system.

For the simplified case that we average the energy received over an entire year, we can
relate the capacity factor to the solar field area in the following way:

The overall solar-to-electric conversion efficiency ηtot is

ηtot =
kWhactual
kWhthermal

(5.68)

where kWhthermal is the annual thermal energy collected in the solar field. kWhactual is
the annual electric energy produced.

6peak sunhours is here defined to be the number of hours with 1000W/m2 that the total energy received
per m2 from sunrise to sunset represents
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kWhactual is given by

kWhactual = Asf ∗ ηtot ∗ I (5.69)

where, Asf is the solar field area and I is the annual incident solar radiation per square
meter at the location of the plant.

By combining Equation (5.69) with the definition of the capacity factor K and letting Asf

alone we arrive at the following relation

Asf =
kWhpeak ∗K

ηtot ∗ I
(5.70)

So, to double the capacity factor, one must also double the solar field area, assuming the
other quantities in the equation is held constant.

A solar thermal plant without energy storage will have a maximum annual capacity factor
around 25% (depends on the location). By introducing thermal storage one can in principle
approach a 100% capacity factor, but this would require a quadrupling of the solar field area.

It becomes more and more important to reduce the cost of the solar field when the capacity
factor increases. For Andasol to have a capacity factor approaching 100% it would require
an solar field area of 1.3 km2 (in summer conditions), today the solar field area of Andasol is
510000m2. The total electric energy produced,kWhactual, can be found in a table in Section
4.7. It is 156 GWh/y. We can then find the capacity factor from Equation (5.66). It is found

to be K = 156∗103MWh
50MW∗8760 = 0,356.

Large two-tank storage systems requires large amounts of concrete and steel, and this
must also be cosidered when analysing the levelized energy cost.

We see from Equation (5.70) that a high annual solar radiation and a high solar-to-electric
efficiency is important to reduce the solar field area. The highest I available on earth is found
around the equator belt and some places have annual irradiations around 2600kWh/m2/year.
ηtot are with current technology around 15% and this value may approach 20% by introducing
some sort of direct storage system, to eliminate the heat exchangers and increase the steam
temperature in the power block.

5.7 Storage methods in future

The ideal solar thermal power plant would have a closed cycle of one single fluid circulating
between the solar field, storage system and the power block. Since the power block uses
steam, the only answer for such a system is water. So far, this has not been achieved.

New types of storage systems would be required to be able to store large amounts of high
temperature steam in an efficient and economical way. An alternative to this are development
of a latent heat storage system based on phase change materials which can produce steam
at constant temperature (during phase change). There has been research and development
towards a first prototype powerplant with DSG and integrated PCM storage.[78] Various test
loops with DSG have taken place at a test facility contructed in Spain in 1998 (The DISS
(Direct Solar Steam) facility) but so far a first small DSG plant has not yet been achieved.
This must be done before it can develop into large scale commercialization[79].

The potential advatages of DSG with PCM storage over the current indirect system with
molten salt storage are two fold; 1 With a DSG system, the steam temperature approaches
operation temperatures of 550◦C., approaching a total solar-to-electric efficiency of 23%.
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Today the solar-to-electric efficiency are ∼ 15% with steam temperature 390◦C[79]. 2. Per
unit volume, the PCM latent heat system offers at least 35% increase in storage capacity
compared to the current molten salt system[80].

5.8 Storage systems with short discharge/charge periods

The storage systems presented here are systems that can be used to stabilize the electric grid
for short periods of time. Their time of discharge and charging are short which makes them
suitable when large amounts of power are needed over short periods.

5.8.1 The flywheel

The flywheel is a mechanical energy storage device which exploits the stored kinetic energy
in a rotating disc.

Figure 5.13: A disc rotating with angular speed ω

The kinetic energy stored in a rotating disc can be found by consider a disc with radius
R and angular speed ω. The following equation express the kinetic energy in an infinitesimal
mass element dmi with position ~ri relative the center and velocity ~vi (see figure):

Ki =
1

2
dmivi

2 =
1

2
dmiω

2ri
2 (5.71)

where ω is constant for all infinitesimal mass elements on the rotating disc.
To find the total kinetic energy we can integrate over all the mass elements mi of the disc:

Ki =
ω2

2

∫
ri

2dmi =
1

2
Icω

2 (5.72)

where Ic =
∫
ri

2 dmi is the moment of inertia of the rotating disc with respect to the center
c of the disc.(Axis of rotation is going through the center of the disc and is perpendicular to
the disc.)
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It can be shown that the moment of inertia is largest for a disc that have all its mass on
the circumference at distance R from the center[81]. Therefore it is preferable to have a disc
with most of its mass concentrated at the circumference. The moment of inertia is in this
case given as Ic = mR2 where m is the total mass of the disc.

The kinetic energy stored in the rotating flywheel is therefore

K =
1

2
mω2R2 (5.73)

There will exist a maximum upper limit for the ω for the flywheel. This is determined
by the tensile strength of the material which is being used.[82] Beyond this maximum tensil
strength the flywheel can potentially be fractured. For the ideal flywheel with all its mass
concentrated at radius R, the tensil stress σ at the rim at angular speed ω is defined to be

σ = ρR2ω2 (5.74)

where ρ is the density of the flywheel. From this we find that the maximum angular speed
ωmax is achieved when the tensile stress have reached the maximum tensile strength of the
material σ = σmax.

The maximum theoretical energy that can be stored in a specific flywheel will therefore
be

Kmax =
1

2
m
σmax
ρ

(5.75)

Composite metals based on carbon have a higher σmax and a lower ρ than various types
of metals and is therfore the preferable material for an ideal flywheel.

Carbon fibre can have a density ρ = 1500 kg/m3 and a specific strength σmax = 2400*106

N/m2 [82].
Putting this into Equation (5.75) gives a theoretical maximum specific energy of 222

Wh/kg.
A flywheel of 500 kg could therefore store 111 kWh of kinetic energy. This ideal flywheel

could inject a power of ∼ 20 MW for a discharge period of 20 seconds, or it could be released
with a lower output for a longer discharge period, typically up to 15 minutes. Assuming it
has a radius R = 1 meter it would have a ω = 1265 Hz. That is, 1265 rounds per seconds or
∼ 76000 rpm (rounds per minute)

The flywheel can provide stabilization of fluctutations in the electric grid. Large systems
consisting of many separate flywheels can be programmed to absorb energy from the grid or
inject energy into the grid just by regulating its angular speed. Typical capacity of a flywheel
on marked today are ∼ 25 kWh. Conventional flywheels are around 85% efficient due to
friction in the mechanical bearings. It could alternatively be operated under magnetic fields
to prevent friction, but this would require energy to operate as well.

Flywheels as a storage method for concentrated solar power (CSP) is due to their limited
amount of energy that can be stored not preferable since discharge periods of up to 15 hours
are required during nightime for a CSP plant. However, flywheels can be an important
contributor to a future electric grid based on renewables to account for small fluctuations in
the power source. This is useful for CSP power as well during short weather transients for
periods of up to 15 minutes or so.
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5.8.2 Superconducting magnetic energy storage

Superconducting magnetic energy storage (SMES) uses a closed loop of superconducting wire
winded around a core to form a socalled coil.[83] The device stores electrical energy in the
magnetic field that is being generated by the input direct current. In the ideal case, the
direct current flows in the coil with no losses. The coil can be discharged by releasing the
circulating current into the grid. SMES have typically very short discharge (seconds) and
charging(minutes) periods.

The storage potential in the SMES can be found by using a result found in the Appendix
C. In Appendix C it is found that if a current is flowing in a wire the flowing current will
induce an emf in the wire. The current also generates a magnetic field , and the magnetic
flux through the loop will be proportional to the current: φ = LI, where the constant of
proportionality L is called the inductance. The value of the inductance is dependent on the
shape of the wire (the coil in our case).

Furthermore, the work done on an unit charge against the emf ε of the circuit in one
roundtrip is -ε. The amount of charge per unit time flowing down the wire is the current I,
therefore the total work done per unit time is[84]

dW

dt
= −εI (5.76)

since ε = dφ
dt and φ = LI we obtain

dW

dt
= −εI = LI

dI

dt
(5.77)

The total work done (and therefore also the total energy stored since there are no losses
from resistance) is found by integrating from 0 to I and Equation (5.77) becomes

W =
1

2
LI2 (5.78)

What this equation shows is that the energy stored is dependent on the geometry of the
coil through L (the coil usually have a toroidal or a solenoidal shape), and the square of the
current flowing in the coil.

The main drawback of SMES is that the system needs to operate under very low tem-
peratures for the coil to remain superconducting at all times, the cooling system needed to
achieve this are subject to losses. A non-superconducting coil could still store energy, but the
storage time would be limited and losses higher[83]. Also, the SMES must be integrated with
a converter station since the AC power from a power plant must be converted into DC before
the energy can be stored in the coil. The converter is expensive and also subject to losses.
(Typically ∼ 1%)

The advantages of the SMES is that it can store large amounts of power with a short
charging cycle (minutes). All the power stored can be released within seconds which makes
it very suitable for stabilizing fluctuations in the electric grid. Its advantages are also its
weaknesses, it cannot provide firm power over a large period of time for instance for a CSP
plant during nightime.
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Chapter 6

Solar power and the electric grid

Concentrated solar power togheter with hydropower are unique among the renewables in that
they relatively easy can implemement energy storage to balance natural occuring fluctuations
in their source of energy. However, for CSP, it is both economical and material intensive to
approach a capacity factor of 100%, and for Photovoltaic cells and wind energy, there exist no
large scale storage methods. The lack of sufficient storage to reach the same level of reliable
and continous power generation as fossil and nuclear power makes it necessary to balance the
resulting fluctuations in the electric grid by changing the grid itself.

Today, each country have built their own electric grids to meet their own demands. The
transfer of electricity between countries have been very limited since each country have their
power sources within their own borders.

However, renewables needs regions with special conditions to maximize their output, and
one single country may not have these ideal regions within their own borders. One country
may have conditions that suits solar power well, while other countries have a larger wind
potential. Also, one single country may be too small to balance the local variations in the
power sources. Wind lulls may occure for short periods over a large area which cause a hault
in the electricity production which can cause instability in the electric grid if a large fraction
of the total electricity comes from these intermittent sources.

To achieve the same stability in the grid as we have today, but where a large fraction
of the electric energy comes from renewables, there are two ways the electric grid should be
changed.

1. Construction of a supergrid: Interconnect geographical distant regions by building long
distance transmission lines with high capacity

2. Construction of a smart grid: develop a grid network management with more detailed
functions of control

6.1 Roadmap 2050

The European union and the G8 defined in 2009 a goal to reduce greenhouse gas emission by
at least 80% below 1990 levels by 2050

The Roadmap 2050[85] project is an initiative of the European Climate Foundation (ECF)
and has been developed by a consortium of experts funded by the ECF, including several
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european companies and academic organizations. They outlines plausible ways to achieve
this target of 80% reduction.

In the following, most of the information is found from [85], if information is found another
place it will be cited.

According to the roadmap 2050 technical analysis it is possible for Europe as a whole to
reach this goal by only relying on energy sources within the European union. They analyses
three different ways to achieve the goal based on the fraction of Renewable energy sources
(RES) which will contribute to the total supply of electricity.

The different ways is denoted as the 40, 60 and the 80% RES(Renewable Energy Sources)
pathways, each of them indicating how much of the needed electricity that will come from
renewables. The remaining fraction in all threee pathways is divided equally between Carbon
capture storage (CCS) coal and gas plants, and nuclear power. For example, for the 40% RES
pathway, 40% comes from renewables, 30% comes from CCS coal and gas and 30% comes
from nuclear power.

The power demand for the european union plus Norway and Switzerland is projected to
be about 4900 TWh in 2050. Around 40% higher than today.

The distribution of total capacity between the sources which is suggested to be used in
the model is given in the table below.

Figure 6.1: Required capacities for the mixture of power sources, given in GW installed in
2050 [85]

1 includes nuclear, hydro, biomass, geothermal and solar CSP.

From the table it is clear that solar photovoltaic is considered to be a significant power
source in europe in the 80% pathway. However, it must be noted that these numbers reflects
the installed peak capacity. A calculation of actual energy produced from these installed
capacities would give a different picture. If the installations had been running at their peak
capacity over one year , that is an capacity factor K equal to one, the total electric energy
produced from these capacities would be, in the 80% RES case, ∼ 17700 TWh, about 260%
more than the assumed needed energy in 2050 (4900 TWh). The correct energy production
can be found by accounting for their typical capacity factor(called load factor in roadmap
2050) In the table below I compare the installed capacity for 40% RES and 80% RES pathways
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(40% RES) Capacity (GW) Kmin-Kmax (%) Prodmin-Prodmax (TWh)

Fossil 240 60-90 1261-1892

Solar PV 195 10-17 171-290

Wind onshore 140 25-35 307-429

Wind offshore 25 37-45 81- 99

Nuclear 190 90 1470

Other(-nuclear) 300 60-80 1655

Backup 190 5 83

total 1280 4945-5835

(80% RES) Capacity (GW) Kmin-Kmax(%) Prodmin-Prodmax(TWh)

Fossil 80 60-90 420-631

Solar PV 815 10-17 714-1214

Wind onshore 245 25-35 537-751

Wind offshore 190 37-45 616- 749

Nuclear 62 90 490

Other(-nuclear) 358 63 (average) 2000

Backup 270 5 118

total 2020 (average) 4900-5950

The minimum and maximum numbers from the capacity factors are taken from the road
map report[86]. The capacity factor for the energy sources under “Other”, consists of nu-
clear(K = 90%), hydro(K = 35%), biomass(K = 80%), geothermal(K = 91%)) and CSP (K =
47%). For the 40% pathway, nuclear contributes with 30% of total energy supply. From this
one finds that the installed capacity for nuclear power should be ∼ 190 GW in this case. For
the 80% Pathway, nuclear power contributes with 10% which requires an installed capacity of
62 GW. For simplicity the rest of the capacity are divided evenly between the 4 other sources
in “Other(-nuclear)”.

We observe that for the most pssimistic numbers for the capacity factors the energy pro-
duced equals the assumed energy demand in Europe in 2050 (4900 TWh). This shows that the
installed capacity fullfills the energy requirements for Europe even with the lowest capacity
factors, both for the 80% RES pathway and the 40% RES pathway. If the highest capacity
factors are achieved, it is possible to decrease the installed capacity in both the pathways.
The most important observation here is the difference in installed capacity between the 40%
pathway and the 80% pathway. The 80% RES pathway requires ∼ 60% more installed ca-
pacity than the 40% RES pathway to fullfill the energy requirements.

For the choice of power sources to become sustainable for europe in 2050 it is crucial that
the electric grid have developed into a supergrid. Without the proper development of the
grid, the intermittent power sources cannot give Europe the required electricity security. In
all the pathways, big changes in the European transmission grids will be required to achieve
this. For instance, Spain, who will be the largest contributor of concentrated solar power and
photovoltaics to the supergrid will need an substantial increase in interconnection transmission
capacity to France, which will be one of the largest contributors of nuclear power. Between
15 and 45 GW will be needed(depending on the choice between 40% RES and 80% RES).
The current capacity is today less than 1 GW. (A map of the transmission capacities for the
40 and 80% RES pathways can be found in Appendix G.)
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Another important issue is the needed backup capacity. In winter, when solar production
is low and demand is high, backup capacity will be needed, and as a result 10 to 15% of the
total generation capacity would be needed as a backup. These backup plants would have low
capacity factors.(Around 5%)

A combination of transmission capacity between regions and backup capacity will be eco-
nomical favourable. Back up capacity within each region can avoid the need for transmission
lines which only will be used a few hours every year. Also, sufficient transmission capacity
will avoid need for extended use of backup capacity withing each region by sharing resurces
between the regions.

An interconnection by transmission lines between distant regions with different resource
potentials makes it possible to exploit the observed negative correlations between the energy
sources in the regions. The solar resource is at its highest in the summer, while it is observed
that the wind resource is at its peak during winter. The same counter-cyclicality happends
during day and night, where solar energy is available only at day time while wind energy
produce more energy at night. By connecting regions with wind resources and solar resources
togheter reduces the negative impact of variations in demand and supply in the grid, and this
will also reduce the need for backup capacity and energy storage. An example on how the
variation in demands on a daily and seasonal scale might look like is presented in the Figure
6.2. The vertical axis represents variations in percentages.

Figure 6.2: reduction of daily and seasonal fluctutations due to interconnections of regions
[85]

The construction of a socalled “smart grid” mentioned in point 2 at the beginning of this
chapter includes various “intelligent” applications that can be implementet in to the grid.
One of these applications are Demand Response (DR). This can be used to both temporarily
lower demand when supply is insufficient, and to temporarily increase demand when supply
is high. This way, demand response can help avoiding building,- and operational costs of
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additional plants with low capacity factors. The consumers will have the chance to pay lower
prices if the power generating capacity that would have been needed was from a power plant
with high levelized energy cost, which usually is the case for plants with low capacity factors.
Another advantage in an increase of demand when supply is high and vica versa would be
less need for energy storage, since demand response instead makes the consumers adapt their
consumption after the real time supply. It is shown in the road map report that a 20%
demand response could contribute to a 24% reduction in needed transmission capacity in the
80% pathway. In the 40% pathway, however, the demand response have a insignificant impact
on the transmission requirements.

Another interesting feature that can be added to a smart grid is time-based pricing which
can be seen as a part of the demand response. Power companies today charge the same
rate for every kWh of electricity, despite the fact that the cost of electrcity production may
change significantly during a 24 hour period. Time based pricing may potentially change
the consumer’s pattern of thought regarding their electricity consumption. They may think
more about when to use electricity and also how much they use. The smart meters performs
two-way communications between consumer and producer and it becomes possible for the
system to automatically turn end-use applications on or off, without inconvenience to the
consumer.For instance, turning of an air condition system for 10 minutes won’t affect the
temperature in the house significantly[87].

The road map 2050 has also modelled a projection of needed grid investments during
the time period from 2010 and 2050. The result is shown in Figure 6.3 . The model the
calculation was based upon used an average transmission loss of 6% of the total energy that
was transmitted. The vertical axis is scaled by thousand GW km. Also,a demand response
of 20% is used which means that 20% of the daily energy demand is assumed to be able to
be shiftet within a 24 hour period. The model assumes also that the grid development rate
is driven by the builing rate of intermittent power sources (solar PV, offshore/onshore wind)
since the stabilization of supply from these sources is the main purpose of the interconnections.
For simplicity it is also assumed a linear build up of grid capacity between 1990 and 2010.

figure 6.3 shows that the build rate will be higher than the historical growth rate in all
the pathways exept for the 40% RES pathway where the growth rate will be slightly less the
in the years between 2040 and 2050. The rate shown is the average European rate. The
expansion of the France/Spain interconnection mentioned earlier, will be siginficant higher
than this average, while other regions will have a lower rate. The model is only a suggestion
on how fast the grid should be expanded, and it requires that one start with the expansion
today. If one delays the start of the investments one must eighter increase building rates at
a later time, or the goal to be finished in 2050 must be delayed.
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Figure 6.3: The needed growth rate for the construction of the int erconnections [85]

Whether or not the deployment rates for interconnection links and renewable power can
be accomplished within the actual time horizon of 40 years are very dependent on political
cooperation, pricing of carbon emission and the opposition of the civil society against de-
ployment, especially regarding deployment of high voltage transmission lines in populated
areas. These public objections against overhead lines may force decition makers to construct
underground transmission cables instead of overhead lines and this will result in a significant
increase in total cost.

The need for interconnections between separate AC grids and transmission of large amount
of power over long distances must be taken into consideration when deciding what type of
transmission technology which should be used for the interconnections. This will be discussed
in the next chapter.



Chapter 7

Long distance power transfer

There are two main ways in which current can be transmitted: Alternating current (AC) or
direct current (DC).

The major part of the high voltage transmission capacity in Europe are overhead AC
lines. However, problems arise when connecting separate national electric grids to each other
through AC power lines. Because AC oscillates at a certain frequency in a grid , the frequencies
in two different grids often have small deviations which makes the two networks asynchronous.
This can be solved by first converting the AC power to DC before transmitting it to the other
network. When it arrives, the DC can be converted to AC again with synchroniced frequenzy
and voltage.

The conversion from AC to DC and from DC to AC is accomplished in a converter station
with the help of high voltage electronic semiconductor valves. The semiconductor valve is
called “Thyristors” [88] which behaves similar to a diode, where the current is forced to move
in only one direction. Each of the valves can be controlled with a control system software
from computers. This makes it possible to accurately control the electricity flow (frequency
control etc.)

Because of this control-feature it is possible to use High Voltage DC (HVDC) to intercon-
nect asynchronous AC grids with each other[89].

Today, the European grid consists of several separate grids. Western Europe has one, the
Nordic countries have one (Nordel), Great Britain have one and so on. All these grids deviate
from each other in that there may be variations in frequency. (Although European countries
operate with the same nominal frequency (50 Hz) there is always small deviations.) Further,
between continents that uses 60 Hz(America) and continents that uses 50 Hz it would be
impossible to connect directly through AC transmission lines.

There are also potential cost reductions when using HVDC instead of High Voltage AC
(HVAC). This comes partly from the fact that AC transmission lines have a higher loss
than DC transmission if the same amount of electric power is delivered. However, since
HVDC needs converters at both ends, the losses from these may exceed the losses from HVAC
transmission lines at short lengths. Thus, the initial overall losses of HVDC are higher, but
total losses become less than for HVAC when transmission distance exceeds a certain distance.
Also, the construction of the power lines is at a lower cost with HVDC than HVAC. This is
because AC transmission needs a larger area to be deployed due to its three phase current,
which needs three conductors. Therefore, the transmission path1 in the terrain must be wider

1the technical term is “right of way” and it describes how wide the path must be for a transmission line to
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which gives a harder impact on the environments. The cost of AC transmission lines must
also include installation of shunt capacitators along the way (about every 100 km) because
of the reactive power that is being produced. However, the main drawback of HVDC is their
expensive converter stations which convert the DC into AC. Because of this, HVDC have a
higher initial cost than AC and HVDC, as mentioned,can only be cost favourable over HVAC
above a certain transmision length. We can describe the break even length for cost and losses
with two equations. Let Cinitial be the additional initial cost which is required for HVDC
compared to HVAC. Let CHVDCline be the cost of the HVDC transmission line per 100 km
and CHV ACline be the cost of the HVAC transmission line per 100 km. Let L be the length
of the line in 100 km units. We must then have

Cinitial + (CHVDCline − CHV ACline)L = 0 (7.1)

The L value which fullfills this equation will be the cost break-even distance Lcostbreakeven.
For the loss break even distance, let Lossinitial be the initial losses related to the converter
stations in the HVDC system. Let LossHVDCline be the loss per 100 km in the HVDC line
and LossHV ACline the loss per 100 km in the HVAC line. We must then have

Lossinitial + (LossHVDCline − LossHV ACine)L = 0 (7.2)

The L value which fullfills this equation will be the loss break-even distance Llossbreakeven.
The Llossbreakeven is generally different from the Lcostbreakeven. Llossbreakeven depends on the
voltage rating for the line and conductor specifications. The break-even length strongly
depends on the type of transmission. For submarine cables the cost break-even distances is
today typically around 100km. For overhead transmission lines it is around 450 km[90]. The
cost and losses for HVAC and HVDC are illustrated in Figure 7.1.

Figure 7.1: Comparision of cost and losses between AC and DC power transmission [91]

Historically, the biggest advantage of AC power was that it was capable of stepping up
and down its voltage in an easy way by using a conventional transformer. These transformers

be deployed
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cannot step up and down voltage with DC power, due to Faraday’s induction law (see appendix
C). Since there was no easy way of stepping up and down the voltage, the early DC generators
had to be in close proximity to the consumers (within 1-2 kilometer.)[92] This was one of the
reasons that AC power won the “war of currents”2 at the end of the 19th century.
In the 1970‘s, the introduction of solid state semiconductor devices such as the thyristor made
it possible to convert AC into DC and DC into AC in a reliable and efficient way, even at
high power ratings (high voltage). This opened up the possibility for AC power generated at
the power plant first to be stepped up in a transformer and then converted into DC power
in the thyristors before transmitting the power over long distances. At the other end of the
transmission link, the DC power can be converted to AC again before it is stepped down
to the voltage level needed in the local power distribution. In 2003 a new type of thyristor
called the LTT (Light Triggered thyristor) became available. This thyristor is triggered by a
light pulse transmitted through an optical fiber. This gives the thyristors very short response
time and improves the system’s reliability and security features which is especially important
when the HVDC is used as interconnection between asynchronous AC power grids.[90]

7.0.1 The NorNed transmission cable

Norway and the Netherlands installed in 2008 a submarine HVDC cable (the NorNed cable)
for the purpose of power exchange between the Nordel grid and the Netherlands. With a
length of 580 km it is the longest power transmission in the world through a submarine cable.
In Norway, the 300 kV AC grid is connected to a substation where the AC is stepped up and
converted into DC at a voltage-to-ground value of 450 kV. In the Netherlands, the Dutch 380
kV AC grid is connected to another substation where the incoming DC power is converted
and stepped down[93]. The link is monopolar with two cables, which means that one of the
terminals is grounded (connected to earth). One cable has a +450 kV potential difference to
the ground while the other cable has a -450 kV potential difference to the ground. The power
can be transmitted in both directions. See figure 7.2 for an illustration.

Figure 7.2: The NorNed HVDC submarine cable [93]

The NorNed transmission link could not have been realized by using a HVAC transmission.
The reason is that AC cables generate an increasing variation of voltage with increasing
distance, until the cable power capacity is fully taken up by the socalled reactive power. This

2The term refers to the market competition between AC and DC power in the 1880‘s, when Thomas Edison
was the promoter of direct current while Nikola Tesla among others promoted alternating current to be used
in a national grid.
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happens because the cable has large capacitance and this limits the maximum transmission
distance. (As mentioned above, normally, reactive compensation units like shunt capacitators
are installed about every 100 km, and this cannot be done under water. Because of this,
the practical distance has been 50km. Recently, a new cable type for submarine connections
with lower shunt capacitance has increased the limit to about 100 km. With HVDC, there is
no such limitation and therefore HVDC is the only viable technical alternative for distances
above 100 km[90].

7.0.2 Transmission losses in DC transmission

For DC transmission the only significant loss is due to heat losses from the resistance in the
conductors.

The voltage V over the transmission line can be interpreted as the work done per unit
charge. The current I is defined to be the amount of charge flowing per unit time. From this
we must have that the total power P delivered to the transmission line is

P = V I (7.3)

The total resistance R of a wire can be given in terms of the specific resistance (resistivity)
ρ at standard conditions (20◦C) of the conductor material.(We denote the specific resistance
at standard conditions as ρ◦).

R = ρ◦
L

A
(7.4)

where L is the length of the wire and A is the cross sectional area of the conductor.
Thus, the total resistance is proportional to the length and inversely proportional to its
cross section. The specific resistance of copper, which is the standard conductor material in
submarine transmission cables, is 1, 678 ∗ 10−8Ωm at standard conditions (20◦C).3

The power loss due to the heat produced by the resistance can be approximated by Joule’s
heating law,

Pheat = RI2 (7.5)

This law applies only for a circuit that obeys Ohm’s law, but it is a reasonable good
approximation for direct current circuits, (approximately constant voltage and constant cur-
rent over the transmission distance). Again, for a more accurate calculation, a temperature
variation coefficient must be included)
As an example, the power loss in the NorNed HVDC cable can be calculated for the maximum
capacity P = 700 MW. V is here 450kV, and the current I can be found from Equation (7.3)

I =
P

V
=

700 ∗ 106W

450 ∗ 103V
∼ 1550A (7.6)

The length L of the cable is 580km and the crossectional area of the copper wire is
according to [93] 800 mm2 (actually the area varies for different parts of the cable but the main

3Since the specific resistance generally increases with temperature,the expression of the total R should be
multiplied with a temperature dependent factor to give a more accurate calculation. The needed correction
coefficients can be found in [94]
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submarine part of the cable has this crossection) , from Equation (7.4) the total ressitance of
the cable is

R = ρ
L

A
= 1, 678 ∗ 10−8Ωm ∗ 580 ∗ 103m

0, 0008m2
= 12, 1Ω (7.7)

Finally, the heat loss is calculated from Equation (7.5)

Pheat = RI2 = 12, 1Ω ∗ 15502 = 29070205W ∼ 29MW (7.8)

In percent, the amount of the total power transmitted will therefore be:

29MW ∗ 100

700MW
∼ 4, 1% (7.9)

According to [93] the measured loss for the NorNed cable at 600MW is 3, 7%. The
calculation above is off by around 10%. The reason for this deviation is partly that the
resistance is dependent on the power load in the cable and partly that the temperature
dependence is not included.

Other examples of losses from a HVDC transmission line is a ±300 kV, 1000 MW, HVDC
Light link of distance 200 km. This has total loss in the order of 4, 9% ,at full load. found
from [93]

The formulae (7.3 - 7.5) explain why it is important to have a high voltage at long distance
transmission: If the voltage is stepped up the current must go down. And since the power loss
increases with the square of the current, the power loss can be greatly reduced by stepping
up the voltage.

Equations (7.3 - 7.5) also shows that transmission losses increases with the power load in
the transmission line. For a more detailed analysis of the transmission losses it is therefore
important to know the typical power load in the lines. A loss/cost-optimization of transmision
capacity and power generation capacity must be made to find the most cost/loss efficient
option.

This has been analysed in the roadmap 2050 report. A map of the needed transmission
capacities with the transmission utilization factor4 for the 80% RES pathway and 40% RES
pathway, after optimization, are found in appendix G. The capacities are found with the
assumption of a 20% demand response. (This is the same map that was referred to in Chapter
6)

4The transmission utilization factor is defined as the ratio: total annual flow/maximum theoretical annual
flow
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Chapter 8

Solar power from Africa to Europe

The Roadmap 2050 also discusses a 100% RES pathway, where all the electricity comes from
renewable energy sources. It suggests that this can be done by importing 15% of the needed
energy from the Sahara desert in North Africa. To add up to 100% they assume that enhanced
geothermal power (Hot Dry Rock) is being developed in Europe and can contribute with 5%
of the total energy supply.

The possibility of transmitting large amounts of power from Africa to Europe has been
studied in detail by two DLR reports published in 2005[95] and 2006[1] and some of the results
from these reports is used here.

The energy will be distributed to the region described in roadmap 2050 which is the 27
nations in the European Union (EU-27) plus Norway and Switzerland. The total energy
demand in 2050 is assumed to be 4900TWh. The 15% that will come from North Africa
amounts to 735 TWh.

8.1 Production of energy

The technology that will be used to produce the energy is concentrated solar power due to
its possibility of energy storage. More specific, a mix of parabolic trough plants and central
receivers will be used with thermal storage. The annual capacity factor is assumed to be
80% in both cases1. This capacity factor is chosen on the background of the roadmap 2050
report which assumes a capacity factor of 60% for the CCS coal and gas plants and 90% for
the nuclear power plants. Since the solar power from Africa will replace these plants when
going from a 80% RES pathway to a 100% RES pathway, it will require a capacity factor
somewhere in between these two values.

We start the discussion by defining two cases:

• Case 1
No technology improvements assumed. The overall efficiency of the systems today
will therefore be assumed to be the standard also in 2050. That is an solar to
electric efficiency of 15% for both technologies. The solar to storage to electric
efficiency is assumed to be 14%. We assume that the solar to electric efficiency

1The annual Capacity factor must be clearly distinguished from the day to day capacity factor. There are
differences between number of peak sun hours in summer and in winter in the North African countries. (The
difference will be less the closer to equator you go)

89
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equals the solar-to-storage-to-electric efficiency for simplicity. The storage system
is the indirect two-tank system, based on the model from Chapter 5. For both
cases it will be designed by assuming the annual energy is distributed evenly over
the entire year.))

• Case 2
Development of a direct system, where the HTF is used both in the solar field and
in the storage system, is assumed in combination with a suitable storage system,
this will result in a solar to electric efficiency of 20% for both technologies, and a
solar to storage to electric efficiency of 0,19. Also here we assume for simplicity
that the solar to electric efficiency equals the solar to storage to electric efficiency
in calculations. The storage system will here be the direct thermocline system,
and based on the calculations from Chapter 5, but with more optimistic numbers
for the power block efficiency (ηpb is increased from 0, 34 to 0, 38).(In reality, the
central receiver system has potential to reach a higher efficiency than the parabolic
troughs do to a higher temperature that can be achieved in the power block. and
if this is the case, it would be more economical favourable to put all the money on
the technology with the best efficiency, although the relative costs of the different
technologies also had to be considered)

In the end of the chapter we will introduce 3 different scenarios, where the transmission
distance and annual irradiation differs, each scenario will be calculated for both cases.

8.2 Transmission of energy

The electricity will have to be transmitted over distances of ∼ 3000 to 5000 kilometres,
depending on the location of the power plants and the european destination. Initially, there
are three ways the energy potentially could be transmitted:

1: HVAC transmission lines As discussed, the HVAC is advantageous at transmission
distances up to ∼ 450km for overhead lines. Also, HVAC systems are subject to big losses at
large distances. For instance, For a 750kV transmission line the losses are 8% per 1000 km.
Also, there are limitations on how much power that can be transmitted by an AC cable or
line due to the reactive power that is being produced.

2: Hydrogen transportation. The transport of solar energy via hydrogen over a long
distances would in principle be possible, but ∼ 75% of the electricity would be lost by the
involved conversion, transport and storage processes. This alternative would therefore only
be discussed if the Hydrogen was to be used as a transportation fuel. However, the scenarios
discussed is instead leaning towards an electrification of the transport sector.

3 HVDC transmission lines The losses related to HVDC transmission comes almost only
from ohmic resistance of the form RI2, this results in losses from HVDC lines of about half
the losses in a HVAC transmission line. Also, there are no technical limitations on the power
capacity of a HVDC line since no reactive power is produced.

The comparisions of cost and losses for HVDC and HVAC for voltages that is required
for a 5000MW transmission capacity is given in table below.

Based on the considerations above and the table we conclude that HVDC transmission
will be the only reasonable option for the needed transmission distances and large amounts
of power that must be transferred. HVDC will therefore be used for the interconnections.
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Figure 8.1: Comparision of cost and losses for AC and DC power transmission [1]

8.3 Solar resources and locations of power plants

The direct annual solar irradiation per square meter for North Africa and the southern parts
of europe is illustrated below.

Figure 8.2: Direct annual solar irradiation for North Africa and souther parts of Europe.
Saudi Arabia is to the right. Data produced by DLR in 2004

The irradiation map indicates the diffences in irradiation between Africa and southern Eu-
rope. The best sites in Spain has an annual irradiation of ∼ 2100 kWh/y/m2. In North Africa
there exist locations with around 2800kWh/y/m2, according to the DLR report. Therefore,
33% more electricity can be produced per square meter by plants located in these locations
than if the same plants were located in Spain.

As mentioned above, the solar field will be designed by assuming the annual direct beam
radiation is distributed evenly over the enire year. I do this since there are no accurate
data available on how the insolation vary for specific seasons. An annual irradiation of
2800kWh/y/m2 corresponds to 7671 Wh/m2/day. We assume that this will be distributed
over the day with 935 W/m2 for 8,2 hours. To reach a 80% capacity factor based on this,
a 11 hour storage capacity would be needed. The 2100 kWh/y/m2 in Spain corresponds to
5753 Wh/m2/day and 702 W/m2 for 8,2 hours will be distributed over the day. In Chapter
9 I will discuss how this should be modified to account for seasonal and daily variations.
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The red dots2 on the map suggests where the locations of the power plants could be
placed. The choice of locations is based on a choice of best possible solar irradiation. Also,
slopes at an angle over 2, 1circ is avoided and locations of centre of demands are taken into
consideration. [95] provides detailed analysis of available locations suitable for CSP. Based
on suitable locations, solar to electric efficiency at 15% and a land use factor3 of 30%, they
have calculated technical potentials for CSP extraction.

The locations choosen are Western Algeria (WA), Southern Libya (SL)) and Central Egypt
(CE).

8.4 End points of the transmission lines

The transmission destinations in Europe are assumed to be at the locations refered to as
the “centre of gravity4 ” in the roadmap 2050. From these centers the local (national) AC
grids distribute the imported electricity across the region, or it is transported through the
European HVDC interconnections which is assumed built in 2050. The destinations are
choosen to be Germany(Aachen) for the lines coming from Western Algeria, Italy (Milano)
will be the destination for the lines coming from southern Libya and Poland (Warzawa) for
the lines coming from central Egypt. These choices are in accordance with the choices made
in the DLR report.

The table below shows the transmission lengths for each of the paths:

Figure 8.3: The transmission distance for the three different paths [1]

Knowing the transmission distance we can calculate the actual power that need to be
produced by the plants in order to supply Europe with the needed power.

2The red dots does not reflect the size of the power plants relative to the scaling of the map
3The land use factor describes how many square meter of land that is needed for every square meter of

solar collectors
4The centre of gravity is the geographical centre of a region. It is used as the point to and from which the

regional demand and generation is connected and where all inter-regional flows start and terminate
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We assumed the annual capacity factor of the plants to be 80%. This is equivalent to a
peak load electricity production in a total of 7008 hours a year. 735TWh must therefore be
delivered with a total power of 105GW.

8.5 Configuration of the interconnections

The power will be delivered through a number of bipolar transmission lines, each of them
with two conductors. In case 1 we want to choose the highest possible transmission voltage
that can be installed with today’s technology.

The maximum transmission voltage that can be applied for the system is limited by several
factors. A higher voltage requires a larger air clearance between the transmission line and
the ground. Insulators must therefore be used. Also, new transformers that can tackle the
high voltages must be developed. Up to now, the standard voltage has been 500 kV in DC
systems, but recently a new transformer has been developed for a 800kV DC transmission in
china[96]. Also, new improved insulators based on polymeric materials has been developed
and this makes it possible to upgrade DC transmission voltages to 800kV[97]. We choose
therefore the transmission voltage to be 800 kV in Case 1, which also is in accordance with
the DLR model. According to [96] a suitable power rating with reasonable losses for a 800 kV
HVDC transmission is between 5 and 6 GW. Based on this we choose the capacity for each
transmission line to be 5 GW in case 1. This capacity will be divided between two conductors,
each with capacity 2, 5GW. This is also in accordance with the DLR report.
It is quite possible that the voltages can be further increased in the future, therefore we use
a voltage of 1MV in Case 2.

The bipolar system is illustrated below:

Figure 8.4: Bipolar HVDC interconnection between Africa and Europe [1]

The ohmic heat loss for each conductor ,Pheat, is found in the same way as was done
for the NorNed cable, taken reservations that the calculated loss is off by ∼ ±10% from the
actual value. The standard conductor material for long distance overhead transmission is
aluminium. Aluminium has a resistivity ρ◦ ∼ 2, 65 ∗ 10−8 Ωm at standard conditions, which
is around 40% lower than for copper. However, aluminium has a lower weight and is cheaper
than copper, which gives the opportunity to have a higher cross sectional area at the same
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cost. Since the submarine fraction of the transmission distance is negligible, we can assume
the whole transmission distance to be overhead lines to a good approximation for the total
transmission loss.

The ohmic resistance in the conductors is given by

R = ρ◦
L

A
(8.1)

where as before, L is the length of the conductor. The total cross-sectional area A for
each conductor is here chosen to be 3200 mm2 in accordance with the DLR model. (A larger
cross-section results in a lower resistance, but the cost and weight will increase, compromises
must therefore be made).

The preferred plant size for a parabolic trough power plant with thermal storage is ac-
cording to [98] 250 MW. This plant size results in the most economical combination of power
block size and solar fields. According to [99] it will be economically favourable to place plants
in the same location and together in units. We assume therefore that four 250MW power
plants, each with separated power blocks, are located at the same spot and therefore will be
sharing the same operation and maintenance staff.5

The input data which is common for all three locations (WA, SL and CE) is given below.

Transmission system

Voltage case 1 800 kV
Voltage case 2 1000 kV
Line configuration bipolar HVDC
Conductors per line 2
Capacity per conductor 2,5 GW
Conductor material Aluminium
Resistivity ρ 2, 7 ∗ 10−8

Cross-sectional area A 3200 mm2

Loss per converter station 0,7 %
Transmission loss per 1000 km case1 3,2
Transmission loss per 1000 km case2 2,1

Solar field

Solar-to-electric efficiency (ηtot) case 1 0,14
ηtot case 2 0,19
Solar-to-storage-to-electric (ηsse) case 1 0,14
ηsse) case 2 0,19
Annual solar intensity I (kWh/y/m2) 2800
Capacity factor 80 %
Power block capacity per unit 250 MW
Units per arrangement 4

5Installing multiple plants at a common site has potential to offer a reduction in LEC of 10 to 12%, due to
greater quantities of bulk materials, common project development, construction and O&M staff.
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Storage system

Storage system case 1 indirect two tank system
Storage system case 2 direct thermocline system
Average radiation/m2/day Africa 7,57kWh/m2/day
Hours of storage per day 11
Storage-to-electric efficiency (ηthermal) case 1 0,28
ηthermal case 2 0,35

For simplicity we choose in advance that 40 GW will be produced at transmission distance
5100 km in central Egypt(CE). This requires four red dots, each with 10 GW production
capacity. Knowing the transmission loss per 1000 km we find the total loss ,including losses
in converter stations (one on each side)6 in case 1 to be 3, 2%/1000km∗5, 1+0, 7∗2 = 17, 7%.
Therefore, 7, 1 GW of the production is lost during transmission and 32, 9 GW is delivered
to Europe. The power production that will be needed to deliver the remaining 67, 1 GW to
Europe will be distributed over the two regions in Western Algeria (WA) and Southern Libya
(SL). The total losses for the transmission distance 3100 km in WA and SL is 11, 7% . The
needed power production to deliver 67, 1 GW will therefore be 76 GW.

The results of the calculations for both the cases are given in the table below:

Case 1 Case 2

WA SL CE WA SL CE

Transmission distance(1000 km) 3100 3100 5100 3100 3100 5100

Transmission losses (%) 11,7 11,7 17,7 7,9 7,9 12,11

Power production (GW) 40 36 40 40 30 40

Transmission lines 8 6(+1x6GW) 8 8 6 8

Delivered power 35,2 31,8 32,9 36,9 27,7 35,3

Production per cite(red dot) 10 10(+1x6) 10 10 10 10

Number of cites 4 3(+1x6GW) 4 4 4 4

6(+1x6GW) under Southern Libya (SL) means that one 6 GW transmission line are
required in addition to six 5 GW transmission lines.

The solar field area is found from the formula in Chapter 5: For the daily solar production,
the solar field area Aprod is needed:

Aprod =
kWpeak

ηsePs
(8.2)

where, ηse is the solar-to-electric efficiency. Ps is the incoming solar power per square
meter (kW/m2). For the thermal energy storage, the solar field area Astorage is needed:

Astorage =
kWpeak ∗ t
ηsseIs

(8.3)

6 Since the power must go through the converter station on the African side before it is transmitted, one
should subtract this loss first to find the power into the transission line. This would give a transmission loss
slightly less than I have calculated (∼ 0, 3% less ). Since my calculation of transmission loss initially have
an uncertainity of ∼ ± 10%, this deviation is neglected. Still, it is important to know the sources of the
uncertainties
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where ηsse is the solar-to-storage-to-electric efficiency. Is is the daily solar energy per
square meter (kWh/m2). t is the number of storage hours and equals 11.

We assume for simplicity that ηse = ηsse in the following calculations, that is ηse = ηsse
= 0,14 in case 1 and ηse = ηsse = 0,19 in case 2.

The total needed area will be the sum Aprod + Astorage
The geographical area per 10 GW cite (red dot on the map) is calculated by assuming

that each square meter of collector area needs 3 m2 of geographical area. Also, each 1 GW
arrangement is assumed to be separated from each other with an area-equvalent of 2 km2.

The results are summarized in the table below:

Case 1 Case 2

WA SL CE WA SL CE

Annual energy from solar field per 250 MW unit (TWh) 12,5 12,5 12,5 9,2 9,2 9,2

Number of 250 MW units 160 144 160 160 120 160

Solar field area per unit plant (km2) 4,47 4,47 4,47 3,29 3,29 3,29

Power produced pr GW delivered 1,13 1,13 1,22 1,07 1,07 1,14

Area per GW delivered 20,3 20,3 21,7 14,2 14,2 14,9

Geographical area per 10 GW cite 556 556 556 415 415 415

Geographical area per 10 GW delivered 629 629 671 446 446 467

We observe that the required geographical area per 10 GW cite is reduced to 415 km2 in
Case 2; this is only due to the increase in solar-to-electric efficiency from 0, 14 in case 1 to
0, 19 in case 2. As a comparision, the city of Bergen (large) has a geographical area of 445
km2. The geographical area per 10 GW delivered is higher than the geographical area of the
cites, since it requires more than 10 GW power produced at the site to deliver 10 GW at the
destination.

For comparison, we may calculate how large the geographical area of a 10 GW wind park
would be, assuming large wind turbines of 3MW capacity with rotor diameter 90 meter[100].
For maximum output the windmills should have a spacing of around 5 windmill diameters[4].
This means placing the windmills 450 meters apart. A 10 GW wind park requires 3333 3 MW
windmills. This will result in a needed geographical area of 26km ∗ 26km ∼ 680km2. The
windpark would typically have a capacity factor of maximum 40%, most often less, compared
to the 80% capacity factor of the 10 GW solar site which means that twice as much solar
electric energy would be produced in the area.

The thermal storage system for Case 1 will be identical with the indirect two-tank system
modelled in Chapter 5, only with one slight difference, namely that the CAPmax factor is
increased to 0, 95 due to large scale. For Case 2 the direct thermocline system from Chapter
5 is used but with a more optimistic scenario. CAPmax is assumed to have increased to 0, 80
due to large scale. We assume that solar salt can be used as the HTF which will result in a
larger ∆T and as a result we assume the power block efficiency has increased to 0, 38. This,
and a small increase in solar field efficiency (0, 50 to 0, 53) will give a solar-to-electric efficiency
of 20% which is the assumption in Case 2. The storage systems will have a capacity of 11
hours. Results are summarized in the table below.
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Case 1 Case 2

WA SL CE WA SL CE

Storage capacity per unit (hours) 11 11 11 11 14 14

Thermal storage capacity per unit (GWh) 9,95 9,95 9,95 7,69 7,69 7,69

Thermal storage capacity per cite 398 398 398 308 308 308

Tank volume per unit(*104m3) 26,6 26,6 26,6 8,8 8,8 8,8

Tank volume per cite (*106m3) 10,6 10,6 10,6 3,5 3,5 3,5

Salt volume per unit (*104m3) 13,3 13,3 13,3 2,6 2,6 2,6

Salt volume per cite (*106) 5,3 5,3 5,3 1,1 1,1 1,1

The decrease in needed thermal storage capacity in Case 2 reflects the assumed increase
in powerblock efficiency. The tank volume per unit for the two-tank system in Case 1 is
26, 68 ∗ 104m3. This is equvalent with two tanks with a diameter of 50 meter and height
58 meter. It is possible that it would be better to distribute the capacity on two storage
systems, each with tanks half that size. In either case it is clear that the needed area for the
storage systems is negligible compared to the needed area for the solar field. However, the
needed amount of solar salt is not negligible, with an amount enough to fill 53 olympic size
swimmingpools7 per 250 MW units. Having said that, the constituents of solar salt are quite
common. Potassium nitrate which stands for 50% of the solar salt is a main ingredient in
fertilizers and in 2008 the global production was 36 million metric tonnes.[101]. The totalt
amount of salt that would be needed (116 GW capacity) amounts to 117 million tonnes (solar
salt has density 1899 kg/m3) ,half of this would be Potassium nitrate. So the amount needed
would be about twice the production today. Since the building process of the plants wlll have
to go over many years this does not need to be a problem.

We will now assume three different scenarios:

• Scenario 1
All the plants are located in southern Europe with an average transmission distance
of 1500 km. The annual direct solar radiation is here assumed to be I = 2100
kWh/y/m2.

• Scenario 2
All the plants are located in Africa with an average transmission distance of 3100
km and I = 2800 kWh/y/m2.

• Scenario 2
All the plants are located in Africa with an average transmission distance of 5100
km and I = 2800 kWh/y/m2.

For all the three scenarios we apply the two cases defined earlier, case 1 with no assumed
technology improvements and case 2 with optimum technology improvements. We then make
plots that shows different quantities against the percentage of the total energy need in Europe
covered by the power plants.

Scenario 1 is the red curves in all the plots, Scenario 2 has yellow curves and scenario 3
har green curves.
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Figure 8.5: The number of transmission lines needed to deliver a given percentage of European
power consumption in 2050. Case 1 is the upper graph for each of the scenarios

For example the number of transmission lines needed to deliver a given percentage of
European power consumption in 2050 (each transmission line with 5 GW capacity)

Figure 8.5 shows that Scenario 1 (green) will require less transmission lines than the two
other scenarios where the solar power comes from Africa. The reason for this is that the
longer the distance, the more is lost on its way and the more must be produced at the pro-
duction site to deliver the given amount of energy at the destination. Therefore, the needed
transmission capacity increases with transmission distance. It is possible that the capacity
of each transmission line could be increased in Case 2, where the transmission voltage is
1000kV. This could decrease the number of transmission lines. However, as the capacity of
the transmission line increases, a larger percentage of the total power transmitted is lost. To
prevent this increase in loss, a larger cross sectional area of the conductors is required. This
will increase the weight of the transmission line and also increase the cost. Nevertheless, it is
preferable to have as few transmission lines as possible since each of them are very expensive
and give large impacts of the environments near its transmissin path in the terrain. It might
also be restrictions on the pathway the transmision line can take, due to populated areas etc.
So, if it is possible to increase capacity for each transmission line in near future, this may be
the best choice.
The plot above showed that the number of transmission lines is lowest at the shortest trans-

7One Olympic size swimmingpool has dimensions 50mx25mx2m = 2500 m3
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mission distances. However, since the direct solar irradiation is significant lower in southern
Europe than in Africa it will require a larger solar field to produce a given amount of en-
ergy. So, despite the fact that the needed power to be produced is lower in southern Europe,
it might still be more economical to produce more power in Africa at longer transmission
lengths. This can be seen in Figure 8.6.

Figure 8.6: The solar field area needed to deliver a given percentage of European power
consumption in 2050. Scenario 1-3 corresponds to red, yellow and green graphs, respectively.

We observe that for both cases, scenario 2 requires considerable less solar field area than
scenario 1, also slightly less than scenario 3. When the percentage is 15 of total european
need, scenario 1 would need a 390 km2 larger area than scenario 3 for case 1. As observed
in the earlier graph, scenario 1 would need four transmission lines less than scenario 3, and
the transmission lines would be 3600 km shorter in length. According to the DLR report, the
overhead line cost for a 800 kV bipolar HVDC system amounts to around 300 million euro
per 1000 km. The terminals costs around 300 million euro each. We need two of them per
transmission line. Therefore, the transmission lines for scenario 3 would cost 4 ∗ 5, 1 ∗ 300 +
300 ∗ 8 + 22 ∗ 3, 6 ∗ 300 ∼ 32 billion euro more than in scenario 1. To calculate the cost of the
390 km2 extra solar field area in scenario 1 we can use the cost of the Andasol plant found
in Chapter 4. The Andasol plant was found to cost $780 = 630 euro per square meter. The
390 km2 of solar field would therefore cost 630 ∗ 390 ∗ 106 = 246 billion euro. From this we
understand that it is economically favourable to build the power plants at places where solar
radiation is highest and the needed solar field area is the lowest, even when the transmission
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distances are considerable higher.
We observe also from the plot how great an impact a change in solar-to-electric efficiency

has on the solar field area. Case 2 for Scenario 1 will actually require less solar field area than
case 1 for scenario 2 and 3, despite the fact that the solar irradiation is much higher in these
scenarios. This can be explained by that a change in efficiency from 14% in case 1 to 19%
in case 2 is an increase of ∼ 36%. While the difference in solar radiation (2100kWh/y/m2 in
scenario 1 and 2800kWh/y/m2 in scenario 2 and 3) is ∼ 33%.

As a curiousity we can find from the plot the required solar field area to deliver 100% of
the needed energy for scenario 3 (green graphs).

Case 1 would require a solar field area of 15200 km2, and case 2 would require an area
of 10500 km2 . Note that this is the physical area of the solar collectors in the solar field.
The geographical area would be about three times as big. That is, case 1 would require a
geographical area of 46000 km2, about the size of Finnmark fylke in Norway which has an an
area of ∼ 49000 km2.

The needed tank volume for the storage system to accompany the solar field area for the
different scenarios is shown in Figure 8.7.

Figure 8.7: The total tank volume needed for a 11 hour thermal storage capacity for the
CSP plants required to deliver a given percentage of European power consumption in 2050.
Scenarios 1-3 corresponds to red, yellow and green graphs, respectively.

Figure 8.7 shows that Scenario 1 needs less total tank volume than Scenario 2 and 3 for
both cases. This is logical since the needed total tank volume is dependent on the needed
power production, and increases when this increases. The numbers from this plot can be more
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comprehensive if we convert them to power plants units. Each unit power plant is of 250 MW
size. For Cases 1, the total needed power production in Scenario 1 required to deliver 15% of
european energy in 2050 is 111, 8 GW, for Scenario 2 it is 118, 3 GW and for scenario 3 it is
127, 5 GW. This is eqivalent with 447, 473 and 510 250 MW power plants respectively. So,
to find the tank volume per 250 MW power plant, we just divide the total tank volume on
the number of 250 MW power plants. The number should be the same for all the scenarios,
and it is ∼ 26, 6 ∗ 104m3. That is, every 250 MW power plant will need a tank volume of ∼
266000 m3 in case 1, which is identical with the number found in the tables for the specific
cites presented earlier.

The tank volume needed in Case 2 is considerable smaller than in Case 1 and therefore
seems to be preferable. However, the storage system which is assumed in Case 2 have not yet
been applied in commercial large scale power plants, and in future power plants it might be
more likely that a storage system in combination with direct steam generation will be used
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Chapter 9

Modifications on the model

The analysis in the preceeding section was based on the annual direct beam energy received
per square meter of collector surface. The annual capacity factor K was assumed to be 80%.
The annual energy received were distributed evenly over the year. Therefore, what we have
found is how large the solar field should be to deliver a given amount of energy annually with
this annual capacity factor and annual energy per square meter.
The problem with this approach is that the energy is not evenly distributed throughout the
year. Regions located to the north of equator will have winter months with considerable less
solar radiation than the summer months.The difference between summer and winter becomes
less closer to equator, but the difference is still appreciable in Algeria, Libya and Egypt which
are located at at around 25◦ latitude. The length of day (time between sunrise and sunset)
in these countries varies between ∼ 10 hours in winter and ∼ 14 hours in summer[102].
The intensity also vary between the seasons with highest intensities in summer and lowest
intensities in winter. This comes from the fact that the sun is lower in the sky at solar noon1

during low peak winter than in the high peak summer.

Therefore, the mean value used will give a too small solar field area during winter to be
able to reach the assumed capacity factor. In summer, the required area to reach the needed
capacity factor will be smaller than this average value found in the analysis, therefore excess
heat will be produced by the solar field which makes it possible to approach a 100% capacity
factor during summer.

If one would like to have a capacity factor of 80% during the lowest irradiations in winter
we must first find the amount of energy received during the day in this period. A quantity
that is often used for solar installations are the low peak sun hours. The low peak sun hour is
defined to be the average amount of direct beam energy striking a surface during a day at the
period with the lowest daily solar irradiation. It describes how many hours with 1000W/m2

the total energy between sunrise and sunset represents. Since the annual irradiation per
square meter is 2800kWh/m2 at our specific cites in Africa, the average daily irradiation is
2800kWh/m2

365 ∼ 7,7 kWh/day/m2. This corresponds to 7, 7 peak sunhours on average per day.
The low peak sun hours will be a number below this and the high peak sun hour will be a
number above.

Lets denote the low peak sunhours with sunhourlow and the high peak sun hours with
Sunhourhigh. sunhourlow < sunhourhigh

The needed solar field area to reach a given number of full load storage hours, denoted by

1solar noon is the time of day when the sun is at its highest in the sky

103



104 CHAPTER 9. MODIFICATIONS ON THE MODEL

t, during the lowest irradiation period (in December) will be

Adecember =
kWpeak ∗ t

ηsse ∗ 1000W/m2 ∗ sunhourlow
(9.1)

This area will be dedicated for charging the storage system.

In summer, the required solar field area will be smaller due to more solar radiation per
square meter. The area needed will be

Ajune =
kWpeak ∗ t

ηsse ∗ 1000W/m2 ∗ sunhourhigh
(9.2)

The excess solar field area during the high peak sun hour (in june) will be

Aexcess = Adecember −Ajune =
kWpeak ∗ t

ηsse ∗ 1000W/m2
[

1

sunhourlow
− 1

sunhourhigh
] (9.3)

We have now only accounted for the solar field area required for charging the storage
system. The solar field area required for production of electricity during sunlight must also
be added. This will also define the needed number of storage hours, t, defined earlier. This
is a litte more complicated since the production of power is dependent on the instantaneous
power received from the sun. The intensity of the sun will be lower in the beginning of the
day and in the end of the day since the sun then is lower in the sky and the airmass the
sunbeams must travel through is high.

Lets say the value where the intensity is high enough to give maximum power output
during winter to be the average intensity between sunrise and sunset. We denote this average
incoming power during sunlight with Iavg. Based on this, the needed solar field area for direct
production of peak load power during sunshine wil in december be:

Aprodlow =
kWpeak

Iavg ∗ ηtot
(9.4)

Since we are using the average here, it is clear that there will be periods with lower
intensity early in the day and in the end of the day,and a period wth intensity above the
average in the middle of the day. Therefore, the solar field will produce less power before and
more power after this average have been passed.

The difference are illustrated in Figure 9.1

Iavg is defined mathematically to be

Iavg =
1

sunset− sunrise

∫ sunset

sunrise
I(t) dt (9.5)

where sunset - sunrise defines the number of hours with daylight.

In the 2 ∗ tbelow hours the intensity is below this average, it is possible for the solar field
area dedicated for charging the storage system to contribute to the power production. In the
tabove hours the intensity is above the average, the solar field dedicated for power production
can contribute to the storage system. In practice this will work smoothly since there are
no real separation between the fraction that contributes to charging of storage system and
the fraction that contributes to electric power production. The 2 ∗ tbelow and tabove can be
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Figure 9.1: Difference in intensity between the lowest period in december and the highest
period in june. Iavg is the average intensity striking a surface in the lowest period in december,
tbelow is the number of hours where the intensity is below this average right after sunrise
and right before sunset. tabove is the number of hours the intensity is above the average in
december.

modified by changing the intensity that defined Aprodlow, Iavg, such that the power production
is at peak load during the whole day and the storage system is fully charged during the course
of the day. Further, we observe that the total energy received in the summer are higher than
in winter. The area between the two graphs represents this excess energy. The capacity factor
will increase due to the higher number of hours that are above the average winter intensity.
The needed number of storage hours to reach the designed capacity factor will be lower due
to more hours of sunshine. Therefore, the capacity factor might exceed 100% in the peak
period, depending on the capacity factor the solar field is designed for during winter, and how
large the diffference between the low peak and high peak are. If it exceeds 100%, there will
be some dumping of thermal energy collected in the solar field. An alternative to dumping
would be an oversized turbine to use the excess heat to produce electricity for local cooling
needs which is of particular interest in the hot climate in Africa during summer. However,
oversizing the power turbine too much will reduce the turbine efficiency when it operates
below design capacity, compromises must therefore be made. It would also be possible to
have a turbine available in reserve to take care of the excess heat during summer.
See Appendix E for more details on how to determine the solar radiation.

We can do an example calculation to see how the needed solar field area could increase
relative our average-based calculation in Chapter 8, to have a minimum capacity factor of 80%
during the period with lowest radiation. Lets say that sunhourlow is 5,5 hours in december.
Furthermore, we assume that Iavg equals 800 W/m2, and the number of hours that the
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intensity is above this average is tabove = 6 hours during this low peak period. To reach a
80% capacity factor will therefore require 13 hour of storage. (instead of 11 which we assumed
in our model) We find then, for a 250 MW peak load turbine that

Aprodlow ∼ 2,1 km2 and Adecember ∼ 4,2 km2, which gives a total of 6,3 km2 . The solar
field area based on the annual radiation averaged evenly over the year was found to be ∼ 4,5
km2, so with these example numbers the needed solar field must be increased with 40% to
reach a 80% capacity factor during december.

Since Spain is located farther north, the difference in daylength between summer and
winter are higher here (9 hour daylength in December and 15 hour daylength in June).
Because of this a larger fraction of the energy must come from storage than in the north
african countries.

9.1 Exploiting negative correleations between wind and solar
power

Having said all this, it is not necessarily a problem that more solar power is being produced in
the summer than in the winter. If the before mentioned negative correleation between solar
power and wind power can be exploited it is possible that the European energy security can
be maintained by producing more wind power within Europe during winter. It would also
be possible to combine windpower and solar power production in Northern Africa to even
out the differences between winter and summer. This way the transmission lines could reach
a higher utilization factor in winter months without having to oversize the solar field to fit
winter conditions. This approach would possible also be more economical as the LEC for
wind currently are lower than the LEC for solar.



Chapter 10

Conclusion

This thesis has given an overview of the challenges related to storage and transfer of solar
energy, with a case study on long distance power transfer, we can conclude with the following:

In the years between 1991 and 2006, no commercial concentrated solar power (CSP) plant
was constructed. However, due to new renewable-friendly incentives in Spain and the USA,
investors have again opened up their eyes for CSP. Three new parabolic trough power plants
have already been built and more are in the construction phase. It will be important for the
future development of the CSP industry and technology that this trend continues, as high
deployment rates and an increase in plant size are effective paths towards cost reductions.

CSP is the only technology relying on an intermittent power source that have technology
available for the implementation of economical feasible large scale energy storage systems.
This makes it possible for CSP in favourable locations with a stable high incident solar radi-
ation (insolation) to provide base load power with high capacity factor throughout the year.
However, the only commercialized storage system for CSP today is an indirect two-tank sys-
tem with molten salt as storage fluid and synthetic oil as heat transfer fluid (HTF). This
system is material intensive and has a high cost. Also, the relatively low temperature of
the synthetic oil puts an upper limit for the power block efficiency. One should therefore
look for an alternative system. Currently there are two alternatives to the indirect two tank
system; The first is the single tank thermocline system which uses less storage volume and at
a lower cost. The thermocline system has been proven to work in test facilities, but not yet
been commercialized. The second alternative is a plant with direct steam generation (DSG),
integrated with a steam storage system or a storage system based on phase change materials.
The DSG system with integrated storage is still under development and a fully working test
plant has not yet been constructed.

Up to now, it has been the parabolic trough plant which has been the CSP technology of
choice. It is possible that the construction of large scale central receivers will give efficiency
improvements due to the higher temperature that can be reached. The less complex piping
system combined with the high achievable temperatures make it possible to use the state of
the art two-tank storage system with a direct approach, where the molten salt can be used
both as a HTF and as a storage fluid without the risk that the molten salt freezes during
night time. This can improve the overall efficiency by avoiding the oil-to-salt heat exchangers
and increasing the steam temperature in the power block.
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We have also noticed that with the high concentration ratios that can be achieved for
parabolic dishes and central receivers, production of Hydrogen is possible through two-step
thermochemical cycles. Of particular interest are the metal oxide based cycles which poten-
tially can let the hydrogen producing step proceed without direct solar exposure.

In a case study, it has been demonstrated that it is in principle possible for Europe to
maintain its energy security in a 100% RES (Renewable energy sources) pathway, where
nuclear power and CCS coal and gas plants are replaced by CSP plants in Northern Africa.
The electricity can be transmitted to Europe through HVDC transmission lines. It might be
problematic to find available transmission paths for the relative high number of transmission
lines which is required. Populated areas and difficult terrain wil put restrictions on where the
transmission paths can be laid. The CSP plants in North Africa could deliver power to Europe
with an ∼ 80% annual capacity factor. A stable capacity factor throughout the year could
be achieved, but this would require a further oversizing of the solar field and an increase in
storage capacity to account for shorter daylengths and less insolation during winter months.
In this case it would be produced excess heat during summer which could be used to provide
electricity for local cooling needs which is of particular interest in the hot summerclimate in
North Africa.

To maintain the energy security for an electric grid where a large fraction of the power is
based on intermittent power sources, big changes in the grid are required. It is crucial that
the European grid is being developed into a supergrid where geographical distant regions is
connected together through HVDC interconnections with high capacity. Also here it will be
issues related to deployment of transmission lines through populated areas, more expensive
underground cables will here be an alternative for the overhead lines. The development of
the supergrid will also be important if a large fraction of the energy supply comes from base
load CSP plants in North Africa.



Appendix A

Photovoltaic power

1 The photovoltaic (PV) cells are made of semiconductors, and the most common material in
use today are silicon. An atom of silicon has 14 electrons, arranged in three different energy
shells. The outer shell is the important one. In silicon, this shell is only half full, having
four electrons, called the valence electrons. To fill it up with the four missing electrons, each
silicon atom interacts with four of its neighbour silicon atoms, and this process is whats forms
the crystalline structure of silicon. Because of this structure, the electrons can’t move freely
around, and thus pure silicon is not a good conductor. However, there is one method to
improve the conductivity, called “doping”.

A solar cell consists of several different components placed in layers on top of each other.
The two parts where the photovoltaic effect takes place are called the p-type and the n-type
semiconductor. In the production of these two layers, silicon vapor is doped with impurities
of other atoms.

A.1 p-type semiconductor

To form the p-type semiconductor, the semiconductor is doped with atoms with fewer valence
electrons than the atoms in the semiconductor material. To make p-type silicon, for instance,
one dopes it with Boron which has only three valence electrons. As a concequence of this, there
will, in the p-type silicon, exist crystalline structures that contain atoms with one electron
less than the neighbouring atoms, resulting in holes for electrons outside to fill. So, instead
of having free electrons, p-type silicon has free holes, and in that sense they carry a positive
charge. Thus, we have a p-type semiconductor, where the “p” stands for positive.

A.1.1 n-type semiconductor

The electron economy is the other way around for the n-type semiconductor. Here the semi-
conductor material is doped with atoms having one more valence electron. In the case of
silicon, phosphorous, with its five valence electrons, is the dopant of choice. The consequence
of the doping is that there will exist crystal structures with one electron in excess. This extra
electron will now be very loosely bounded to the crystalline structure, only held in place by
a positive proton in the phosphorous nucleus. When the solar cell is hit by radiation, the
photons can, dependent on their energy, knock this electron loose from its bond so that the

1the discussion in this appendix is based on the references [103],[104] and [105]
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electron can move freely within the crystal and therefore contribute to an electrical current
when an electric field is applied. The free electrons have negative charge and therefore this is
called an n-type semiconductor.

The holes in the p-type semiconductor will move in the direction of the electric field and
the electrons in the n-type semiconductor will move against the field. This is utilized when
the two types are brought together in a p-n junction.

A.1.2 The p-n junction solar cell

For the free electrons to produce electricity, they must be separated from the material before
recombination and directed into an electric circuit. To separate the electrical charges, the
solar cell must have an electric field. The needed field can be produced by putting together
the p-type semiconductor and the n-type semiconductor. When the two semiconductors are
in contact, the free electrons on the n-side are rushing over to fill the free holes on the p-side.
This results in a charge difference between the two semiconductors, with a netto positive
charge on the n-side and a negative charge on the p-side, and an electric field is formed at the
interface, the p-n junction. The p-n junction behaves like a diode and the netto movement of
charges from one side to the other is known as the “dark current”, dark because the current
is there, even when no radiation from sun is present. The field at the junction is known
as the built-in field and it forces the electrons to move towards the negative surface. This
prevents them for recombining with the ionized atoms and instead making them available for
the electrical circuit. At the same time, the holes move in the opposite direction, towards
the positive surface, where they are waiting for new electrons to be released by the incoming
photons.



Appendix B

Radiation theory

B.0.3 Planck’s law

A Black Body is an object that absorbs all electromagnetic radiation incident on it. In
practice, a black body can be approximated by a cavity where the incoming radiation is in
thermal equillibrium with the radiation emitted fromt he cavity walls. An object is in thermal
equillibrium with its surroundings when the rate of absorption equals the rate of emission,
the temperature will then be constant. This constant temperature is called the stagnation
temperature of the object.

Black bodies absorb and emit thermal radiation in a characteristic spectrum called the
Black body radiation spectrum. This spectrum is described by Planck’s law

I(ν, T ) =
2πhν3

c2
1

exp[ hνkT ]− 1
(B.1)

I is the intensity of the radiation per unit area per unit frequency, ν is the frequency, T
is the absolute temperature of the black body surface, c is the speed of light, h is Planck‘s
constant and k is Boltzmann’s constant.

The distribution was found by Max Planck in 1900. By assuming that the emitted radi-
ation energy was a discrete variable with values En = nhν, Planck found a ditribution that
agreed with observation. [106] Before his discovery, classical physics could not explain observa-
tions related to the spectral distribution. The disagreement between theory and observations
was called the ultraviolet cathastrophe.1

B.0.4 The Stefan-Boltzmann law

The Stefan-Boltzmann law says that the total intensity radiated per unit area from a black
body is entirely dependent on the absolute temperature, to the forth power of the black body
surface temperature2.

Stefan-Boltzmann’s law can be found by integrating the intensity I from Plancks law over
all frequencies:

1It refers to the significant disagreement between experimental measurements of I and the predictions from
classical physics at short wavelengths. Planck‘s quantization of the energy solved the disagreement and at the
same time laid the fundament of further development into what was later called quantum mechanics

2The law was first found empirically by Josef Stefan in 1879 and then derived from classical thermodynamics
by Ludvig Boltzmann four years later
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P =

∞∫
0

I(ν, T ) dν = σT 4 (B.2)

where, σ is Stefan-Boltzmann’s constant.
Objects that do not behave like black bodies emit less power by a factor ε, known as the

emissivity. Thus, for non-blackb odies we have

P = εσ ∗ T 4 (B.3)

where 0 ¡ ε ¡ 1

B.0.5 Planck‘s law as a function of wavelength

Plancks law can also be expressed in terms of the wavelength λ through the relation

λ =
c

ν
=⇒ dν = − c

λ2
dλ (B.4)

P then becomes

P =

∞∫
0

I(ν, T ) dν =

∞∫
0

I(λ, T ) ∗ − c

λ2
dλ =

∞∫
0

2πc2h

λ5
∗ 1

exp[ hc
kTλ ]− 1

dλ =

∞∫
0

Î(λ, T ) dλ (B.5)

where

Î(λ, T ) =
2πc2h

λ5
∗ 1

exp[ hc
kTλ ]− 1

(B.6)

represents the intensity per unit area per unit wavelength. The minus sign dissappeared
in the integral above since the limits was reversed under the substitution. The total intensity
over the entire surface can be found by integrating P over the entire surface of the black body.

In Figure B.1, Î(λ, T ) is plotted for T = 5780 K , which is the black body temperature
for the sun. That is, the temperature of a black body that emits with the same intensity as
the sun. The intensity distribution is also plotted for T = 300 K for comparision in the plot
below.

The maximum values for the graphs show for which wavelengths the intensity peaks, and
as the temperature increases the intensity peaks move to shorter and shorter wavelengths.
This observation can be generalized for all temperatures, Wien’s displacement law.
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Figure B.1: The blackbody radiation spectrum for two temperatures as a function of wave-
length

B.0.6 Wiens displacement law

Wien’s displacement law gives a relation between temperature and the wavelength that gives
the maximum radiation intensity from a black body. The law states that the intensity is at
its maximum at a wavelength which is inversely proportional to the absolute temperature of
the black body. The law can be found with the help from Plancks law.

Taking the derivative of Planck‘s radiation distribution Î(λ, T ) given by Equation (B.6)
and setting it to zero:
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d

dλ
(Î(λ, T )) = 0 (B.7)

followed by factorizing out common factors from the resulting expression, leaves us with
the following expression

hc

kTλ

exp[ hc
kTλ ]

exp[ hc
kTλ ]− 1

− 5 = 0 (B.8)

By making the substitution x = hc
kTλ Equation (B.8) becomes

xex

ex − 1
− 5 = 0 (B.9)

This can be solved numerically and the solution is x = 4, 9651

The substitution above can then be solved for Tλ and we find

Tλmax =
hc

kx
= 2, 898 ∗ 10−3Km (B.10)

This is Wien’s displacement law which states quantitatively how the maximum intensities
are displaced towards shorter wavelengths when the temperature of a black body increase,

A illustration of the intensity distributions for T = 5780 and T = 300 is given in Figure
B.2.

The graphs in Figure B.1 illustrate Wien’s displacement law for black body tempera-
tures representative for earth and sun. The intensities for the T = 5780 distribution are
concentrated around shorter wavelengths. but the graph for T = 300 is displaced towards
wavelengths in the infrared spectrum. We observe that the distribution for T = 5780 K
decreases fast for longer wavelengths (around 3µm). We also observe that the distribution
for T = 300 K, start increasing for wavelengths above 3µm. The fact that the graphs do
not overlap significantly makes it possible to develop receivers/collectors with selective sur-
faces which have high absorption for wavelengths below the cutoff wavelength (in this case
at around 3µm) and high reflectivity for the wavelengths above. This can effictively increase
the stagnation temperature which will make a collector system more efficient.

To see how the maximum intensities in the plot in Figure B.1 really scales for different
temperature we exploit the fact that Tλmax is a constant. With the use of the substitution
x defined above, Î can be written

Î =
2πc2h

λ5
[ex − 1]−1 (B.11)

we have λ = hc
kTx so Equation (B.11) becomes

Î =
2πk5

c3h4
T 5x5[ex − 1]−1 = βT 5f(x) (B.12)

where β = 2πk5

c3h4
= const and f(x) = x5[ex−1]−1 Since x is constant for Tλmax, f(x) is also

a constant and we can conclude that The maximum intensities for two different temperatures
will scale as T 5. The maximum intensity for T = 5780 K will therefore be a factor 57802

3002

2.6548 ∗ 106 higher than the maximum intensity for T = 300 K
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We may divide the black body spectrum into three parts; the ultraviolet, visible and the
infrared spectrum. We can then calculate the fraction of the total intensity for each of the
three parts. The fraction we are looking for is

Fraction =

∫ λ2
λ1
Î(λ, T ) dλ∫∞

0 Î(λ, T ) dλ
(B.13)

where [λ1, λ2] is the range for each part. The range and the resulting fraction for the black
body temperature for the sun (T = 5780 K) is summarized in the table below

Spectrum Range (nm) Fraction (%)

Ultraviolet 0 - 380 10,8

Visible 380 - 760 47,7

Infrared 760- ∞ 41,5

In Figure B.3 , the black body spectrum from the sun are divided into the parts given
above

Figure B.2: Black body radiation spectrum for the sun (T = 5780) divided into Ultravio-
let(UV), Visible and Infrared(IR)

Information in this appendix was mostly found from [12]
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Appendix C

Faradays law

In 1831 Faraday in a series of experiments, one involving moving a magnet across a wire, and
one involving changing the strength of the magnetic field with both magnet and wire at rest,
found that a changing magnetic field induces an electric field.

Before stating his law we must define some important concepts

C.0.7 Electromotive force

The emf is the electromotive force that drive current around a loop. It is defined as the line
integral of the force (per unit charge) around the circuit.

ε =

∮
~f · d~l (C.1)

It can be shown in general that whenever (and for whatever reason) the magnetic flux
through a loop changes, an emf ε = - dφ

dt will appear in the oop, where φ is the flux of the

magnetic field ~B going through the loop:

φ =

∫
~B · d~a dx. (C.2)

where d~a is an infinitesimal area element of the loop. This is known as the universal flux
rule.

In the experiments Faraday conducted, it was an induced electric field that generated the
emf, therefore we must have:

ε =

∮
~E · d~l = −dφ

dt
(C.3)

when inserting Equation (C.2) into Equation (C.4) we obtain

ε =

∮
~E · d~l = −

∫
d ~B

dt
· d~a (C.4)

this is Faradays law in integral form
Assuming now that we have two loops of wires at rest separated from each other. By running
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a steady current I1 around loop 1 a magnetic field ~B1 is produced (By ampere’s law). Some
of the magnetic field lines will pass through loop 2, giving rise to a flux φ 2 of ~B1 through
loop 2. According to Biot-Savart law, the B-field caused by the current I will be proportional
to the current. Therefore, the flux φ2 must also be proportional to the current I1: φ2 = MI1,
where the constant of proportionality is called the mutual inductance of the two loops.

Now, if we change the current I1 in loop 1, φ2 will change. Faraday’s law then says that
this changing flux will induce an emf in loop 2:

ε = −dφ
dt

= −MdI1
dt

(C.5)

This emf generates a current in loop 2. So, despite the fact that the wires are not connected
to each other, a current will flow in loop 2 everytime the current is changed in loop 1.
The changing current in loop 1 will also induce an emf in the source loop itself. The field and
therefore also the flux, will again be proportional to the current generated by the emf: φ =
LI, where the constant of proportionality L is the self inductance of the loop. L is measured
in Henry (H) 1 H = 1 Vs/A.
From this basic physics it is possible to explain the basic principles of how a transformer
works.

C.0.8 The ideal AC transformer

The basic transformer is constructed by winding two wires (coils) around an iron core. The
wire where the alternating current is introduced is called the primary coil, the other, outgoing
wire is called the secondary coil. the alternating current through the primary coil will induce
a changing magnetic field in the iron core. According to Faradays law, the changing flux from
the magentic field will induce an electric field in the secondary coil, and this electric field
generates an emf.

It is possible to have a transformator with air between the coils, but the Iron core can
produce a much stranger magnetic field, and helps concentrate the flux so that the same flux
passes through ech winding.

By assuming that the same flux passes through every winding of both coils we can find a
relation between the voltage and the number of windings. We assume that the primary coil
has Np windings and the secondary coil has Ns windings. From Faraday’s law we get

εp = −Np
dφ

dt
and εs = −Ns

dφ

dt
(C.6)

where φ is the magnetic flux through one winding of the coil. We can from these two
equations find the ratio of the emfs:

εs
εp

=
Ns

Np
(C.7)

since the voltage V = -
∫
~E · d~l , and the induced electric field is what causes the emf,

ε can be interpreted as the work done per unit charge and is therefore equal to the voltage
across the circuits, therefore

Vs
Vp

=
Ns

Np
(C.8)
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Figure C.1: A transformer which takes an input AC voltage of amplitude Vp in the primary
coil, and delivers an output voltage of amplitude Vs in the secondary coil. [107]

The voltage can be stepped up if Ns > Np and stepped down if Ns < Np.
An ideal transformer will not loose any energy and therefore all the incoming energy is

transferred from the primary coil to the magnetic field and into the secondary coil. The
incoming power in the primary coil must therefore equal the outgoing power in the secondary
coil.

Pp = VpIp = VsIs = Ps
If the voltage is stepped up in the secondary coil, the current must go down to not violate

concervation of energy, and this is what actually happends in the transformer. Since the cur-
rent go down by stepping up the voltage, the ohmic transmission losses in the transmission
line decreases as the square of the current. This is why it is so important to step up the
voltage before transmitting power over long distances.1

Basically, the power company generators produce electricity by rotating 3 coils or windings
through a magnetic field within the generator. These coils or windings are spaced 120 degrees
apart. As they rotate through the magnetic field they generate power which is then sent out
on three 3 lines (three-phase power). Three-Phase transformers must have 3 coils or windings
connected in order to match the incoming power and therefore transform the power company
voltage to the level of voltage needed for long distance transmission.

1The derivations in this appendix is taken from [84]
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Appendix D

Concentration ratio

Since the sun is not an idealized point source, the sunrays hitting earth are not parallell. For
this reason, the sun rays hitting an idealized paraboloid will not be reflected onto a singular
point (the focal point), but rather produce a circular image centered at the focal point. The
diameter d of this circle can be given in terms of the rim angle ψrim, the focal length f and
the angular diameter θs of the sun seen from earth:[62]

d =
fθs

cosψrim(1 + cosψrim
(D.1)

The rim angle is defined to be the angle the rim of the concentrator are making with the
focal point (the focal line for the parabolic trough, as seen in picture below)

Figure D.1: For a linear concentrator, the rim angle ψrim are defined to be the angle rim of
the concentrator are making with the focal line[108]

The angular diameter of the sun seen from earth can be approximated by the actual
diameter (radius times two) of the sun divided by the distance between earth and sun, R.
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Figure D.2:

From the picture we find that

tan(
θi
2

) =
rsun
R

(D.2)

the angular diameter is therefore (for R ¿¿ rsun)

θs = 2 ∗ tan−1(rsun
R

) ∼ rsun
R

(D.3)

Plugging in values for the mean sun-earth distance R and the radius of the sun (center-
photosphere distance) we find that θs ∼ 0,0093 rad ∼ 0,50◦.

with a rimangle 45◦ and focal length of 25 meter the diamter of the circular image can be
found from Equation (D.1): d ∼ 0,2 meter.

the receiver surface must therefore have at least this size to capture all the incoming
radiation.

D.0.9 The concentration ratio

The angular diamter of the sun will also put an upper limit on the thoretical possible con-
centration ratio.

The concentration ratio is defined in two different ways
the optical concentration ratio Copt is defined to be the averaged radiation flux Ir on the

receiver integrated over the receiver area Ar, divided by the insolation incident on the mirror
area of the concentrator:[108]

Copt =
1
Ar

∫
Ir dAr

Ia
(D.4)

The geometric concentration ratio Cg are defined to be the concentrator area Ac divided
by the receiver area Ar:

Cg =
Ac
Ar

(D.5)

Sine many receivers are larger than the concentrated solar image, the geometric concen-
tration are often preferred since it better can account for heat losses in the receiver. If the
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irradiance is uniform over the entire receiver area, the optical and geometric concentration
ratios are equal.

We will now find the upper limit for the concentration ratio for an ideal paraboloid.
The maximum theoretical concentration ratio for an ideal paraboloid is achieved when
We consider a paraboloid at distance R away from sun. The concentrator has area Ac and

the receiver has area Ar [109]

Figure D.3:

For the ideal case the energy Qs−r from the sun on the receiver is the fraction of radiation
emitted by the sun hitting the concentrator area. Assuming sun is a black body we have

Qs−r =
4πrsun

2

4πR2
AcσTs

4 =
rsun
R2

AcσTs
4 (D.6)

An ideal black body receiver radiates energy according to Stefan-Boltzmann: ArσTr
4 ,

where Tr is the receiver temperature. This energy will be the maximum energy that can be
reradiated back to the sun so we denote it by Qr−s. When Ts and Tr are equal, we must
have

Qs−r = Qr−s =⇒ rsun
R2

AcσTs
4 = ArσTr

4 (D.7)

The result is1

Ac
Ar

=
R2

rsun2
=

1

sin2( θs2 )
= Cmax (D.8)

Putting in the angular diamter of the sun we find Cmax ∼ 46000
For linear concentrators it can be shown that the maximum concentration ratioa are

Clin =
1

sin( θs2 )
∼ 212 (D.9)

From this we see that the linear concentrators such as the parabolic troughs have signifi-
cant lower maximum concentration ratio than the paraboloids (Parabolic dishes).

1This result can also be derived form basic optical principles, see for example [110]
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Since this theoretical maximum only applied for one single concentrator unit, It is possible
to exceed the theoretical maximum with systems where more than one concentrators are
working together.



Appendix E

Deterministic and stochastic
dependencies on solar radiation

The determination of Iavg, tbelow, tabove, sunhourlow and sunhourhigh defined in Chapter 9
consist of a deterministic factor (given by the lattitude, date etc) and one Stochastic (non-
deterministic) factor.

The deterministic factor can be fully determined by calculating the radiation striking a
horizontal surface relative earth at the top of the atmosphere. It is possible to determine this
radiation at any instant of time at any location to a very high degree of accuracy. The way it
is done is to express the direction of the sunrays through a set of different angles which vary
with time and location.

The daily extraterrestial solar radiation striking a surface parallell to the earth is given
by

Eh =
86400×S

π
(ωsinφsinδ + cosδcosφsinω) (E.1)

Where the angles are defined as

• φ: the lattitude, defined as positive on the northern hemisphere

• δ: the declination: the angle between the line drawn from the center of the earth to the
sun and the earth’s equatorial plane is called the declination angle

• ω: the hour angle is the angular distance between the meridian of the observer and the
meridian whose plane contains the sun. The hour angle is zero at solar noon since the
meridian plane of the observer contains the sun. The hour angle increases by 15 degrees
every hour.

More details about the angles can be found in [12] or in [108]

A plot of Equation (E.1) is given in Figure E.1.

We see that the variations between the seasons are lowest at equator (0◦). Algeria, Libya
and Egypt is located around 25◦ latitude , close to the tropic of cancer where the sun is di-
rectly overhead at solar noon in june. Spain is located at around 40◦ (see Figure E.2) latitude
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Figure E.1: The variation in daily radiation as a function of the angle the sun is making with
a horizontal surface relative earth [108]

and we see how strongly the radiation vary with the seasons.1

Figure E.2: Map of the world with latitudes

The Stochastic factor is dependent on the local weather and athmospheric variations, es-
pecially the degree of cloudiness. Clouds will significantly decrease the amount of direct beam
radiation and increase the amount of diffuse radiation which is of no use for the concentrators.

1Note that the figure shows the radiation hitting a horisontal surface relative earth. Since the collectors in
the solar field can track the sun, the varations in latitude will be less than what is seen here. However, the
angle the sun is making with the vertical also describes how much air mass the sunrays must go through, and
the airmass is independent on whether the surface is perpendicular to the sun rays or not.
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The degree of cloudiness is given by the clearness index C , (it is usually denoted by K
but I have used this letter for the capacity factor). The Clearness index is usually given as
an average over a time interval, often a month. It is defined as the ratio of the observed
insolation H at a location and the maximum theoretical insolation, H0, at the same location,
that is the insolation that would be observed if the sky was clear the whole time interval:

C =
H

H0
(E.2)

The North African countries have an annual clearness index that vary between 0, 55 and
0, 91[24].

Since the parabolic troughs track the sun by rotating along only one axis (north-south
axis on the northern hemisphere) they cannot be directed directly towards the sun at all times
during the day, therefore, the direct beam radiation per square meter of concentrator is given
as

Idirect = Incosθi (E.3)

where In = is the direct beam radiation at normal incidence and θi is the angle the sun
rays makes with the normal of the concentrator surface. θi for systems tracking the sun in a
north south axis is small during summer but have greater varations in winter. [108]

As mentioned earlier, the intensity of this direct beam radiation also vary throughout each
day as a funcion of the air mass. This variation with the air mass can be described by the
empirical equation [111]

In = S ∗AlbedoAM0.678
(E.4)

Multiplying it with the clearness index C and combining with Equation (E.5) gives

Idirect = S ∗ (1− albedo)AM0.678 ∗ C ∗ cosθi (E.5)

where S = 1367W/m2 is the solar constant, Albedo = 0,3 is the reflectance at the top of
the atmosphere and AM is the air mass. The air mass can be given as a function of the solar
azimuth angle θz by the empirical formula:[108]

AM =
1

cosθz + 0.50572(96, 07995− θz)−1.6364
(E.6)

Assuming for the ideal case that θi ∼ 0 , and C = 1 , we can plot the irradiation as a
function of the solar azimuth angle using Equations (E.5) and (E.6).
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Figure E.3: Direct beam radiation towards the concentrator surface as a function of the solar
azimuth, assuming θi = 0 and C = 1. Negative azimuth angles is here the angles the sun is
making with the vertical before midday

The solar azimuth angle is given in degrees. We observe that the direct beam radiation is
relatively stable between the interval -60◦ ¡ θz ¡ 60◦. The peak is at airmass 1 (AM1 (when
θz = 0)) and here the intensity is ∼ 950 W/m2.

Note that this plot is only representative for the period when the sun is directly overhead
at solar noon (This happends in june at 23,5◦ latitude and never happends at latitudes north
for 23,5◦). For regions located north of 23,5◦ the peak will be lower. Since the north African
countries are very close to the 23,5◦ latitude, the plot is a good representation in summer for
these countries (assuming clearness index C = 1)



Appendix F

Pictures of the recent built plants
in Spain and the U.S

Figure F.1: The Andasol 1 plant in front and the Andasol 2 plant up to the left. The andasol
3 plant will be constructed in the region to the right in the picture.togheter they will have a
solar field area of around 1,5 km2 The storage system and the powerblock is located in the
middle of each solar field. Notice how small the storage system and the power block are in
comparision with the solar field. [112]
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Figure F.2: A closer picture of the indirect two-tank storage system at Andasol. The system
have a thermal capacity of 1050 MWh, enough for 7,5 hours of full load power production
(50MW) [113]

Figure F.3: A closer look at the parabolic troughs which collects the solar energy and focus it
on the receiver tube filled with Heat Transfer fluid at the focal line. The location are Nevada
solar one in Nevada, U.S [114]



Appendix G

Transmission requirements for the
40% RES and 80% RES pathways

Figure G.1: Needed transmission capacities for the 80% RES pathway. numbers in parantesis
represents the existing capacity. A 20% demand response is assumed

According to [115] a 20% demand response result in a ∼ 24% reduction in transmission
requirements. Still, with the optimization, we observe the substantial increase in transmission
capacity between Spain and France which will be required in a 80% RES pathway. The annual
utilization describes how much of the time during the year the transmission lines transfer
power at full capacity. More details can be found in [115].
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Figure G.2: Needed transmission capacities for the 40% RES pathway. numbers in parantesis
represents the existing capacity. Also here a 20% demand response is assumed.

The 20% demand response have negligible impact on transmission requirements for the
40% pathway. We obeserve that the 40% RES pathway requires 72 GW less capacity than
the 80% RES pathway, reflecting that in a 40% RES pathway, less power is produced by the
intermittent sources and more power are produced withing each region.
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