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Abstract

This thesis is a quantitative review of researchtlom causes of corruption. The aim is
twofold: firstly to establish the degree of agreemgetween researchers regarding the causal
effect of seven different explanatory dimensionsomuption. These explanatory dimensions
are: economic liberalization, level of democracggime transitions, the strength of
democratic traditions, the presence of a free mddizel of economic development and
natural resource dependency. | find that theregk hgreement that economic liberalizations
and regime transitions lead to more corruption.ré&hg also high consensus that the presence
of a free media and high economic development,easgly, lead to less. Concerning the
effect of level of democracy, democratic traditiomsd natural resource dependency the
findings are more diverse. About half of prior ras# concludes that level of democracy and
stronger democratic traditions lead to less coroaptAlso about half conclude that natural
resource dependency leads to more corruption.

The second aim of this thesis is to discover whethe disagreement between
researchers can be explained by the data they hppéed as operationalizations of
corruption as the dependent variable. This is dbineugh a series of logistic regressions,
where the explanatory variables are the differerta dources on corruption. These fall into
the categories “perceptions based cross-natiotial,da@xperience based cross national data”
and “country-or region-specific studies”. The réswudhow that applying experience based
cross national data gives significantly lower likelbd for concluding that higher economic
development leads to less corruption. It also makésss likely to conclude that natural
resources lead to more corruption. Applying peroegt based cross national data in some
instances provide higher likelihood for observingngdicant effects of the explanatory
dimensions treated in this thesis and sometimegrdikelihood. An interesting finding is
that the Transparency International Corruption gions Index and studies conducted with
country- or region specific foci “agree” on the egffs on corruption of all of the treated
explanatory dimension where comparison is possibles is counter to what is assumed

based in theory.
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Chapter 1: Introduction
Corruption has been studied theoretically and doglly, quantitatively both within single

countries and cross-nationally with large samplelas been studied qualitatively, and over

the last ten years a small number of experimentaliess on the phenomenon has emerged.
They all have their weaknesses. Early modern saci@ntists studies of corruption were

either discussions of issues of definition (likaeBrich 1972), theoretical discussions of

causes and consequences of corruption (like Huotng968) or empirical analyses applying

gualitative data (like Myrdal 1968). Reviewing theholarly literature on causes of corruption

up until 1980, Deysine concluded that “authors dim recognize the same causes of
corruption. Emphasis is put either on overreguraiad discretion or on the relation between
politics and the business world. But most autheognize that corruption can be found in

political parties, in Congress, [and] in the colr{Beysine 1980:42). Disagreement on what

causes corruption still seems to be the situafileeigman 2007; You 2010:916).

In this thesis | will review and discuss how cotrap, more specifically high level
corruption, has been studied empirically, and wistlengths and weaknesses the different
approaches face. | will seek to establishdbgree to whiclthere is agreement on a series of
suggested causes of corruption. Based in thisl lsedk to review whether disagreements may
have their roots in methodological choices madeelsgarchers. The differing data sources on
corruption will be central in the analyses and v@#rve as departures for developing
explanatory variables on which | will regress thsuits provided in prior research.

In the beginning of the 1980's the first crossoral data on corruption were made
available, the Business International Index (Alasamd Weder 2002) and the International
Country Risk Guide (PRS-Group 2011). Applicationgaantitative cross national data when
studying corruption was a welcome contribution. Withe first publication of the
Transparency International Corruption Perceptiondex (CPI) in 1995 (Transparency
International 2011) yet another measure was aduoléket arsenal of tools, which lead to an
increase in publications on the topic (Anderssod &@rgman 2009:45). Today this is
probably, together with the World Banks Control@drruption Index (CCI) (World Bank
2010), the most commonly applied cross national smea of corruption. Perceptions of
corruption “should never be confused with realitgimits Lambsdorff (2007:20), whom
created the CPI. However he also claims that “thkergconsensus provides some confidence
that the perceptions gathered are informative tuahtevels of corruption” (2007:20).
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However, not all agree that the discussion on nreasent of corruption resembles
one of any considerable degree of consensus. Tiegalabout the applicability of the cross
national survey measures of corruption has beete quiense with several researchers
concluding that the cross national measures ofuption simply are not strong enough to
help us evaluate the theories presented on theesaiscorruption (i.e. Gingerich 2010:364;
Treisman 2007). Philip (2006) is one of those thimkt such measures should be abandoned
altogether and that researchers in stead shouldsfon single countries. However, the
measures are still applied by a range of reseacher

The CCI and the CPI have that in common that tmeyased on expgperceptionof
corruption levels in different countries. Treismanggests that there may be a causal
relationship between operationalizing corruptioraadependent variable with the perceptions
based measures and the conclusions arrived at;arorgghe results applying these measures
with measures based awtual experiencewith corruption Treisman finds that the likelihood
of observing significant effects increase dramdyicavhen applying perceptions based
measures. He suggests that there is a causal giaig from what respondents of perceptions
based measures believe causes corruption viardggonses to the strong explanatory power
of regression models applying the perceptions bassasures; i.e. if a researchers recognizes
the much discussed theory that democracy leadsds torruption, his responses to a
corruption perceptions survey may, since actualkeage of corruption levels may be weak,
rather reflect his knowledge of the degree to witiehcountry in question is a democracy. A
consequence would be that democracy is shown te &gvlanatory power on corruption in a
regression analysis. If this is true, many of tlaeises of corruption concluded on when
applying perceptions based measures of corrupsotie@endent variable could be spurious.
This claim by Treisman is perhaps the most profomsgiration of this thesis. In addition to
comparing perceptions based and experience based national data, | will compare the
results derived with these to results derived wsigialying corruption in single countries or
regions.

Based on Deysine’s claim that there used to be Highgreement on what causes
corruption and Treisman’s indication that an evahtlisagreement of what causes corruption
may be caused by the data sources applied in seaneh, | formulate the following two-fold

research question:



To what degree is there agreement on causes ofléigh corruption in the field? Is there a
causal relationship between the data sources reswas have applied and the results they

obtain?

1.1 Studying research
Scientific controversy may spring from a numberiggues; from the arguments presented

above on the data on corruption, it seems thatredaging a scientific controversy that has
its roots in data, something that has inspiredladkter of the two research questions. Thus |
am going to turn a field of study into the mattérmuiry. This is the core idea of the field of
research known as the sociology of scientific kremgle (Ashmore 2001). Perhaps the most
influential work in the creation of the field wasidmas Kuhn's (Kuhn 1962he Structure of
Scientific RevolutionsWhile Popper (i.e. Popper 1963) who claimed thatseientific
findings, while not possible to prove to be trues possible to falsify with almost complete
certainty, Kuhn argued that both traed false are to some extent depending on socially
determined views of science (Collins 2001). Lakatdsorrall and Zahar (1976) showed
empirically in their study of the research donekarer's theorem that scientific discovery is
only one factor affecting what researchers consider trdee Works of these scientists are
crucial to the birth of the sociology of scientikoowledge (Collins 2001). Thus the idea that
it may be more than truth itself that determine whkae regard as true isot new.

Many aspects of the sociology of scientific knedde could have been elaborated on
However, the focus of this study will be methodadad aspects, in particular concerns about
data quality and consequences thereof. Every mdserahas his or her values or meta-
methodology (Bevir 2008:48). They be explicit ot,rthey may affect his or her definition of
research problems and research questions, and wiethodological solutions they choose
which again may affect how they conclude (Bevir2@8). These thoughts may shed light on
the data-debate amongst researchers on corruption.

It is commonly recognized amongst social sciestisat research fields should operate
as accumulative (Mahoney 2003); generation of neankedge should be founded upon the

findings presented in prior research and the reseammunities’ understanding as a whole

! Central topics of the field are effects of age. Bourdieu 1999 [1975]), gender (see i.e. Gilligas2), how
researchers may be institutionalized into certa@otetical and methodological practices (see iraaé 1984; or Sismondo
2010), how organization of research may affectréisearch itself (see i.e. Merton and Storer 19#3)F®r a good overview
of science and technology studies, see Sismond®j20



should grow. This demands literature reviews (W@&I86), something that according to some
has been missing in social science research: “Rgseativity in thesocial and behavioral
sciences has been observed to be “sadly dilapitiated facing a “crisis” situation” (Wolf
1986). Wolf claims that the natural, biological grtdysical sciences have come much further
in the strength of the accumulativeness of theseaech fields than the social sciences. This
clearly has something to do with the social scisniaving less standardized approaches
concerning i.e. data collection and methodologiggdortunities and choices (Wolf 1986).

As a field of research grows larger it clearlyingpossible for researchers to sum up
the whole field and comment upon every single krtio every publication. The task of
putting the vast amount of primary research intmecsort of order lies with those who
review a field of study, through i.e. writing rewearticles. Ideally these should be unbiased
presentations of the findings of the central fingi and controversies, presenting the
evidence and arguments and letting the reader égutlge, but also commenting on which
findings should be seen as the road to follow @nftliure and which should be left to the past.
Only this is a quite delicate task that requiresdydeals of discretion and scientific judgment
(Ziman 1984). However, Ziman also asks whetherditee reviews should not take it a step
further, and not only review fields of researchtive sense of summing up the findings;
reviewers might also do good in evaluating andaizing the research field in question. The
task of this thesis is to establish an overviewhefdegree of agreement on central topics and,
with that as a departure, seek to discover whetlientual disagreements have their root in

how causes of corruption are studied.

1.2 Why study corruption?
As social scientists we should seek to contribatehie field of study in which we are

engaged, by seeking to resolve the major concefribeofield, i.e. by contributing to the
theories of the field or the methodological undamdings of how the topics of the field could
or should be studied (Mahoney 2003). Entering ta@-dontroversy in corruption research,
and also seeking to describe degree of agreemanvittaifcauses corruption, answers this call.
That studying causes of corruption, also is of irtgrace for society in general seems clear.
Recall a couple of incidents:

«Bettino, take these too, Bettino, take theséstaocrowd with money in their
hands roared at former Italian prime minister BettCraxi as he came out of Hotel Raphael
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where he was residing (Abruzzoitalia.it 2010). Asme minister of Italy he had been the
centre of a corruption scandal of ridiculous projoms the investigation of which became
known as the “mani pulite”- (clean hands) proces#estarted out with the arrest of city
councilor of Milan, Mario Chiesa, for receiving ainmor bribe. When Chiesa started to
cooperate with the investigators, he set off archwdievents that would reveal one of the
largest corruption scandals in history: «[m]orentfave hundred former parliamentarians
were implicated, many former ministers, five formeremiers, thousands of local
administrators and public functionaries, the arrtly¢ customs service (responsible of
investigating financial crimes in general), the magublicly owned companies and even
sectors of the magistracy itself» (Della Porta ¥adnucci 1999).

The scandal surrounding French state owned oilpemy, EIf Aquitaine, may remind
seemingly unaffected Western-Europeans that coompg not a distant in time and space-
phenomenon. In 1995 Prime Minister Edouard Balladppointed Philippe Jaffre new
director of the company. He was hoping that the begs, a former finance inspector, would
uncover corruption in the company that would drawsplent Francois Mitterrand and the
socialist party down in the dirt. However, Philipgaffre did a better job than Balladur
expected. In a series of audits initiated by tH&eldarge scale corrupt activity was revealed
embroiling a number of high-ranking politicians,tlvan France and elsewhere (Heilbrunn
2005), i.e. former foreign minister Roland Duma¢T Btekst 2001), former French President
Francois Mitterrand, former German president Helrathl, Gabonese president Omar
Bongo, and Congolese president Denis Sassou-Ngueasag the trials it was revealed that
Elf had been used an important foreign policy timolthe French state. In the years 1989-
1993 at least 183 million Euros were used as bribéand EIf contracts in Germany, Spain,
Russia, South America and Africa (DW-world.de 182083). Among those finally convicted
was former chairman of Elf, Loik Le Floch-Prigekte claimed that all presidents of France
had been aware of the illicit dealings of the compa second function of EIf was as slush
fund for financing political party activity. Le Ft-Prigent claimed during the trials that
former French president and socialist Francois dviiéind had ordered him to spread the
money evenly between the influential parties rathan giving the bulk to Jacques Chirac's
centre right party which up until then had beenrtbem (Henley 13.11.2003).

However, the consequences of high-level corrupionmuch further than simply

scandalizing and possibly delegitimizing politids.is now quite widely recognized that
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corruption increases poverty and economic inequétackburn and Forgues-Puccio 2007,
Fjelde 2009; Apergis et al. 2010), reduces tax maes (Attila et al. 2009; Baker 2005),

incline governments to down-prioritize spending lo@alth and education (Baraldi 2008;
Baker 2005), leads to less foreign direct investm@ani 2007; Baker 2005), slows

entrepreneurship (Anokhin and Schulze 2009; Miicead Campbell 2009; Baker 2005),

increase public spending on defense material aherosectors with many large scale
investments (Baker 2005), increase debts of deirejopountries (Baker 2005), decreases
economic growth (Blackburn and Forgues-Puccio 2@rensel 2010), lead to more human
trafficking (Studnicka 2010), severely decreasegoes (Musila and Sigue 2010),

delegitimize politics (Chang and Chu 2006), mag#ten political stability (Wong 2009) and

lead to more violations of human rights (Unitedibias 2004).

It has, it must be pointed out, been claimed tloatuption may affect many of these
dimensions in opposite ways, being socially desdiowever, there seems to be agreement
that the conditions under which corruption is sligidesirable are extremely rare (Beblavy
2007). In comparison the socially negative consegee of absence of democracy are
negligible compared to the negative consequencesrafption (Rothstein 2010).

Considering that corruption generally is on treenin Africa, and in post-communist
Europe (Volejnikova 2007) underlines the severityhe consequences of corruption and the

importance of seeking to understand the causesrofgtion.

1.3 The structure and approach of this thesis
In the next chapter | will start with defining coption and set the more specific limits of this

thesis. | will also describe seven central dimemsithat have been commonly applied to seek
to explain variance in corruptioneconomic liberalization, level of democracy, regim
transitions, strength of democratic traditions, peace of a strong and independent media,
level of economic developmearidnatural resource dependenchhese common explanatory
dimensions will form the basis for seveependent variableseeking to capturevhether
researchers have concluded that democracy leads to less corruption.

In Chapter 3 | will present what seems to be thetral conflict of the field: which
data sources on corruption are appropriate whekirgeeo uncover causes of high-level
corruption? This involves presenting in some detedldifferent sources available. These may
broadly be categorized into cross natiopakceptions basedurvey data, cross national
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experience basesurvey data, and the range of data sources alaflabquantitative studies
focusing on single- or a few countries or qualtatapproaches; this category of studies | will
hereafter denoteountry-or region specific studieSVhether these data sources have been
applied in the different studiesll serve as explanatory variables.

An important inspiration of this thesis is Treism@freisman 2007). He conducts
several cross national analyses applying a rangaiféérent cross national corruption
measures finding that there is a clear patternvith@in applying perceptions base measures of
corruption as dependent variable more and strowgesal relationships are established
compared to when applying experience based meastieesuggests that this may be because
the respondents to perceptions based measurebeleknbwledge of the “status” of the
theoretically plausible explanatory variables ie fountry in question may lead respondents
to rate countries in accordance with their knowted§ the explanatory variables; the effect
may be, according to Treisman, very high explaiyapmwer when applying these measures
as dependent variables. An important differencavéenh my study and Treisman’s is that |
also include studies that have not applied cros®oma survey data on corruption, thus
providing an interesting and fruitful comparisoregdarting from a thorough discussion of the
reliability and validity of the different data saas I, in Chapter 3, formulate a series of
hypotheses of causal relationships between diffeogerationalizations of corruption as
dependent variables and conclusions of whetheditfierent explanatory variables lead to
corruption.

Chapter 4 will present the method of this thekisjll go through a large amount of
previous research preparing a data set which wilhél the basis for the analyses. After a
search for “corruption” in ISI Web of Knowledge bghrough 3411 abstracts; data is
extracted from 285 publications providing a datac$el218 units, the units being the results
of the relevant explanatory variables on corruption

In the analyses chapter (Chapter 5) | first aralye data descriptively establishing
the degree to which there is agreement on therfggdil find that there is high degree of
agreement that economic liberalizations and redranesitions lead to more corruption, while
there is high agreement that presence of a freeanagd high economic development lead to
less. About the half of prior research concludet tlewel of democracy and stronger
democratic traditions lead to less corruption. Addmut half conclude that natural resource

dependency leads to more corruption.



Secondly | analyze the data in a series of logistgressions seeking to uncover
whether there are causal relationships betweeddtseon corruption and the results. The data
source, if any, that stands out as providing diveygesults is experience based cross national
data. The CCI also shows some divergence. Howeasmsidering the temperature of the
debate on data quality in research on causes afft@n, the degree of divergence between

results derived applying different sources is saipgly small.



Chapter 2: Corruption: what it is and how it may be explained
In this chapter | will first define corruption, arsgt the thematic limits to this thesis to high-

level corruption and what will be defined as “demtaside” causes thereof. Then | will
present some commonly suggested and analyzed caofkesorruption; economic
liberalization, presence oflemocracy, the presence of a free media, regimesitian,
strength of democratic traditions, economic develeptand natural resource dependency.
These explanatory dimensions, or more specificaligther researchers have concluded that
these explanatory dimensions have effects on tagéticorruption will found the basis for
the dependent variables of this thesis.

2.1.1 Defining corruption

"Corruption is behavior which deviates from the mat duties of
a public role because of private-regarding (persockse

family, private clique) pecuniary or status gaiosyiolates rules
against certain types of private-regarding infllegnqNye

1967:997).

This has become a widely cited definition of cotromp. In the last 20 years definitions of
corruption have usually been along the lines of tefinition by Nye (Baker 2005). Many
other definitions have been posed i.e. to clarihatare to be considered “normal duties of a
public role”. Gardiner (1993) provides a threefalaegorization of normative foundations

definitions of corruption may apply: the publicengst, laws or the public opinion.
A legal definition:

“if an official’s act is prohibited by laws estafiied by the government,
it is corrupt; if it is not prohibited, it is nobcrupt even if it is abusive or
unethical” (Gardiner, 1993:29).

This definition give us a much clearer view thareNydefinition of what it is people are not
supposed to do. However, it poses a few challengiestly, such a definition makes it
difficult to compare corruption across time andcgpasince nations have different laws and
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might change their laws (Heidenheimer 2002:764)is Thay even be the case between
different jurisdictions of the same country (NooriarHeidenheimer, 2002:764). l.e. many
acts that today would be considered violation ofvgian law, would not be considered
corrupt before the revision of the criminal codé&etive in 2003 (Hjellum 2007). Secondly,
legal definitions pose a problem to the degree largschallenged by other ethical aspects of
a society; would it be corrupt if a Chinese opposdl political movement broke Chinese law
to finance its activities? Are Chinese laws regagdiorruption in concurrence with what one

might consider to be thaublic interestfor instance from a perspective of liberal demog?a
A public interest-definition:

“if an act is harmful to the public interest, it ¢®rrupt even if it is
legal; if it is beneficial to the public, it is nobrrupt even if it violates
the law” (Gardiner, 1993:32).

Here the focus is more on the effect of the adterathan whether it is in accordance with a
law (Gardiner, 1993:32). This category of definisoobviously poses the challenge that there
may be different opinions regarding what is benefitor the public and what is not. Many
have of course suggested definitions of what thaipunterest is. Even though the public
interest has been defined by many, a common urahelisig of it may be impossible to
achieve (Johnston 1986:460). The public interesh aeparture for empirical research on
corruptionseemdo be of little value (Gardiner-1992:34).

Public opinion-definitionsSince the beginning of the 70s several studiesngino
map what the public defines as corrupt have beedwszed. Surveys have been conducted
amongst i.e. legislators, other officials or orainpeople who i.e. have been asked to judge a
number of hypothetical situations as corrupt or catrupt or whether and to what extent
people see corruption as something undesirabled{@ar 1993). A problem with such
measures is that people’s opinions are unstableflaciates (Johnston, 1982 in Gardiner,
1993:33). Another problem is how to decide whonagk; who is the public? (Erskin 1973 in
Gardiner1993:33).

In this study | will adhere to the definition pdsky Nye; corruption as the misuse of
public office for private gain. Since my aim is widgeographically, narrowing the definition
down further regarding which norms of conduct oblpu office should be considered, i.e.
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laws, public interest or public opinion, would bapractical. Also since | aim to evaluate
how different sources of data affect results amdesidifferent sources of data depart from
different definitions of corruption it would not k& sense to narrow it down further in this
regard.

In addition | must discuss whidipeof corruption | will be discussing in this thesis.

2.1.2 Types of corruption
Regardless of which normative departure definitiohorruption are founded upon, one

must also discuss types of corruption; at whickelleand in which way is a public office
abused for private benefit? Corruption is ofterrtipalarly in common speech, talked of in
more specific ways than “misuse of public office fwivate gain”. The terrbribe is perhaps
the specification of corruption most commonly apglin everyday language. Deriving from
the discussions above, we can conclude that britéfigitely is a form of corruption, but that
corruption clearly also is a lot more i.e. “cromyis nepotism, patronage, graft, and
embezzlement” (Pajunen 2008:654). Since corrupdioen is studied in its “completeness”,
i.e. researchers very often do not study only byl nepotism or embezzlement, but the
whole concept of corruption, | too will be concettngith the whole concept of corruption.
This has been criticized by some since we very mal imagine that different aspects of the
concept of corruption may have differing causes @mtsequences (Lancaster and Montinola
2001). However, since this thesis aims to revietgrditure, and since this is how the
phenomenon is most frequently understood in engirresearch, this is how | will
understandt.

I will, however, narrow the scope of the study dote high-level corruption, also
called graft or grand corruption (Andvig et al. PDOThis is a choice that is made for the sake
of comparability. For the sake of comparability witudies relying on quantitative cross-
national data, | will limit this thesis to countoy-region specific studies that have countries or
central state institutions such as the executiMegislative bodies as their units of analysis. It
seems impractical to compare national level coroaptas which the cross national
perceptions based measures are often understodd emitruption i.e. in emergency
departments of Iranian Hospitals (Mirhosseini andttéhi 2010), were micro level

explanatory dimensions may be in focus. An objectio this choice is that many of the
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guantitative cross-national seek to capture ovemaltuption levels in countrieglso low-
level corruption. However, it appears to me thatwation within central institutions may be
the corruption the most reflective of the overaldl. In addition many of the explanatory
dimensions applied to explain high level corruptime not the same as those applied to
explain low-level corruption, something that funthaderlines the need to make this choice
to fix thelimits of the study.

Further I will narrow the discussion of what mag/ ¢auses of corruption down to so
called “demand-side” causes of corruption, as opgpds supply-side causes (Beets 2005).
The latter concerns characteristics of those wko pay a bribe; supply-side causes of
corruption may i.e. lie within multinational cormdions. Demand side causes typically
concern characteristics of countries, which magdffin this case, the inclination of high-

level officials to extract money from their office. through fraud or demanding bribes.

2.2 The scope of the study: seven dependent variabl
To be entirely sure: the dependent variables af $hudy aim to captunehether researchers

have found effects of the explanatory variablesrilesd in this sectioron corruption. In
other words, theirexplanatory variablefound basis for mydependent variabledn this
section | will clarify and justify which explanatodimensions applied in research on causes
of high-level corruption will form basis for my depdent variables.

| established in the preceding sections that lcancerned with high-level corruption
and the causes of high-level corruption that maymheerstood as “demand-side” causes. A
vast amount of possible causes have been suggastestudied; | cannot cover them all. |
must seek to study the possible causes of corrughiat may help me shed light on my
research question; | am concerned with the degfesg@ement amongst researchers and
whether eventual disagreement may be caused byghibiee of data on corruption. This
implies seeking to establish a general pattern asfclusions within the field’s different
explanatory dimensions, and since more facts makeasier to generalize (King et al.
1994:46; Lijphart 1971; Landman 2002), | shouldu®on explanatory dimensions that have
been studied by many. This selection has been gartly based on suggestions of previous
extensive reviews of the literature, and partlygpmatically when constructing the data set
(described in Chapter 4), by gradually discoverihg extent to which the different
explanatory dimensions have been studied.

12



Andvig, Fjeldstad, Amundsen, Sissener and Sgré080:50-91) describe level of
economic development, regime type (i.e. democraessus autocracy), democratization,
degree of federalism and decentralization, thel leivpublic sector salaries and the countries’
openness to international trade as topics that baem common foci of studies seeking to
explain corruption levels. Treisman (2007) in aieewvof efforts to explain corruption cross-
nationally, in addition to many of the topics peidtto by Andvig et al., presents the strength
of democratic traditions, unlike merely the presdeggree of democracy, the degree of
presence of a free media, degree of female repeds®n in political bodies, economic
dependency on natural resources, the degree dateguof business and the predictability of
inflation as central topics in the field. After exomists showed increased interest in research
on corruption, Hopkin argues, degree of state pEsén the economy also has become a
much studied topic (Hopkin 2002). Asfar (2001) peito economic liberalization as a topic
that has been central in the literature, sometiiheg also has been an important anti-
corruption policy.

These indications of prior reviewers of the litera form important departures in
deciding where to lay the focus diis study. | started collecting data on all of these
explanatory dimensions and realized that insufficiaemounts of prior work had been
conducted on the relationship between high-levatrugdion and public sector salaries,
countries’ openness to international trade, thereke@f female representation in political
bodies, and the predictability of inflation. Degi&fefederalism and decentralization conflicts
with the focus of this thesis since | am concerméith corruption in the central political
bodies of the state. Neither will the degree ofitation be considered in this thesis because it
seems more relevant for bureaucratic corruptionpitoand Rodriguez-Pose 2007). Degree
of state interference has been studied quite extdgs however, | considered that the
different aspects of this dimension differed soaflsg i.e. government expenditure (like
Gerring and Thacker 2005), taxation (like Hefek®d @, and state ownership (like Quinn
2008) Sung, 2002 #1060:150}, that they cannot gasiimerged into one dependent variable.
Neither did they seem to be sufficiently coveredthia literature to be treated by themselves in
light of the aims of this thegisThus the dependent variables that will be apphietiis thesis

2 These paragraphs present topics that seem tobemvedeemed central by researchers who have rexi@nsive amounts
of the literature. Many more explanatory dimensibase been suggested and studied: A topic thablas given some
attention is how different electoral systems magvjate incentives for politicians and/or partiestth@y promote or deter
corruption (Golden and Chang 2001; Johnston 2002;1088; Carey 1995; Persson 2003; Gingerich 200%fef@nt ethnic
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are as summed up in Table 1. However, these vasabill also be subject to extensive
descriptive analyses, both to form a foundationtiiercausal analyses, but also because it has
a value of interest in itself to discover the extienwhich researchers agree on the effects of

these dimensions.

Table 1: Dependent variables of each of the sub-cpters

Dependent variables

1 Whether researchers have concluded that econob@cdiization leads to more corruption.

2 Whether researchers have concluded that democesaslto less corruption and/or that
autocracy leads to more corruption.
Whether researchers have concluded that regimesitians lead to more corruption.

4 Whether researchers have concluded that strongerodeatic traditions lead to less corruption.

5 Whether researchers have concluded that higheretegf media freedom and presence leads to
less corruption.

6 Whether researchers have concluded that higher@oandevelopment leads to less corruption.

7 Whether researchers have concluded that higheretegf natural resource dependency leads to

more corruption.

2.2.1 The effect of economic liberalization on couption
A central aspect of political economy is state\aistiin the economy. A central theoretical

school that treats this topic is that of neo-litiera (Stilwell 2006). Neo-liberalism is both an
ideology and an analytical tool based in theseddgilpin and Gilpin 2001:14). In this
context, of course, it is the analytical tool amd the normative aspects that is of interest. The
market, in the neoliberal perspective, is “basicaklf-regulating, producing optimal (...)
outcomes. (Stilwell 2006:261).

An attempt to define neo-liberal theory seems gpate. From Przeworski (2001:15,
17) | extract the following definition: “The centrelaim of this perspective (...) is that the
market allocates resources to all uses more difigighan political institutions. (...) [Alny
government action that makes the equilibrium outeodiverge from the competitive

equilibrium constitutes a transfer of income. (..nafdsfers of income necessarily cause

and linguistic compositions of societies and tHatiens between these features and corruption hEseebeen given some
attention in the literature (Vigdor 2002; Dincer08). The way political parties are financed hasnbgi&en increased
attention. Liberal democracies tend to have sama bf public funding (Nassmacher 2009; de Sou€b28carrow 2007;

Mietzner 2007; van Biezen and Kopecky 2007). Therexbf power or elite networks has also been digemliss a factor that
may increase corruption (i.e. Heilbrunn 2005; on@gal 1999). Economic inequality is also an emeaggpic (see i.e. You

and Khagram 2005). Religion has also been proposezhaxplanation for different corruption levelsofd hierarchical

religions, like Catholicism, are assumed to leathtwe corruption than less hierarchical religionshsas Protestantism (i.e.
Paldam 2001; or La Porta et al. 1999).
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inefficiency (...) [the consequence of which is] thia¢ society as a whole suffers net losses”.
An important mechanism through which governmentivagt causes inefficiencies is
government spending which again stimulates activitgre people seek to influence
governments to provide rents (Przeworski 2001:18)ther words neo-liberalism and the
process of liberalization are two related, but diesseparate analytical concepts. My
understanding of economic liberalization is thecess of transforming an economic system
towards being more like what an economic systenulghbe like in the neo-liberal sense.
Privatization is a highly related term: “the act wfducing the role of government, or
increasing the role of the private sector in anvagtor in the ownership of assets” (Savas,
1987:3 Samson 1994). The terms seem to be applieshevghat overlapping.

The conventional wisdom was for years, in acaocdawith the argument of the neo-
liberalists, that “marketization necessarily reduceorruption” (Gong 1997:286; White
1996:150). Adamolekun, Kulemeka and Laleye (19%&cdbes how curbing corruption was
one of the goals when liberalization was initiatedMalawi from 1991. An argument for
cutbacks in the public sector is that a smallelipugector may be easier to control (Theobald
1994). According to Bardhan (Bardhan 1997b:332) #mgument that liberal societies
experience less corruption is valid; but if the Hiberals are right, why has corruption
exacerbated in i.e. Russia and China after thediization processes in the 80’s and 90’s?
(Bardhan 1997b:332); It is not clear, however, tti@re is a contradiction between the
neoliberal argument and empirical evidence thatrébzation processes are associated with
more corruption. It is, as Weyland points out (Ve 1998), the state that must initiate and
drive a liberalization process, so it may be tmathie process of liberalization the state may
actually have an increased role in the marketrenés derived through the opportunities that
state intervention formerly provided, may next eviled by accumulating resources from
the state assets undergoing privatization i.e.uthjinosale of information to private actors or
other manipulation of the process by which libexaion happens (Meny 1996). I'll give a
few examples of how the dimension of economic hbeation has been treated by
researchers in practice:

Koyuncu, Ozturkler and Yilmaz (Koyuncu et al. 2Dt0nduct a panel analysis where
they operationalize economic liberalization as Vaté sector share in total

employment”, ’ratio of employment in publicly owheenterprises to total employment”
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and "private sector share in GDP”, respectivelyc8ithis is a panel analysis it is the changes
in these indicators over time that are interestamgl thus it is talk of liberalization processes.

Rossabi (2009) does a qualitative assessmentnobngst other dimensions, the
process of economic liberalization in Mongolia dhe effects thereof. Cheloukhine and King
look at what they call the “wild privatization” dRussian state properties not the least of
valuable natural resources (2007; also Black e2G00).

Findings are somewhat contradictory. Supportingassumption of the neo-liberals,
Schoenman (Schoenman 2005) finds that in Poland&¢baomic liberalization has indeed
contributed to decrease corruption levels, howewercompanionship with simultaneous
development of a sound democratic system. Koyu@etiirkler and Yilmaz (2010) also find
support to the neo-liberal claim studying a sangblgansition economies.

Colazingari and Rose-Ackerman claim that stateslitiralize their economy without
securing an according transition towards politidaéralism may experience an increase in
corruption. Root (1996) finds that liberalizatioasiead to more corruption in China, and that
this may be due to lack of control with the libé&ation process.

Horowitz (2005) claims that economic liberalipatiprocesses in Latin-America have
neither decreased nor increased the level of cborupKohl (Kohl 2004) makes similar
findings studying Bolivia (Kohl 2004).

The first dependent variable of this thesis vii# concerned with which effect
researchers find that economic liberalization has corruption. This will also be the
foundation of descriptive analyses regarding thgreke of agreement between researchers.

Dependent variable 1Whether researchers have concluded that econoiéralization
leads to more corruption.

2.2.2 The effect of democracy- versus autocracy @orruption
Dahl defines a democratic regime (polyarchic intkisns) as a regime which (1) is liberal,

meaning that the chances of public contestationpolicy are high, and where (2)
inclusiveness is high, meaning that the opportesito participate in political life are high.
Autocratic regimes have lower degrees of publidestation and participation (Dahl 1971:7).
The mechanisms needed to establish a democradyisrsénse are in Dahl's opinion the
freedoms of organization and expression, the rfightote and run for office in free and fair

elections, right of politicians to compete for sagpthe availability of sources of information
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that are not those of the state, and, finally,ghesence of institutions that make government
decisions depend on election results and otheresgmns of preferences (Dahl 1971:3). In
light of Dahl's thoughts we may imagine that suc$itaation may raise the cost of corruption
since the risk of consequences will be higher tima system where contestation is low.
Based in these arguments we may imagine that deyrupnay be vagrant in autocratic
political systems compared to democratic systenmsordgst contemporary researchers these
arguments are supported i.e. by Drury, Krieckhand busztig (Drury et al. 2006) and
Pellegrini and Gerlagh (Pellegrini 2007). Accorditg Rose-Ackerman given that the
electorate disapproves of corrupt activity, poigies want for reelection will prevent them
from committing corrupt acts (RoseAckerman 1996alQR004:75).

However, applying a principal-agent model on reprgative democracies
Groenendijk (1997) shows that corruption very welay occur at high levels also in
representative democracies. This is partly dueh& high cost of monitoring activities of
politicians. In addition running for office is aqmess that demands money (i.e. Damania
2005; Easterly and Levine 1997), and fundraisingy masily turn into an illicit process (de
Sousa 2005; van Biezen and Kopecky 2007). Citibanwg to consider the costs of inspecting
politicians and preventing them from being correiptthe prospect of achieving results.
Neither is there any guarantee that the effort lglhr results, and results may depend on the
efforts of many people, which adds to the uncetyair a payoff for the effort (Groenendijk
1997). Thus the problem bears similarities to dective action problem in Olson’s (1971)
sense.

Democracy operationalized in ways that compriseefsences Dahl’s definition are of
interest in this thesis. An example of how this esion is commonly operationalized is the
Freedom House Indexes of political rights and dibirties. Researchers apply one (like Lee
et al. 2010; or Damania et al. 2004) or both ofrttalded (like Sandholtz and Koetzle 2000).
The Vanhanen index of party competition and vatendut is also frequently applied (i.e. Xin
and Rudel 2004; or Chowdhury 2004), as are theyPdll (i.e. Adsera et al. 2003) and Polity
IV (i.e. Calderon and Chong 2006) measures of deacgc

Ateljevic and Budak (Ateljevic and Budak 2010) dayjualitative assessment of the
status of democratic institutions and processescandequences thereof in Croatia. Sun and
Johnston (2009) look at the effects of democrattitutions and culture on corruption

partially drawing on conclusions from previous @sh regarding the status of democratic
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ideas and institutions India and China, respedtivEthey also consider levels of democracy in
the two countriesbasedon the Polity IV data.

The conclusions regarding the effect of regimpetyn corruption are diverging.
According to Deysine (1980) the attitude that deraog leads to less corruption stood strong
in early research on causes of corruption. Howeavdrad become clear back then too, that
this hypothesis could not explain the presencebseiace of corruption everywhere. Reports
from newspapers, trials, public investigations aadn, bore proof of the fact that corruption
also could be a severe problem in advanced westemmocracies (i.e. Pinto-Duschinsky
1976b in Deysine 1980). This theme has not claines$t attention over the years.

Sung (2004), applying a large sample of countfiesl that democracy does indeed
decrease the amount of corruption. The same doaRalgand Olsson (Dalgaard and Olsson
2008).

An example that democracy not necessarily checksuption is India. Sun argues
about India that it is the presence of democracylenthere is absence of high economic
development that makes the Indian democracy vubherto corruption. More economic
resources would have helped develop institutiomsigithem more possibilities for protection
against corruption; authoritarian regimes with styer institutions may even perform better
(Sun and Johnston 2009).

Singapore is also an example of opposition to pothesis that democracy is better
than autocracy regarding the diminishing of conpt Singapore is an authoritarian state,
but one of the least corrupt countries in the wdlolv 2001). Another clear opposition to the
hypothesis is given by Clarke and Xu (Clarke and2004) who claim that firms are more
likely to pay bribes in countries that are more deratic.

The second dependent variable of this thesis gllconcerned with which effect
researchers find that different levels of democraaye on corruption. This will also be the

foundation of descriptive analyses regarding thgreke of agreement between researchers.

Dependent variable: 2Vhether researchers have concluded that democraagsl to less
corruption and/or that autocracy leads to more agotion.

2.2.3 The effect of regime transitions on corruptio
A regime transition is “the interval between onditpal regime to another [and is] delimited,

on the one side, by the launching of the procesBssblution of an authoritarian regime, and
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on the other, by the installation of some form ehucracy, the return to some form of
authoritarian rule, or the emergence of a revoharyg alternative” (O'Donnell and Schmitter
1986:6). Departing from Dahl (1971), we may imadinat processes of transition may cause
unpredictability in the political environment, leag to a decrease in the cost of appropriating
state resources since the rules of how officesldhmei conducted may be unclear or because
monitoring mechanisms may not be in place. AccaydonSung incentives for corruption in
democratizing states have their roots in the higtt of electoral campaigns, the openness of
the state institutions to individual ambitions d@hd attractiveness of public assets (2004:181).
| will present some examples of how this explanadimension has been observed in the
literature:

In his study of the effect of transitions in thee€Ch and Slovak republics, Reed
partially takes the transition processes as gi@&eed 1995), which presumably is quite
uncontroversial. He relies on previous researctiegcribe the pre-transition status-quo (i.e.
Simecka 1984 in Reed 1995) and moves on to desitr@é€zechoslovak and later Czech and
Slovak efforts to establish distinct political amarket spheres (Reed 1995:331).

Yu, Chen, Juang, and Hu (2008) do something atbagsame lines in Taiwan; they
describe how Taiwan was ruled by an authoritaregimne from 1949 to 1986 when the
opposition managed to form the Democratic ProgvesBarty which got the democratization
process rolling the year after. They rely i.e. agder in describing the processes of transition
(2004 in Yu et al. 2008).

Also within this explanatory dimension divergingndings may be presented.
Munslow, studying Angola, argues that corruptiorcréased after transition towards
multiparty democracy because there where moreigalis demanding bribes (1999:558). De
Sardan (de Sardan 1999) claims this has been #leeitanany African states after transition.
Democratization has not made corruption recedbgrat has made it rise. Weyland presents
a similar argument; the dispersal of power betwaamy in stead of a few, which a typical
transition from authoritarian to democratic rulepims, provides more actors needing to
consent to a decision, and thus more people te friteyland 1998).

Similar findings as those of Munslow and de Sangavide from African states, Sung
provides from Argentina, the Philippines and Russid their democratization processes in
the 80's and 90’s (Sung 2004). These countries hiageome “prototypes of poor

governance”, claims Sung (2004).
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Grzymala-Busse (2006) provides results divergmugnfthose mentioned. Studying
the recent transitions in Eastern Europe she fthds that increased political competition
caused a decrease in rent-seeking. l.e. “[ijn Hongad in Poland, attempts at rent-seeking
were constrained both by their opponents’ immedsateg of any dirty laundry and by the
credible threat of replacement posed by the opposi{Grzymala-Busse 2006:432). This
situation provided incentive for all parties to pagvernance reforms to prevent opponents
from misusing their offices. In the Czech Repulalicd in Romania the transitions were less
successful (Grzymala-Busse, 2003 in Grzymala-B2666:432).

The third dependent variable of this thesis will t@ncerned with which effect
researchers find that regime transitions have oruption. This will also be the foundation of

descriptive analyses regarding the degree of agreebetween researchers.

Dependent variable 3Whether researchers have concluded that regimesitians lead to
more corruption.

2.2.4 The effect of strong versus weak democraticaditions
A second dimension highly related to democracythis strength of and experience with

democratic traditions. It has been suggested than & the transition from an autocratic

regime itself should lead to more corruption, tlaés not mean that democratic institutions
and values in the long run may lead to less cowoptSuch claims were made i.e. by
renowned researchers such as Scott (1969a), Htomtir{@968) and Heidenheimer (1970).

Thus, everif the overall conclusion of the above section shdddhat transitions are bad,

that does not necessarily prescribe giving up anadeacy as promoting good governance
(Rose-Ackerman 1999). I'll provide some exampledhoiv this dimension has been treated
empirically:

A common operationalization of this explanatoryndnsion is to in some manner
account for the time-span for which countries hasd experience with democracy. l.e. Fan
(2009) codes this explanatory dimension as a dumanyable for whether countries have
been democracies for all years between 1950 and.2G@rring (2005) measures the
cumulative years of democratic rule in the twehtiegntury.

Pietrzyk-Reeves (2006) studies this dimensionntteg that establishing strong
democratic institutions and control mechanismg isoarse important, but that “a cultural and

social foundation” is just as important, somethihg post-communist countries lack due to
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their communist heritage; thus he is concerned withabsence of a democratic tradition,
rather than the presence of it.

Again there are diverging findings. Studying Urugu@alderon and Chong (2007)
find that corruption decreases with democratic éxity; later democratic regimes in Uruguay
have been less troubled with corruption than eadénocratic regimes. Applying a variable
of how many years countries have been democratwea® 1900 and 1995 Gerring and
Thacker (2004) conducting a cross-national stuadkg fhat it does indeed decrease the level of
corruption.

Contradicting these findings, Fan, Lin and Traasn(2009) controlling for a wide
range of control variables find that strong demticrxaditions has no significant effect on
the degree of corruption they experience. Studyimja, Singh (1997) provides another
example weakening the hypothesis; India has beemdatic for most of the time since
liberation, but is still plaguedwith corruption.

The fourth dependent variable of this thesis Wi concerned with which effect
researchers find that democratic traditions have corruption. This will also be the
foundation of descriptive analyses regarding thgreke of agreement between researchers
regarding this dimension.

Dependent variable 4Whether researchers have concluded that strongamodratic

traditions lead to less corruption.

2.2.5 The effect of media presence on corruption
A concept which is closely related to that of deraog, and may be seen as a sub-concept of

and a vital part of democracy (Thompson 1995:2B8jreedom of press and the degree of
presence of a strong press. The effects on coomupfi press freedom (Larmour and Barcham
2006) and/or the degree to which the press opeestes critical voice in society (Lindstedt
and Naurin 2010) are often treated as an indepé¢rashatytical phenomenon and is therefore
also treated as such in this thesis. Drawing ardibthinkers such as Jeremy Bentham, James
Mill and John Stuart Mill, Thompson points to thaportance of a free press as an organ
promoting public enlightenment and through whicé gublic may be informed of abuses of
public power (Thompson 1995:238). My review willneprise studies were freedom of press

is understood along such lines.
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The idea of the press as anti-corruption mechardepends on the media’s self-
interest in uncovering corruption, which again ispendent on their freedom to express
whatever they want and need to sell i.e. newspajigasoupa 1999). Allow me to provide
some examples of how this dimension has been treatpirically.

An example of how the degree of presence of a ffress is operationalized is the
degree of newspaper circulation measured througioumt of newspapers per thousand
citizens (Lindstedt and Naurin 2010). Tian (200fples the Press Freedom Survey from
Freedom House which seeks to capture the amountioénces, political and economical, on
the way in which the media conduct their work. $tod Indonesia in a qualitative study,
Robertson-Snape (1999) argues that the differestoiiical regimes have had different laws
regarding whether the press has been allowed toatgpéreely, i.e. under Suharto they
couldn’t. Roberston-Snape also presents the faetisjournalists have lacked experience of
critical journalism and even have been inclinedetteive bribes, as weaknesses of the media
as a critical voice in society (2009:601).

Regarding the effect of the media, findings aretiaictory. Taiwan may be an
example of a country where the media has had aofdtelping to decrease corruption. Fell
(Fell 2005) found that the liberalization of the diee may have helped reduce corruption
levels as opposition parties took advantage of rikis tool of uncovering corrupt activities
within the ruling Chinese Nationalist Party andgtalhallenging and changing the norms of
governing. Brunetti and Weder (Brunetti and Wed@03 find, in a cross-national study
applying the Freedom House measure of press freeth@nhigher degree of press freedom
does decrease corruption.

One of the most infamous corruption scandals intone is what later came to be
known as the “mani pulite” (clean hands) proces® dommercialization of the new media in
the years prior to the incidents probably playextuial role. What triggered the revelations
of corruption that was to delegitimize the wholesppevar Italian political establishment was
triggered by the media’s uncovering of a corruptinaident involving local politicians in
Milan (Giglioli 1996). However, despite the oustingnumbers of corrupt politicians in the
“mani pulite” processes, a non-corrupt Italy provede much less than reality. According to
Della Porta and Vannucci (Della Porta and Vann&@07) the “mani pulite” processes
provided a window of opportunity, but politiciangke either unable or unwilling to seize the

moment. Italy has experienced stable, high levelsooruption. In other words the media,
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even though being able to uncover corruption, did cause a long term decrease in
corruption.

In South Africa too, the media has played a cteée when it comes to uncovering
corruption through investigative journalistic worlGovernment members like former
president Mbeki (1999-2008) claimed that these dalsnwere a result of a press dominated
by whites rather than being a reflection of realrgption incidents. Hyslop (Hyslop 2005)
shows that this not the case within those newsrpapat actuallyare engaged in uncovering
corruption. Thus the media have probably playedcaréct” role which has resulted in
revelations based journalistic work not racially timated. Thus despite what Hyslop
describes as a “relatively lively media” (Hyslop0B0775) that does not look mildly on
corruption, corruption has been “ever-growing” ioudh Africa (Gevisser 2009 in Lemon
2009).

The fifth dependent variable of this thesis will bencerned with which effect
researchers find that a stronger and freer pressohacorruption. This will also be the
foundation of descriptive analyses regarding thgree of agreement between researchers

regarding this dimension.

Dependent variable 6/Vhether researchers have concluded that higherede@f media
freedom and presence leads to less corruption.

2.2.6 The effect of level of economic development corruption
The relation between level of economic developmeamid democracy has claimed much

attention among so called “modernization theoridigjset stated of this relationship that “the
more well-to-do a nation, the greater the chanbes it will sustain democracy” (Lipset
1959:75). A reason for this may be seen in therasggu of Brehm and Wendy that scarcity
leads to distrust in other people (Brehm and RaBA71009) or lower chances for
developing a middle class of a critical size oailess educated population (Lipset 1959:102;
Cheng 1989). Similar arguments have been posedegung corruption. Scott in addition
claims that less developed societies may experierare corruption because there is a low
level of feeling of political efficacy in the eyes the citizens, and thus demand expressions
are weak. Low development also results in a lowreegf interest aggregation (Scott
1969b:325-326), which in a collective action pecspe could have been important to deter

corruption. Another mechanism suggested is thatitier countries get the more resources
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they may spend seeking to improve their institigio®. by fighting corruption. Thus the
incentives for adhering to rules may be strongkatike to the incentives for not adhering to
rules. In addition citizens may be more capablmohitoring politicians (Paldam 2002).

This dimension is very commonly operationalizedasalong such lines as, national
income per capita, in fact, it will be shown in dugalyses chapter that this is the explanatory
variable most commonly applied in the literaturevél of economic development understood
along such lines is of interest in this thesiss klso considered a highly important variable to
use as a control variable, and is thus commonljieghps such. Lambsdorff strongly draws in
doubt the finding of Sung (2004) of a curve-lingatationship between democracy and
corruption because he fails to control for incoree gapita (Lambsdorff 2007:40).

Serra (Serra 2006) suggests that poorer offieiedsmore inclined to demand bribes.
This may be a consequence of poorer countries bessgable to pay officials decently (Azfar
and Nelson 2007). Judge, McNatt and Xu (Judge .eRGl1) conducting a review of the
guantitative cross national studies of causes ofiption concludes that 38 out of 42 studies
in their sample have concluded that higher devetayns associated with less corruption.

In addition to possibly affecting corruption thghuits effect on democracy, economic
development may help deter corruption through legdo a more educated population and
thus higher degree of literacy, and leading to depelized professional relationships. These
features will increase the chance that corrupt®oexposed and acted against (i.e. Treisman
2000; Paldam 2002).

The weaker ability of people with limited economigsources at their disposal to
uncover and act upon corruption has also been siecu They also may have fewer
opportunities to organize. In addition the middkss is likely to be smaller in poor countries.
Thus people will be easier to abuse (You and Kha¢@05).

However, not all find that higher economic devetgmt is associated with lower
degrees of corruption. Tian and Lo (Tian and Lo@Q@resent models with diverging results
regarding economic development, some models prdbantthere is no effect while some
provide that the effect is negative. Lambsdorff Q20 too reviews a range of studies
concluding that some of them do not observe sicgnifi relationships between level of
economic development and corruption.

The sixth dependent variable of this thesis will dmncerned with which effect

researchers find that level of economic developrh@ston corruption. This will also be the
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foundation of descriptive analyses regarding thgreke of agreement between researchers on
this dimension.

Dependent variable 6:Whether researchers have concluded that higher aomm
development leads to less corruption.

2.2.7 The resource curse
The resource curse thesis was first laid forth hgh&d Auty. He claimed that excess of

natural resources, in contrast to past assumptiomese associated with weak economic
growth (Auty 1993). Later the expression has alsenbassociated with weaker democratic
development (Ross 2001). Natural resource depegdeas also shown to positively affect
levels of corruption (Sala-i-Martin and Subraman003); “[T]he richer the nation with
respect to natural resources, the poorer the gualitmanagement (...)", claims Goldman
(2008). The main argument is that presence of aktasources, i.e. oil, diamonds or ore, will
increase the amount of money easily available and increase the inclination to demand
bribes (i.e. Ades and Di Tella 1999). Natural reseudependency will in this thesis be
understood as whether and degree to which coumtepend economically on such resources
described by Ades and Di Tella.

Montinola and Jackman show that states where sutizdtamounts of total GDP come
from natural resources corruption are more likelypé states experience a lot of corruption.
(2002). Bhattacharyya and Hodler (2010) find ndtwesources to increase when found
together with weak democratic institutions, but vehdemocratic institutions are strong, large
natural resource endowments is no problem. The améstm is presumed to be as follows:
politicians in power wish to appear clean to thecwrate. For unclean politicians to appear
clean is much easier in a poor democratic system ihh a strong one. In other words strong
democratic institutions will not only be an incemtito look clean, but also to be clean.
(Bhattacharyya and Hodler 2010:1).

The resource curse hypothesis has also been éisgadme researchers have found no
relation to corruption. Despite expectations of tpposite, You and Khagram (You and
Khagram 2005) found no effect of natural resourbandance on corruption. Moller and
Skaaning (2010), studying post-communist countriigsd somewhat diverging results
between different models applying different corgrol
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The seventh dependent variable of this thesis bellconcerned with which effect
researchers find that level of natural resourceeddpncy has on corruption. This will also be
the foundation of descriptive analyses regardimgdbgree of agreement between researchers

on this dimension.

Dependent variable 8WVhether researchers have concluded that higher edegif natural

resource dependency leads to more corruption.

2.3 Concluding remarks
In this chapter | have defined the concept of quicin and narrowed the scope of this thesis

to high-level corruption and causes of such thay hma found amongst features of the

societies in which it occurs, so called demand-sidases. Further, | have presented the
central arguments regarding seven features of tsexithat have been much discussed as
possible explanations of degree of presence ofuption. | have also formulated seven

dependent variables based on these; my dependaatblea will be whether researchers have
found that these explanatory dimensions have efiectegree of corruption or not.

In the next chapter | will in closer detail revigine way in whictkcorruption has been
studied, focusing primarily on the data sources$ tizae been applied as operationalizations
of corruption as dependent variable; these dateceswvill found the basis of thedependent
variables of this thesis.

26



Chapter 3: Independent variables: data sources onocruption
A profound inspiration for this thesis is Treism@meisman 2007). When comparing results

from regression analyses based on cross-natiome¢eons based measures of corruption,
and cross-national experience based measures ifption, respectively, Treisman shows
that effects found when applying perceptions basedsures where not found when applying

experience based measures. He suggests the fajjowin

“It is possible that the experience-based measaresoisier and
less reliable or are measuring a different phenamefpetty as
opposed to grand corruption, perhaps). But it calgd be that the
widely used subjective indexes are capturing nateolations of
the frequency of corruption but inferences madeekgerts and
survey respondents on the basis of conventionatnstehdings of
corruption’s causes.” (Treisman 2007:213).

In other words Treisman suggests a causal chammggioom what amongst respondents to
corruption perceptions surveys is considered “comnkoowledge” about what causes
corruption, via the perceptions measure, and tocthaclusions of research where these
measures are applied as dependent variables. Tusalcehain that Treisman suggests is
summed up in Figure 1.

| want to see how results derived applying these ¢ategories of measures compare
to each other and how the different perceptiongdaseasures compare to each other. | also
want to see how these results compare to empnesalarch on causes of corruption that does
not rely on neither perceptions based nor expegidased cross national measures, but rather
has a narrower in depth focus; these | will deramentry- or region-specific studie¥he
bulk of this “other” research it would be correatterm qualitative studies, however, there are
also some studies that have narrow geographical lbat fully or to some extent apply
guantitative approaches.

In the following section | will present central argents regarding methods in the
social sciences, discussing the controversy we kmellin social science in general between
advocates of quantitative methods and qualitatie¢hods respectively. More importantly, |
will seek to describe how the data and methodsrewetsy of corruption research fits into the
general methods-debate and that it diverges sjightthat the main line of conflict seems to

be between quantitative cross-national studies‘dénedrest” and not between quantitative and
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gualitative methods per se. Then | will present dedcribe the data sources available for
research on causes on corruption, starting wittditherent perceptions based measures, then
the different experience based measures and ldstlyange of data sources available for
country- or region-specific studieShereafter | will present central arguments rdopy the
strengths and weaknesses of the different datacesurfocusing on possibilities of
unsystematic and systematic measurement erroreféauts of such; this will form the basis
for formulating seven hypotheses of possible effegiplication of the different data sources

may have on the results derived when applying them.

Figure 1: Causal diagram of Treisman's suggestion

Explanatory

dimensions Conclusion
¢ A yY
) Experience
Possibly > b P d >
unsystematic ased measures Weaker effects
measurement error
A 4
Systematic error Perceptions
> Stronger effects
based measures

3.1 Qualitative versus gquantitative methods
Discussions of applications of different methods aell known the social sciences; “The

content” of social science research “is the methddim King Keohane and Verba (1994).
Still, there is great disagreement regarding whet tontent should be in terms of which
methods to apply. Methodologically, the social sces may be seen as two traditions, the
guantitative tradition and the qualitative traditigKing et al. 1994:3). The debate between the
different methodological traditions of the socialesices has at times been almost warlike
(King et al. 1994:3-4). Through quantitative methoresearchers commonly seek to gather
and analyze information about many units, whilelgpg the qualitative approaches involves
gathering in depth information about one or a fewisu(King et al. 1994:3). By definition, the
wide range of approaches we associate with quaktahethods usually does not involve
guantifications (King et al. 1994:4). The goal aithb approaches is scientific inference, in

other words “using the facts we know to learn abfagts we do not know” (King et al.
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1994:46). That qualitative methods are better wihezomes to “digging deep”, is widely
recognized (i.e. McKeown 1999; George and Benr@@6® and also by King et al. (King et
al. 1994). Still, quantitative methods have beevettged to become highly flexible, so that
most issues may be formulated in quantitative lagguor answered by analyses through
guantitative methods (Porter 1995:5-6). A centrahflict is, however, if one of the
approaches are better when seeking to draw infesenhis is easier to achieve applying
guantitative methods claim i.e. King et al. (1928 since more facts make it easier to
generalize (King et al. 1994:46; also Lijphart 19@dd Landman 2002)

Opponents to this stand claim the attempt to aehieferences based i.e. on high
correlations between phenomena is done at the afosiecessary depth (Pierson 2003).
Quantitative methods also, in spite of the highgshsstication they have achieved in later
years, provide less opportunities to incorporatetext specific explanatory dimensions (or
Skocpol 2003; i.e. McKeown 1999). The importancehaf latter argument is underlined by
Elster’s "plea for mechanisms” (Elster 1998: th&e}i He argues for studying phenomena at
as low levels as possible, so to see their indalid@mponents and their immediate causes
and consequences and that these mechanisms may Btolding blocks” in explanations of
greater complexity (Elster 1998:47). He even clatmat there is no room for “law like
generalizations” such as those proclaimed by trentifative macro-camp (Elster 1998:45).
An example of this way of studying social phenomisrtaie method of process tracing, where
one seeks to identify causal chains between prgdiahd outcome variables with a focus on
the details in these processes that i.e. is goodhecking spuriousness (George and Bennett
2005:206, 223).

However, the debate also has been influenced dsetivho want the best from both
traditions. Johnson (2004) names this approach émlibxnethods research”. The main
argument is that there are many ways of seekingatanference, and the method that can
provide the strongest inferences is a combinatfoseveral (Mahoney 2003; Johnson 2004.;
Mahoney 1999; Lieberman 2005; Onwuegbuzie 2006).

Compared to what may be seen as the dividingdfneonflict between the different
“camps of methodologies” in the social sciencesganeral, in corruption research the
dividing line seems not to be between quantitatare qualitative methods but rather
guantitative methods applied cross nationally oe side and qualitative and quantitative

methods applied in country- and region specifiadi&s on the other (following i.eRhilip
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2006). However, it also clearly has much in commuath the general debate, since the
appearance of cross national measures must be iseetation to a want to study the
phenomenon cross nationally and quantitatively.

Of the early research on corruption, most studlese case studies, which was the
“motif in political science studies of corruption{Gerring and Thacker 2004:299).
Researchers, in particular economists, also apptedal modeling (Gerring and Thacker
2004:299). Commenting on early research on cowoptiiu (1983:152) claimed that the
research was an inconsistent body of studies oolgdly attached to theory, and that this was
underlined by the insufficient availability of deahout changes in amounts of corruption. The
lack of usable sources of data on corruption waoraing to some of the supporters of
guantitative methods an enormous problem, and swae suggest it was the reason why the
topic was neglected for so long by American pditiscientists (Williams 1987 in Sandholtz
and Koetzle 2000:33). The reason why quantitatast@ @n corruption were so hard to obtain
is easy to grasp; no one involved in an act ofugairon has any interest in revealing it to the
public. Furthermore, the victims of corruption magt even know that they are victims
(Sandholtz and Koetzle 2000:33; Goetz 2007:93). rfEsearch community, at least segments
of it, seemed to believe that the problem was sbhéh the arrival of the cross national
surveys of “corruption perceptions”. Ades and didetlaimed that “The availability of
subjective data on corruption has finally providbd field of the economics of corruption
with the empirical discipline that is essential tiarn its fertile theorizing into policy
recommendations” (Ades and DiTella 1997b:514). Astderable amount of studies were
published where these measures were applied (@earid Thacker 2004), and they’re still
coming. Thus one should believe that the need t& d@uld provide opportunities to study
causes of corruption through a range of method$udnty quantitative cross-national
approaches, as prescribed by those claiming qatwdt approaches or mixed-methods
approaches may yield stronger inferences. Howeasgewill be discussed below, not all agree.

The remainder of this chapter will depart fromimnkehtion between cross-national

guantitative studies, on the one hand, and countryegion specific studies on the other.
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3.2 Data and research on corruption
In the following | will start with descriptions d¢he three most commonly applied perceptions

based cross-national data. Then | will describe legss commonly applied perceptions based
measures. Following, | will present three expergermased cross national measures of
corruption. Thereafter, | will present a range ofirges available for country- and region
specific studies; media-reports, public or internal inquiries, judati documents,
guestionnaires and interviews, prior reseagastdsource triangulationskinally | will discuss
objections to validity and reliability and possibleeasurement errors which will form the
basis of formulating a series of hypotheses ofticeiahips between measurement error and

results when applying these measures as depenalégibies.

3.2.1 Perceptions based measures
International Country Risk Guide (ICR®)

The first measure to be relatively widely appliedthe dependent variable in cross national
studies of the causes of corruption wasltiternational Country Risk GuidéCRG), which
has been produced since the early 80's. The measysablished by the Political Risk
Services Group, and provides a cross country measiuthe perceived level of corruption
within a country «over a moving average of two-ypariods” (PRS-group in Escaleras et al.
2010:440-441). The judgment as to how corrupt thentry is made by resident and non-
resident experts on the situation in each countryconstructing the numbers for 2009 the
following sources were used: «Asian Development kBaffrican Development Bank,
Bertelsmann Transformation Index, Country Policg &mstitutional Assessment, Economist
Intelligence Unit, Freedom House, Global Insightid aMerchant International Group (...),
Political and Economic Risk Consultancy and the M/&conomic Forum.” (Escaleras et al.
2010:440-441). The index is a scale from 0 to 6retegher values indicate less corruption
(Dreher and Schneider 2010:221). The index is tedrto capture the degree to which “high

% In describing the ICRG the access to informatiosoimewhat limited, since complete access must bgtidar more than
| can afford. Hence, | do not have access to pgreaurces of the methodology of the measure, amt rely on what
researchers have written about the measure. The EDRGption measure must not be confused with ICRGaI of
Governance Index, of which the corruption indegn$y one of three components (Brautigam and Knadd20After email
correspondence with the PRS-Group it has beenroadi that details of the methodology and sourcesat publicly
available.
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government officials are likely to demand speciayments,” and “illegal payments are
generally expected throughout lower levels of goment” in the form of “bribes connected
with import and export licenses, exchange contrtdg, assessment, police protection, or
loans.” (ICRG in BrautigamandKnack 2004:279).

An advantage of this measure is that it has beeasured annually since 1982 and
thus allows for panel studies (Alesina and Wedd¥220The backside of it is that it is only

available to paying customers.

The Corruption Perceptions Index

The Corruption Perceptions Inde¢CPIl) published by Transparency International (il
poll of polls made up of several surveys from saléifferent institutions (Escaleras et al.
2010). The index “ranks countries in terms of tlkegrée to which corruption is perceived to
exist among public officials and politicians.” (Tigparency International 2010a:1). The index
is composed of a series of surveys conducted lgriassof well reputed organizations. The
argument for applying this wide array of surveys danstructing the index is that it
strengthens the reliability. The index ranges fl@ifmost corruption) to 10 (least corruption)
(Transparency International 2010a).

A criterion for being included in the index is théne surveys seek to measure
perceptions of the “overall extent of corruptiobgth regarding the size of transactions and
how often such events occur amongst politicians state officials, and that the different
countries are given a rating. The surveys provitteeethe perceptions of business people or
groups of experts i.e. academics. Business pe@gsigonses have been averaged over two
years to increase the stability of the index, thés not been considered necessary when
dealing with expert assessments. For a countryetenbluded in the survey, at least three
independent surveys must be available for that trpurEach survey must have been
conducted in more than one country with the samedhodelogy in each country
(Transparency International 2010a). The methodolofgthe index has been adjusted twice
since it was first published (Transparency Intaomatl 2010a), something that makes it
unsuitable for use in panel studies (LambsdorffZ200

How many sources are included in the index vandggh their availability
(Transparency International 2010a), i.e. in 199itsisted of 12 surveys from 7 institutions
(Persson et al. 2003).
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The Control of Corruption Index
The Control of corruption indeCCI) was developed by The World Bank’s researchers
whom were highly critical to the quality of the easure. The main difference in what these
researchers did from the Tl-researchers was inofudnore sub-indexes from “reliable
commercial country risk assessment organizatiorss rwn-governmental organizations.”
(Andvig, Fjeldstad, Amundsen, Sissener and Sgi2000:46). Like the CPI, the CCl is a poll
of polls, building on a series of surveys. Severfathem are also applied in the CPI i.e.
surveys from the Asian Development Bank, the Afriddevelopment Bank, Bertelsmann
Transformation Index, Freedom House, Global Insi@htbal Risk Service ExpérThe aim
of the CCl is similar to that of the CPI: to caguhe «perceptions of the extent to which
public power is exercised for private gain, inchglboth petty and grand forms of corruption,
as well as "capture" of the state by elites andapei interests.» (Kaufmann 2010:4).

This index is one of the World Banks World Goverraindicators and was published
biannually from 1996 and annually from 2002 (Wdslank 2010d). The index ranges from -
2.5 to 2.5 with higher values indicating less cption (World Bank 2010c).

World competitiveness report

The corruption index of the World CompetitivenesspBt (WCR) measures the “extent to
which improper practices (such as bribing and qurom) prevail in the public sector”
(Fisman and Gatti 2002:343). The measure ranges fio(less corruption) to 100 (more
corruption) (EMF foundation in Fisman and Gatti 2P0 Respondents of the survey are top
and middle managers in the countries in questiate$Aand Di Tella 1999). According to
Ades and DiTella (1999; 1997a) it was published989, 1990, 1991 and 1992. Based on the
information | have on the measure it would be axrte classify this as a perceptions based
measure. The wording changed slightly between #agsyfrom “extent to which the country
prevents corruption” (1989) to “extent to which gavment regulations prevent improper
practices in the public sphere” (1990) and the reéxte which “improper practices (such as
bribing and corruption) prevail in the public spéer(1991-1992) (Ades and DiTella
1997a:1031). This may have had an effect on thdtselsetween the years, however, it would

still be right to consider the measure a perceptlmased measure.

4 For a complete list of surveys included in the G&x# the website of the Worldwide Governance IndisafWorld Bank

2010c).
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Global competitiveness survey

The Global Competitiveness Survé$CS) is published by the World Economic Forume Th

respondents are the top leadership from approxiyn&8@00 companies. They are asked to
rate “their perception of presence of irregulafdiional payments connected with import

and export permits, business licenses, exchangeotgritax assessments, police protection or
loan applications in their countries” on a scalenirl (more) to 7 (less) (Fisman and Gatti
2002). In other words, this is a perceptions basedsure.

3.2.2 Experience based measures
German exporter index

The German Exporter Inde¥GEl) is an index based on interviews with German expsrte
On average ten, and a minimum of three, respondeiths business experience from the
country in question are interviewed for each copicluded in the survey, and are asked to
judge the "[t]otal proportion of deals involvingdkibacks” (Neumann 1994 in Fisman and
Gatti 2002:342). The index ranges from 0 (less)@amore) (Fisman and Gatti 2002:342).
The respondents were given a promise of confidégtigAdes and DiTella 1997a). A
strength of the index is that all the respondeataefrom the same country and thus may to a

larger degree have a common understanding of vaneiption is.

The Business International measure

Business International Corporation (Bl), which water to be merged with The Economist

Intelligence Unit, in the 1980’s an early 1990'sbjished an experience based measure of
corruption. Bl surveyed business people station®daal (I presume that means outside the
US) concerning corruption, amongst other issuesni@A008). Since | have not managed to

encounter the original methodology, | have to metysecondary references: “The Business
International index of corruption is based on agliisinessmen in different countries, on an
ordinal scale, the extent of bribery they face.affont and N'Guessan 1999:289). Ades and
Di Tella present the survey slightly different: 'Bliegrees to which business transactions
involve corruption or questionable payments" (Adesl Di Tella 1999). Not viewing the

exact wording of the original questions, it stikesns appropriate to consider this an
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experience base measure. The measure rates ceuwnirie scale from O (less) to 10 (more).
The Index is available for 68 countries (Fisman &aditi 2002).

Like The German Exporter Index this index has #uvantage that the people
surveyed come from the same country (the US), dus$ tmay provide slightly more
comparable responses (Ades and DiTella 1997b:498).

World Business Environment Survey

TheWorld Business Environment Sur{®yBES)is a survey of managers and owners of over
10.000 companies in 80 countries and one territbay was conducted in 1999-2000. It is
based on face-to-face interviews (World Bank 2011Id)e survey presents two relevant
measures that concern the frequency and amountbafsbpaid to government officials (Lee
et al. 2010). One of them measures the incidemoafuption among business respondents,
while the other measures the total amount of mosggnt on bribes. Since both are
operationalizations of corruption, | will includeth of them in my analysis. The respondents
are presented with one statement and one questids: Common for Firms in My Line of
Business to Have to Pay Some Irregular 'AdditidPayments' to Get Things Dorg™On
Average, What Percentage of Revenues Do Firms Yikers Typically Pay Per Annum in
Unofficial Payments to Public Officials?{World Bank 2000). The formulations “firms like
yours” and “in my line of business” are meant tduee possible effects of self-incrimination
but at the same time aims at capturing the respusdpersonal experience (Treisman
2007:214).

3.2.3 Data sources available for country- and regimespecific studies
Tanzi (Tanzi 1998) lists a series of data souraeslable for narrow-focus studies: Media

reports, internal or public inquiries, differentrisoof judicial documents, such as reported
crimes or convictions, and finally questionnaireimterview based data. Many researchers
also seem to rely on publications by other reseaschThese data sources will in turn be

elaborated on in the following paragraphs.

5 Alternative responses: "(1) never, (2) seldom,g@netimes. (4) frequently, (5) mostly, (6) always.

(Fan et al. 2009:22).
e Response alternatives: " (1) 0%, (2) greater thand less than 1%, (3) 1-1.99%, (4) 2-9.99%1(05)
12%, (6) 13—25%, (7) over 25%” (Fan et al. 2009:22)
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Media-reports

Corruption reports from well reputed newspapers aradazines, such as Le Monde, the
Economist, The Financial Times, and The New Yorkn8s etc. may be valuable in
uncovering single episodes or the extent of comup(Tanzi 1998). A great advantage of
journalistic sources is the chance journalists rhaye in many countries to protect their
sources (Kvam 1995:21-22). Police or varying cdribarlies do not to the same extent have
this option (Giertsen 2008:212). This advantageanffidentiality may also be used by people
whom may know of offenders to inform the public vatit personal risk. Another strength of
the media is their great freedom to choose how wak; there are few procedural demands
regarding how information is acquired (Kvam 1995%:2dlow me to provide some examples
from the literature:

Eker (Eker 1981:180) surveys reports of corruptiordaily newspapers in Nigeria
from 1970 to 1979. He finds that the number of regmb cases varies along with important
changes in society: the reconstruction years fotigwthe civil war (1970-1973) with
decreasing reported corruption, a period of higtraase in government expenditure and
inflation hard times in the agriculture etc. (19I@I76), with increasing reported corruption,
and finally a period with political stability anelative control on expenditure and inflation,
with decreasing reported corruptiont must not be pointed out that these data salyimgp
about whether the people accused were ever codwictd they had misused their offices at
all, nor do they say anything about the amounoofuptionnot uncovered.

Schwarts’ also primarily relies on reports of ction published in the press in the
Soviet Union (Schwartz 1979:426). Of course, asadets also points out, relying on media
reports from the Soviet era is very problematic ttueensorship.

Public or internal inquiries

One may apply data from inquiries in single orgatians such as tax administrations or other
public organizations or bodies, or public inquires at state level. The problem regarding
internal inquiries is that they may not be publiakailable (Tanzi 1998:577). Public inquires
typically are publicly available. These are prolyalviore commonly applied in corruption

research, thus the focus in these paragraphs evdhbsuch.

7 It must be said that Eker also relies on otheraes. | only wish to give an example of how mdiised data have

been applied.
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The perhaps foremost example of a corruptionedlaublic inquiry is the work done
by the Parliamentary Committee of Inquiry on thefigg1993) which was related to the
“Mani pulite” processes in Italy. These documenerevone of the data sources for Della
Porta (2001:8-9). l.e. the committee was able &wdrery intimate information from insiders
like ex-Mafioso Leonardo Messina: “There are magtsts very close t€osa Nostrgthe
Mafioso name of the Mafia]. In my own province kBeanever heard of any magistrates who
actually belong toCosa Nostra but there are magistrates who are very closet™o i
(Parliamentary Committee of Inquiry on the Mafia93%6 in Della Porta 2001:8-9).
Information of how many judges may have had retetito the mafia and how close to the
mafia they might have been, if it is true, is imf@tion that probably could not be captured by
any cross national measure of corruption, at leastny of those that exist today. However,
to gather detailed information of such circumstanoe a whole country, not to speak of
comparable data for many countries, may never Bsiple.

James (2010:437), studying Thailand, provides rpression of the levels of
corruption by referring to reports of the Countar@ption Commission (now the National
Counter-Corruption Commission). These are basethwsestigations of possible corruption
incidents initiated after being brought to attentlny government departments or individuals.
Based on these investigations the Commission pesvésh estimate of how much money has
been misused. Their numbers indicate that there amagicrease in misused money from
317.9 million baht ($13 million) in 1986 to 1.26lkmn baht ($50 million) in 1992.” (James
2010:437). James compares these numbers to nuwibtrs Office of the Auditor-General
which has the more routine task of checking migisitccounts. Here, there is an increase in
misuse “between 1987 and 1990 from 108.7 millioht{&4.3 million) to 175.5million baht
($7 million)” (James 2010:437). In other words, tbeburces show an increase, however, the
sizes of both the initial numbers and the respedhereases, are clearly diverging.

Judicial documents

The source of data that may strike one as moswvaeteis how many or how severe
corruption-related crimes have been committed. Tdata on convictions may be thought to
be a good source. However, researchers have matiaesuch data primarily may be applied

for studies within single countries (Goel and Nal4998).
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Flanary and Watt (Flanary and Watt 1999:527), istuady of corruption in Uganda,
apply data from the National Fraud Squad. They gmegxact numbers of corruption,
embezzlement and bribery offences reported, chaagddeading to conviction, respectively.
Presenting such nuanced data; not only convictiomeported incident may give a more
complete image. However, still we know little ofvintarge proportion of the actual amount of
corruption is reported or leads to conviction.

Johnston (Johnston 1983:30) does something simiar counts the number of
corruption conviction in 85 judicial districts ¢ US 1976-1978. Wedeman (Wedeman
2008:10) does something of the same in China; pert® the number of economic crimes
filed.

Kneen (Kneen 2000:350) analyses amount of repdstdzery cases in a Moscow
court, and showing that the number increased frafnid 1998 to 493 in 1999. An objection
here is to the content validity; bribery is a munerower concept than corruption.

Again the “Mani pulite” processes provides an astdinary case regarding the
amount of information available. By 1998 4000 peodpad been investigated, the prosecutor
had requested that 2970 were charged, the invasggadge had charged 1063, and 438 had
been convicted (Della Porta 2001:12). Still, theeenbers clearly illustrates the weaknesses
of relying on data from the judicial. Whether yoelyr on data from investigations,
prosecutions or convictions will affect the numbéicases, and presumably also the severity
of the cases a researcher operates with. In adddifferent prosecuting authorities may have
different traditions regarding how many they wamtprosecute, and different investigative
judges may have different norms regarding when gregs charges, even if, as we may hope,
the number of convictions would be pretty much Haene between different judges and

jurisdictions. However, comparison between coustisgprobably out of the question.

Questionnaires and interviews

Tanzi also mentions questionnaires as an optiorcdtlecting data for country- or region-
specific research (Tanzi 1998:577). These can la¢eteto single organizations or political
bodies or to whole countries. The same can beatsdt interviews. However, a challenge in
these to regards is that often corruption cannostbdied without at the same time being

revealed, and thus is clearly unattractive for mekb are involved in illegal activities to
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respond to such queries (Blundo 2007:30). Interggewalso may provide problems with

inaccurate or selective memory (Treisman 2007:216).

Prior research

Many researchers also seem to rely heavily on pesearch and conclusions drawn by
colleagues. They do not always seem to considevaheity or reliability of these data. Let
me provide some examples:

Matti (Matti 2010:403) states about the Mobutuimegyin the Democratic Republic of
Congo that “[t]his network was permeated by witlnrgption at all levels. It is estimated that
while in power Mobutu and his close associates qeéoed between $4 billion and $10 billion
of the country’s wealth.” this conclusion is dexviey referring to Dunn which has concluded
that “[ijt has been estimated that Mobutu and Hose friends pillaged between U.S.$4
billion and U.S. $10 billion of the country's wedlt(Dunn 2002:53). This conclusion is
drawn with referral to Collins (Collins 1997:278hwclaims that “As recently as mid-1996,
ex-Zaire was seemingly mired in an endlesgiplonged transition to democracy, yet
another chapter in Mobutu's adept maneuveomngtiin the privileges and stolen billions
(variously estimated at between $4bn and $10brgrl his close cronies had pilfered over
32 years of dictatorship” without referring toyane. Thus, our possibilities of controlling
these claims are somewhat reduced. In additiorugtroe pointed out that these numbers are
highly diverging with a difference of 6 billidn Such long reference chains clearly are
difficult and time-consuming to evaluate the quadf.

Another example is Sun who claims that “[e]conomaarcities rooted in China’s
central planning did create incentives for bureaticrabuse in the Spartan era of Mao
Zedong. But corruption was relatively insignificastmpared with the reform era” (Sun and
Johnston 2009:8). This is done by referring to akl®ection by Julie Kwong (1997), and an
article by Alan Liu (1983). The former | did notigaaccess, the latter has collected primary
data based media reports. Thus, even if relyingnedia reports is involved with issues of
reliability and validity, it is easier to assesedh issues in the case of Suns article, where we
have the chance to find the primary source, as sgapto the article of Matti referred to in the

previous paragraph.

8 Matti also relies on several other data sourchis Jource is presented only to illustrate thitgpdata source.
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Anyhow, my point is to illustrate that researcheften rely on the work of other

researchers as data for their own work.

Source triangulations

In country- or region-specific studies it is proyatmore common than not to rely on a series
of data sourcesAn example of this is the UN-report “Report of tAanel of Experts on the
llegal Exploitation of Natural Resources and Otli@rms of Wealth of the Democratic
Republic of Congo” (UN 2001). This report has relien a series of sources: Primary data
collection: “Official documentation from ministriesd other institutions as well as recorded
minutes of meetings involving various relevant e£toSecondary sources: “Reports,
workshop proceedings, published and unpublishedatiire”; Interviews: “Structured, semi-
structured and open interviews as well as intergiexgulting from various network referrals.”
(UN 2001: paragraph 9). Clearly, this gives theeagshers much greater opportunities to
consider the reliability and validity of a rangesafurces, and thus they may be able to draw

stronger conclusions.

3.3 Measurement errors: formulating hypotheses
Several problems can be identified with all of thegpproaches. In the following sections |

will present some criticisms. The “methods debata’esearch on causes of corruption seems
to be much focused on the issue of which data jgjpeoariate to rely on to draw inferences
(following i.e. Philip 2006). In this section | will present the mainwargnts for and against
application of the different categories of data.asl@rement error is a central issue. This
discussion will form the basis of the formulatidinseven hypotheses.

Measurement errors are commonly categorized ingystamatic measurement errors
and systematic measurement errors (King et al. 1964 classical and non-classical
measurement errors (Chen 2007), or white noisebéawk noise (Bertrand and Mullainathan
2001). Unsystematic measurement errors are much pesblematic that systematic
measurement errors; the consequence of the fosmely less efficient estimates (King et al.
1994:158; Midtbg 2007a:88), while the latter magviie us with estimates that simply are
wrong (King et al. 1994:156). Bound states thatdfiects of measurement errors may range
from simply providing less efficient estimates sttiations where (...) observed data exhibit
relationships that are not present in the erroe fodata; and (...) even the signs of the
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estimated coefficients are reversed.” (Bound e2@01:1-2). In addition it may be very hard
or impossible to determine the sign of systemagasarement errors (Drosg 2007:15). In the
following sections | will first discuss problems ahsystematic measurement errors in the
different data sources. Then | will move on to dss possibilities of the presence of
systematic measurement errors. These discussidntownd the basis of the formulation of

seven hypotheses which are summed up in table 2.

Table 2: Hypotheses presented in this chapter

Hypothesis| Operationalization of corruption |Expected effect onrelationship between
corruption and variables of Chapter 2

Hla: Cross-national survey measure Lower likelihooddbserving effects
H1b: Cross-national survey measure  Not lower likelihood for observing effects
H2: Perceptions based measure Lower likelihood for observing effects
H3: Experience based measure Lower likelihood for observing effects
HA4: Cross-national survey measure  Higher likelihood for observing effects
H5: Perceptions based measure Higher likelihood for observing effects
H6: Experience based measure Higher likelihood for observing effects

3.3.1 Possible classical measurement errors in cotion data
The classical measurement error-assumption isntiegsurement errors of a variable is not

related to the true value of the variable, nortaey related to observed or true values of the
other variables that may be of interest in our ys®d, nor the measurement errors of these; in
other words that they are unsystematic (Chen 200%2ch measurement errors even each
other out; one respondent may over-report, but somelse may underreport and thus bring
balance to the measure. This is relatively unproble; it would just provide us with less
precise answers.

A problem of the cross national measures is how ¢bncept of corruption is
commonly defined amongst these measures; theyoavagie and general that they become
empirically ungraspable. l.e. the amount of conupbbserved, depends on how “amount” is
defined; does it mean many transactions or lamgestctions? (i.e. Bardhan 1997dhese
two features may differ quite substantially (Nye5TR There are in addition many different
types of corruption, and a vague formulation cheanbens up for personal interpretations.

This may be a source of noise in the data.

9 Here, the World Business Environment survey presidn exception since it presents one measureideint and one of
amount (World Bank 2000).
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In comparison, the data applied in area-specitidiss may provide greater chances to
secure the content validity, thus the content vgliof these sources may be stronger than that
of cross-national measures. Firstly, when studgingle countries researchers are not forced
to rely on general definitions of corruption thaaymot capture the content of the concept in
country-specific contexts (Tsai 2009). This mayegilrem less erred data. According to many
this is “the way” to study corruption, because tierand understandings of corruption are
country specific. Some claim it could be studiedhwi regions (Becker et al. 2009). Greater
inclination of considering different sources of amhation is clearly important when
considering the quality of the data in countryr@gion-specific studies.

Based in the classical measurement assumptionthendrgument that area-specific

studies are a way around this | formulate Hla:

Hla: Operationalizing the dependent variable, corruptioms a cross-national survey
measure gives lower likelihood for observing effexmimpared to country- or region-specific
studies.

However, there may also be reason to assume tteasdarces applied in area-specific studies
are not much better. When it comes to trying tg samething about the amount of
corruption, other than claiming that it exists, dbedata sources may come into problems
similar as those of the cross national measureg €amnot presume that media reports,
conviction rates or public inquiries may presentmbers representative of real level
corruption. According to Lambsdorff the cross-nasibperceptions based measures perform
better in this regard; media reports, convictiotadgtc, say nothing of the overall prevalence
of corruption; the judgment of experts may (Lambfd2006).

Documentation of convictions, investigations andhsglearly may provide correct
claims about the corruption incidents they concedmnt they do clearly not provide
information about other corruption incidents andynthus to a larger extent reflect the
capacity of the police and courts and such measuagssuffer from severe bias (Charron and
Lapuente 2010; Ades and Tella 1996:6).

An objection to the issues of lack of clarity of atlcorruption is when applying the
cross-national measures is presented by Andvighoene (1990 in Andvig et al. 2000).
They construct a multiple equilibrium model suggesthat bribe sizes and bribe frequency

will be highly correlated, so this problem may bed serious for the perceptions indexes than
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many have suggested. Lambsdorff (1999) from thissiciers it likely that the CPI measures
both concepts and that the index captures the mgsbrtant sides of corruption even if
concepts and questions are vaguely formulated idvAy et al. 2000). If this is valid for the
CPI, it would be valid also for the other percepsidased measures since they in this sense
are very similar.

When it comes to classical measurement errors @icolis repeated measurement
(Hu 2007:2), which may both help us determine wéethere is a measurement problem, and
provide more reliable results with the greater amianf data. Comparing data collected at
different points in time, checking stability (folang Grenmo 2004), and comparing different
data based on the same theoretical concept, clipthen equivalence (following Grgnmo
2004), are common ways of testing the quality ef data. Tests of the stabilities of the CPI
and the CCI are presented in tables 3 and 4 regplgctThese show that the reliability of
both measures is high. For the remaining measuaés are not available for such test.
However, | may test the equivalence by referringstich tests done by other researchers.
These are presented in tables 5 and 6 respectilhese correlations give reason to argue
that the data have high degree of reliability, witle lowest correlation being between the
CClI and the WBES (74.4 percent), and with mostiotpen or being above 90 percent. The
lowest correlation between two perceptions basedsmores is between the WCR and the
ICRG at 82 percefit This seems quite convincing and many do agresuch a conclusion
(i.e. Treisman 2000:411; and Arvate et al. 2010)cokclusion like Arvate’s that i.e. “the
choice of Tl [CPI] should not be a major problemfate et al. 2010:1015) seems justified.
The data from the ICRG are not publicly availalde, | can't run stability tests myself.
Alesina reports that there is very little variatiowver time in the ICRG index (2002),
something i.e. Escaleras, Lin and Register (204K94 as a sign of high stability.

Data sources available for country-or region-specstudies also provide clear
problems regarding validity and reliability. Mediaports may be affected by journalists
perceptions of the severity of issues with cormptitheir interest in covering the topic; that
media tend to jump onto cases if they have beerredvby other journalists, is not an
unknown phenomenon (Midtbg 2007b). This justifiespgicism towards the degree to which
media reports may provide a measure that is stalde time. If a corruption scandal should

% Since | do not have access to primary sourcesaniyrof these measures, | must rely on correlagiesented by others.
l.e. the data from the ICRG is not publicly avaitabb | may i.e. not test the correlation betweendl and the ICRG and
have no secondary source on this correlation.
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occur this may affect the attention the topic reegiand thus give a rise in media reports both
in numbers and in the severity they report withoedessarily reflecting an increase in overall
incident or severity of incidents. A change in fedtom politicians, i.e. in rhetoric or through
passing of legislation, may also affect media repavithout being reflections of actual
changes (Scarrow 2007:201-202). The same skepti@gsto some extent also justified
towards documents from public inquiries; howevilg problem here is rather that they are
likely to cover certain incidents or shorter pegaf time; thus data based on media reports or
public inquiries may not be applicable for estabhg general tendencies of corruption,

perhaps not even within the same country.

Table 3: Correlations between different years of th CPI Table 4: Correlations between different years of th CCI.
1996 2001 2002 2003 2004 2005 2006 1996 1998 2000 2002 2003 2004 2005
1996 1 1996 1
2001 0,949 1 1998 0,930 1
2002 0,949 0,991 1 2000 0,921 0,989 1
2003 0,952 0,990 0,992 1 2002 0,914 0,971 0,984 1
2004 0,954 0,981 0,980 0,990 1 2003 0,909 0,969 0,980 0,986 1
2005 0,952 0,978 0,975 0,986 0,994 1 2004 0,903 0,963 0,974 0,981 0,985 1
2006 0,956 0,966 0,962 0,975 0,984 0,991 1 2005 0,905 0,948 0,957 0,964 0,973 0,982 1
2007 0,961 0,963 0,960 0,967 0,978 0,958 0,988 2006 0,900 0,944 0,955 0,958 0,967 0,977 0,990
Source: Norris (2009 ) Source: Norris (2009 )
Table 5: Correlations between different corruptionindexes Table 6: Correlations between different corruptionindexes
ICRG WCR GEI CPI BI GCS WBES CPI CCl
1999-2000 2000 2000
ICRG 1 WBES 1 791 0.744
WCR .82 1 1999-2000
CPI 2000 1 978
GElI .88 .88 1
CCl 2000 1
CPI 95 -89 92 1 Source: Treisman (2007:218)
Bl .86 .83 .89 .95 1
GCS .91 .93 91 .95 88 1

Source: Fisman and Gatti (2002 in Arvate et aL@0015)

Data drawn from the judicial sector may be lesdbj@matic than both media reports
and data from inquiries as far as stability overetiwithin the same country is concerned. This
claim, however, presupposes that the capacity hititiyaof police, prosecutors and courts are
stable over time, something that very well may hetthe case (Butt 2009). If there are
changes in the capacities or foci of the police, phosecuting authority or in the courts this
clearly may affect the stability of the data. Howevit would still be hard to determine

whether the observed corruption levels are reptasea of the actual levels of corruption.
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Based in the arguments that data applied in greeH&c studies may be just as

problematic as cross-national data, | formulatedtypsis 2:

H1lb: Operationalizing the dependent variable, corruptiods a cross-national survey
measure does nagfive lower likelihood for observing effects congzhto country- or region-
specific studies.

3.3.2 Possible divergence between experience baaed perceptions based data
Even if the different quantitative cross nationatadare highly correlated with each other,

Treisman (2007), as already mentioned does findrding results between the two. Thus it
seems that those 10-30 percentages that measanast aorrelated may be more severe than
it may appear at first sight.

An important difference between the perceptionsetacross-national data and the
experience based cross-national data are thatedmomdents are not asked to provide an
image of their own personal experience; perceptiorey not capture the underlying
phenomenon (i.e. Bardhan 2006; or Andvig et al.0208Iso one of the “fathers” of the CCI
admits that this may be a justified concern withcpptions based data (Kaufmann 2010). It
seems appropriate to ask whether it is possiblentw the answer to questions about the
extent of something that per definition is hidd@me experience based measures may be
better in this sense, since a personal experierae e considered closer to reality than a
mere perception (Russell 1948).

Based in these arguments it seems appropriate dstiga whether the perceptions
based measures may be noisier than the experieaszd measures, and thus formulate

Hypothesis 2:

H2: Operationalizing the dependent variable, corrupti@s a cross-national perceptions
based measure gives lower likelihood for obseraffgcts compared to country- or region-
specific studies and operationalization throughexperience based cross-national measure.

However, some additional arguments may be posedteong this hypothesis. The fact that
the most commonly applied perceptions based meagsueepolls of polls presumably should
contribute to evening out the measurement errbus mmaking measurement errors a smaller
problem. In addition the World Bank researchersehavanged the weighting of their various

sources from just taking the simple average sottiesources that provide results diverging
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from the rest are given less weight in the consimacof the index. This is done to minimize
the effects of measurement errors (Kaufmann &t%89 and 1999a in Andvig et al. 2000:47).
The CPI has gone through similar changes (Lambk@064 in Connelly and Ones 2008).
How specifically the ICRG is constructed, againymortunately not public.

Rubin argues that any attempt at constructing gectize measure, in other words a
measure based on actual experiences, will facelggmsbof non-response and thus be as
problematic as the perceptions based measuresnRualdi Whitford 2008). Treisman (2007)
shows that analyzing causes of corruption applp@egeptions based measures of corruption
provide clearly more significant effects than whanning the same models with experience
based measures as the dependent variables. Adevélaborated below, and as Treisman
himself argues (2007:228), this may indicate sysatemm measurement errors in the
perceptions based data. However, it could alsahbe Treisman’s findings occur due to
unsystematic measurement errors in the experiessedomeasures.

These arguments, and the empirical evidence prdviaay point in the direction that
the perceptions based measures mastimmgerthan the experience based measures.

Formulating Hypothesis 3 seems justified.

H3: Operationalizing the dependent variable, corrupti@s a cross-national experience
based measure gives lower likelihood for obsenegffgcts compared to operationalization
through perceptions based cross-national data awedntry- or region-specific studies,
respectively.

3.3.3 Non-classical measurement error
Most frequently, measurement error in a given \deias assumed to be independent of the

true level of that and all other variables in thed®&l including measurement errors of those
(Bound et al. 2001:1-2). Results achieved whenyapglcross national survey measures, both
experience based and perceptions based are indegdnient if high explanatory power is
the goal, something it often but unjustly seemiagMidtbg 2007a:104). Treisman presents a
number of models with a range of operationalizatiohthe dependent variable; most of them
achieve explanatory power of between 55- and 96egm¢rand some of them even above 90
percent. This does not, of course, in itself mdw neasurement errors are systematic, but it
may justify some suspicion. When it comes to uregsysttic measurement error the only
solution is to compare to more reliable data thatmay collect from subsamples of our main
samples, i.e. we may go into deeper detail on &asuple and collect data that we with
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greater certainty may assume are correct (Chenl.eR0®5). Such auxiliary data are
unfortunately rarely available (Hu 2007:2-3), aradraption data is no exception. Thus we
may not be sure whether the measurement errors ayehawve are unsystematic. However,
there are several arguments having us suspecththaheasurement errors in cross national
corruption data are systematic.

Bertrand and Mullainathan (2001:3-4) point to thregues of survey data that may
lead to systematic measurement errors. Firgthgnitive problemamay involve that the
guestions asked may make the respondents elit¢dicenemories that may affect how they
answer. Could it be that the mere fact that thparedents are asked about corruption makes
them weight experiences with corruption more thhaytweightnot experiencing such
incidents? Or in the case of academics who aredaskeut their perceptions; may they
weight certain "more interesting” reports or camtacidents of media coverage more than
reports reporting less corruption or the absenceetfia attention?

A second issue that may affect survey data towaydgematic measurement error is
social desirability respondents want to appear as they believe ottens them to appear, or
to appear in accordance with their own preferer{Bestrand and Mullainathan 2001:3-4).
This may be particularly relevant for business ngans who answer questions about
corruption; they want to appear more in accordawd@ whichever norms they see as
“correct” in any given situation, and thus undeapOr, since the exact wording in the so
called experience based measures may be interpastegeaning other companies than the
respondents company, they may be inclined to oot the incident of corruption amongst
their competitors. Academics may want to appeamkedgeable, and thus perhaps may be
inclined to over-report.

Another problem that may cause systematic measmesrrors is the problem that
people may not know, but still pretend they do {Berd and Mullainathan 2001:68-69);
Respondents may think they should have an answeplysibecause they are asked the
guestion, in stead of just admitting that they moesure or do not know or that their opinion
is that it is impossible to know, if that shouldthe case.

To decide whether respondents answer honestlyndeda and based on actual
knowledge that may conform to reality, is of coulsed to determine. However, there seems

to be increasing agreement in the literature thatlikelihood of systematic measurement
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error is higher than previously believed (Chen 200hat this may occur in survey data has
been shown by several researchers (i.e. Bollin§88;land Bound and Krueger 1991).

There are also arguments pointing in the directi@i the cross national survey data
on corruption may be subject to systematic measemémrrors. Heywood claims, regarding
the perceptions based measures that they may lecsub a problem of endogenity; He
considers it likely that the perception of corroptifrom one year may be affected by the
rating the same country has gotten in the indeguestion or different indexes in previous
years (Heywood 2007:698). It is not unthinkablet thaperience based measures may be
subject to similar problems.

Another possible source that may produce bias endidita, and for which the cross
national survey data on corruption have been @éd; is sampling. The CPI has been
criticized that the share of respondents beingn@ssi people is biased towards western
business people whom may have quite different péares of corruption than would local
business people or foreign, non-western businespl@dPhilip 2006; Bardhan 2006). l.e. it
may be the case that foreigners are forced to graget bribes than domestic business people
(Bardhan 2006).

That data sources available for country- or regpecific studies also may have large
problems is clear from the discussion above, howekiese problems are likely to be country
specific; it is unlikely that all countries expearee similar fluctuations or stable biases in the
data that are available, i.e. media report or adion rates. Thus there is little reason to
assume that there are measurement errors in th&séhdt are systematic across countries.

Based in these arguments | formulate hypothesis 4:

H4: Operationalizing the dependent variable, corruptias a cross-national survey measure
gives higher likelihood for observing effects comepao country- or region-specific studies.

3.3.4 Possible divergence between experience baaed perceptions based data
Researchers have posed arguments pointing in thetidn that the perceptions based data

have more problems with systematic measurementseth@an do experience based cross-
national data. Treisman (Treisman 2007) compareditidings applying perceptions based
measures and experience based measures, respeatidelinds highly diverging patterns of

causality, even if as stated above all models &ehiegh R2. Applying perceptions based

measures, high development, long traditions wibttertll democracy, a free press which is
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widely read, a high female representation in cénpalitical bodies and a tradition of
openness to international trade seem to be falgading to less corruption. Natural resource
dependency, intrusive business regulations andedigiable inflation seem to lead to more
corruption. However, when applying experience baseasures, only GDP per capita and,
marginally, the time it takes to start a busindssye significant effects on the degree of
corruption. Treisman further suggests that systenma¢asurement error in perceptions based
data may be caused by the belief among respondéntisat causes corruption; theliefthat

the explanatory variables found to have significafifécts have significant effects may have
lead respondents of perceptions based measuresteocountries based on the assumed
correlates of corruption, and not based on “thémaly independent” judgments of
corruption levels (Treisman 2007:228). That theyrhe systematic measurement errors in
perceptions based cross-national data on corruialso strongly suggested by Hawken and
Munck (2011) and also Ko argamajdal2010).

Based in this discussion it seems justified tonfaiate Hypothesis 5:

H5: Operationalizing the dependent variable, corrupfi@s a cross-national perceptions
based measure gives higher likelihood for obsenéfigcts compared to operationalization
through experience based cross-national data orntgu or region-specific studies,
respectively.

However, there are also arguments pointing in tinection that experience based
cross national data should be troubled with systienmaeasurement errorbleywood claims
that the fact that there are many business peoptagst the respondents i.e. of the CPI may
skew the results in favor the opinions of only aetevant segment of people (Heywood
2007:698). If this is the case, the surveys mayging us the whole picture of corruption.
Since there is some evidence that major publicraots may be particularly vulnerable to
corruption, we may suspect that business people away-report compared to the real and
complete picture (Heywood 2007:698). However, | tpertly object to these arguments.
Also other experts than business people respotitetsurveys. However, for the responses of
business people the point may be valid, and theiditlal result may be partly skewed. If this
indeed is a problem it would be so to a larger rixter the experience based measures than
for the measures that are only partly based ororesgs from business people.

Based in this argument | formulate Hypothesis 6:
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H6: Operationalizing the dependent variable, corrupti@s a cross-national experience
based measure gives higher likelihood for obsenréfigcts compared to operationalization
through perceptions based cross-national data aldntry- or region-specific studies,
respectively.

Figure 2: Causal diagram of all hypotheses
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3.4 Concluding remarks
Recall that the idea of discussing the issues eaglon this chapter was derived from

Treisman’s suggestion that there might be a cawgdationship from perceived causes of
corruption to perceived levels of corruption, affieg the results when applying these data.
Figure 3.1, presented in the beginning of the draitistrates this relationship. Figure 3.2
illustrates this relationship and also illustratd®e causal relationships presented the
hypotheses formulated in this chapter. Note thetettpossible characteristics and effects
thereof have been hypothesized for the cross-ratfmaerceptions based and experience based
measures, respectively. Two characteristics andcsffthereof have been hypothesized
regarding data and research that may be considenaatry- or region-specific; | have not
found reason to suspect that measurement errdlege data should be systematic, at least
not systematic across countries, which would biatefest in this thesis.

The only clear and simple conclusion that can lavdrbased on the discussions of
this chapter is that corruption has been studiedany ways, none of which is unproblematic.
The advantage for the researcher to dig deeper th@odata material, make individual
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judgment in the course of the research processmake qualitative and presumably qualified
judgments about reliability and validity as thealate collected and analyzed may strengthen
the conclusions drawn from narrow-focus researcwéVer, as King et al. points out
researchers of these approaches are not protectadniaking measurement errors (King et
al. 1994:155-156). This should also be clear frtwa discussions of this chapter. Williams
claim may be somewhat pessimistic but neverthelassrative: “[ijt seems (...) almost
inevitable that the ‘evidence’ used by studentscafruption is bound to be fragmentary,
biased, anecdotal, potentially misleading, impresstic and inadequate,” (Williams,
1987:27-28 in Sandholtz and Koetzle 2000:33).

In the next chapter | will move on to elaboratingtbe mode of analysis of this thesis,
logistic regressions. The data sources elaborateh this chapter will be the explanatory
variables, and conclusions of researchers, as stisduin Chapter 2, will be the dependent
variables in a series of logistic regressions.
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Chapter 4: Choices of methods and data for this trss

The task of this chapter is to describe how théleras raised in the previous chapters will be
answered. Table 7 sums up the dependent variabtebypotheses. The aim of this study is
not to determine whether there may be certain stieeworks on the causes of corruption
that may diverge in its results, but rather (1)miap the general picture of agreement or
divergence, and (2) find out whether there are iiperauses of such divergence springing
from the choicesof dataon corruption.

I will start out with discussing the choice ofjaantitative method for this thesis, then
| will discuss how quantitative methods may be sggpin reviewing literature; then | will
move on to describe how the variables are opewimed, before | describe how | will
analyze the data through a series of binary lagreigressions. Finally | will describe how |

have constructed the data set.

Table 7: Summing up the goals of this thesis

Dependent variables and departure for descriptivanalyses (described in Chapter 2)
1 Whether researchers have concluded that econobecddiization leads to more corruption.

2 Whether researchers have concluded that democeagslto less corruption and/or that
autocracy leads to more corruption.

3 Whether researchers have concluded that regimesitians lead to more corruption.

4 Whether researchers have concluded that strongerodeatic traditions lead to less corruption.

5 Whether researchers have concluded that higheretegf media freedom and presence leads to
less corruption.

6 Whether researchers have concluded that higher@oandevelopment leads to less corruption.

7 Whether researchers have concluded that higheredegf natural resource dependency leads to
more corruption.

Hypothesis  Operationalization of corruption Expected effect on relationship between corruptioand
variables of Chapter 2 (described in Chapter 3)

Hla: Cross-national survey measure Lower likelihooddbserving effects
H1lb: Cross-national survey measure  Notlower likelihood for observing effects
H2: Perceptions based measure Lower likelihood for observing effects
H3: Experience based measure Lower likelihood for observing effects
H4: Cross-national survey measure  Higher likelihood for observing effects
H5: Perceptions based measure Higher likelihood for observing effects
H6: Experience based measure Higher likelihood for observing effects

4.1 The choice of a quantitative approach
Recall the discussion of the methods debate irb#égnning of the previous chapter. Which

method would be best to shed light on the quenmk lypotheses | have formulated? The
complexity of both the phenomenon corruption anel thany ways in which it has been

studied point in the direction of a qualitative eggch to this topic, since qualitative
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approaches to a greater degree may study the dep#uzial phenomena (King et al. 1994;
George and Bennett 2005). One may imagine that swntiee richness that the qualitative
articles, and perhaps also of the quantitativelagj could be reduced applying a quantitative
approach. A qualitative approach also would hal@v&d me to elaborate to a greater extent
on finer differences in understandings of the exalary dimensions applied by different
researchers. Choosing a quantitative approach slioe/to meaningfully look at a wider set
of cases (Landman 2002:897). Quantitative methosupgerior when it comes to drawing
conclusions based on a large population (MahonéB,2George and Bennett 2005), and
there has been conducted a quite extensive amdussearch on this topic; thus there are
many cases available. In addition | do not onlyhwiis discover whether there are diverging
conclusions regarding the explanatory dimensiohave described; | want to discover the
degree towhich there is agreement among researchers. Thigspm the direction of
choosing a quantitative approach. Regarding theataanalyses; whether, and the extent to
which, results may be determined by data sourcéiseofiependent variable, also is a research

guestion that follows a similar quantitative logic.

4.2 Reviewing literature quantitatively
Wolf (1986) suggests what he calls meta-analysia agpod way of reviewing literature

guantitatively. This approach applies the coeffitseof former gquantitative studies and
analyzes them quantitatively. Judge provides amei& of this within the field of corruption
research (2011). However, | also want to includeliss that haveot applied quantitative
methods. To meet the challenge of making studied/mg different approaches comparable
for application in quantitative analyses, | firstnsidered applying fuzzy-set analysis to
construct the data set; applying such an approasbuld started with defining a set i.e.
“analyses supporting the hypothesis that democleagls to less- and autocracy to more
corruption”. Then | would have rated the units fr@n“not member of set”, to 1, “full
member of set” (following Ragin 2000). This appioas thus merged of both ideas from
gualitative and quantitative methods in that yofindea qualitative frame and give the units
numbers of the degree to which they are memberhefset. The data may thea. be
appliedin ordinarylinear regression.

A problem, I realized, with this approach is thiatould be very hard to determine in
such fine detail the degree to which a researchakse found support for the different
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hypotheses; in particular this would be true ofsthavho do not provide conclusions
expressed in numbers. Even though it would be @btimmdescribe with numbers the degree
to which different researchers have found the &ffdcam interested in, it seems more
plausible to decide whether or not they have fosandnh effects. This is called discrete
choice problem (Glasgow 2008:513). More specifically it talk of an ordered choice
situation which, in theory, consists of three categs; The categories fall into a natural order
and the simplified expressions of an underlyingticmous variable ranging from positive
effect, through no effect, to negative effect. edry the outer limits of a variable are i.e.
“‘democracy explains all of thpresenceof corruption” and “democracy explains all of the
absencaf corruption”.

In other words, what | will do is to go throughamge amount of relevant scientific
publications and categorize whether they find ileathigher degree of democracy leads to
more corruption (-1), has no effect (0), or leanldetss corruption (1). In order to do this |
have to choose a cut-off point defining at whichnpahe different analyses should be
appointed the different values (Ragin 2008). Reiggrthe quantitative analyses, statistically
significance at the 10 percent level seems as son@ble cut-off point for negative and
positive effects, respectively. Had the sampleslieghpn corruption research been much
larger significance at the 5 percent or 1 percemtllcould have been appropriate. However,
most samples, as described in the previous chaptgain only between 50 and 200 units.
Non-significant results seem appropriate to assignvalue 0. The results not expressed in
numbers must be assigned values based on howprietehe formulations of the researcher.
This may be more challenging and must be done wittion and a conscious mind.

Such research has been met with some skeptidisenchoices of cut-off points and
the process of assigning values may be biased {R&§8), i.e. the researcher’s wish to have
his/her hypotheses supported may lead to systemmegasurement error in the collection of
data (King et al. 1994:155-156). These are issuegsit be aware of when collecting the data.

4.3 Operationalizations of dependent and independérariables
The dependent variables are operationalized inrdaoge with Chapter 2 and are summed up

in Table 7 above. Considering that the dependemahlas defined for this study have three

possible values (i.e. -1, 0, 1) it would intuitiydbe more correct to apply ordered logistic
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regression or multinomial logistic regression (Ld#p7). However, none of the dependent
variables have sufficient amounts of values intlalee categories; they may have many on
two of them, and few or none on the remaining vallris units will be given the appropriate
values based on whether they have found the edéestribed in the statements in Table 7: i.e.
if researchers have found that higher level of damamwy leads to less corruption | code the
articles 1. If they haveot found this, if they have found that there is nfeeif or that more
democracy gives more corruption, | will code them 0

The explanatory variables are formulated in acamdawith Chapter 3 and are
summed up in Table 8. | make one explanatory viriabt of each of the three perceptions
based measures that are applied by many researfthersCPI, the CCI and the ICRG
measure). The three remaining perceptions basedsumesa and the experience based
measures have been merged into “Other perceptiassdomeasure” and “Experience-based
measure”, respectively. This has been done in daleeach a sufficient amount of units of
each of the values of the explanatory variablesta overcome problems with discrimination
(elaborated below). The former all contains pelicggtbased measures that are not “polls of
polls”; these are less commonly applied and it im@ynteresting to see if they differ in results
from the more commonly applied perceptions basedsores. The latter variable is merged
for the obvious reason that they are measures ef stime kind; experience based.

The variable “Data sources available for countapd region specific studies” is
expressed in such a wide category in order to caphe idea that approaches allowing the
researcher to base judgments of causal relationsim@ wider array of data sources and thus

possibly strengthening validity and reliability, wh may provide more reliable results.

Table 8: Operationalizations of explanatory variabés

ICRG: Dummy-variable: If the study in question has applieis measure, | give it the value 1.
CPI: Dummy-variable: If the study in question has applieis measure, | give it the value 1.
CCl: Dummy-variable: If the study in question has applieis measure, | give it the value 1.

Other perceptions | The remaining perceptions based measures haveeeat dpplied often enough to form
based measures: | basis of independent explanatory variables andthilé be merged into one variable with
the value 1 if such a measure has been applied.
Experience-based | The experience based measures have not been apfiied enough to form basis pf
measures: independent explanatory variables and will thusnimrged into one variable with the
value 1 if such a measure has been applied.

Data sources If an article has applied qualitative method(s)has applied some quantitative measure
available for developed for one country or region, it will begivthe value 1 on this variable.
country- and
region specific
studies:
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4.4 Binary logistic regression analysis.
The basic idea of logistic regression analysi©iésstame as that of ordinary linear regression,

but they differ on some details (Skog 2007:352) Téason why we may not apply ordinary
linear regression, i.e. Ordinary least squares (Ode§ression, is that the most important
preconditions for this kind of analysis are notfifidd with a dichotomous dependent
variable; we will not have linearity, we will expence heteroscedasticity, and lastly we may
end up predicting values that are outside the rasfgthe dependent variable, i.e. values
higher than 1 (Eikemo and Clausen 2007:83). Whl& @ about calculating the estimates so
that the error terms are minimized, in logisticresgion we calculate the estimates based on
the principle of Maximum Likelihood; we want to manize the likelihood that the dependent
and independent variables occur together (EikentbGlausen 2007:83). In other words the
estimates are calculated so that they to the lam@snt possible converge with the observed
values of the dependent and independent variaBlksrio and Clausen 2007:151). OLS is in
fact a special case of maximum likelihood. When ¢h®r term is normally distributed and
the residuals are homoscedastic (as assumed in, @eS)ikelihood of observing the exact
data set that we have is highest when the sum udred residuals is as small as possible
(Skog 2007:362).

Recall that the mathematical expression for omgimagression is as follows, a straight
line (Skog 2007):

Y=b1+b2- X

When applying logistic regression, however, we canassume the same preconditions
fulfilled, most importantly because the regressime probably won't be a straight line.
Logistic regression is based on calculations dliiloods; i.e. the likelihood of ever having
tasted an alcoholic beverage may increase slowiy fthe age of 0 up until the mid-teens,
then it will increase dramatically for a few yeaasid then it will flatten out; it will never
reach 100 percent. In other words logistic curvesSashaped (Skog 2007:354). However, in
preparing the data for a logistic regression we sakk to fulfill the linearity assumption we
know from OLS. This process consists of two stéipst, we need to calculate odds. The odds
expresses how much larger the likelihood is foeaent to occur than for itotto occur, or

vice versa (Skog 2007:363). Based on the odds \gealate the logits (the natural logarithms)
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of the odds. The estimation of the model is basethe logits (Long 1997:2). The odds are

calculated as follows:

Occurence

Odds =
Non-occurence

l.e. if there is a 60 percent chance that somethitighappen, there is a 40 percent chance
that it will not happen; the odds is 0.6/0.4=1l8stmeans that it is 1.5 times more likely that
the event will occur. If the chancdsr and against occurrence are equal the odds is 1.

Specific to the context of this thesis we may stiagefollowing:

Odds (conclusion that democracy leads to Number of supporting conclusions
less and autocracy to more corruption) =Number of non-supporting conclusions

In order to analyze the relationships between tifierdnt explanatory variables and the
dependent variable we need the logits. The valae the logit scale related to the dependent
variable is the point in the scale where there asemany units with as without the
characteristic of the dependent variable; poskmi@es indicates that more than 50 percent of
the units have the characteristic and negativetdogidicate that less than half have the
characteristic. The advantage of the logit calemtats that it “straightens out” the S-shaped
relationship between the variables (Long 1997:2femv the share of values with the
characteristic of the dependent variable closesl@® percent, the logit will approximate
infinite positive values and it will approximatefimte negative values when the share closes
on 0 percent. In other words we now may observaticgiships between the variables that
may be expressed approximately as a straight $ked 2007:356). We may now formulate

the following regression equation:

1 re
- (b0+b1*X1+b2*X2...)
1+e

=
I
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This equation states the expected value on thendepé variable given the value on the
explanatory variableY indicates the share of units with the characierist the dependent
variable, or the probability of observing a “1”. @Hl"s under and above the bar indicate that
this is number for which we want to calculate thelability. The intercept is bO; the value of
the dependent variable when the independent vadaie Og, the symbol in the right hand
end of the equation, | is the error term (Skog 2888). The error term in this situation is not
normally distributed, and homoscedasticity may betassumed. These are assumptions of
OLS-regression, which are reasons why we may nalydpLS with dichotomous dependent
variables (Skog 2007:360).

bl indicates the increase in the dependent variallen the independent variable
(X1) increases by one unit and likewise with b2rétation to X2 and so on. In logistic
regression these numbers inform us of how muchidg changes when the independent
variable increases by one unit. The advantage @fréicoding into logits is mathematical
simplicity, not simple interpretation; a certainadge in an independent variable may be
expressed with the same relationship to the dependeiable at all levels (Skog 2007:358).
In the next section | will describe how we may mé#kese numbers more interpretable.

4.4.1 Interpretation
The lettere in the regression equation is the base of a nallagalrithm (2.7182...). That this

number is powered by the expression - (b0+b1*X1Ki2*.) indicates that we want to find
the antilogarithm, or the exponential function,-db0+b1*X1+b2*X2...) (Skog 2007:358);
this calculation gives us the number that we i3 tontext call the odds ratio; it expresses
(approximately) the relative change in odds; hownynames larger or smaller the odds is
when the explanatory variable increases by on Uinite want to express the changes in
percent we may, since the explanatory variables ais dichotomous, simply subtract 1 from
the odds ratio and multiply this number by 100 @ao and Clausen 2007:92). This is the
simplest way of interpreting the regression paransan logistic regression (Skog 2007:364).
We have discussed possible increases or decreasédsls; but increases or decreases
compared to what? We need a reference point inrdodeletermine whether an odds has
changed or not. This is done by deciding on anagibry variable whose odds to which we
will compare the odds related to the other explanyatariables. First we calculate the odds of
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the reference category; the odds ratios based enesiimates of the other explanatory
variables will then describe thelative change in odds compared to the odds of the referenc
category(Long 1997). Technically, in SPSS, this is donenoy entering the explanatory

variable that will serve as reference category ith® regression, or in newer versions of
SPSS, you may enter all explanatory variables a@8SSexcludes one of them. This will

make SPSS calculate the odds of the excluded Var&in calculate the difference in odds
between this and each of the other explanatoryabkes. It is, of course, important that the
data set does not contain variables that shalbaahcluded as explanatory variables (except
the reference category) and have units concussiiy values on the dependent variable in
unfortunate ways, since this could make the refararategory wrong and thus mess up the

interpretation of the whole model.

4.4.2 Test statistics
Also the test statistics of the logistic model diferent from those of OLS-models. When

considering the goodness of fit of the whole maslellook at the so called -2 log likelihood-
value (or just -2LL). This is a measure for how Mtk data fits the model. Small values
indicate that the model fits well (Skog 2007:36B)e measure is the equivalent of “sum of
squared errors” that we know from OLS-regressidko@S2007:368). The value is the natural
logarithm of the likelihood value multiplied by -Zhe value in itself is not very informing,
but we can see whether there is a statisticallyifsdgnt change in the value between models
and thus determine which model is best (Luke 20084). We compare the -2LL of a model
without the explanatory variables (a “reduced model”) with -2LL of the model with the
explanatory variables by conducting a Chi-squasedé“goodness of fit” (Mays 2011) which
expresses the difference between the two -2LL wa{E&kemo and Clausen 2007:88). The chi
square of these two values may be tested with alyewvhich expresses the likelihood that
the difference between the two models is a reduttomncidences. In other words if the p-
value related to the chi square test of the diffeeein -2LL values of the reduced model and
the full model is 0.1 or lower, we may assume that explanatory variables contribute
significantly to the model (Eikemo and Clausen 288Y. In other words this forms the
equivalentof an F-testin OLS.

In OLS tests of “goodness of fit” and expressiaispredictive efficacy, like R?,
capture the same substantial notion (Long 1997)logistic regression, goodness of fit
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captures the match between the observed frequeactkshe values you would have if the
model was the true generator of the data. Predidfficacy, on the other hand, concerns the
ability of a model to correctly predict a case’sueaon the dependent variable. We may very
well observe a strong goodness of fit, but not highdictive efficacy (Long 1997; also
Hosmer and Lemeshow 2000). Several measures oicpvedefficacy in logistic regression
have been proposed, so called pseudo- R?, i.e&Colxeand Snell R2 and the Nagelkerke R2.
However, the meaningfulness of these measures ighty ldiscussed; firstly because they
may not express anything meaningful (Hosmer anddsérow 2000:164; Skog 2007 )and
secondly because readers acquainted only withrliregressions mabelievethey express
something along the line of R2 values in OLS-regimss (Hosmer and Lemeshow 2000:164).
In fact Hosmer and Lemeshow primarily discuss peet? because they believe they have to
since these values are reported by many statistifte/are tools; however, they recommend
not reporting them (Hosmer and Lemeshow 2000:187¢. attitude that these values should
not be reported is also supported by Eikemo andugela (Eikemo and Clausen 2007);
conclusions of whether our explanatory variablegerggnificant contributions to the model
must be based on the Chi-square test of goodne$is @&ikemo and Clausen 2007:88).
In addition to testing whether the model as a whsgnificantly contributes to the
goodness of fit, we want to see if the individugblanatory variables have significant effects
on the dependent variable. In OLS this is done dnydacting a t-test and interpreting this
directly or looking at the related p-value. In Istig regression we look at theald-testor the
related p-value. Like the t-test, the Wald testo@sed on comparing the size of the b-
coefficients (here the logits) with the size of tbeor terms (Skog 2007:368:374). More
specifically, by dividing the b-coefficient by thiatcoefficients standard error and multiplying
that value with itself (King 2008:376). | will interet the related p-value that SPSS will
calculate for me. However, these values must berpngéted with caution since they do not

provide the same accuracy as the equivalents of @k8g 2007:375).

4.4.3 The assumptions of logistic regression.
The assumptions of logistic regression analysis samgilar to those of ordinary linear

regression, only somewhat simpler (Skog 2007:3&lhce the dependent variable is
dichotomous we don't need to assume the same dtitietia of the distribution of the error

term, normal distribution and homoscedasticity ($R007:380).
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Firstly, we must assume that (1) the logistic cugiees a correct description of the
empirical correlation. This assumption is alwayiilfed if the explanatory variables also are
dummy-variables. | will include one control variak{elaborated below) which is continuous,
thus | need to evaluate whether the assumptionifiied. This can be done by conducting a
Hosmer-Lemeshow (HL) test; this tests whether #grassion curve deviates significantly
from the S-curve; if the HL-test is statisticaligsificant the assumption is not fulfilled. This
may be solved by adding the quadratic term of tk@amatory variable in question to the
regression equation or by replacing the variablé ws logarithm (Skog 2007:380-381:Chap.
14).

Secondly (2) the observations must be independeah® another. This assumption
will always be fulfilled if we operate with a simgprobability sample and not longitudinal
data (Skog 2007:380); thus this assumption isliedfiin the analyses of this thesis.

Thirdly (3), when applying categorical explanatorgriables, which | do, we may
encounter an issue called discrimination. The soofdhe problem lies in the way in which
the logit and the odds are calculated. Recalltttebdds are calculated by dividing occurence
with non-occurence. If one of these values are perdose to zero, the quotient will also be
zero or close to zero, and calculating the logit & impossible. A possible solution is to
merge one or more explanatory variables (EikemoGadsen 2007:129-130).

Fourthly (4) we must seek to make sure that thepeddent variables we integrate in
our models are the variables that actually maya®pthanges in odds of occurrence of the
dependent variables; in other words making suré¢ there are not other, confounding,
variables that we should have included in the mtukl actuallypartly or fully, are the ones
explaining the variation in the dependent varigblee need control variables. This
assumption is at the same time the one of grestdsstantial importance and the one that is
hardest to fulfill (Skog 2007:380-381). Recall thatthe previous chapter | discussed that
many researchers oppose to conducting analysesvetithwide geographic scopes because
certain causal relationships may be specific totagercontext (or Skocpol 2003; i.e.
McKeown 1999). In the context of my analyses we nmaggine that | may find that i.e.
researchers having applied certain data also hawdied certain contexts like specific
countries, regions, or groups of countries that maye certain features in common. | will
seek to control for context by adding control viales for the region in which the analyses of

my sample have been conducted. Constructing the kit (elaborated below) | have also
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coded which country or group of countries the sthdg focused on. This has formed the
basis for control variables: whether they have $eclion communist- or post-communist
countries, since corruption by some is seen ambawispecial place in post-communist (i.e.
Kneen 2000) and communist countries (Sun 2008);tvenehey have studied Sub-Saharan
countries; whether they have focused on high-incometries, since effects of the different
explanatory dimensions may play very different sole different economic environments
(Huntington 1968); | will also add a control foretlyear in which the analyses have been
conducted, following the notion that social sciesheuld be cumulative (Mahoney 2003) and
that the accumulation of knowledge may lead resemscto having new and more insight on
which they may found stronger analyses and coramgsil will also apply whether the study
has been conducted with OECD countries as samplesrdrol variable. One may argue that
this captures much of the same notion as thatgif-lncome countries, however, many new
members have been included into the OECD whichnateextremely rich. In addition, the
organization has long had a goal of promoting deawc and good governance (OECD
2011), thus it is interesting to look at such dedf | will also in one model include a control
for whether the researcher has conducted a paradysa or not, since the descriptive
analyses indicate that this may have affected csmats.

4.5 Creating a sample:
Selecting the sample | have conducted a searcheoword «corruption» in the I1SI Web of

Knowledge website and done the necessary refinenuérihe search. The time span in the
search is «all years», meaning that the last articthe search was published in 2010 and the
first was published in 1956. This search gave me&l3dhatches. Next | went through the
abstracts of all 3411 articles in order to deteemwhich seemed relevant. For a few articles it

" first by ticking «social sciences» and then bylesing philosophy, cardiovascular system and céodiy demography,
medical laboratory technology, linguistics, eneagyl fuels, surgery, pharmacology and pharmacypzgopsychiatry,
construction and building technology, agricultwwemmunication, information science and library scig family studies,
computer science, pediatrics, geochemistry andrgesiqs, literature, pathology, water resourcegira®ry system,
automation and control systems, acoustics, enviemah sciences and ecology, plant sciences, fadliorand television,
toxicology, geriatrics and gerontology, mathematiefectious diseases, marine and freshwater byologtruments and
instrumentation, medical informatics, engineeriegal medicine, substance abuse, research andraep¢al medicine,
operations research and management science, teteauoations, history and philosophy of sciencegfsoience and
technology, reproductive biology, physiology, rabst sport sciences, archaeology, imaging sciendghotographic
technology, biochemistry and molecular biologye ktiences and biomedicine - other topics, genatidsheredity, forestry,
materials science, obstetrics and gynecology, bédity and conservation, meteorology and atmospkeiences,
oncology, physics, physical geography, mathematindl computational biology, immunology, anatomy aratphology,
optics, neurosciences and neurology, transportatigiical care medicine, radiology, nuclear megkécand medical imaging,
biophysics, fisheries, arts and humanities - otbgics, geology, mechanics, science and technelogyer topics, nutrition
and dietetics, ophthalmology and general and iatanedicine.
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sufficed to read the title, and in a few casesd tmdo some deeper reading in the article.
Many articles were concerned with i.e. definingraption or studying consequences of
corruption and thus where not relevant. Some agidoncerned causes of corruption but
were not relevant because they did not focus orthveinesomething has lead to more or less
corruption, but i.e. rather takes it as a presupposof their own study, or that they study the
implementation process of anti-corruption polidye teffect of which has not yet been seen.
Due to my lingual limitations, only studies in Eistj, Scandinavian languages (except
Finnish) or Spanish may be included. After thisliprmary reading | ended up with 784
publications which | went through in order to catege all relevant results and the data with
which they had operationalized the dependent varidh course of the process of going
through the articles in more detail |1 concludedt thidl many of them were not relevant. |
ended up extracting data from 285 of th&nSome of them had to be excluded because |
could not gain access to them through the UoB tjbrim all 88 article’. Assuming that
these articles would have had the same “fall-oat'epntage in the second round of going
through them as the articles to which | had accesguld be missing 32 articles. This is
probably not a big problem.

| decided to categorize theesults from different analyses as units rather than
categorizing different publications as single uiiithe two should not be the same; i.e. one
publication may discuss the effects of economierhlization in India and China and find
diverging results; such a study would provide twitsiresults. Publications applying cross
national quantitative approaches often run sevesgtessions. In such cases | include the
models that are “unique” in the sense that theynaterepeated several times in the study or
repeated with fewer controls. If almost the samelehds presented but withther controls
than other models in the same publication, this ehedll be included as a single unit. If
identical models are presented, but with differsagnples or differing operationalizations of
the dependent variable or differing operationailared of independent variables, their results
will also be included as separate units. | have atgled variables as having effect if they are
found to have an effect in interactions with aeliéint variable. | ended up having coded 1218
different results from 609 different analyses/medel

12 See Appendix for complete list of publicationslirded in the sample.

See Appendix for complete list of publicationsaoich | did not have access.
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| also categorized the year in which the study wablished and it's geographic,
socio-cultural or socioeconomic scope, i.e. whiolrdry or region was studied, or if only

high-income countries were studied. These datadde basis for control variables.

4.6 Concluding remarks
| have established that the approach of this thegjsantitative, and that | will run a series of

logistic regressions. The results of previous neteavill serve as dependent variables,
operationalized as dummy-variables. The main exag variables will be the data choices
made by researchers, also dummy-variables.

In the following chapter | will present the resulté the analyses of each of the
dependent variables. Starting with descriptive ysed, and then moving on to the causal
analyses.
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Chapter 5: Analyses

In this chapter | will present the results from #ralyses of each of the dependent variables,
beginning with descriptive analyses of the degreagneement between researchers. In the
descriptive analyses | will lay emphasis on thdiexs, i.e. those that find that democracy
leads tomore corruption, and try to give an impression of whgy have concluded thus.
Following the descriptive analyses of each of timethsions | will, where the data allows for
it, regress the conclusions of researchers ondhiety of data choiceheymayhave made.

First | will analyze the data | have collected mefyag effect of economic liberalization
on corruption These data only allow for descriptive analyseg;esthe dimension appears to
almost solely have been studied in country- oraegspecific studies, thus there is no
foundation for comparison. However, the data alfowan interesting descriptive analysis.
Secondly I will present the findings regarditige effect of democracy on corruptiddere |
will present some descriptive analyses, and presemtogistic models. The effect of press
freedom on corruptionvill be analyzed next. Here | will present thregistic models, one
where | exclude a few very influential cases, idiidn to descriptive analyses. The data on
the effect of regime transition on corruptiatso only allow for descriptive analyses. Sixth |
will present descriptive and causal analyses regardhe effects of level of economic
development on corruptierdimension, and finally descriptive and causallyses of the
resource curse dimensippresenting two logistic regression models foséhevo dimensions

also.

5.1.1 The effect of economic liberalization on couption
The degree of agreement in the field that econdiméralization leads to more corruption is

very high, 86.4 percent (Table 9). This clearlytsatoubt on the neo-liberal notion that it
should do the opposite. Disagreeing results areiged in only eight analyses, of which two
conclude that liberalization leads to less coruptnd 6 that it has no effect.

This dimension has almost solely been exploredtunliss with country- or region
specific foci. I'll start with the exception: TheQT is applied as the dependent variable in a
panel study of developing countries by Koyuncu, utkder and Yilmaz concluding that
liberalization leads to less corruption (2010)sthiay point in the direction that such an effect

may be specific to developing countries. It is heogre also interesting that the effect is
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observed in a panel analysis; the strength of pamalyses are that they may establish which

development occurs first in time; causes clearlgihoacur before their effects (Skog 2007).

Table 9: The effect of economic liberalization onarruption: summary of data sources
and conclusion¥'

Effect CPI CClI ICRG WCR GCS| GEI WBES B| Country{Total
reg-spec.

More corruption| 0 0 0 0 0 0 0 0f 51 5186.4 %

No effect 0 0 0 0 0 0 0 0| 6 6 10.2%

Less corruption | 0 1 0 0 0 0 0 o 1 234%

Total 0 1 0 0 0 0 0 0| 58 59 100 %

The second study providing results that liberailtmaprocesses lead to less corruption
is Schoenman (2005). He studies Poland of the 8{@salso claims that the case of Poland in
the 90’s, given the departure as a post-Sovieg,statan “unmatched economic success”.
Schoenman highlights the elaborate system of pubdaitoring of the privatization process
and the rapidness with which it was conducted asraleaspects of why corruption did not
prevail. The conclusion may in other words be djugy because Poland is a divergent case.

A closer look at the six studies concluding thegre is no effect of liberalization on
levels of corruption reveals that there also mag lgeographic pattern in these findings. Four
of the analyses focus on Latin-American countriesictuding that corruption has not
increased as a consequence of economic liberalzéiohl 2004; Di John 2005; Horowitz
2005; Martimort and Straub 2009). The two remainiogus on China (Sun and Johnston
2009) and Singapore (Low 2001), respectively. Tthdysof China concludes that society has
been relatively shielded from an increase in higjrel corruption, which is the main concern
in this thesis; it has however experienced incréaserruption further down in the
administrative system. Singapore has long been agd¢he exception in Asia (Low 2001); it
was not plagued with much corruption before or miyriiberalization processes in the late
80’s and in the 90’s (Low 2001). This is not tg,saf course, that the countries in question,
with the notable exception of Singapore, are raitited with high-level corruption. Only that

the liberalization processes did maiusethe corruption.

14 Recall abreviations: CPI: Corruption Perceptiargek, CCI: Control of Corruption Index; ICRG:
International country Risk Guide; WCR: World conipeéness Report; GCS: Global Competitiveness Surve
GEI: German Exporter Index; WBES: World BusinessiEmment Survey; Bl: Business International.
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The clearest of conclusions regarding this dinwmngs that there is a relatively
overwhelming agreement that economic liberalizatgmocesses thus far have lead to
increases in corruption. This is not to say, ofreeuthat economically liberalized countries
may in the longer run experience better controlcofruption. Further insight into these
guestions is needed.

According to White how people thought about coriupin the 90’s was shaped by a
wave of economic liberalization and democratizatiwat started in the 80’s. Not the least has
these trends of liberalization and democratizaaffected the policy agendas of the large
worldwide development agencies (White 1996:150 lik. The World Bank (Stiglitz 2006)
and The International Monetary Fund (Moschella 300%ese thoughts had great political
consequences. There is great reason to questidhevtibis was a good idea.

These data obviously do not provide a foundatiocoimpare the results given through
country and region specific studies with those ddss-national measures. That so few
researchers applying quantitative methods haveechts study this dimension (only on in
this sample) may be that there is a lack of datevloether or not, and when, countries are in a
liberalization process. Koyuncu et al. (2010) haglved the problem through a panel analysis
applying degree of private versus public activitg the economy which is an
operationalization of this explanatory dimensioattblearly would not be possible in a cross
sectional analysis. However, it does not at allhsémpossible to collect data on whether
countries are or have been in a process of econldmi@lization at any given point in time.
The claim of Bevir (2008) that also theoretical icks may be affected by values may be
supported by these findings; perhaps researchexucting quantitative cross national don’t

see the need to study this dimension.

5.1.2 The effect of democracy on corruption
The data | have been able to collect on studi¢Bisfdimension, is more extensive and allows

also for causal analyses. The main finding is ¢imdy a variable obther perceptions based
measureg“other” than the ICRG, CPI and CClI) is statisligaignificant; application of such
data makes it less likely to conclude that demaclaads to less corruption. | will start with
the descriptive analyses, but will give these sohaess attention than in the prior section
and prioritize the causal analyses since amouattmies is also too large to go through a fair
share of them.
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The sample on this dimension consists of 237 tes(lable 10). Somewhat
surprisingly only 54.4 percent of them support tiation that democracy leads to less
corruption and/or that autocracy leads to moreugiion. 41.8 percent claim that there is no
effect, while 3.8 percent claim that democracy $etdmore corruption and/or that autocracy
leads to less. Let me first try to identify a pattamongst nine outliers concluding that there

is a positive effect.

Table 10: The effect of democracy versus autocra@n corruption: summary of data
sources and conclusions

More democr. |CPlI CClI ICRG WCR GCS| GElI WBES B| Country{/Total

leads to: reg-spec.

Less corruption | 28 42 21 1 0 1 3 } 32 129 54.4%
Has no effect 15 16 27 16 2 3 0 2 18 99 418%
More corruption | 1 0 0 1 0 0 2 2 3 9 3.8%
Total 44 58 48 18 2 4 5 5| 53 237 100 %

First Singapore, again, provides an exceptioom(l2001). Secondly, applying the
WBES as dependent variable and with a sample ofittan economies Clarke and Xu
(2004) find that level of democracy is positivegjated with corruption levels; in other words
their findings may indicate that such a relatiopshetween democracy and corruption is
context specific to transition economies. Italy \pdes another well recognized exception
(Pujas and Rhodes 1999); Italian corruption sus/idespite democracy. The presence of the
mafia and problems with the judicial branch mayfaetors behind this (Della Porta and
Vannucci 2007). Hoetjes makes similar claims irualitative study of developing countries
from 1976 (Hoetjes 1976). This may indicate anottwntext specific effect, however, one
must keep in mind that the data available in 197&®ably were even poorer than they have
been in later years. Three exceptions are provijednalyses by Ades and Di Tella (1999).
These three analyses apply some of the earliess anational data available, Business
International data (1980-1983) and World Compeditess Report data (1989-1990). The
samples are also quite small 52 and 31 countmspectively. | am not able to see that any

geographic aspects should be at play in the samplse intuitively most natural conclusion

5 Bl: Algeria, Cameroon, Kenya, South Africa, Bangladéstia, Israel, Japan, Jordan, Korea, Malaysiajs®ak,

Philippines, Singapore, Sri Lanka, Thailand, AastBelgium, Denmark, Finland, France, Germany, Greleeland, Italy,
Netherlands, Norway, Portugal, Spain, Sweden, $wérd, Turkey, United Kingdom, Canada, Dominican uRdip,
Jamaica, Mexico, Nicaragua, Panama, Trinidad arado, United States, Argentina, Brazil, Chile, Colcamcuador,
Peru, Uruguay, Venezuela,Australia, New ZealandohesiaWCR: Hong Kong, India, Japan, Korea, Malaysia, Singapo
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thus seems to be weak data. The final outlier (A003) is somewhat puzzling, as the author
also admits: the CPI (1999-2000) is applied on wiwle sample of 99 countries and the
explanatory variable of democracy is a dummy oftel@l democracy from Freedom House.
Sung himself points to research providing (Dellart®cand Vannucci 1999; andRose-
Ackerman 1999) that democracy and particularly denatec competition for power may be
associated with corruption. However, this does exqgtlain why these findings diverge so
highly from the vast majority of researchers codaig that there is either no effect or a
negative effect of democracy. The only deviatioris analyses from what most researchers
seem to do, as far as | can see, is that he cerfoolthree different measures for female
representation in political life. The argument ehfemale representation, eventually, having
negative effect on corruption is that women haghéi morale than men (Dollar et al. 2001).
However, many have disputed this claim, i.e. thiahseffects may be culture specific (Alatas
et al. 2009), or that it is spurious and only a timyn the making” (Goetz 2007).

Now | will turn to the causal analyses. In ortteravoid problems of discrimination, |
have merged the WCR and GCS indexes to a varidided namedther perceptions based
measuresThe GEI, WBES and the Bl have been mergdexgerience based measures.

Table 12 shows the reduced model (a model withoplaeatory variables); the share
of conclusions that democracy leads to less cdomptThis model forms a basis of
comparison to the full model. Let us for the sakexplication pretend that SPSS guessed
that all results (constituting my sample) conclutleat democracy leads to less corruption; in
that sense SPSS was right 54.4 percent of the tim#ése reduced model. A crucial point
when moving on is whether the explanatory variabbeges the “guess” correct for a higher
share of the unit§

In the full model the percentage of units corredligssified is 66.2. The Chi-square
test of the difference -2LL from the reduced madethe full model is statistically significant,

indicating that the full model significantly impres the goodness of fit.

Thailand, Austria, Belgium, Denmark, Finland, Frar@ermany, Greece, Ireland, Italy, The Netherlahiigsway, Portugal,
Spain, Sweden, Switzerland, Turkey, United Kingd@anada, Mexico, United States, Brazil, AustraliawNealand,
Indonesia.

18| borrowed this image from Jacob Mays (Mays 2011).
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Table 11: Dependent variable: conclusions of the fefct of democ-
racy on corruption

Explanatory Full model With controls
variable
p-value of Oddsratio p-value of Odds ratio
Wald-test Wald-test
CPI 0,742 1,148 0,966 0,980
CCl 0,181 1,723 0,526 1,338
ICRG 0,096 0,510 0,027 0,368
Other percept.-based 0,002 0,035 0,003 0,041
Experience based 0,106 0,365 0,101 0,343
Country- or region (Odds: (Odds:
specific studies* 15238 000 15238 000
High-income countr/ ~ -- -- 0,025 0,078
OECD - - 0,060 4,614
Year published -- -- 0,091 1,059
Constant 0,134 1,524 0,092 0,000
* Reference category
Table 12: Model summaries
Correct Chi2-test of  p-value of
predictions  -2LL HL-test
Reduced model 54,4 % -- --
Full model 66,2 % 37,528 *** -
With controls 69,6 % 47,978 *** 359

**p<0.01, *p<0.05, *p<0.10

Let's move on to the different explanatory varesbl(Table 11). The reference
category in this model i€ountry- or region specific studigedds = 1.5238); the chance of
concluding that democracy leads to less corrupiroautocracy to more is thus approximately
1.5 times higher than the chance for not doing $@mwconducting a country- or region-
specific study.

In this sample, the odds for concluding that demogrleads to less corruption
increases by 14.8 percent when applying@ié as dependent variable compared to the odds
for such conclusion for theountry- or region- specific studie other words the analyses, in
which theCPI has been applied as the dependent variable, are likely to conclude that
democracy leads to corruption; however the effeciot statistically significant, supporting of
H1b',

The CCI has a similar effect providing higher likelihooar f concluding that

democracy leads to less corruption, with an in@easodds of 72.3 percent compared to

71t the countries had a GDP per capita higher 24000 USD per capita at the time of focus of thelgt
(World Bank 2011a)
'8 See table 4.1. on page 52 for summary of hypothese

70



country- or region specific studiethe effect is not statistically significant, alsapporting
H1b.

In the sample, the analyses applying iBRG-indexare less likely to conclude that
democracy leads to more corruption, with a decréasedds of 49 percent. This effect is
statistically significant at the 10 percent lewglpporting H2. Lambsdorff (Lambsdorff 2004)
claims that the ICRG captures tpelitical risk involved with corruption and not corruption
itself and should thus not be expected to give aalge results; these findings may
strengthen his claim that the ICRG-measure capastightly different concept.

The merged variable @ither perceptions based measusé®ws that studies applying
these measures are less likely to conclude thatodemy leads to less corruption. The
decrease in odds is 96.5 percent. The effect issttally significant, also supporting H2.
These measures have much in common with the CPihen@CIl except they are not polls of
polls; these findings may be an indication thatraggting the results of several polls into one
index may give stronger measures and thus incrisaskkelihood of observing effects; the
same goes for the procedures applied by the WoaldkBand Transparency International,
respectively, to weight the less diverging pollsreaarhe number of units, one must keep in
mind, is not very large with twenty units on theriable.

The merged variable of application of experienaseld measure shows that applying
such a measure, in the sample, decreases the @td83:b percent, however it is marginally
insignificant (two-tailed), supporting H1b. Howeyéne number of units with the value 1 on
this explanatory variable is small so no strongctesion may be drawn.

An assumption of logistic regression is that tffeats of the explanatory variables are
not spurious effects. The way to deal with thisigsss to add control variables to the model
(Skog 2007:chap. 15). | will seek control for cotige In light of the descriptive analyses it
would make sense to control for Italy and Singapbmvever, since a merged variable of
these two contexts only gives 3 units this givesbf@ms of discrimination and cannot be
done. | have constructed control variables for Weestudies have been conducted with focus
on Arab countries, communist or post-communist coasfrsub-Saharan countries, Latin-
American countries, OECD.-countriesmd high-income countriesiespectively. The time of
writing may also be considered a context for trseaecher that may affect the outcome. Thus,
| also constructed the variablear publishedHowever, most of these variables prove to have

problems with discrimination because units with ttedue 1 are too few; these cannot be
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included. | will include controls fohigh-income countries, OECD-countries and publigati
year.

Looking at the p-value of the Chi-square-test we that the -2LL value has changed
significantly from the model without controls (Tabll2). Thus the controls contribute
significantly to the goodness of fit. The percemtad units correctly classified has increased
from 66.2 in the model without controls to 69.6he model with controls.

Researchers studyin@ECD-countries are much more likely to conclude that
democracy leads to less corruption; the increagkarodds is 361.4 percent. This may be an
expression of the focus of the OECD *“to contribiatesound economic expansion in member
as well as non-member countries in the procescafianmic development” (Convention on
the OECD 1960: Article 1 (b)), and the fact thathbdemocracy promotion and promotion of
good governance are central to OECD (OECD 2011).

Controlling for high-income countries show thasegarchers focusing on high-income
countries are much less likely to conclude that aaacy leads to less corruption. The odds
decreases by 93.2 percent. This may indicate thlenwcountries become very rich an
eventual effect of democracy whither away and bexolass important if important at all.

The effects of the other explanatory variablestpreiuch remain the same in the
model with controls: of the variables with sign#it effects, the odds ratio of the ICRG
further decreases somewhat. The odds ratiotluér perceptions based measureslightly
higher, indicating that the likeliness of concluglithat democracy leads to less corruption is
slightly higher when adding controls, but still rhulower than i.e. the reference category
Experience based measurss now very close to being statistically signifitaat the 10
percent level; this may incline us to conclude thpplying experience based measures
significantly decreases the likelihood of concludihat democracy leads to less corruption,
thus supporting H3. However, this statement is nveitie caution.

Theyear publisheeiariable shows us that analyses conducted clogeday are more
likely to conclude that democracy leads to lessuggion. On average there is an increase in
odds of 5.9 percent from one year to the next, windicates some degree of cumulativeness
in the field. However, the degree of agreementuppsrting democracy as having a negative
effect of corruption is still only 54.4 percenttiotal. Since the variablpublication yearis

continuous we must test whether the regressiondomererges to an S-curve; the Hosmer-
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Lemeshow (HL) test (Table 12) indicates that ther@o statistically significant deviation
from an S-shape. Thus, this assumption is fulfilled

Table 13 sums up the findings of this dimensiofight of the hypotheses formulated
in Chapter 3.
Table 13: Results in light of hypotheses of Chapte3

Hypothesis Operationalization of corruption Expectel effect on results Supported?
Hia: | Cross-national survey measure Lower likelihooddbserving effects Partly
| H1b: Cross-national survey measure  Not lower likelihood for observing effects  Partly
H2: Perceptions based measure Lower likelihood for observing effects Partly
H3: Experience based measure Lower likelihood for observing effects No
H4: Cross-national survey measure  Higher likelihood for observing effects No
H5: Perceptions based measure Higher likelihood for observing effects No
H6: Experience based measure Higher likelihood for observing effects No

5.1.3 The effect of regime transition on corruption
As can be seen in Table 14 this dimension has babn studied ircountry- or regions-

specific studies This may be due to lack of data measuring whettamtries are in
transitional situation at any given point in tinklowever, as a consequence | will only look at
this dimensionthroughdescriptiveanalyses.

32 results have been included in the sample.dEgyeee of agreement that transitions
lead to more corruption is very high (90.6 perce@id percent have concluded that there is
no effect, while none have concluded that regimaeditions lead to less corruption. This is
clearly an eye-opener for western governments aganizations promoting democratization
around the world; in particular if we take into agot the many severe consequences of

corruption (elaborated in Chapter 1).

Table 14: The effect of regime transition on corrupion: data sources and conclusions

Regime CPI CClI ICRG WCR GCS| GEI WBES B| Countryi/Total

transitions give reg-spec.

More corruption| 0 0 0 0 0 0 0 0 29 29 90.6
%

Have no effect 0 0 0 0 0 0 0 o 3 3 94
%

Less corruption | 0 0 0 0 0 0 0 0O O 0 0%

Total 0 0 0 0 0 0 0 0| 32 32 100
%

Again, let's look at the outliers. The conclusioh Moran (1999), studying south

Korea, is that rather than being brought about bynatratization reforms (1987-1997),
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corruption was already there under the previousreg A similar situation is described by
Lodge (1998) in the transition from Apartheid-SouWfrica; the democratization process
didn’t bring corruption about, however its charaalanged somewhat. The same is found in
Taiwan by Fell (2005), however, the author claifmat the political environment shows clear
potential of establishing a cleaner political sgstehrough the presenad# a healthy
opposition.

In other words, generally, democracy promotersiagdathe world should expect their
efforts to promote democratization of authoritarsiates to lead to increases in corruption. It
may of course be that corruption will decreasenmlbng run. However, | have some doubts

as to whether this has been the plan of democnaxygiers.

5.1.4 The effect of stronger democratic tradition o corruption
A highly related explanatory dimension is posedh®y strength of democratic traditions. 124

results have been included in this sample. As seerable 15 there is high disagreement
regarding whether the age of democracy has anteffecurrent corruption levels or not. 49.2
percent find that it does indeed decrease extembotiiption, while 50.8 percent disagree.
None have concluded that stronger democratic toaditlead to more corruption. There is
also relatively wide disagreement between analgpgdying the same approaches to reach
their conclusions. India again provides an ouilethe oneCountry- or region specific study
that has concluded that there is no effect of deea democracy on corruption (Singh 1997).
India has been democratic for more than 50 yeautsstil experiences rampant corruption.
Amongst the rest of the studies the variation isteginigh regarding what they have

concluded. Therefore | will move on to the causellgses.

Table 15: The effect of age of democracy on corrujgin: data sources and conclusions

Stronger democratic CPlI CClI ICRG WCR GCS| GEI WBES B| Countryi/Total

tradition gives reg-spec.

Less corruption 23 28 6 0 0 0 0 q 4 61 49.2
%

Has no effect 30 4 10 0 0 0 18 a 1 6350.8
%

More corruption 0 0 0 0 0 0 0 0f O 0 0%

Total 53 32 16 0 0 0 18 0| 5 124 100
%
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The chi-square-test of the change in the -2LL aidically significant (Table 17),
thus the explanatory variables improve the goodmdsit from the reduced model. The
correctly predicted units increase from 57.5 perte®7.9 percent.

Since there are so fe@ountry- or region specific studieSPI will serve as reference
category (odds: 0.767); applying the CPI the chaacemaller for concluding that stronger
democratic traditions lead to less corruption tftamot doing so.

The variable experience basedneasuresin this analysis faces problems with
discrimination. It cannot meaningfully be mergedhaany other explanatory variable. It must
therefore be excluded from the regression. We nag that all of the units applying the
WBES-measure as dependent variable, have concltiggdthere is no effect of age of
democracy on corruption; this may be because rekgmis to this survey may be less affected
by theories claiming that democracies should be ¢esrupt than many of the respondents to

perceptions based measures (following Treisman)2007

Table 16: Dependent variable: conclusions on effeof strength of democratic
traditions on corruption

Explanatory variable Full model With controls
p-value of Odds ratio p-value of Odds ratio
Wald-test Wald-test
CPI* (Odds: 0.767) 1.000 (Odds: 0.767) 1.000
CCl 0,000 9,130 0,001 7,853
ICRG 0,676 0,783 0,773 1,213
Country- or reg.specif.0,152 5,217 0,208 4,368
Year published -- -- 0,162 0,858
Constant 0,338 0,767 0,162 5,173E+133

* Reference category

Table 17: Model summaries

Correct Chiz-test of p-value of
predictions -2 LL HL-test
Reduced model 57,5 -- --
Full model 67,9 21,689 *** -
With controls 77,4 23,752 *** ,000

N: 124
#+p<0.01, **p<0.05, *p<0.10

Looking at the coefficients we se that applying €CI increases the likelihood of
concluding that longer democratic traditions leadess corruption; the odds increases by
813.0 percent. This is counter to expectations tihese two variables should show similar
effects. We must recall however, that in a sampith iew units, small changes in the

explanatory variables may cause great changeseirtdkfficients, thus the results must be
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interpreted with caution. Neither of the other exyaltory variables give significant changes in
the odds compared to tigPI-variable. In the sample the odds decreases byg&tcént with
the ICRG, and increases by 421.7 percent wiintry- or region-specific studiehus it
would be correct to state that it is the CCI thavidtes from the rest, thus supporting H5
stating that perceptions based measures increaselikbdlinood for observing effects.
However, it is in comparison only to the varialdeuntry- and region-specific studies
conclusion of support to H5 can be made and sudliest have only been conducted by five
researchers thus this conclusion must be drawn eathion. It must also be added that the
CPI and the ICRG, also being perceptions basedhblas oppose H5. Thus no conclusion
consistentvith one hypothesiscan be drawn basedon thesenumbers.

The only control variable with a sufficient amowf units is theyear published
variable.When running a model including this variable in ftk model as a control, it is not
significant. Since this explanatory variable is tbamous | run a Hosmer-Lemeshow test to
see if the relation between the variables is exgeshrough a logistic (S-curved) line. The
test is statistically significant, indicating thtae curve deviates significantly from the logistic
curve. Running the model first with the log (10)tloé year-variable, and also with a quadratic
term together with the original year measure, lgptle significant Hosmer-Lemeshow tests.
Thus this assumption is not and may not be futfifier this variable (Skog 2007).

The surprising divergence between the results edrat when applying the CPI and
the CCI respectively made me go through theselestio order to find a pattern; | found that
of those concluding with no effect amongst thoselyapg the CPI 16 analyses are provided
by Kwok and Tadesse (2006); the effect seems te givto controls of foreign direct
investment, a measure of individualistic versuseativistic cultures, and measures for rule of
law. That may be some of the reason for the divergdetween the CCI and the CPI. It also
may indicate that these three variables appliedKiyok and Tadesse are explanatory
variables that should be investigated further armtercommonly should be included be
included as controls.

Table 18 sums up the findings of this dimensionlight of the hypotheses from
Chapter 3.
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Table 18: Summing results in light of hypotheses
Hypothesis  Operationalization of corruption  Expectel effect on relationship between Supported?
corruption and variables of Chapter 2

Hla: Cross-national survey measure Lower likelihooddbserving effects  No

H1b: Cross-national survey measure  notlower likelihood for observing effectsYes

H2: Perceptions based measure Lower likelihood for observing effects No

H3: Experience based measure Lower likelihood for observing effects  (Not tested)
H4: Cross-national survey measure  Higher likelihood for observing effects Partly

H5: Perceptions based measure Higher likelihood for observing effects Partly

H6: Experience based measure Higher likelihood for observing effects (Not tested)

5.1.5 The effect of presence of a free media on cgption
89 of the analyses in the sample present effect®omption of press freedom or the extent of

media presence (Table 19). The overall agreemeatt dhstronger media leads to less
corruption is quite large, with 79.8 percent of #aalyses concluding that this leads to less
corruption. 20.2 percent conclude that there igffiect. None of the analyses in the sample
have concluded that press freedom or more mediaepce lead to more corruption.
However, the results are diverging between tfiferént methodological approaches;
the majority of thecountry- or region specific studieonclude that there is no effect, while
very few of the studies applying cross nationatpptions based measures conclude likewise.
Let's first look at the outliers among those apmpyiperceptions based measures of

corruption.

Table 19: The effect of press freedom on corruptiarsummary of data sources and
conclusions

Stronger CPI CClI ICRG WCR GCS| GEI WBES B| Country{/Total

Press gives reg-spec.

Less 33 15 13 1 0 0 0 0| 9 71 79.8%
corruption

Has no 0 5 0 1 0 0 0 0| 12 18 20.2%
effect

More 0 0 0 0 0 0 0 0| O 0 0%
corruption

Total 33 20 13 2 0 0 0 0| 21 89 100%

Five of these have applied the CCI as dependerdblar Three of these analyses are
done in Andersen (2009) who studies the effectegfree of e-government on the degree of

corruption. He applies a variety of samples androtsxand in three models he finds no effect
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of degree of press freedom as measured by FreedmmeHthe fact that a measure of e-
government is included, a variable which is not ownly applied may be the cause of the
diverging results. The two remaining analyses veitmilar conclusions are conducted by
Lindstedt and Naurin (Lindstedt and Naurin 2010he3e results may be due to the
operationalization of media presence as number aflior receivers per capita.

The one diverging result where the WCR has beed is an analysis by Brunetti and
Weder (2003). They conduct run several models witter operationalizations of corruption
primarily finding that press freedom leadslésscorruption. They claim that this diverging
finding with the WCR is due to a bias in the WCRng#e towards industrialized countries.

Of the country- or region specific studieoncluding that there is no effect, nine are
from a study by Larmour and Barcham (2006). Theydcat a series of case studies of small
pacific island states. In other words, most of tdoaclusions amongstountry- or region
specific studieshat there is no effect of press freedom and auatranay be specific to the
contexts of the Pacific island states. For the ied& of the studies both with conclusion of
effect and no effect | am not able to find any cleattern. Let’s turn to the causal analyses. In
addition to a model without and with controls, lllvéalso run an additional model where |
exclude the units concerned with the small Padts#iands and the two units operationalizing
mediapresencasnumberof radic receivers.

In the causal analysis of this dimension | enceuatproblem with discrimination on
the ICRG-variable. Therefore this variable mustelzeluded from the analysis, since there
does not seem to be any other explanatory varialtlewhich it makes sense to merge the
ICRG. However, we may note that all of the 13 asedyapplying this measure concluded that
pressfreedomleadsto lesscorruption.

Looking at the p-value of the Chi-square-testhefchange in -2LL (Table 21), the full
model significantly improves the goodness of fdanfr the reduced model to the full model.
However the increase in correct classificationeng/ from 71.6 percent to 75.3 percent.
Let’s turn to the different explanatoryariables.

In the sample, analyses applying the CCI and tRé &e much more likely than
country- or region specific studide conclude that press freedom and outreach ledest
corruption. The effects are statistically significathus supporting H5. THether perceptions
basedvariable also shows increased likelihood of codirlg that media presence leads to

less corruption, but is not significant thus oppgdH5 and supporting H1b. Running a model

78



with the control variables that have the suffici@mhount of units, shows that thear
publishedvariable has a significant effect on conclusiohgre is a decrease in odds of 22.7
percent per year closer to today. With this contihelre is also a substantial increase in the
odds of the CCI and the CPI, by 2274.5 percent 26820.0 percent respectively.

Table 20: Dependent variable: Conclusions on effedf press freedom on corruption

Explanatory Full model With controls Without outliers

variable p-value of Odds p-value of Odds p-value of Odds
Wald-test ratio Wald-test ratio Wald-test ratio

CPI 0,001 8,800 0,000 23,745 0,337 2,200

CcCl 0,041 4,000 0,002 27,220 0,578 1,667

Other percept-based 0,846 1,333 0,653 2,010 0,482 ,3330

Country- or Odds: Odds: Odds:

region specific* 0.750 10004 750 1.000 3,000 1.000

Communist- or post com - -- 0,850 1,408 -- --

OECD -- - 0,521 2,636 - -~

Year published -- -- 0,065 0,773 -- --

Constant 0.514 0,750 0,065 1,579E+223 0,099 3,000

* Reference category

Table 21: Model summaries

Whole models Correct Chiz-test of p-value of
predictions  -2LL HL-test

Reduced model 71,6 % -- --

Full model 75,3 % 13,116 *** --

With controls 82,7 % 22,666 *** 0,586

Reduced model - outliers 82.9 % -- --

Full model -outliers 82.9 % 2.059

N: 81 N, without outliers: 70
***n<0.01, **p<0.05, *p<0.10

However, as shown in the descriptive analysisietimeay be some units that unjustly
affect these results. | will therefore run an addial model where | exclude the units from the
study of small pacific island states (Larmour aratddam 2006), and the units where press
freedom has been operationalized as radio receparsapita (Lindstedt and Naurin 2010).
In this analysis there is no significant changeveen the reduced model and the full model,
and none of the explanatory variables are stati$ficsignificant. The most conservative
conclusion that may be derived from this is that $hhmple is not satisfactorily large to draw
any conclusion. A less conservative conclusions b®&ghat there, when removing units that
are outliers either because they are context speoif because researchers may have
operationalized media presence unconventionally,nar differences between the choices of
data on corruption. Table 22 sums up these findimgjght of the hypotheses of Chapter 3.
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Table 22: Results in light of hypotheses of Chapte3*
Hypothesis  Operationalization of corruption  Expectd effect on relationship between Supported?
corruption and variables of Chapter 2

Hla: Cross-national survey measure Lower likelihooddbserving effects  No

H1b: Cross-national survey measure  Not lower likelihood for observing effectsYes

H2: Perceptions based measure Lower likelihood for observing effects No

H3: Experience based measure Lower likelihood for observing effects  (Not tested)
H4: Cross-national survey measure  Higher likelihood for observing effects No

H5: Perceptions based measure Higher likelihood for observing effects No

H6: Experience based measure Higher likelihood for observing effects (Not tested)

* Based on results of model without outliers

5.1.6 The effects of level of economic developmeart corruption
Looking at Table 23 we see that 407 analyses haen ltonducted of the relationship

between economic development and corruption, tleusglthe explanatory dimension studied
the most. 78.6 percent of the analyses concluaehigher economic development leads to
less corruption 18.2 percent conclude that it haseffiect and 3.2 percent conclude that it

increases corruption.

Table 23: The effects of level of economic develogmt on corruption: data sources and
conclusions

Higher economic |CPI CCI ICRG WCR GCS| GEI WBES B| Countryy/Total

development reg-spec.

Less corruption 116 115 54 3 2 2 23 4 1 320 78.6
%

Has no effect 21 12 20 13 0 2 4 2 0 74 18.2
%

More corruption | 0 0 10 3 0 0 0 o0 O 13 3.2
%

Total 137 127 84 19 2 4 27 6| 1 407 100
%

Of the ten analyses applying the ICRG as depdndamable and concluding that
higher economic development leads to more corroéven analyses with different samples
are provided by Baksi, Bose and Pandey (2009),aanithey also point out, these results are
surprising. They control for fuel exports and impas share of GDP and in addition they are
panel analyses; this combinatioray be the reason why these results are obtainedthfeae
remaining are done by Dreher and Schneider (201€) samples of only high-income

countries, something that might indicate that oifi itountries, the richest are more corrupt.
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The three studies applying the WCR-data concludthgt higher economic
development leads to more corruption is done bysAated DiTella (1997a) applying a very
small sample of only 32 countries which seems tedmaewhat biased towards high-income
countries®, thus expressing a similar sample bias as the §tydreher and Schneider.

The data material is too large to discuss in deththe 74 analyses finding no effect. |
will move on to the causal analysis. Again the ealfor positive effect and no effect will be
merged®. The Country- or region specific studigsust be omitted due to discrimination,
which is unsurprising since there is only one uhite CPI will serve as reference category
(odds: 5.5238). The chance of concluding that higkmonomic development leads to less
corruption is approximately five and a half timegher when applying the CPI than for not
doing so. Since, as discussed, some outliers hppked panel analysis, | will include a

dummy for whether such analysis has been applied.

Table 24: Dependent variable: conclusions on effeof economic development on

corruption
Explanatory variable  Full model With controls
p-value of Odds p-value of Wald-test  Odds ratio
Wald-test ratio
CPI* Odds: 5.5238 1.000 Odds. 5.5238 1.000
CCl ,198 1,647 ,092 1,952
ICRG ,001 ,327 ,000 ,013
Other percept.-based ,000 ,056 ,359 ,638
Experience based ,256 ,585 ,000 ,282
Panel/time-series ,085 ,534 ,546 , 762
Arstall ,000 ,833
GDPstarre24000USD ,495 ,588
(Post-)communist ,922 1,083
Constant ,000 6,193 ,000 2,073E+160

* Reference category

Table 25: Model summaries

Correct Chiz-test of p-value of
predictions -2 LL HL-test
Reduced model 78,6 % -- --
Full model 81,3% 56,740 *** -
With controls 84,5 % 74,178 *** ,019
N: 407

#+p<0.01, *p<0.05, *p<0.10

9 Hong Kong, India, Japan, Korea, Malaysia, SimgepThailand, Austria, Belgium, Denmark, Finlantariee,
Germany, Greece, Ireland, Italy, Netherlands, NgrWwartugal, Spain, Sweden, Switzerland, TurkeyifedhKingdom,
Canada, Mexico, United States, Brazil, Australia, Nma&land, Indonesia, Hungary.

0 | attempted to run both ordinal and multinomegnession, however, the ordinal regression dicdsati$fy the
assumption of parallel lines and the multinomiaression faced issues with discrimination.
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The chi square test of the change in -2LL is sigaift (Table 25). The change of
prediction accuracy is (only) 2.7 percentage pdiais 78.6 percent to 81.3 percent.

Table 24 shows that applying tB€l does not provide results significantly different
from the results obtained applying t68@I; in the sample there is an increase in odds af 64.
percent. Applying theCRG gives a significantly lower likelihood of conclundy that higher
economic development has no effect; the changedds as 67.3 percent. This again may
support Lambsdorffs (Lambsdorff 2004) doubt in theasure’s grasp of the concept of
corruption. The variabl®©ther perceptions based measustso significantly decreases the
likelihood for concluding that higher economic dieyenent leads to less corruption, with a
decrease in odds of 94.4 percent. However, thexdeav units where these measures have
been applied, thus hard conclusions should be adoid

Applying experience based measures, interestirgghg, counter to what should be
expected from Treisman (2007) and the assumptiahttifese measures to a lesser degree
should be victims of measurement bias, there istatistically significant change in the odds
between the CPI and experience based measurdse isatmple the odds decreases by 34.4
percent. Thus hypothesis H3 is not supported.

The dummy for panel study is significant, reduding odds for concluding that higher
economic development leads to less corruption b§ gércent.

I run a second model including the controls thatehaufficient amount of units put
together with the dependent variable. The Chi-seftest of the change in -2LL shows that
the controls significantly contribute to the ex@tory power. The percentage of correct
predictions has increased to 84.5 percent.

Looking at the coefficients of the explanatoryighles in the model with controls
shows that the CCl compared to the CPI now hagrifisiant effect on the likelihood to
conclude that higher economic development leadisst corruption, with an increase in odds
of 95.2 percent. The difference between the CPIahdropinionis no longer statistically
significant. The experience based measure now givgatistically significant change in odds
compared to that of the CPI; the odds for conclgdiat higher economic development leads
to less corruption has decreased by 71.8 percempaied to the CPI. This supports H3.

With these controls, applying the ICRG-measure ri@as even lower likelihood for
concluding that there is an effect; the decreasmlds is of 98.7 percent compared to that of

the CPI. Thus interpretation in light of the hypedls concluding that perceptions based
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measures should diverge, is somewhat ambiguou® shme perceptions based measures
provide so diverging results. The panel analysigabée has now lost its effect.

The only of the control variables that have sigaifit effect on conclusions is the year
in which the analysis have been published; the amfdsoncluding that higher economic
development leads to less corruption has decreagbdan average of 16.7 percent for each
year later in time. This may indicate that the digs experiencing a slide away from
something that there has been a quite extensiveeamgmt on, at least amongst researchers
applying the cross-national measures. Note thatHbsmer-Lemeshow test is significant
indicating that the relationship between thear publishediariable and the dependent
variable does not conform to a logistic curve. Rogrthe model again with quadratic term
and the log (10) of the variable, respectively,vide the same result. That the test is
significant may indicate that this development hasbeen stable over time.

Table 26 sums up the findings of this section ghtliof the hypotheses formulated in
Chapter 3.

Table 26: Summing up results in light of hypothesesf Chapter 3

Hypot- | Operationalization of corruption Expected effect onresults Supported?
hesis

Hila: Cross-national survey measure Lower likelihooddbserving effects Partly
H1b: Cross-national survey measure notlower likelihood for observing effects  Partly

H2: Perceptions based measure Lower likelihood for observing effects Partly

H3: Experience based measure Lower likelihood for observing effects Yes

H4: Cross-national survey measure Higher likelihood for observing effects Partly

H5: Perceptions based measure Higher likelihood for observing effects Partly

H6: Experience based measure Higher likelihood for observing effects No

5.1.7 The resource curse
The sample of this dimension consists of 112 resflivhich the results are highly diverging

(Table 27). 50.9 percent of the analyses have aoded that natural resource dependency
leads to more corruption while 48.2 percent haveckmed that it has no effect. One study
(0.9 percent) has concluded that natural resoueperitiency leads to less corruption. The
dimension has been studied with close to the fudittwof data sources. The category of
studies with the highest degree of agreement iISMG#R; these six results come from Ades
and di Tella (1999). These analyses have a relgtsmall sample consisting of only 31
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countried’, which again seems biased towards rich westerntres, something that may be

related to the results.

Table 27: The effects of natural resource dependepcSummary of data sources and
conclusions

Natural Resource| CPI CClI ICRG WCR GCS| GEI WBES B| CountryqTotal

dependency gives Ireg-spec.

More corruption 15 18 10 0 0 0 4 i 9 57 50.9%
Has no effect 12 7 11 6 0 0 16 2 0 54 48.2%
Less corruption 0 0 0 0 0 0 0 o 1 1 0.9%
Total 27 25 21 6 0 0 20 3] 9 112 100%

Between theCountry- or region specific studiethere also is a high degree of
agreement. The one study concluding that natusalurees may lead to less corruption is by
Brownsberger studying Nigeria (1983). Brownsbergegues that since the country was
troubled with poverty and inequality, officials veemore prone to nepotism and extraction.
The author claims that oil revenues would, and &laglady started to, reduce corruption in
Nigeria through aiding poverty and inequality amaig letting those entering government
already have fulfilled their material needs. Theseclusions must be seen in light of the fact
that the article is written early in the theoretidavelopment of the field. Regarding the data
available at the time the author illustratively coents that “I have been tracing shadows in
this article” (Brownsberger 1983). Talking of oaet between those concluding that there is
no effect and a positive effect, makes little sesisee they are almost equal in numbers. |
will therefore turn to the causal analyses.

The chi square test of the change in -2LL showd tha explanatory variables
significantly contribute to the goodness of fit bl@29); correct classifications increase from
51.3 percent to 63.7 percent.

The variableother perceptions based measurasst be excluded due to problems
with discrimination. Country- or region-specific studiewill serve as reference category
(odds: 9.000): within this category there is nimaes higher chance for concluding that

natural resource dependency leads to more corrufitam for not doing so.

2a Hong Kong, India, Japan, Korea, Malaysia, Singep®hailand, Austria, Belgium, Denmark, Finlandarkae,
Germany, Greece, Ireland, lItaly, The Netherlahdsway, Portugal, Spain, Sweden, Switzerland, Tyrkiited Kingdom,
Canada, Mexico, United States, Brazil,

Australia, New Zealand, Indonesia.
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Looking at the coefficients (Table 28) we see thatodds of concluding that natural
resource dependency leads to more corruption dexsday 12.5 percent when applying the
CPI compared to the reference categ@guntry- or region specific studiedpplying the
CCl gives increase in odds of 80 percent. ApplyhyICRG gives a decrease in odds by 36.4
percent. However, none of these three effectstatistscally significant, thus supporting H1b.

Table 28: Dependent variable: Conclusions on the fefct of natural

Explanatory variable Full model With controls
p-value of  Odds p-value of  Odds ratio
Wald-test ratio Wald-test
CPI ,831 ,875 ,304 377
CcCl ,376 1,800 ,970 ,966
ICRG ,493 ,636 ,492 ,557
Experience-based ,020 ,194 ,049 ,146
Country- or reg.-spec* Odds: 9.000 1.000 Odds; 9.000 1.000
High-income - - ,700 1,288
(Post)-Communist -- -- ,054 8,553
Sub-Saharan countries 115 14,722
Year published -- -- ,080 1,129
Constant ,469 1,429 ,079 ,000
* Reference category
Table 29: Model summaries
Correct Chiz-test of p-value of
predictions -2LL HL-test

Reduced model 51,3 % - -

Full model 63,7 % 13,644 *** --

With controls 69,0 % 26,775 *** 0,000

N: 112

*p<0.01, *p<0.05, *p<0.10

Applying an experience based measues the dependent variable significantly
decreases the likelihood of concluding that natueslource dependency leads to more
corruption; the decrease in odds is 80.6 percehis Thay indicate that natural resource
countries are more attractive to business peopietians they let this attractiveness affect
their responses, thus not necessarily providingrin&tion of corruption, but rather general
attractiveness. It may also be that these measurgdy are noisier, thus supporting H3.

I now run a model including the controls that havesatisfying number of units.
Adding controls significantly improves the goodnes$ fit of the model; correct
classifications increase from 63.7 percent to @@1@ent (Table 29).

In the model with controls the main findings remdahe same regarding which

variables are statistically significant and thensigf the effects (Table 28). In the sample,
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analyses conducted focusing on countries with & IG@PP per capita are more likely to
conclude that natural resource dependency leadside corruption; the effect is not
significant.

Interestingly studies conducted with focus on camist- or post- communist
countries are significantly more likely to conclutth@t natural resource dependency leads to
more corruption; the odds increases by 755.3 percen

Focusing on the Sub-Saharan region increases dtie of concluding that natural
resource dependency leads to more corruption bg2.23¥ercent. The effect is marginally not
significant.

The tendency to conclude that natural resourcertigncy leads to more corruption
has increased with an average of 12.9 percentgmar Yhis effect is statistically significant.
However, the Hosmer-Lemeshow test is also sigmficagain the year-variable is the only
variable that may be the problem since it is thig oantinuous variable. Replacing it with the
log (10) of the variable does not solve the probléeither does including a quadratic
calculation of the variable. Thus it must be inteted as it is, but with caution. One possible
answer to this is that the increase in odds istesdy but varies from year to year.

Table 30 sums up the findings of this dimensiofght of the hypotheses formulated
in Chapter 3.

Table 30: Summing up findings in light of hypothesg

Hypothesis Operationalization of corruption  Expected effect onresults Supported?
Hla: Cross-national survey measure Lower likelihooddbserving effects  Partly

H1lb: Cross-national survey measure  Notlower likelihood for observing effectsPartly

H2: Perceptions based measure Lower likelihood for observing effects No

H3: Experience based measure Lower likelihood for observing effects  Yes

H4: Cross-national survey measure  Higher likelihood for observing effects No

H5: Perceptions based measure Higher likelihood for observing effects No

H6: Experience based measure Higher likelihood for observing effects No

5.2 Discussion of findings
| have analyzed seven dimensions commonly applec$fearchers seeking to explain high-

level corruption. Five of these dimensions havevipled sufficient data to conduct analyses

where | have sought to discover whether the disageats of the effects on corruption may

be caused by which data on corruption that have lagxplied. The results are somewhat

diverging; first, the descriptive analyses havevgithat there is high degree of agreement on
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some of the explanatory dimensions while on otheesdisagreement is almost as great as it
could be. The causal analyses also show divergasylts as to whether data sources
systematically determine conclusions. The resuitbath the descriptive analyses and the
causal analyses are summed up and sought put éogethable 31 (below).

There is high agreement that economic liberalirsticand regime transitions,
respectively, lead to more corruption, while thesehigh agreement that higher economic
development and higher media presence, respectiaety associated with less corruption.
There seems to be very higlisagreement regarding whether natural resource depegd
leads to more corruption or not. There also seenire thigh disagreement on whether present
time degree of democracy and strength of democtediditions lead to less corruption.
Democracy has been strongly promoted in order tmece the security and well-being of
people in authoritarian regimes; firstly this prsgdn itself is probably highly damaging,
secondly not even once democracy has been estdblisht clear that it helps decreasing
corruption, and thirdly there is no guarantee thaill do so in the long run neither. In light
of the knowledge we have on the consequences afitayn it is not obvious that this is a
right priority (Rothstein 2010), at least not if wannot find ways to achieve democratization
without increasing corruption. That liberalizatipnocesses, at least in the short run, have
failed in deterring corruption also seems clearthwihe potential of similanegative
consequences. An interesting question is whetheis ipossible to achieve economic
liberalization and its potential beneficial consences without at the same time increasing
corruption.

A common objection to the claim that higher ecoimotevelopment leads to less
corruption is that the direction of causality may tipe other way; that corruption leads to
lower economic development. If the data had allgwedre panel analyses would have been
useful on this matter would have been useful. Bday, even though there are researchers
applying i.e. the CPI (Baksi et al. 2009; Chowdhg6p4) in panel studies, the ICRG is the
only measure that is suited for panel analysesesinhias been published with the same
methodologyfor manyyears.

Improving the freedom and the presence of thelanady be a policy measure that in
is highly recommendable, since the agreement thatowers degre®f corruptionis
relatively high.
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Table 31: Summary of all findings*

Economic Democracy Regime Strong Media Economic Natural
liberaliz- transition democratic presence develop- resources
ation tradition ~ ** ment

Majority’'s  More Less More No effect  Less Less More

conclusion
Degree of 86.4 % 54.4 % 90.6 % 50.8 % 79.8 % 78.6 % 50.9 %
agreement

Divergence in findings caused by data sources

Significant Significant Significant Significant Significant Significant Significant
Divergence: Divergence Divergence Divergence Divergence Divergence Divergence

yes/no yes/no yes/no yes/no yes/no yes/no yes/no
CPI - No - No No No No
CcClI - No - Yes/ more No Yes/ more No

likely likely
ICRG: - No - No Not Yes/ less No
determined  likely
*kk
Other - Yes/ less - - No No -
percept. likely
Experience- - No - - - Yes/ less Yes/ less
based likely likely
Country- - No - No No - No
or region
specific
High - Yes/ less - - - No No
income likely
(Post)- - - - - No No Yes/ more
communist likely
OECD - Yes/ more - - No - -
likely

Panel - - - - - No -
analysis
Sub-Saharan - - - - - - No
Year - Yes/ more - No Yes/ less Yes/ less Yes/ more
published likely likely likely likely

* This table presents results for models with colstr

** For this dimension | here present the resultstfi@ model without outliers; with outliers the uéts
are very different.

*** This variable could not be entered into the megsion due to discrimination; all 13 analyses wpgl
this measure concluded that stronger media presgwes less corruption

When it comes to the suggested causal relationsleygeen the different data sources
on corruption and results, | first would disagreghw.e. Philip (2006) that the perceptions
based cross-national measures should be disregaltdgether. Looking at Table 31 we may
observe that not one significant divergence in ltesuas been found between the CPI and
country- and region-specific studies. Determinindnetiher they both are marked by
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correctness or wrongness is a different task, lmyt are at least marked by some of the same.
Within the dimensions where both of these two datarces have been applied, most of the
other data sources also provide similar likelihooti®bserving the different effects. Thus it
would not be out of line suggesting that resultevee applying the CPI and country- and
region specific data sources, respectively, noy ang¢ alike, but that ther@scis something
correctaboutthemboth.

One divergence has been found between the CCicaundtry- and region specific
studies; on the democratic traditions dimensionc&ithe CCI here is the only data source
producing diverging data source, it is at leasterlikely that it is the CCI there is something
wrong with than all of the other data sources. iiddively the divergence may be caused by
featuresof the studiesapplyingthe CCI that | havenot beenableto uncover.

Looking at the “CCIl-row” we may observe that B€l is also denoted as diverging
from the rest on the economic development-dimenstanwever, here the divergence is quite
extensive between the other data sources as whlle\he CPI served as reference category,
the only other category of data sources that agnettdthe CPI o this dimension is tio¢her
perceptions based measunemiable The CCI diverges making it more likely to conclude
that higher economic development leads to lessuptian, while the ICRG anéxperience
base measuremakes it less likely. Thus it is hard, on this dimsion to point out diverging
data sources, since most of them seem to be. Howévat the CCl-variable provides
findings in the way of “more likely” to conclude eccordance with the expected effects on
this dimension and the democratic traditiongdimension may indicate systematic
measurement error in accordance with Treisman'gestgpn. However, the CCl-variable
alsc providesnon-divergenfindings on threeof the dimensions.

The ICRG “agrees” with most of the other data sesron all dimensions where it has
been included in causal analyses except the alreaeiytioned economic development-
dimension. Thus | find it hard to draw this measusirongly in doubt.

The variableother perceptions based measuhes been included with relatively few
units in all the causal analyses. Thus it is harddtaw solid conclusions. The measure
“agrees” with the CPI-variable on the economic depeent-variable, provides results
conforming to the rest on the media presence-dimaenand results diverginfyjom the rest
on the democracy-dimension.

The findings indicate that there may be unsysteEm@ieasurement errors in the
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experience based cross-national data. On the ha&saurce dimension and the economic
development dimension thexperience based measuresiable makes it less likely to
conclude that the dimensions have the expectedteff®n the natural resources dimension,
the experience based data provide a likelihooduoh £onclusions that is diverging from all
of the others.

Table 32: Summing all findings in light of hypothegs

Hypothesis Operationalization of corruption  Expected effect onresults Supported?
Hla: Cross-national survey measure Lower likelihooddbserving effects  Yes, partly
H1b: Cross-national survey measure  Not lower likelihood for observing effectsYes, partly
H2: Perceptions based measure Lower likelihood for observing effects No

H3: Experience based measure Lower likelihood for observing effects  Yes

H4: Cross-national survey measure  Higher likelihood for observing effects No

H5: Perceptions based measure Higher likelihood for observing effects No

H6: Experience based measure Higher likelihood for observing effects No

Thus the overall picture in light of the hypothegs=e Table 32) is, firstly, that Hla is
partly supported since they do not consistentlyioie lower likelihood for observing effects;
however, in three of the five dimensions there tsleast one cross national measure
supporting Hla. H1b is also partly supported sithege also are many instances where the
cross national measures are not less likely toigeogffects. Thus the conclusion of whether
Hla or H1b is supported is somewhat ambiguous.

H2 is not supported, since the overall pictureas that perceptions based measures
give lower likelihood for observing effects; rathée findings are slightly diverging between
the perceptions based measures. H3 is suppore®; $kems to be a tendency towards lower
likelihood for observing effects applying experiencased measures. H4 is not supported;
there is no general tendency towards cross natiomedsures in general giving higher
likelihood for observing effects. Neither is H5 popted; the likelihood for observing effects
is not generally higher applying perceptions bassehsures: two findings point in the
direction of supporting H5, two findings point ihet complete opposite direction, while the
majority of the findings show that the effects gemerally the same across measures,nbtis
supporting H5. Finally, H6 is not supported; in imstances do application of experience
basedmeasuregive higherlikelihood for observingeffects.

“[B]uilding governance indicators constitute amgoing project”, claims Apaza
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(Apaza 2009). There seems, in my opinion, to ke Ifreason to conclude that the project of
developing such measures resembles a sinking shforae would claim. These findings to
some extent poses a challenge to Treisman’s claanthe perceptions based measures are
more problematic than the experience based measiirese of these two categories of
corruption data are more problematic than the tbst,findings of this thesis points in the
direction that the experience based measures are pnoblematic. This may also be said of
the CCI.
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6. Concluding remarks

6.1 Summary of approach and findings
The research question of this thesis is twofdlol:what degree is there agreement on causes

of high-level corruption in the field? Is there ausal relationship between the data sources
researchers have applied and the results they oBtai

I have responded to these questions by delimitiregscope of the study to a few
explanatory dimensions commonly suggested and aediyased in these dimensions | have
conducted an extensive literature search in ISI Weknowledge. Reading and categorizing
large amounts of publications | have constructethia set based on the effect researchers
have found that these explanatory dimensions haveoaruption, which data on corruption
they applied, which geographical area they studietiwhen they did so.

Analyzing these data | have found that there ighhdegree of agreement that
economic liberalization and regime transitions Iéadnore corruption and high agreement
that the presence of a free media leads to lesgpt@mn. Concerning whether present level of
democracy and long democratic traditions, respelstiMead to less corruption researchers
disagree greatly. The same is true of whether aan@source dependency leads to more
corruption.

The general picture of whether data sources oruptbon explain the divergences in
conclusions is that they don’t. There are, howewefew exceptions. Application of the
Control of Corruption Index of the World Bank givagyher likelihood of concluding that
stronger democratic traditions and higher econoteicelopment, respectively, lead to less
corruption. Application of the International CountRisk Guide corruption index of the
Political Risk Services Group give lower likelihoad concluding that higher economic
development leads to less corruption. Experiensedaneasures seem to provide diverging
results in more instances (two out of three). Aggilon of these give lower likelihood of
concluding that natural resources leads to morelagiter economic development leads to
less corruption. Thus there is only one dimensiengl of democracy, where experience
based measures do not diverge. The merged vamhldéher perceptions based data show

diverging results on the democracy dimension.
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6.2 Implications of findings

6.2.1 Economic liberalization
Most economic liberalization processes so far lgmee astray, leading to higher degree of

corruption. It seems uncontroversial to state thase processes, at least in the 80’s and 90's,
gave unintended and possibly severe consequences.

Organizations such as the World Bank and the Iatenal Monetary Fund still
promote economic liberalization processes. l.e. Werld Bank’'s many “[tjoolkits for
policymakers and reform leaders” prescribe priaion as possible solutions to many
political and administrative challenges i.e. forpmoving waste services, ports, highways,
water and sanitation, bus services and telecommations. However, they now also
acknowledge that public service delivery, even pulsionopoly, may be a solution in some
instances i.e. for bus services (World Bank 2011jglitz describes the privatization
promotion of the i.e. The World Bank and The Intional Monetary Fund as being of a
more orderly kind now than it was in the 80’s arfiis9also focusing omow privatization
should be done and that state institutions mustdeeloped accordingly (Stiglitz 2006).
Some of these policies now also underline thatetieay be risk of increased corruption and
suggests policies for preventing this, i.e. by lghing multi-sectorial regulatory agencies
(World Bank 2001:28). The findings of this thesizdarline the importance of considering
economic liberalization versus non-private soluianith soberness.

These findings also underline the importance ohdotegulation and auditing of the
private sector, which also is underlined in thetBahiNations Convention Against Corruption
(United Nations 2004). That it also is in the ietdrof the private sector to engage in anti-
corruption work has also been raised to attenfidmnis has been expressed i.e. in resolution
3/2 of the Conference of the States Parties to Uhded Nations Convention Against
Corruption (United Nations 2009). That privatizatiper definition is positive for social well-

being is, however, a notion that seems to have pemren wrong.

6.2.2 Democracy: transition to-, presence of-, anekperience with-
It has come to be recognized that the socially tgyaonsequences of absence of democracy

are negligible compared to the negative consequenicie presence of corruption (Rothstein
2010). In addition it seems highly questionable thlbe good governance can be promoted

through democratization; at least that has genenait been the case so far. Transitions have
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in an overwhelming amount of cases lead to moreuption. There is no guarantee that
consolidation of democracy in itself will help th&ituation. Also knowing that the prospects
for improvement in the long-run are not overwhelgynpositive, it is justified to question

how we should add this up with the many democratimacampaigns of international

organizations and western governments; i.e. theodeatization-engaged UN-programs like
the Development Programme and the Democracy Funde@d) Nations 2011), or national

programs such as that of the United States Agemcylrternational Development or

Norwegian Agency for Development Cooperation (USAIML0; NORAD 2011).

It seems as a good start to seek to figure out hvenetorruption prevention and
democratization are projects that stand in oppwsito one another or if this only is the
consequence of the way in which democratizatiorcgsses have been conducted so far: is it
possible to at the same time promote democratizadad good governance? Have
democratization processes so far lead to more pioru because they where poorly
conducted?

The attitude so far seems to be that these areigmlthat should coexist; i.e. the
African Union Convention on Preventing and Comlmati@orruption departs from- and
restates the goal of democratization formulatethe Sixty-fourth Ordinary Session of the
Council of Ministers (1996) (African Union 2003hus indicating that democratization is
seen as a tool to prevent corruption, a suggestiomhich there seems to be little empirical

support. This is not to say, of course, that demmcmay not be of great value in itself.

6.2.3 Presence of a strong and independent media
The findings in this thesis underline the importao€ the presence of a strong media. This is

a principle that also has come to be widely recogphiin anti-corruption work. For instance
this is expressed in The African Union Conventiohich aims to “[c]reate an enabling
environment that will enable civil society and timedia to hold governments to the highest
levels of transparency and accountability in theaggment of public affairs” (African Union
2003: Article 12). Intentions which are also dulgted in the Southern African Development
Community’s Protocol Against corruptioSADC 2001: Article 4). Establishing rights to
access of the public to appropriate informationhsiously a crucial part of this, which is i.e.
stated in the OECD Anti-Corruption Action Plan fasia and the Pacific (2001:Pillar 3). The
importance of freedom of information and a free raesl also stated in The Twenty Guiding
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Principles for the Fight Against Corruption of t@®muncil of Europe (Council of Europe:
Committee of Ministers 1997 ). Thus, here inteinadi policy seems to be well in line with

the findings made by researchers.

6.2.4 Level of economic development
The immediate policy implications of economic depghent leading to less corruption are

not obvious. Also, caution should also be takeramigg the overall conclusion that it does
lead to less corruption. Some doubt has been pezsas to whether the direction of causality
goes from level of economic development to corauptrr if it may completely or partly go in
the opposite direction (i.e. Guetat 2006). Mostsi of this relationship are cross sectional,
thus not being able to uncover an eventual oppasitection of causality. However, the
findings have also been supported in panel studies.

Other factors related to the level of economic tlgw@ent and whether these may
lead to less corruption need to be dug into moeplyei.e. level of education (Mocan 2008),
overall human development including the distribatiof material and monetary resources
(You and Khagram 2005; Welzel 2002) and the dewelp of self-expression values
(Welzel 2002; Kim 2010).

6.2.5 Natural resource dependency
About half of the studies looking into the effe€thatural resource dependency on corruption

have found that it does indeed increase corruptianstudies from recent years have found
that it leads to less. It is clear that efforts traes made to develop institutions that let peoples
of resource rich countries benefit in greater adance with the potential natural resources
provide.

The efforts to clean the diamond industry thattsthwith the Kimberley Process
Certification Scheme has made quite some developmeitding the industry of corruption,
amongst more severe issues. That is not to sayttbia is not a lot of work left to do (Taylor
2011). Efforts are also made to bring greater pparency to the oil and gas sectors i.e. with
the G8 2009 Leaders Declaration (article 43) whedtates a decade-long effort of the G8 to
promote transparency (Transparency Internationa-Q811). However, the issue of natural

resources and corruption has been given surpngitigle attention in anti-corruption
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conventions and declarations (i.e. United NatioB842 2000 ; OECD 2010; African Union
2003; Southern African Development Community 20Qtganization of American States
1996; Council of Europe 1999b, 1999a). Many coestrivould probably benefit from
increased attention to these matters.

6.2.6 The data issue
“Crossnational measures of corruption are riddl&th wroblems”, claim Hawken and Munck

(Hawken 2009:4). As this statement illustratesdkeate on how to study corruption has been
heated (also i.e. Gingerich 2010:364; Treisman 20¥lip 2006). This thesis has not
comprised the whole range of issues with whichah#sta may be concerned. Some of the
most central arguments of the debate have beemmiess Foremost | have applied these
arguments to present several hypotheses on theeraitthe measurement errors with which
the data may be troubled and possible consequentesse.

The findings of the effects of data choices on amions incline me to suggest,
opposing to Treisman (Treisman 2007), that it esekperience based measures that are more
troubled with measurement error; whether these usgystematic and thus give weaker
regression models, or if they are systematic instwese that business people are likely to
underreport incidents of corruption, is difficudt determine.

"Having some data, even if of poor quality, is aslggrave problem than having no
data at all” (Hawken and Munck 2009:21). The firgdirof this thesis restate this, perhaps on
a slightly more positive note. The status on tlesgmational data is not one of hopelessness.
However, the differences between the different ggtiions based measures should be looked
into; from what do they stem? Even if, in compamiseith country- and region specific
studies, the CPI seems as the more reliable ofhtlee most commonly applied perceptions
based measures, more research should be donef, ibe kind in conducted in this thesis to

further evaluate the findings also when applying thdex.
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