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Abstract

This thesis emphasizes the multidimensionality ofitigal instability when examining
whether financial crises may trigger political etslity, and how financial crises and
instability affect the growth rate of the economytotal of 20 political instability indicators
are used to make four indices of instability by meeaf Principal Component Analysis. These
indices are thought to reflect different dimensiafigolitical instability: political violence,

civil protest, regime change and government instgbi

| use data for a panel of 148 countries over 3%sygninvestigate the questions put forth. The
chosen quantitative approach employs a panel degaession model that emphasizes

differences within and between the units beingistiid

Findings suggest that financial crises may trigggero-political instability as measured by the
indices of political violence and civil protestallso uncover that political instability is highly
contagious. Furthermore, financial crises have mpeeted negative effect on economic
growth. The relationship between political instapiland growth has been intensively
discussed in the literature, and the many contradicesults have contributed to fueling this
discussion. My findings of opposing effects confittme appropriateness of modeling political
instability as multidimensional. Only changé or in regimes affect the growth rate of the
economy, but interestingly, government instabilisypositive while regime changes are

negativefor growth.
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1.0 Introduction

In time, every crisis ends. But no crisis, espéciahe of this severity, passes without leaving
a legacy(Joseph Stiglitz 2010).

The quote above of course refers to the latestagjifabancial crisis. After the U.S. subprime
market exploded in 2007, the global economy was isém recession. As financial contagion
spread, output fell, unemployment rose, and govenmsstocked on debt to provide fiscal
relief, many sceptics realized the true destruotgs of financial crises. The effect of
financial crises on both the economy and the palitenvironment is crucial to understand,
particularly for policy makers trying to avoid ne@mashes. However, is the legacy that Stiglitz
refers to the persistence of the financial shockhenreal economy in post-crisis years? Or is
it the political consequences of cleaning up thess@eAnd why have we not learned the
legacies of previous financial crises? The glob@ricial crises not only challenged certain
truths about how the capitalist system works,sbgroduced a new wave of research on both
the causes and consequences of financial crise®)08, Luc Laeven and Fabian Valencia
published a new database on banking crises, whasle been updated in 2010. This data
provides new opportunities for studying the poditiand economic consequences of crises.

Last year, Zachary Davis and Thomas Carothers taesl/aluate some consequences of the
latest financial crisis and the following econontiownturn with respect to the effects on
democracy and political stability. They commentt timamore than 35% of the elections held
in 2009, “frustrated citizens voted out incumbentg including long-term ruling parties in
Iceland, Japan and EIl Salvador.” Although they dbahaim that the relationship is a causal
one, they find it likely that the crisis greatlyntabuted to popular discontent, referring to
massive street protest and the following resigmatibthe prime minister in Latvia, and the
public anger observed in Greece due to their fisballenges (Davis and Carothers 2010).
When considering political instability and sociadrest due to a crisis, there might be large
differences, particularly between democracies aridcaacies. However, Davis and Carothers
comment that in democracies “anger has largely bbanneled through the ballot-box.” And
although there were several democratic reversal20®9 (for example in Honduras and
Madagascar) nothing indicates economic distregheasnain cause. The relative stability of
all types of political regimes is found somewhaipsising to Davis and Carothers, but it may

be that 2010 was too early for drawing conclusions.



This relative stability is also an argument for motusing only on regime change, or the
difference between the classic dichotomies demgfaatocracy, which may be limiting.
Even in modern democracies, where government chaggenerally peaceful, political
instability might still have important effects ohet economic environment. Therefore, one
may benefit by applying a wider lens on politicatmoil. The Political Instability Index
shows the level of threat posed to governmentstals®cial protest (Economist Intelligence
Unit 2010). Of the 165 countries evaluated in 22020 nearly half are judgdudgh risk or
very high risk Compared to the last publication in 2007, onlg twountries obtained a lower
risk level, in twelve countries there was no charagel 151 countries are scored as having a
higher risk of political instability.

There exists a large literature studying the ecaoaonsequences of financial crises (i.e.
Cerra and Saxena 2008; Reinhart and Rogoff 200@hBe and Reinhart 2010; Cavallo and
Cavallo 2010). Not surprisingly, these studies nydiimd financial crises to negatively affect
economic growth, although some evidence also itekcthat crises as a product of financial
liberalization can be positive in the long-run (Rigne, Tornell and Westermann 2008). There
is also a large literature that studies the econannsequences of political instability (i.e.
Londregan and Poole 1990; Alesina, Ozler, Roubmd Swagel 1996; Campos and Nugent
2002). Richard Jong-A-Pin (2009) argues that threception of political instability as one- or
two-dimensional is mistaken, political instability multidimensional, and this may explain
some of the contradictory findings in the instagiyrowth literature. Studies considering the
political effects of financial crises are rarer.\Wyver, many studies in comparative politics
have examined political consequences of econonses(i.e. O’'Donnell 1973; Gasiorowski
1995). More specifically, these studies focus @ime change and democratic breakdowns in
periods of economic despair. This thesis conndutsetoverlapping fields of research in its
three main variables: financial crises, politigatability and economic growth, and poses the

following research question:

1.1 Can financial crises trigger political instabilityWhat effects do political instability

and financial crises have upon long-term economaavgh?

The reason for studying economic growth is quitepde: it matters High levels of income

reflect high standards of living. And while one masgue that economic growth do not



automatically translate into welfare or higher dadf life, the standards of living, healthcare
system, etc., observed in advanced rich countreestaking compared to the less-developed
(Acemoglu 2009:7). This is also the reason why eadsts have been trying to identify what
factors promotes growth, why the poor stay poorlevttie rich become richer, and why the

prescribed medicine does not seem to work.

1.2 Goals of the thesis

This thesis has two main goals, reflected in tiseaech question. The first analytical part of
the thesis iexploratory If political instability should be modeled as ridilmensional, what
determinants affect the different dimensions, awodfidancial crises trigger outbursts of
violence, protest, or even changasor of regimes? If the latter is established, how do we
explain this relationship? | will argue that paldl instability is multidimensional, and much
effort is put into modeling this concept and cnegtithe measures reflecting different
dimensions of political instability. A new contritton is also given through the efforts of
trying to explain a possible framework for how egscreate instability. The second part of
this thesis isconfirmatory | review the literature both with regards to fes@and methods
applied, to explain the variation in previous résul introduce financial crises to the study of
political instability and growth, and evaluate thgpropriateness of modeling instability as
multidimensional. A multidimensional operationatia may explain the varying results in
the past, as indicators of instability have beemmad together in indices without taking

dimensionality into account.

The thesis will focus on the three main variablésnterest and the relationship between
these. In addition to emphasizing the multidimenalidy of political instability, this thesis
will discuss the uncritical use of economic growleasures in the literature, and stress the
importance of choosing a domestic price-adjustecasme of growth rates to avoid
measurement bias. | also emphasize within- anddsstvwnodeling of the relationships. This
way of empirically testing growth hypotheses chadles the standard fixed effects techniques
normally applied by econometricians in growth stégdiand is also of substantial interest
since one thereby isolates whether the estimatiedttefprimarily vary within or between

countries.



1.3 Short preview of central findings

| find clear indications that modeling politicalstiability as multidimensional is appropriate.
Following Sanders (1981) and Jong-A-Pin (2009),akenfour indices of political instability
using Principal Component Analysis, which reflettedent dimensions of the phenomena:
political violence, civil protest, regime changad government instabilityl also find the
methodological approach applied in this thesisedéneficial. Modeling specific within- and
between-effects have several benefits concernifigjegfcy, including constant variables, and

treating endogeneity.

The findings of the analyses show that financigdes may trigger political instability, but
that only some types of instability seem to begheduct of crises. Crises can lead to socio-
political unrest (political violence; civil protgstut no evidence is found that crises increase
the occurrence of executive/regime instability (imeg change; government instability). | also
find that political instability is highly contagisu Events of political instability typically lead
to the occurrence of other events of instabilitheTeffect of financial crises on growth is
found to be consistently negative, and the effégaditical instability on growth is found to
be contradictory depending on the dimension ofainfity. Regime change is negative for
growth, while government instability is positiver fgrowth. The latter result is also shown to

be sensitive to the exclusion of Sub-Saharan Afriauntries.

1.4 Structure of the thesis

The next chapter (2) presents the theoretical lrackgl, literature survey and a
methodological review concerning previous studiepaditical instability and growth. | will
start by defining and discussing different measuoésfinancial crises in section 2.1.
Following this, section 2.2 concerns political aifstity. Here, | define and discuss the
development in studies of political instability Mo one- and two-dimensional, to a
multidimensional view of political instability. Seon 2.3 establishes the relationship between
financial crises and political instability. Othengsible determinants of political instability are
discussed, and hypotheses of the expected effeetprasented. Section 2.4 presents the
relationship between financial crises and econognoavth, and hypotheses of the expected
effects are introduced. Section 2.5 concerns tlaioaship between political instability and
growth. First, the empirical results from past stgdare described. Second, the theoretical
explanations for these observed correlations aesemted, and the expected effect is



presented. Section (2.6) gives a methodologicaevewf past studies of political instability
and growth, and describes the problem faced whamimng this relationship. The chapter

summary (2.7) summarizes the main points.

Chapter 3 presents the methodology of the analy®esd, the benefits of panel data analysis
are explained. The chapter continues by descritivegdifference of fixed- and random-
effects, how some of the problems with random-é$fenodels may be solved by applying
within- and between-analysis, before | justify nhoie of estimation technique. Following
this is a short presentation of interaction effeetisd some econometrical challenges and

assumptions in panel data models.

Chapter 4 present the data and measurements apptieel analysis. Section 4.1 discusses the
measure of economic growth. Section 4.2 preseetyvdhiables of political instability. | use
20 variables common in the literature to create fodices by means of principal component
analysis. Section 4.3 describes the chosen mea$dimancial crises, which is the banking
crises variable. The last section (4.4) shortlycdbss the control variables to be employed in

both analyses.

Chapter 5 contains the analyses. Section 5.1 isutlaéysis of financial crises and political

instability. Or more specifically, financial crisesd political violence (5.1.1), civil protest

(5.1.2), regime change (5.1.3) and government lilgta(5.1.4). Section 5.1.5 discusses the
results. Section 5.2 present the result of the tiramalysis and discuss the findings. Lastly,
section 5.3 contains some sensitivity tests ohtleéhod applied and central findings.

Chapter 6 concludes, with a summary of resultstridmnion of the findings, and suggestions

for further research.



2.0 Theoretical Framework and Literature Survey

In this part | will establish and define the contsepf financial crisis and political instability.
Also, it is necessary to ascertain how financiaismmay lead to political instability and how
both instability and crises affect the prospect®ng-term economic growth. The relationship
between the political and economic environment astniikely endogenous. While financial
crises affect growth directly, it also has politic@nsequences that may influence growth
further down the line. In addition, economic growtight impact both the political stability
and the prospects of financial crisis in a givemntoy. Furthermore, since the political
environment critically affects economic variablésis also possible that political instability
may contribute to, or trigger, financial crises.isTimagnitude of possible reciprocity and
simultaneity needs to be taken into account, talide to properly specify, model and estimate

the processes at work.

Relationship of interest:

Financial crisis > Political instability - Economic growth

Possible reciprocity, simultaneity, and feedbadkats:

v

Financial crisis Political instability

A

Economic
growth

The first issue at hand is to define and discussctincepts of financial crises and political
instability. Following this, the relationship beterefinancial crises and political instability is
discussed, in addition to other determinants ofitipal instability. This constitutes the
theoretical basis for the firgxploratory part of the thesis. Next, the connection between
financial crises and growth, and political instapibnd growth is treated. This make up the
theoretical basis for the secondnfirmatorypart of the thesis. The last part of this chapter
gives a methodological review mostly concerned it many previous studies of political

instability and growth.



2.1 What are financial crises?

Financial crises are a reoccurring and continuosishprising feature of the capitalist system.
In fact, financial crises have become more commpooesWorld War I, firstly due to poor
macroeconomic policies under the Bretton Woodsmegiand secondly due to financial
liberalization in the post-Bretton Woods regime @dp 2008: 213). Despite economists’
increasingly advanced theories of both its origamel predictability, crises have appeared
regularly, although not in a constant cyclical memrmover time. Reinhart and Rogoff (2008)
comment that: “periods of high international capitaobility have repeatedly produced
international banking crises, not only famouslyttesy did in the 1990s, but historicallyit’is

therefore central to understand the political asmhemical consequences of financial crises.

Definitions and indicators

There are many types of financial crises and thay lse both damaging and contagious.
When recession or depression follows, the effettgancial crisis on the real economy can
be severeThe causes of previous financial crises are mangsustainable macroeconomic
policies (...), excessive credit booms, large capidlbws, and balance sheet fragilities,
combined with policy paralysis due to a variety mdlitical and economic constraints”
(Laeven and Valencia 2008:3). It is common to défgiate betweedomesticandexternal
crisis origins. As examples of crises with exteraagiins, Cavallo and Cavallo (2010:842)
mentioncurrent account reversaldefined as “a reduction in the current accounicdesf a
certain percentage of GDP in on year.” The conadptsudden stogsis defined as “an
unexpected reduction in net capital inflows.” Bdtiese crisis can possibly also trigger a
currency crisis(Frankel 2005). Such a crisis can be defined ‘a®minal depreciation of the
currency of at least 30 percent that is also astlea1l0 percent increase in the rate of
depreciation compared to the year before” (Laeved ¥alencia 2008:6). Crises with
domestic origins are exemplified yflationary crisesandbalance of payment criseseated

by domestic fiscal imbalances (Cavallo and Cavald0:842).Debt crises on the other
hand, can have both domestic and external origlamasse, Schimmenpfennig and Roubini
(2003) defines countries as having debt crisesitifis* classified as being in default by
standards and poor’s or if it receives a large omncessional IMF loan defined as access in
excess of 100% quota.”

An important aspect of financial crises is thatcohtagion, which can be defined as “the

process by which a shock in one part of the fir@mgystem spreads to other parts through a



series of ‘linkages™ (Allen and Gale 2007). Sommmomic shocks are correlated across
countries and would thus be felt by many countriasaddition, real shocks can spread
through trade linkages and financial linkages (Km@©08:199). Because of market herding
and self-fulfilling tendencies, the power of infaation and expectations are also central in
understanding contagion. The feature of contagias hecome a central characteristic of
financial crises, especially of the post-1980 &ig&noop 2008:198)Allen and Gale

(2007:25) elaborate on contagion:

A fall in prices on one market may be interpretsdaanegative signal about fundamentals. If these
fundamentals are common to other markets, the gagaeturns and hence prices on those markets
will also fall. Similarly, if one currency depretés, other countries with common fundamentals may

find that their currency also depreciates.

Typically, a crisis is measured by low values ahsamacroeconomic variable(s) relative to a
level of reference. The problem using this approachieciding how much deterioration
constitutes a crisis (Drazen 2000: 449). Examplekis approach are inflation (high-inflation
crisis) and growth in GDP per capita (negative dgwor debt-crisis as measured by the
current-account deficit or total indebtedness. éosel approach to measure financial crises is
to make a crises-index like that of Reinhart anthRat (2010). The BCDI- index measures
banking, currency, default and inflation crises] areights the varieties of crises taking place
in a given country in a given year against the egsishare of world income (Reinhart and
Reinhart 2010:5). Another possible way of studyiingancial crises, which capture a
multitude of financial phenomena and the featurecarfitagion, is that obanking crises
(Laeven and Valencia 2008). Knoop (2010:163) dsfibanking crisis as “a situation in
which numerous banks fail simultaneously, leadm@ tsignificant reduction in bank credits
as well as other forms of financial intermediatio®ince the banking sector is highly
vulnerable to a variety of factors and events, lolaimestic and external, this concept captures
several relevant forms of financial distress. Laeaad Valencia (2008:5) definesgstemic
banking crisis as occurring when “a country’s cogbe and financial sectors experience a
large number of defaults and financial instituticarsd corporations face great difficulties
repaying contracts on time.” Because of its naag@n “incident”, financial crises measured
as banking crises escapes the problem of decidd®jesioration threshold in long time-series

of some macroeconomic variable(s).



Knoop (2008:194) observe that financial crises hbgen twice as frequent in the period
1973-1997 compared to before 1913, and almostf @His increase is driven by the number
of currency crises. However, when he compares tisé-Bretton Woods period to the Bretton
Woods period (1945-1971), it is discovered thatftequency of financial crises as currency
crises have declined, while the number of bankimges have increased dramatically. These
banking crises have also “become increasingly #@st®at with currency crises” (Knoop
2008:195). Typically, the occurrence of concurr@ntency and banking crises are referred to
astwin crises According to Knoop (2008), twin crises have beeoandistinct feature of
financial crises. In the Bretton Woods era, finahcrises were usually more predictable and

explainable as they were associated with obviodsnt@croeconomic policy.

The common feature across different types of firdrarises that are relevant for this thesis
consists of the fact that it has real economic equences, may be contagious, and that it
creates the need for political action. While theBdhdex gives a measure of the severity
and global importance of different crises, the iaglcrises indicator indicates the occurrence
of crises and the duration. However, when creaéingndex, different time frames for the
different measures may limit the sample period.dllavand Cavallo (2010:842) find that the
banking crisis indicator is “more than twice moregrelated” with other crisis variables than
any other indicator. Based on these findings | skom proxy financial crises based on the
banking crisis variable. The choice of indicatod aperationalization will be elaborated on

further in section 4.3.

2.2 Political instability

Political instability as qualitative phenomena, dificult to measure quantitatively and not
easily defined. Political instability can be mea&slby both events and perceptions, the latter
being least celebrated. The ambiguity about thenmgeof this concept has led to application
of a wide range of measures and an array of definsit As we shall see, this has led to
accusations of misspecification, errors of measergmmistaken causal linkages, and
problems of comparability. The goal of this secti®to review the history of this concept and
arrive at the dimensions of political instabilityhieh are relevant for the purpose of this
thesis. With this in mind it is natural to focus the discussion within the instability-growth

literature.



Defining political instability

Is political instability simply the opposite of pidal stability? According to an early
definition by Lipset (1960), a politically stableuntry had been a democracy or autocracy for
at least 25 years (Miljkovic and Rimal 2008:245B)is definition would mean that political
instability was just the non-persistency in formgoivernment, no matter what type of rule.
Sanders (1981:5) related political instability égitimacy of the political system, and thus a
political system could only be more or less staf@mpared to it or other systems. This also
suggests that individuals can be dissatisfied,damnfidence in the political system and act
on their discontent. The predominant view of pcdti instability builds on both these
definitions. Social unrest and civil disobediencaymmanifest itself through civil society,
creating socio-political tension and a possibledhto political regimes. There is also another
view, relating political instability to changes tiih the confines of institutional democracy, as

different preferences produce changes in goverrsr(@fitikovic and Rimal 2008:2455).

One- and two-dimensional studies

Browsing through the literature one will quicklyt&slish that two common understandings of
political instability are central. The first empmsexecutive instabilitand the seconsbcial
and political unrestin the first approach, political instability deéid as executive instability
is the “propensity to observe government chang@#isjna and Perotti 1996:1205). Here,
one differentiates betweearonstitutionaland unconstitutionalgovernment changes, that is,
changes can take place within the law or outside, doups d’étatThe second approach
focuses on socio-political instability defined asepomena of social unrest and political

violence. This constitutes civil-society inducednifiestations of political instability.

Alesina and Perotti’s (1996) two dimensions of podil instability:
Regime-related instabilitycoups d’état, governmental crisis, purges, calihahges.
Instability induced by civil-societyassassinations, general strikes, guerilla warfare,

riots, revolutions, anti-governmental demonstragion

Feng (2003:51-52) conceives political instabiliy @hanges of government. He emphasizes
the difference betwedrmregular andregular government change on the one hand, rmagbr
and minor government change on the other hand. One may dtgiemajor and minor

changes of government have different impact on tgrplut the difference turn pale when
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compared to irregular and regular changes. As F2003:52) states: “It is certainly difficult

to consider the power transfer from Prime Minisfames Callaghan to Prime Minister
Margaret Thatcher as having the same policy imptioa as that from President Salvador
Allende to General Augusto Pinochet...” Even thougithbevents should be classified as

major government change, the qualitative differaeambvious.

Feng's (2003) conception of political instability government change:

Regular Irregular
Minor change Constitutional power Irrelevant
transfer within the
same party.
Major change Constitutional alternation Coup d’état
in office. Callaghan/Thatcher. Allende/Pinochet.

Multidimensional studies

According to Butkiewicz and Yanikkaya (2005) the snhdrequently used measures of
political instability fall into three categoriesogernment stability, social unrest/stability, and
political violence. They argue that the diversifymeasures and different subsets of these
used in different studies makes the results nonpewable (Butkiewicz and Yanikkaya
2005:630). Nonetheless, some measures are more aortiman others, like revolutions,
coups, and assassinations. In an attempt to ogyantonceptually confused field, Butkiewicz
and Yanikkaya (2005:633) categorize 17 measurepotfical instability into the above

mentioned categories:

Government stability: Social Stability: Political violence:
Coups External conflict risk Political protests
Revolutions Civil war risk Assassinations
Cabinet changes Political terrorism Purges
Anti-government Racial and nationality Deaths from political
demonstrations tensions violence
Government crisis Riots

General strikes
War casualties
War (on national territory)

At first glance, some of the measures found unaétigal violence, could just as well have
been categorized under social stability (i.e. ssjkriots, protests), and thereby leaves the

guestion of whether such a categorization is appatgp With the latter in mind, | will not
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focus on this categorization, but it is includedcsi it gives a good overview of different

measures and the problem of categorizing indicators

Jong-A-Pin (2009) examines the multidimensionadityolitical instability and arrives at four

main dimensions: (1) politically motivated violend®) mass civil protest; (3) instability

within the political regime; (4) and instabiligf the political regime. The author comments
that previous studies of the effect of politicastability on growth have mainly been one-
dimensional, which may imply both errors of meamgst and incorrect specifications of the
causal linkage between instability and growth (38nAgin 2009:15). To arrive at these
dimensions the author applies a factor analysisraggh to 25 indicators of political

instability! This way, the categorization is also based ofssitl techniques.

Sanders (1981) proposed similar dimensions: (Iemtachallenges to regime or government,
(2) peaceful challenges to either, (3) change ginte, and (4) change in government. The
first two dimensions capture challenges to themegiwhile the latter two make up actual
changes of the regime or government. However, Joga (2009:26) do not fully agree with
this set up because, as he states: “the third dilmerinstability within the regime] clearly
not only refers to actual changes, but also therg@ for change as reflected by, i.e., the
number of elections and the degree of fractionatina

Sanders (1981) multidimensional framework of pcditinstability:
(1) Violent challenges to regime or government.
(2) Peaceful challenges to regime or government.
(3) Change in regime.

(4) Change in government.

Jong-A-Pin’s (2009) multidimensional framework afiical instability:
(1) Politically motivated violence.
(2) Mass civil protest.
(3) Instabilitywithin the political regime.
(4) Instabilityof the political regime.

! Because of the mere quantity, all these are stedihere. See Jong-A-Pin (2009: 27).
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Discussion

Although both Sanders (1981) and Jong-A-Pin (2@®8phasize four dimensions of political
instability they still reflect the two basic elem&nPolitically motivated violence and mass
civil protest reflect socio-political unrest or digociety induced instability, while political

instability within and of the regime reflect govarant and regime change and instability.

Socio-political unrest / civil-society induced iabtlity:
- Politically motivated violence / violent challges to regime or government.

- Mass civil protest / peaceful challenges tomegpr government.

Regime change / executive instability (minor, majegular, irregular):
- Instabilitywithin the political regime / change in government.

- Instability of the political regime / change in regime.

According to Carmignani (2003), the dimension ofisepolitical unrest may manifest itself

through ethno-linguistic, religious, ideologicaldaeconomic conflicts. Such high level of
social unrest and conflict may disrupt market an#ig, directly affecting investment or

growth for other reasons than the uncertainty agtst with government turnover. Sources
for government change, on the other hand, cantrésah interactions between represented
interests in institutions and the electorate (Cgnani 2003). The probability of government
change is usually related to economic, politicatial and institutional variables. With a high

propensity to executive changes comes politicakramty and possibly threats to property
rights (Alesina and Perotti 1996:1203).

When is what dimension relevant to include? Alesand Perotti (1996) comment that this
must depend on the specific issue under consideraStudies of political instability and
growth most commonly focus on only one dimensiame) for example coups d’état. A large
literature investigate the effects of politicaltedsility induced by inequality on growth, these
studies typically focus on socio-political unress, this is the dimension of instability linking
inequality to growth (Alesina and Perotti 1996).islof course central to avoid both errors of
measurement and incorrect specification of the alaweationship. In many cases, it may be
problematic to represent political instability thgh a single variable reflecting only one
dimension of the phenomena. On the other hansl alsio problematic to include 25 measures

of political instability as explanatory variableBo reflect several components of political
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instability, many authors therefore use indicesaim®@ by several indicators that proxy
different phenomenon of instability. Blanco and &&ri(2009:77) argue that principal
component analysis (PCA) is an efficient way totaegpthe multidimensionality of political

instability. Fosu (2001) tests different specifioat of political instability on growth in an

augmented production function framework. His resuftdicate that principal component
indices provide no misspecification of the relasbip between instability and growth.
However, when political instability is measured $gparate indicators, this yields poor fit,

misspecification and underestimation of the retegiop.

Table 1 gives an overview of the development irdistsl using political instability as main
explanatory variable. In this table, one-dimensi@tadies refer to those in which indicators
covering onlyone dimensiorof political instability are used. Studies said dover two
dimensiongoth include some indicator of socio-political @sirand regime instability. Those
studies categorized aswltidimensionalmakes the distinction even more explicit with
subcategories for socio-political unrest and reginmstability. These studies include many
indicators of political instability and test botlygregate effects of many indicators, and
individual effects of single indicators. Comparidiferent indices in the literature, Jong-A-
Pin (2009:21) finds that the index applied by Bai®91) and Perotti (1996) primarily
reflects politically motivated violence, while that Alesina et al. (1996) is the only one that
is moderately related to three out of four dimensfaNone of the indices evaluated reflected

instability within regimes well, and were only wéakelated to instability of the regime.

Alesina and Perotti (1996:1206) suggest an idangfiiassumption for choosing whether to
focus primarily on indicators of socio-political ne&st or government change: “far given
level of expected government turngvehenomena of social unrest do not have any direct
impact on policy uncertainty, and therefore ecoronecisions” (italics in original). One
argument for focusing on government change is tbereéhat the only policy changes that are
relevant for economic decisions occur when govenirokange. This assumption may be to
strong. To capture the effect of financial cristspmlitical instability, firstly, and the effect of
political instability on growth secondly, it is Bky that only government change is to narrow a
focus. In order to cover the important phenomenaaditical instability, it is necessary to

include measures that reflect events of the twackdements at a minimum.

2 Alesina and Perotti (1996) apply the same indisass Perotti (1996).
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Table 1: The development in studies of political instability®

Authoris):

Londregan and
Poole (1990}

Barro (1991}

Alesina and
Ferotti (1995)

Alesina et al.
(1996)

Ades and Chua
(1997

Feng (20071)

Feng (2003)

Campos and

Mugent 2003

Butkiewicz and
Yanikkaya (2003)

Jdong-A-Fin (2009)

Indicator of political instability:

Government change (Pr. of Coup

d'etat)

Revolutions, coups and political

assassinations

Index (FCAY palitical

assassinations, mass violence
(deaths), coups (successful and
unsuccessful), democracy.

Government change (Pr. change in
executive power. government
change, majar change, coup)

Index of domestic instability and
regional instability (revolutions and

coups).

Folitical instability (standard
deviation of political freedorm).
Political winlence: measured by
revolutions, coups, riots, strikes

Government change (Pr. irregular

gavernment change)

Index (FCAY palitical

assassinations, revolutions and

coups.

17 measures of socio-palitical
instability divided into three main
groups: measures of government
stability, indices of social stahility,
measures of political vialence and

WA

Dimensions of
political instability:

Cne-dimensional;
government change

Two-dimensional;
government change
and socio-palitical
unrest

Twio-dimensional:
government change
and socio-political
unrest/stahbility

Cne-dimensional;
government change

One-dimensional:
government change

Two-dimensional:
government change
and socio-palitical
unrest/stability

One-dimensional:
government change

Two-dimensional:
government change
and socio-political
unrest

Multidimensional

Factor analysis of 25 indicators of Multidimensional

palitical instability: Instability of
regime, Mass civil protest, Within
regime instability, Politically

rmotivated violence.

Dependent variable:

Growth and coups
d'etat (simultaneous
equations)

Srowth,
Irvestment/GOP.

Investment and palitical
instability
(simultaneous
equations)

Government change
and growth
(simultaneous
equations)

Real GOP growth per
capita

Private investment

Real GOP growth pet
capita.

Investment/GOP

Real GOP growth per
capita.

Real GOP growth pet
capita.

* The table is made by the author for the purpose of this thesis. Space limits the selection to some of
the most central and widely sited.
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As Jong-A-Pin (2009:15) suggest, it is ample evigefrom political science that political
instability is multidimensional, even though no sensus on the appropriate number of
dimensions has been reached. | choose here tavfoloon this research trend emphasizing
the multidimensionality of political instability inthe growth literature. With a
multidimensional operationalization of politicalstability, and a quantitative model that
allows for it, one would be able to differentiatetlween variations in political instability both
within and between countries over time. My hoptha this will allow me to capture political
events due to financial crises that are both ctutginal and unconstitutional in nature, and
different types of events that may have more os lemsvere consequences for policy and

uncertainty affecting economic growth.

2.3 Financial crisis and political instability

Studies concerned with political consequences af@aic crisis are a long-standing tradition
in comparative politics. O’Donnell (1973) argueattllemocratic breakdowns in Brazil and
Argentina were caused by economic crises, and matuwhen powerful political actors
believed the crises could not be resolved undecofiporating” regimes and therefore
replaced them with “exclusionary” bureaucratic-awitarian regimes (Gasiorowski
1995:883). Gasiorowski (1995:892) found strong swpghat economic crises trigger
democratic breakdowns. Following this, Przeworskiyarez, Cheibub and Limongi
(1996:42) conclude that: “The fragility of democyaat lower levels of development flows
largely from its vulnerability in the face of econm crisis.” In their seminal study,
articulating a formal theory of political transitis, Acemoglu and Robinson (2001:939)
emphasize that “regime changes are more likelyndureécessionary periods because costs of
political turmoil, both to the rich and to the ppare lower during such episodes.” On the
other hand, Haggard and Kaufman (1995:26) found #wnomic crises appeared to
accelerate and possibly cause the collapse of atahan regimes in many countries,
especially in Latin America. This part will not erae regime change or transitions in
particular, but establish more specifically howafcial crises may lead to political instability
and what the determinants of political instabitg.

Theory and empirics
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Consider the following supposition to illustrateituation where financial crisis operate as a
critical juncture affecting political instabilitynal growth. Alesina et al. (1996:191) suggest
that the interaction between growth and politicedtability can lead to a vicious circle: for
some exogenous reason (i.e. political conflict) likelihood of a government collapsing
increases. Investment and growth fall as a redulhe shock leading to further uncertainty
and increasing the likelihood of government col@ap®low, reverse the situation: an
exogenous economic shock (i.e. a financial crigiadls to a rapid fall in growth. The public
holds the government responsible for the poor emansituation, thereby increasing tension,
frustration and unrest. This increase in the proiabof executive collapse creates

uncertainty, slowing growth even more.

According to Bussiére and Mulder (2000) the pdditisetting prevailing at the time a crisis
erupts is a central factor for determining the Hegtthe following recession. They estimate
the effect of political instability on the severityf the economic crisis during the 1994
“Tequila crisis” and the 1997 Asian crisis. Thediimgs indicate that “political instability does
matter for countries with low reserves or weak fmeéntals” (Bussiere and Mulder
2000:326). The results from this study are relevhete since it implicates that in
economically vulnerable countries, political insli#gp may enhance the effects of a crisis,

prolonging recession, and decreasing growth.

An illustrative example may contribute to undersiag the possible connection between
financial crises and political instability. In 1994everal major events caused political
instability in Mexico. The Zapatistas staged anisipg in the southern state of Chiapas, and
both the adoption of the North American Free TrAdeeement (NAFTA), and new market
oriented policies led to mass protests (Blanco@ndr 2009:79). This may have contributed
to the financial crisis that erupted the same ydan investors came to be wary of investing
in the region and risk premiums went up (Hufbauet Schott 2005) The following year, in
1995, Mexico experienced eight political assasgnat one incident of guerilla warfare, five

anti-government demonstrations, and nine revolatipevents (Banks 2005).

Blanco and Grier (2009:81) illustrate the magnitugfethis politically turbulent period

graphically, and conclude that their index of nimdicators of political instability captures the

% The “peso crisis” of late 1994 had negative econaffects for the southern cone of America (popula
known as the “tequila effect”) and caused an ecanensis and recession in Mexico. The “peso ctiasthe
name indicates, qualifies as a currency crisis.
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magnitude of political instability in this exampleell. The case illustrate that financial crisis
might contribute to political instability, espedialn an already fragile situation, as Bussiere
and Mulders findings suggest. On the other handhdatws that political instability can also
contribute to creating periods of financial despaiinvestors flee markets and rating agencies

dump their estimates of a countries public debt.

H1: Financial crises increase political instability

Figure 1: The evolution of political instability Mexico.

8 -

Political Instability

71 75 80 85 90 95 00

Source: Blanco and Grier (2009:81)

Determinants of political instability

Income

Blanco and Grier (2009:86) consider two reasons \whgr economic performance are
thought to cause political instability. First, law falling income lower the opportunity cost of
an individual to rise up, protest or revolt. Secoteprivation is increased as a result of poor
economic conditions. This fuels political instatyilfas citizens perceive their government to
be incompetent” (ibid). In this manner, financiaises can lead to political instability by
lowering growth and worsening economic conditiolhishas also been showed empirically
that low income growth may feed instability (Ann2@00; Blomberg and Hess 2002).

H2: High income decreases political instability.
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H2A: Financial crises decrease income, thereby increapiolitical instability.

Inflation

Inflation is a possible macroeconomic factor inflamg the stability of regimes. In their

study of inflation and political instability, Cukiman, Edwards and Tabellini (1992) find that
high (or volatile) inflation can be destabilizingcathat politically weak governments are
more likely to resort to seignorage. Paldam (13®fhonstrated that in the period 1946-1983,

almost no regime in Latin America survived an eigrare of hyperinflation.

H3: High inflation increases political instability.

Economic inequality

When social and economic inequality is large, fmah crisis may exaggerate existing
conflict lines as the poor becomes poorer and ittterreeds protection to sustain production
and growth. Where the poor bail-out the rich, weyre@e more political instability. If this is

true then we could expect to see more instabilitg ¢b crises of an economic nature in

countries with an uneven distribution of income.

How do individuals react to socio-economic ineqyaliwith high inequality and a polarized
distribution of resources organized individualslviave incentives to pursue their interest
outside the normal channels of both political reprgation and market activities (Perotti
1996:151). Individuals in unequal societies arerdftge “more prone to engage in rent-
seeking activities or other manifestations of squoditical instability, such as violent protests,
assassinations, and coups” (ibid). Muller (1985:68)nment that: “It seems plausible to
expect that in societies with high inequality, wdéhne distribution or scope of discontent is
presumably widespread, discontent is more likellpganobilized somehow, than in societies
with low inequality.” Financial crises are likely treate discontent towards those that are rich

on resources and potentially also with the goventriteoffice who “let it happen”.
H4: High economic inequality increases politicastability.
Trade

Donovan et al. (2005) argue that if trade openmeggases growth then this may negatively

affect political instability. Goldstone et al. (ZR@6) observe that countries in the low
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percentile of openness were found to have twol/thirees higher probability of political
instability than those in the high percentile. Hoe® in the wake of a financial crisis this
effect may be more complicated. Open economies beaynore vulnerable to economic
shocks. If (global) trade declines, then exporteraies and tax incomes may fall sharply.
Gottschalk and Bolton (2009:1) commented on thectsf of the recent financial crisis that
developing countries recovered faster from thenfom crises during the 1990s and early
2000s because they could export their way out@ttisis. However, due to the global nature
of the recent financial crisis, this possibility svaot as prominent. Not all financial crises are
of a global nature, but it seems likely that crigath a regional scope also may have regional

trade effects at a minimum.

H5: Trade openness decreases political instability.

Government spending and debt

Financial crises demand a governmental policy nespoGovernment spending is therefore
central to the political and economic outcome cfiais. Annett (2000) find that government
spending is associated with lower political indighi while an earlier study by Cuzan,

Moussalli and Bundrick (1988) finds the oppositelfatin American countries. The effect of

government spending due to a crisis will most {ikeépend on the institutional setting and
how is it financed. With regard to this, ReinhartidRogoff (2008:45) comment that “the true
legacy of banking crises is higher public indebts$n—far over and beyond the direct
headline costs of big bailout packages.” Highly ebttd countries have fewer fiscal
maneuvering possibilities than countries with beéah budgets. A financial crisis may

therefore require harder structural reform in hyglhdebted countries, which may be

unpopular.

H6: Government spending decreases political insitsbi

H7: High indebtedness increases political instapili

Regime

According to Acemoglu, Johnson and Robinson (2@0®)erlying institutional problems are
the main cause of poor economic performance. Biscperiods, bad political institutions may
well be associated with distortionary policies. @&y and Cavallo (2010) focus on the

institutional difference in democracies and auto@® in determining the economic
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consequences of financial crises. During a crisese is a re-shuffling of interest groups and a
race to influence decision-makers. These diffegnoiups may promote myopic or good
policies. Since democracies are inclusive by dedinj they channel interests and unrest
through participatory arrangements. In autocradmesyever, rights and access to political
institutions may be limited, leading unrest to nesti itself violently more easily if other
expressions are restricted. Several studies fiadl democracy is an important factor for
political stability (Feng 1997; Goldstone et al029Blanco and Grier 2009).

H8: Democratic institutions decrease political ialtlity.

Regional instability

Ades and Chua (1997) show that political instapiiit neighboring countries has negative
effects on economic performance due to disruptibrirade flows and increased defense
expenditure. Blanco and Grier (2009:84) suggedt plodtical instability can be contagious
since instability in neighboring countries may aausfugee floods, revolutionary groups,
ideologies and guerilla armies to cross borderdd€kone et al. (2004) find countries in
unstable regions more likely to experience insiigbiwhile Blanco and Grier (2009:88) find

no evidence of regional contagion in Latin America.

H9: Regional instability in neighboring countriescreases political instability.

Social inequality

Socio-demographic conditions, such as racial amgukl characteristics, have been shown to
have a positive effect on political instability éBlco and Grier 2009:85). The basic intuition is
that more fragmented or fractionalized countriesraore prone to instability because socially
unequal or divided countries are more likely toengnce conflict between competing groups
along latent ethnic, lingual and religious linesn{®ett 2000). The most widely applied

measure of fractionalization is ethnic and lingaiftactionalization.

H10: Social inequality increases political instatyil

Other factors
Many other factors than the above mentioned areditcussed in the literature as risk factors

for instability. Another regime-related factor iset durability of the regime, since duration
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may have different effects on instability in diéet regimes. Factionalism has been argued to
be negative for the stability. Where there are locisfresiding within the political parties,
levels of instability have been found to be higlBlanco and Grier 2009; Benton 2007).
Some socio-demographic variables are also comminolyded on regressions with political
instability as the dependent variable, i.e. urbatimn and economic discrimination (Blanco
and Grier 2009).

2.4 Financial crises and growth
This part will discuss theory and empirical findsngf how financial crises affect economic

growth. Lastly, | present hypothesis based on thmrarguments.

Theory

There are mainly two opposing views for whethemecoic crises are positive or negative for
long-term growth. The first view emphasize thasisriare negative for growth, both in the
short and long-run, because short run destabiliefferts of central macroeconomic variables
has adverse effects on output volatility in theglonn (Cavallo and Cavallo 2010:838). The
second view upholds that crises are positive foglaun growth, although they have negative
immediate effects. The reasoning behind this arguinsethat crises allow important reforms
and learning processes to take place (ibid). Dra@&®0) refers to this as the “crisis
hypothesis”. Some also argue that crises can be gothey are “side-effects of growth-

enhancing policies such as financial liberalizdti@avallo and Cavallo 2010:838).

Cavallo and Cavallo (2010) look at the role of pedil institutions in determining if crisis are
good for long-term growth. In their view, crise® @eriods in time where important decisions
are made. They constituteitical junctures The impact on long-term growth could depend
on both the type of political institutions and thand of political compromise that the
institutional set-up delivers. “Policy responsesll wie shaped by the incentives and
constraints faced by the key political actors dyrihe time of crisis” (Cavallo and Cavallo
2010:839). This is in line with the argument by Toasi (2004) that the quality and
effectiveness of policy reforms are conditionecls overall institutional environment of the
country. On one side, democracy might ensure ingugss and constraints on arbitrary

decisions, but on the other side, democracies aticpdebate may prolong the decision-

22



making process leaving the crisis un-tackled frmer period of time (Cavallo and Cavallo
2010:839). Autocracies, then, might be able to enmnt reform more rapidly. This,

however, does not guarantee that the reforms gheduality.

Empirical findings

What Cavallo and Cavallo (2010) find is that crisee always disruptive in the long-run.
They do, however, also find that democratic inftlis may mitigate the effects, while
autocratic governments can greatly amplify the tiegautcome of a crisis. This result leads
them to warn that the common moral-hazard view, ¢cbantries should experience crises to
learn from their mistakes, can be misleading ifitigitutional environment is ignored. Cerra
and Saxena (2008) find that there are large pergistutput losses associated with financial
crises and some types of political crises. A calittary finding is made by Ranciére et al.
(2008); they show that countries which have expeed financial crises have grown faster on
average than countries with stable financial coowst. Their results indicate that systemic
risk has a positive effect on growth, although ribquces occasional financial crises. The
finding also implies that financial liberalizatiatrengthens financial development and leads
to higher long-run growth (Ranciere et al. 2008403

According to Reinhart and Rogoff (2009:466) there thiree common characteristics in the
aftermath of financial crises. First, asset marleis equity prices collapse, and real housing
prices decline. Second, output and employment mkeclThird, government debt explodes.
The latter they find not to be primarily becausdanfe bailout costs, but due to a collapse in
tax revenues and ambitious countercyclical fisadicpes. Reinhart and Reinhart (2010:37)
find that large destabilizing events (banking @jssurrency crises, inflation crises, sovereign
default and stock-market crashes) cause changesyimacroeconomic indicators well after
the crisis-turmoil have passed. Their results ssgtdet: “Real per capita GDP growth rates
are significantly lower during the decade followirgevere financial crises and the
synchronous world-wide shocks” (Reinhart and Reink2010:2). The first hypothesis is

therefore:

H11: Financial crises decrease economic growth.
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However, Ranciere et al. 2008 findings indicatd fhreancial liberalization may be better in
the long run since it is growth-enhancing, altholighkralized countries are more vulnerable
to crises. And the moral hazard view emphasizesptistive learning process of crises

episodes. Consequently, a contradictory hypothegigoposed:

H11A: Financial crises have positive long-run eféean growth.

Cavallo and Cavallo’s (2010) results suggest thahatratic institutions perform better

during crisis than autocratic. On the basis of thesfollowing hypothesis is derived:

H12: A poor institutional environment amplifies thegative economic effects of financial

crises on growth.

2.5 Political instability and growth

By way of introduction, a casual comparison mayeaedo illustrate the relationship between
political instability and growth. From 1960 to 19®btswana’s economy grew at 5.8 percent
per year, while Zaire’s economy grew at a negatate of 2.9 percent (Feng 2003:28).
Correspondingly, the political climate in Zaire ohgy this period was very turbulent, counting
eleven riots, eight government crises, one coufaty'évelve revolutions, and at least three
assassinations of central politicians. In the sapsgiod Botswana experienced one
governmental crisis (Banks 1999 in Feng 2003:2%Meitler this observed relationship is a

general one has been studied intensively and isatéa the goal of this thesis.

The example above connects two phenomena of greaest to both economist and political
scientists. Campos and Nugent (2002) identifiegist\economic variables allegedly affected
by political instability in the literature (Figui2), one of which is growth. Levine and Renelt
(1992) identified over 50 variables that have b&mmd to be significantly correlated with
growth. A decade later, Sala-I-Martin, Doppelhcded Miller (2004) compiled a list of 67
variables, while Durlauf et al. (2004) listed anaaing 145 regressors. The complexity of the
growth literature demands a complex theoreticalisbasd thorough investigation of the
causal patters being studied. Here, | focus onethatsidies examining the relationship
between political instability, growth and investrieand also draw upon this literature for

identifying other mitigating factors of explanation
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Figure 2: Studies employing political instability explanatory variable
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One of the more accepted consensuses in the gtibertiture is that physical capital, human
capital and technology constitufgroximate causes of growth. Correlations from cross-
country analysis show that these factors matterbgnithcreasing them one should be able to
increase growth. However, there fladamentaleasons why these proximate causes vary to
a large degree across countries. These fundamzmiaks are central to understanding why
some countries fall, like Zaire, or succeed, liki@Bvana, in stimulating the proximate factors
leading to growth. According to Acemoglu (2009:2 fundamentals concern “the roles of
policies, institutions, culture, and exogenous emunental factors.” Clearly, political

instability is one such fundamental factor.

Previous studies

The relationship between political instability agrdwth has been thoroughly investigated and
many empirical findings in the literature have bepnte consistentpolitical instability is
detrimental for economic growi{Barro 1991; Levine and Renelt 1992; Barro and 18@4;
Mauro 1995; Alesina et al. 1996; Alesina and Pert96; Perotti 1996; Ades and Chua
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1997; Asteriou and Price 2001; Feng 2003). Othediss, however, do not find such
evidence (Londregan and Poole 1990; Campos andmi@ge2, 2003).

Campos and Nugent (2002:159) stress the two pregomviews of political instability in the

growth literature, where the first approach emptesiegular and irregular government
changes and the second focus on unrest due to-poldical factors (revolutions, coups
d’état, civil wars and political assassinationsgcérding to Mankiw (1995:302), the latter
view of political instability has proven to haverabust negative effect on growth in the
literature. Persson and Tabellini (1999) concludsdilarly that “more frequent regime

changes, or political unrest and violence, is digantly and negatively correlated with
growth in cross-country data”.

Interestingly, two of the most sited studies irstfield show opposite results applying the
same method of analysis. Alesina et al. (1996)ltesthow a high incidence of government
collapses in countries with low growth. Londregaud &oole (1990), on the other hand, show
that low economic growth increases political indigb They do not find evidence that
instability reduce growth, which leads them to dade that poverty spawns coups, but coups
do not have economic effects. A common finding, &eev, is that political instability is
persistent. Alesina et al. (1996:190) comment thaént government changes increases the
probability of future collapses. Londregan and Bddl990:152) more specifically states that
coups have political aftereffects, dramaticallyr@asing the likelihood of another coup for up
to six years. Both these studies employ a simuttameequations framework to explore the
joint endogeneity of government change and growthiike Londregan and Poole (1990),
however, Alesina et al. (1996) do not focus sotalycoups, but include a broader definition

of government change. The latter study also cofidrch number of economic factors.

Several studies also show that political instapiig negatively associated with investment
rates (Barro 1991; Levine and Renelt 1992; Venand Gupta 1986). Levine and Renelt
(1992:958) observe that “countries that experiemd¢egh number of revolutions and coups
tend to be the same countries that invest lesteaf tesources domestically than countries
with stable political environments.” Campos and Bhig(2003) found the quite opposite
result: a robust positive relationship between qalitical instability and investment. When
they examine the direct and indirect effect of esgmilitical instability on both investment and

growth they find that the “direct (negative) effemft socio-political instability on growth
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counterbalances the positive indirect effect ofiesolitical instability on growth (through
investment)” (Campos and Nugent 2003:542). This Ige with the result from Campos and
Nugent (2002) indicating no relationship betweenig@olitical instability and long-term
growth. Svensson (1998:1332) find that measures of pdlitnstability (executive instability
and socio-political unrest) have no significanteeff on investment when he controls for
protection of property rights, proxied by the indional quality. This leads him to suggest
that the effect of political instability on invesémt runs through the quality of property rights.

Another directly related area of study has beendahacome inequalities effect on growth or
investment through their effect on political insligy (Alesina and Perotti 1996; Perotti 1996;
Persson and Tabellini 1994; Alesina and Rodrik 19993). By fueling social discontent and
unrest, Alesina and Perotti (1996) find that incomequality increase the probability of
coups, revolutions and mass violence thereby redugrowth. In other related lines of
research, Ozler and Tabellini (1991) find that leigpolitical instability leads to increased
external debt in developing countries; while Cukian et al. (1992) show that more political

instability correlates positively with inflation.

Feng (2003:321) critiques several studies for n@kia distinction between regime change
and government change (see Alesina et al. 1996je@u&n et al. 1992). The definitions
which emphasize the multidimensionality of politidastability makes this distinction clear
(Sanders 1981, Jong-A-Pin 2010). According to H@0§3:322), Sanders results imply that a
study of political instability and growth will béngoretically meaningless and may lead to
confusing results unless political instability ifferentiated: “major political instability (such
as a successful coup d’état) or minor politicaltabgity (such as a government change

involving the same party) will have different cogaences for growth.”

Jong-A-Pin (2009:26) finds support for two of therleer mentioned dimensions of political
instability affecting economic growth. Instability the political regime has a negative impact
on economic growth. The instabilityf the political regime is in Jong-A-Pin’s view the
concept that comes closest when referring to tleem@inty of investors regarding property
rights. The second finding is perhaps more surggisis more instabilitwithin the regime is
found to be good for economic growth. Darby, Li afidscatelli (2004) finds the opposing
result, arguing that political instability withinogernments can reduce the probability of re-

election, leading to lower public investment anérétfore lower growth rates. This view
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emphasizegovernment myopjar short-sightedness that leads forward-lookiogegnments
away from long-term policies because of uncertarelection prospects (Darby et al.
2004:154). In support of his finding, Jong-A-Piriers to Besley, Persson and Sturm (2005)
who argue that lack of political competition maiflsteconomic performance. More political
competition within the regime is therefore good feconomic growth as incompetent

incumbents can be held accountable.

If financial crisis cause political instability wiiin a regime, then this result might indicate that
the long-term effect on growth due to crisis canpositive, lending support to the moral
hazard hypothesis and the positive economic effe@disrced reform. Remember Cavallo and
Cavallo (2010) advised against this policy viewtlasir study showed a consistent negative
effect of crises on growth. Also, this result iraties that a multidimensional approach may be
most suitable to explain the variation through whjgolitical instability affects growth.
Because, it seems, there are different effectshefdifferent dimensions of instability in
different contexts.

Table 2 gives an extensive overview of the cergmapirical findings in the field. Of the 22
empirical studies surveyed, only nine display astsient and significant negative effect on
growth or investment. The other studies’ findinge aither insignificant, show ambiguous
results, conflicting directions of the effect ofliioal instability, or they actually display
positive effects of instability on growth or invesnt. Interestingly, of the nine studies
showing negative results, seven apply a crosseswttiramework and two are time-series.
No study applying a panel data structure has fauodnsistent negative and significant effect
of political instability on growth or investmenth& methodological review (section 2.6) will
discuss these features more specifically. Nexiedcdbe the theoretical background of the

relationship between political instability and gtow
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Table 2: Literature survey: Political instahility and growth

Author and year
published:

Londregan and
FPoole (1990)

Barro (194913

Levine and Renelt
1992

Easterly and Rebelo
(1993)

Barro and Lee {1934)

Mauro (19945)

Alesina et al. 1996

Alesina and Perotti
(1996)

Perotti (1996)

Ades and Chua
1997

Benhabib-Spiegel
(1997

Sala-i-Martin (1997)

Indicator of political instahility:

Government change (Pr. of Coup
d'etaf)

Fevolutions, coups and political
assassinations

Index of revalutions and coups
(Barro 1991},

Assassinations and war casualties

Durmimy twarfwartime). Revolutions,
assassinations and war casualties

Subjective index of political
instahility. Subjective index of
hureaucratic instahility {including
political instability.

Government chanage (Pr. change in
executive power: government
change, major change, coup)

Index (FCA): political
assassinations, mass violence
(deaths), coups (successful and
unsuccessiul), democracy.

Index (FCAY. political
assassinations, mass violence
(deaths), coups (successful and
unsuccessful), democracy dumimy.

Index af instahility and regional
instability {revolutions and coups).

Major government change (Dummy
for coup or major regular change in
veart-4 to f).

War dummy, revolutions and
coups, Political assassinations,
ethno-linguistic fractionalisations.

Framework:

Fooled Cross-
Sectional Time-
Series. Simultaneous
equations (AGLS).

Cross-section

Cross-section

Cross-section

FPanel

Cross-section

Cross section.
Simultaneous
equations (AGLE).

Cross-section,
simultaneous
eguations

Cross-section

Cross-section

Panel (GMM, FE)

Cross-section

Key findings:

Mo effect of instahility on
gromwth. Lo growth
increase instability.

mHegative growthfimestment
effect.

Mo robust caorreleation with
growth. Megative effect on
investmentiGDRP.

Mo significant effect.

Dumimies: no significant
effect. Other, negative effect
an growth.

MHegative effect of political
instakility and bureaucratic
instahility on growth. Mo
significant effect on
investment.

Megative effect on growth

MHegative investment effect

Megative effect on growth

MHegative effect on growth

Mo significant effect on
growth, Political instability
has a negative impact on
investment in physical
capital {fixed effects
excluded)

Megative effect ofwar
dummy, revolutions and
coups. Mo significant effect
of political assassinations
and ethnic fractinalization.
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Table 2 continued; Literature survey: Political instability and growth

Svensson (1998)

Asteriou and Price
20013

Fosu (2001}

Feng (2001}

Campos and Mugent
(2002

Fielding (2003}

Feng (2003)

Campos and Nugent
(2003)

Butkiewicz and
Yanikkaya (2008)

Jong-A-Fin (2009

Pr. government chanoge (regular,

irreqular, major. Polarization

(proxied by socio-political unrest:

assassinations, deaths from
political wiolence, executions,
durmmy demacracy)

Index (PCA) of political instahility

iterrorist incidents, strikes,

elections, regime change, dummy

Falkland's War and GulfWar

Index (PCA) of political instahility
(successful coups, abordive coups

and reported coup plots)

Falitical instability (standard
deviation of political freedom).

Faolitical violence: measured by
revolutions, coups, riots, strikes

"Severe index" (PCAY political
assassinations, revolutions and
coups. "Moderate index" (PCA):

pality Nl indicators.,

Casualties due to Intifada (fatalities
in lsrael proper, West Bank and

Gaza)

Government change (Pr. irregular

government change)

Index (FCAY political

assassinations, revolutions and

COURS.

17 measures of socio-political
instahility divided into three main

groups: measures of government
stahility, indices of social stahility,
measures of palitical violence and
War.

FA: Instability of regime, Mass civil
protest, Within regime instahility,

Falitically motivated violence.

FE: Fixed Effects panel regression

PCA = Principal Component constructed indices.
FA = Indicators obtained by Factor Analysis of 25 Plvariables
Ghih = Generalized Method of Moments
AGLS = Amemiya Generalized Least Sguares
35L5 = Three-Stage Least Squares

SR = Seeminaly Unrelated Regressions

Cross-section

Time-series (LK)

Cross-section (Sub-
Saharan Africa)

Cross-section

Fanel. Granger
causality. Anderson-
Hizao-Arellano

instrumental variahle

estimates.

Time-series ([srael)

Cross-section

Panel. Granger
causality. Anderson-
Hizao-Arellano

instrumental variahle

estimates.

Cross-sections,
3JELE, SUR.

Dynamic panel, Ghihd,

FE

Mo significant effect on
investment when protection
of property rights is
controlled for. Megative effect
on protection of property
rights (proxied by instituional
fuality).

MHegative effect on growth

Positive effect of instahility
on growth. Interaction with
physical capital vields
negative effect.

MHegative effect of the
variation in political freedom
on private investment.

Mo relationship between
palitical instability and
grounth.

Megative impact on the rate
of savings.

MHegative effect on growth

FPositive effect of political
instahility an investment. Mo
effect of investment on
political instahility.

Government and social
instability - typically
insignificant. Political
violence - significant
negative effects.

Instahility of regime
negative. Instability within
regime positive.
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The theory behind the correlation

There are many theoretical arguments for why palitinstability affects growth. Two of the
most common in the literature argue that: (1) Rualitinstability increases poliayncertainty
affecting incentives of economic agents and theeefgrowth (Alesina et al 1996). (2)
Political instability has adverse influencespmoperty rightsthereby affecting growth (Barro
1991). Ades and Chua (1997:280) emphasize a mogetdind immediate effect of political
instability. As a result of “major institutional stuptions and most civil wars” we see
emigrationof the most qualified labor force, am@struction of infrastructur@ecessary for
production and trade. Another channel through whgrbwth is affected by political
instability is due to governmemhyopia Politicians in an instable regime may implement
shortsighted policies that benefit themselves dagegroups.

According to Carmignani (2003:1), what is commorr fine two frequently applied
dimensions of political instability is that all e possible events generatacertainty An
event that causes uncertainty about the stabifitpsiitutions and policymakers will in turn
create uncertainty regarding the future coursecohemic policies, the security of property
rights, the productivity of capital inputs and fireéal flows. Private investors observing this
uncertainty may change their incentives to inva@strough fueling social discontent and
unrest, the probability of coups, revolutions analsmviolence increase as a consequence of
increased policy uncertainty and threats to prgpéghts (Alesina and Perotti 1996). This has

a negative effect on investment and growth.

Feng (2001) highlight a twofold effect as both agners and investors react to a political
unstable situation. “Economic growth is sustaineeugh savings and investment. When a
political regime is unstable, consumers decreag@gand increase consumption since their
savings may become worthless” (Feng 2001:273). skave in the same situation will

decrease investment in fixed capital stocks andhghaheir portfolios to more liquid and

portable assets. This means that political instghilecrease both the supply of investment
capital by savers, and the demand for capital gstors. Political instability also has the

potential effect of increasing unemployment theralsp reducing the pool of savings (ibid).

Because political instability creates uncertairihg risk of capital loss increases. This can
change the incentives to save and invest leadwvgstors to become more reluctant towards

economic initiatives. Feng (2003:21) remark thatadiuating the political environment is an
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essential part of an investor's reasoning procebenwhe makes a decision regarding
investment and consumption.” The possibility of gaxment change may lower conditions
for investment no matter if it is a change towarthare investment friendly regime or the
opposite. Feng (2003:24) explains this as a resduitvestors beingisk-averse Investors
appreciate a consistent public policy. If a futurbange in government implies an
improvement for investment conditions, investorsddhavestments until then. If the future
change implies an increase in the cost of investmewestors also holds investments. This
means that expectations of unrest and instability,only actual change, can affect investor’s

decisions.

Property rightsare enforced by the state through the legal sys&rensson (1998:1318)
states that: “Poorly enforced property rights @eatwvedge between the marginal product of
capital and the rate of return that can be priyatgbpropriated by investors.” If the
enforcement of property rights determines incestit@ invest, then investments in legal
infrastructure are central for increasing investtmamd growth. Svensson (ibid) argue that
political instability and polarization make low iestment in legal infrastructure a rational
choice for decision makers maximizing their indivadl welfare. The implication of this being
that because governments in politically unstablrenments tend to spend little on legal
infrastructure, this results in lower domestic istveent (Svensson 1998:1337).

Alesina and Perotti (1996:1214) argue that politinatability affects growth through three

main channels:

1. By increasing the level of taxation.

2. Because social unrest can disrupt productive dietsvihereby creating a fall in the
productivity of labor and capital.

3. Through the fact that political instability incressuncertainty “inducing investors to

postpone projects, invest abroad (...), or simplyscome more.”

If politicians become targets, due to social unrestience or increased probability of coups,
then thereputation mechanismthat would normally prevent politicians from raigitaxes,

especially on capital, will no longer be presemlitial instability can therefore change
politicians’ incentives to tax. Investors observimgh political instability expect higher taxes

and therefore hold investments (Alesina and Pert®96:1206). This is one form of
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governmenimyopiawhich can be induced by political instability. @agnani (2003:2) also
mention “increasing government consumption for cengational purposes, reducing
investments in the legal system, delaying (...) $tnat reforms and reneging on previously

made commitments” as possible myopic outcomes.

Campos and Nugent (2003) finds a positive long4reilationship between socio-political
instability and investment. Some contributions frdhe investment literature gives a
theoretical explanation for this result, highligtgiirreversibility and the conditions under
which uncertainty can have a positive effect oregtinent (Campos and Nugent 2003:533-
534). Abel and Eberly (1999) investigate the efigcirreversibility and uncertainty on long-
run investment. The logic of irreversibility andaentainty can be explained in the following
manner: If a firm anticipates that an investmerit become irreversible in the future, they are
more reluctant to invest today. This fear of theufe being tied is called thereversibility
constraint When investment is irreversible, “the optimal estment policy is to purchase
capital only as needed to prevent the marginalmeegroduct of capital from rising above an
optimally derived hurdle” (Abel and Eberly 1999:34Dbreversibility increases the hurdle for
investments to be profitable. Since firms cannasindiest when investment is irreversible,
they apply a higher user cost of capital to curiaméstments (Abel and Eberly 1999:364).
The long-run investment effect of this, accordiagdbel and Eberly, is that “expected capital

stock may be higher or lower under irreversibithign under reversibility” (ibid).

Three explanations for their result are suggesye@dmpos and Nugent (2003:533-534) in a
situation where socio-political instability is caug uncertainty and the possibility of inability

to disinvest:

I: Uncertainty in the form of socio-political irsiility delays investment.

i Socio-political instability destroys at leagartly the capital stock, causing a big
increase in replacement investment.

iii : Socio-political instability causes changes in gawveent and government policy that

are beneficial in the long run.

The possibility that political instability can haysitive long-run effects on investments
needs to be taken under consideration. Althoughremeember that Campos and Nugent

(2003) found the negative effects of instability gnowth to be counterbalanced by the long-
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run effects of investments. Therefore, what gropdltern to expect under conditions of

uncertainty is ambiguous at best.

Hypothesizing the effect of political instability o growth

According to Kong (2007), there has been littlelarption in models of political instability
and growth, on the underlying mechanisms of hovgeghgrocesses really affect the growth
trajectory. He refers to the indexation proceduled are very often used as an “add-all-in-
and-stir” recipe for explaining growth. Although K@ may be correct in his accusation of the
lack of research on underlying mechanisms, theoredgr “all-in” recipes in researching
political instability is that anything less wouldbtrepresent the many dimensions of the
concept. On the other hand, specifically contrglifor all these mechanisms in quantitative
models would lead to very large models and probatdyy difficult issues with regard to all
the data that would be necessary. The effect dafiqailinstability is therefore hypothesized to
affect growth both directly and through differenéchanisms:

Figure 3: The mechanisms of political instabilitydagrowth®

Uncertainty
Property rights
Taxes
Political instability | — | Infrastructure — - —
Emigration
Government myopia
Unemployment

Economic
growth

2.6 Methodological review

Several methodological approaches have been appliedtudy the effect of political
instability on economic growth quantitatively. Tab? also provides an overview of the
methodological approaches used by studies in igls. MWWe observe that cross-section studies
have been most common, but that panel-studiesiangdsieries are also applied. In addition,
several authors use techniques and estimatorsctiuacfor endogeneity, joint simultaneity

* The effect of political instability through uncairty could be hypothesized to affect growth bathatively
andpositivelythrough delayed investment, replacement investmedtbeneficial changes in policy, based on
the explanation of Campos and Nugent (2003). Fopltity, and because investment is not my mainaide

of interest, | choose only the above mentioned @ppration.
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and to test the direction of causality (Grangersadity). The purpose of examining the past
methodological approaches is to evaluate what madel estimation procedure is most
appropriate.

The “stylized fact” status of the instability-grdwtelationship has increasingly come under
critigue (Campos and Nugent 2002; Carmignani 2@@Haan 2007; Jong-A-Pin 2009). De
Haan (2007) identifies several potential pitfallise outcome-sensitivity of the models to
specification, sample heterogeneity, the problemne&suring political instability, and how to

treat the time dimension. In short, the critiques mostly methodological. The methodology
applied in the studies that generated this “stylitaect” view of the relationship a decade ago
was not adequate. The application of averaged -s@d#ons leaves limited room for the

treatment of estimation bias due to parameter bgégreity, omitted variables and the joint
endogeneity of growth and instability (CarmignafD3:23-24). Furthermore, the choice of
regressors should be theory-driven, not inductigelected for the purpose of high statistical
fitness as seem to be the case with many econaanigbles (Carmignani 2003:25; De Haan
2007:283). After surveying the literature on pohii instability and growth, Carmignani

(2003:31) finds that the early contributions shovidence of a strong negative relationship
between instability and growth. As we can see filcable 2, common for many of the early

studies is that they do not tackle the problenooitjendogeneity explicitly, and among those

who have, the results are not consistent.

Cross-section and panel modeling

Feng (2003:66) analyzes cross-section data instietthe-series data because of his focus on
the secular trend of economic growth and not “dyicashange, transitional crises, or external
shocks.” This methodological approach uses crosstcy data averaged over a long period
of time and allows him to focus on the long-rumte of economic performance. One critique
of the opposite, put forward by Barro (1997), ftdteat in the short-run dynamic approach the
relationship between growth and its determinantg well become poorly specified because
of business cycles: “precise timing between groant its determinants is not well specified
at the high frequencies characteristics of ‘busiragles™(Barro 1997:15). An advantage of
pure cross-sections is that averaging out varialbhsimizes the problem of missing
observations, a predicament that is well known @sfilg with respect to developing
countries. However, in cross-section models thdlpro of parameter heterogeneity is likely

to occur when a large number of countries with edéht social, political, cultural and
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institutional structures are assumed to be idenf@armignani 2003:23). Asteriou and Price
(2001:384) comment that while cross-sections mdgr afonsistent estimators for long-run
growth effects, they fail to capture information pdrticular events and how they influence
growth. Another problem with cross-section studsesmitting country-specific fixed effects,

thereby boosting the effect of other explanatorgialdes acting as proxies for unobserved
phenomena (Benhabib and Spiegel 1997:3). When dedluindependent variables are
correlated with excluded variables we get omittadable bias with ordinary or generalized
least squares estimation techniques. Testing inapsons hold and whether or not bias is

present is essential when applying quantitativerigpies.

Panel analysis may better cope with some of theebwentioned problems. Using panel data
we have the advantage of being able to contralifmbserved heterogeneity. Since panel data
employs both cross-section and time-series thé totaber of degrees of freedom increase
compared to pure time-series and cross-sections fitesents possibilities for applying
robust estimation techniques, including sub-samptegroup dummies, thereby addressing
i.e. parameter heterogeneity (Carmignani 200328)g (2003:67) argue that including time-
series are advantageous when studying the dyndraigye relationship between political and
economic development. Panel models are also ablak® this argument one step further.
Dynamic panel models including a lagged dependantble as a regressor may be better
able to model the dynamics of change (see i.e 26Rg: 2009; Benhabib and Spiegel 1997).
This technique is especially suitable if we haubeoretical expectation that earlier values of
the dependent variable have a direct causal effectucceeding values. It seems likely that
the growth in income in one period has consequefacasvestment decisions, distribution of
expenditures, etc. in the period that follows. Efi@re, economic growth in periaanay have

a causal effect on growth in periaci. The dynamic model also provides a solution to
problems of autocorrelation, which is a common f@wbin time-series and panel structures,
since temporal dependence is explained by theceadiues of the dependent variable (Finkel
2008:487). Islam (1995) reformulates the growthvesgence equation of Mankiw, Romer
and Weil (1992) into a dynamic panel data modehwibuntry specific effects. Taking the
production function as the starting point he argines it is only natural that the production
function will differ across countries. An effectathcannot be adequately isolated using cross-
section methodology. Islam (1995:1128) further aggthat “From growth theory’s point of
view, the panel approach allows us to isolate tfexeof “capital deepening” on the one hand

and technological and institutional differencestbe other, in the process of convergence.”
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Panel models are by no means the solution to alilpms; they in fact create some new ones.
Feng (2003:66) comment that the use of panel figfdcts estimation (within-country
variation) also can be problematic if it is accoisiped by first differentiating, due to potential
loss of data. Another problem with a fixed effeptgel model is that time-invariable factors
are factored out of the equation, which makes wblento include regressors that do not vary

over time.

The problem of joint endogeneity

The relationship between political and economic eliggment are complex. If political
instability and economic growth are mutually retateen results may be biased. This creates
the methodological challenge of simultaneity. lfop@rowth can cause political instability
this needs to be accounted for in the quantitatieelel. The substantive problem that creates
the statistical dilemma is accurately describedlgsina and Perotti (1994:359) as a vicious
circle trapping poor countries: “They are unstabéeause they do not manage to become

rich, and they do not manage to become rich bedheseare politically unstable.”

Some studies simply assume that political instgbis an exogenous variable: “Political
stability also reflect other, permanent, or slowlyanging features of a political system.
Political institutions, culture, tradition, underlg conflicts, cleavage of population into
organized groups, and the extent of political pgréition and the involvement of the citizens
are all semipermanent features of a country thidctef its stability” (Cukierman et al.

1992:550). Miljkovic and Rimal (2007) dismiss masthnical solutions and simply argue
that their “array” of regression results will enalthem to make credible conclusions without
statistically controlling for simultaneous effectSther studies more specifically treat the
problem of simultaneity. Londregan and Poole (19863 Alesina et al. (1996) adapt
simultaneous equation models that allow both graaviti political instability to be treated as
endogenous variables. Londregan and Poole (19%¥jitseindicate that the direction of
causality runs from growth to coups, while Alesieiaal. (1996) results suggest that the
direction of causality runs from political instatyjlto growth. These diverging outcomes have
led later studies to focus more precisely on egtigahe direction of causality and possible

endogeneity.

Asteriou and Price (2001:390) perform Granger déydasts to determine the direction of
causality in their study of the United Kingdom. Vhind that political instability mainly

37



affects growth, and not vice versa. Specificaltyikes, terrorist incidents and regime change
causes growth, while growth only causes changesgime. Campos and Nugent (2002) find
no evidence that political instability Granger-casiseconomic growth, nor do they find
evidence for the opposite direction of causalitpwidver, their sensitivity analysis reveals a
contemporaneous negative relationship and the @bhbfr&n sample are suggested to be the
driving force causing this negative connection (@asm and Nugent 2002:158). In a
subsequent study of the direction of causality ketwpolitical instability and investment,
Campos and Nugent (2003) find a robust positivesabrelationship between instability and
investment. Jong-A-Pin (2009:17) finds both a cowmgeraneous relation and a Granger
causal relationship running from instability of tpelitical regime to growth. He also finds
some evidence of a two-way causality between graawith instability within countries, and
that growth has a causal effect on political vickenThese studies use a dynamic panel
framework, in which they apply the concept of Grangausality (Granger 1987). Jong-A-Pin
(2009:21) explains this approach as “evaluatingléiggied impact of political instability on
current values of economic growth, whilst contradlifor the lagged effect of economic

growth (and other explanatory variables)”.

Other techniques are also commonly found. Theunstntal variable approach uses a set of
additional variables that are correlated with thdagenous explanatory variable to generate a
transformed model that can be consistently estien@@armignani 2003:29). The instruments
cannot, however, be correlated with the regressemagr-term, and demands testing the
instruments appropriateness. Finding good instrasnen therefore a challenging task. As
Durlauf et al. (2004:117) state: “the belief thatis easy to identify valid instrumental
variables in the growth context is deeply mistakétowever, panel data may also simplify
the search for instruments. Some panel estimagohniques apply lagged versions of the
endogenous explanatory variable as instrumentsslilieescaping the troublesome process of
finding other instruments. Benhabib and SpiegelO{}%nd Jong-A-Pin (2009) choose a
generalized method of moment's framework where gbeential endogeneity of political
instability is instrumented by lagged variablespalitical instability. Less formal ways of
modeling endogeneity are also applied. Giving exgiery variables that are thought to be
endogenous a lag is a way of ensuring the direatfocausality runs in the right direction
(Feng 2003:68). However, this straightforward teghe has the consequence of stealing
degrees of freedom, and so do the approach usyggdaexplanatory variable as instrument.

Yet another possibility is to use measures of exgitary variables at the start of the sample
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period (Svensson 1998). For example, the institalicontext at the beginning of the sample

period could be used to explain the subsequenta@went in economic growth.

How important is the potential problem of endoggrieif it is true that political instability

lowers growth, but growth feeds back into instéyilthen the estimates will conflate the
effects and results are inconsistent estimatehiefcausal effect (Durlauf et al. 2004:116).
Many studies have explored this endogeneity witltatiing at a consistent answer to the
problem. According to Mankiw (1995) and Wacziar@@2) it is necessary to accept that
reliable causal statements in the growth literatare almost impossible to make. This,
however, does not mean that simultaneity can beéanleed due to the statistical problem it

creates. The question is rattew one chooses to address the problem.

Model specification

What is the proper model specification in growthdss? The neoclassical growth theories
argue that the engine of growth is capital accutrariawhile the endogenous growth theories
emphasize human capital and differences in teclyyods the explanation of differences in
growth convergence (Kong 2007:11). This has bedahduexplored by the political economy
literature emphasizing the effect of political aimdtitutional variables in explaining cross-
country variation in economic growth. Benhabib #pliegel (1997:1) suggest that such
ancillary variables influence growth primarily tlugh their impact on factor accumulation.
As mentioned earlier, the proximate causes of grawe influenced strongly by fundamental
factors that differ widely across countries andsialg over time. Benhabib and Spiegel
(1997) make as a starting point a “base-model” aetiog for technological progress and
factor accumulation. Then it is asked whether #argilvariables affect growth directly or
through factor accumulation, and if these variabbgdain departures of growth from the base
values. Jong-A-Pin’s (2009) “baseline” model, faample, bases the selection of exploratory
variables on the basic Solow framework. His veatoeconomic variables therefore consists
of the initial investment/GDP ratio, the level aiitial secondary school enrollment and the
initial population growth. These approaches arg/ w®mmon and intuitively appealing. The
inclusion of initial variable values has the pumad testing the convergence hypothesis in
economic growth theories. Jong-A-Pin then goes mmest the sensitivity of his baseline
results by including a set of alternative variabtedicated by the instability-growth literature
to be of significance. In this thesis, both finahctrises and political instability are

hypothesized to be potential causes of departures fthe growth base values. The
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parsimonious economic model based on the centraletgence hypothesis in the growth
literature seems to be a natural starting poistidy departures from growth curves. It makes
the study comparable to other studies applyings#tmee basic setup, and it is well founded in

economic theory (for details, see i.e. Islam 199&;lauf et al. 2004).

Causality and context

As previously mentioned, there has been found dimgreffects of different dimensions of
political instability in different contexts. For ample, Jong-A-Pin (2009) finds that instability
of regimes are growth-negative, while instabiltythin are growth-positive. Campos and
Nugent (2003) find a long-term positive effect nstiability on investment and a short-term
negative effect. Butkiewicz and Yanikkaya’'s (2008%ults show that measures of political
violence typically are growth-negative, while gaweent and social instability are
insignificant. In addition, effects are found to d@nditioned upon income-levels. Generally,
results of quantitative approaches in the instgbgrowth literature have diverging results,
possibly due to parameter heterogeneity, simultgnanisspecification and errors of

measurement. How do we establish causality inld ékstudy facing these challenges?

Falleti and Lynch (2009:1143) emphasize that caesglanations must be contextually
bounded. To draw causation, one must understandefagonship between context and
mechanisms. Measurements and indicators are olosestian different contexts, which need
to be accounted for. This relates to the problenparimeter heterogeneity in quantitative
studies. If the units of analysis “are not equinalen ways that are likely to be causally
relevant” (Falleti and Lynch 2009:1144), then how we produce valid causal inference?
One development within quantitative approaches,asiged by Falleti and Lynch (2009),
are multilevel studies. These models examine @aita/o or more levels of society (Grgnmo
2004:389). By using data from several levels we getnore nuanced picture of the
phenomena we are studying. If we ask how the oxlahip on one level is conditioned by
relations on another level, then the latter leliekéby constitutes the contextual reference, or
prerequisite conditions, for the first (ibid). lkems likely to assume a different impact of
financial crises in developed and developing caestrboth with regards to instability and
growth. It would also be likely to expect the nataf phenomena of political instability to be
different in democracies and autocracies, whicturn would affect the growth pattern, or the
departure from the growth pattern, differently. &peally, the role of institutions in

comparative political economy is central to explaiantext. Solow (1986) makes the
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observation that “more often than not we fail tketanstitutional differences seriously. One
model is supposed to apply everywhere and alwag#ed in Western 1998:1235). Such
differences, or heterogeneity across countriesptiem modeled simply by including control
variables to “stratify the analysis to achieve @husomparability” (Falleti and Lynch
2009:1144), or by introducing interaction termgegressions to make effects of one variable

on the dependent conditional upon a third.

If it is necessary tesubstantivelyaccount for causal heterogeneity, SteenbergenJands
(2002) recommend multilevel analysis as the pretemprocedure. Given, of course, that
multilevel data structures exist within the framekvone is examining. On the other hand, if
it is enough tostatistically control for causal heterogeneity, then a panehé&aork may be
satisfactory. The Least Square Dummy Variable xedieffects approaches accomplish this
by absorbing the contextual or subgroup differenesvever, these models do not explain
the difference, they only account for them. Thesriattive, random-error or random effects
models are able to include subgroup predictorsthnd to substantively account for causal
heterogeneity. By using a random effects moded also possible to separate effects within
countries over time, from the average effect betwamuntries. This possibility of explicitly

modeling heterogeneity between countries is empldsn the next section.

2.7 Chapter summary

Section 2.1 discussed financial crises. It was edginat the measure of banking crises is
suitable since it captures both internal and exleforms of financial distress. Cavallo and
Cavallo (2010) also find this proxy of financialisgs to correlate most with other crisis
measures. Section 2.2 described a development fsoe and two-dimensional, to a
multidimensional view of political instability. Fgn(2003) conceived political instability as
merely government change, Alesina and Perotti (1996phasized both regime-related
instability and instability induced by the civil-@ety, while Jong-A-Pin (2009) developed a
multidimensional framework where political violenamass civil protest, instability within
regimes, and instability of regimes was found totle central dimensions. Because of its
nature as qualitative phenomena, political instigbrhay be difficult to measure. Therefore,
several authors employ factor analysis or princig@hponent analysis to capture several

relevant phenomena.
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Section 2.3 presented the theoretical expectatants previous empirical findings on the
determinants of political instability. 1 have hypesized that financial crises, inflation,
economic and social inequality, and regional infitglio have a positive effect on political
instability. Income growth, trade openness, goveminspending and democratic institutions
are expected to have a negative effect on politiesiability. In addition, the effect of
financial crises may be dependent on the levehodme and therefore have a positive effect
on political instability since financial crises d@h®mught to lower income.

Section 2.4 discussed the connection between fimandses and economic growth. The
central argument is that crises are destabilizimg dentral macroeconomic variables and
therefore negative for growth. However, some atpaé the long-term effect may be positive
if crises comes as a product of financial libewian, or because reform and learning-
processes take place (Drazen 2000; Ranciere 20@8). According to Cavallo and Cavallo
(2010) financial crises are critical junctures atid long-term effect depends on the
institutional set-up. Therefore, the last hypothestates that a politically unstable

environment may amplify the negative effects o$esion growth.

Section 2.5 identified the theoretical background fhow political instability may affect
growth, and gave a rigorous overview of the mamytrasting findings. Political instability
may increase uncertainty and have adverse inflseocgroperty rights (Barro 1991; Alesina
et al. 1996). Furthermore, political instability ynéead to emigration and destruction of
infrastructure (Ades and Chua 1997). Myopic policieay also be the product of political
instability, thereby increasing the level of tagati or simply benefiting the sitting regime
(Alesina and Perotti 1996). These are the main ar@sms through which political instability
are thought to affect growth. On the other handnf@as and Nugent (2003) also believe that
delayed investment, replacement investment andgdsam government or policies may
explain their finding of a positive effect of inbthty on long-run growth and investment.

Section 2.6 gave a methodological review of pastliss of instability and growth. Here,
some pro’s and con’s regarding both cross-sectimaispanel data models were presented, it
became clear that the joint endogeneity of instgb@ind growth need to be treated to avoid
simultaneity bias, and the part on causality antitexd suggested that panel data models may

help us to control for causal heterogeneity.
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3.0 Method

This thesis has two dependent variables. Firstjlitbe examined if financial crises create
political instability. Second, it will be examindtbw political instability affects economic
growth in general and with financial crises entgris critical junctures. The method of
choice for investigating both these relationshpgpanel data analysiMore specifically, |
will apply the benefits of within- and between-aysaé. Such models are often referred to as
Random Coefficient Models or Mixed Models in thelntevel literature. The features of this
method will be explained shortly. Thereafter, it asgued for the choice of estimation
technique before some problems with longitudinatadaconometrical challenges, and

assumptions in panel models are discussed.

3.1 Panel data models

Since panel data contains repeated observationthersame units, this allows for more
complicated and realistic models than cross-sestmmtime-series (Verbeek 2008:355). In
these analyses, the countries that are units @reatons (i = 1, 2, 3...N) are followed over a
period of years (t = 1, 2, 3, ...T). The panel datacsure gives several advantages. First of
all, including a time dimension lets us estimate ithpact of the variables at several points in
time. This minimizes the risk that cause precedtgte we can be surer that the variables are
correlated at more than one random period in temne, therefore that the relationship is not
spurious (Finkel 2001:476). A panel design doesamty allow for comparison between, or
across, systems over time, but also within oneesysbver time. Furthermore, since N is
multiplied by T we get a higher number of total ehstions, which is positive both in terms
of degrees of freedom for modeling purposes, amdaverall robustness of the research
design. Data covering two dimensions, time and epace more informative, have more
variability and less collinearity among the inclddeariables (Batalgi 2008:7). However, the
major reason why many scientists apply panel datdets is the possibility of controlling for
unobserved heterogeneityhis point deserves a closer inspection and &rgéstatic panel

data model can be used as a basis of explanation.

(1) Yit =Bo + B X'it + &it gt = (04 + pit)

In equation (1), the dependent variablg ¥ explained by a vector X'of explanatory
variables,p is the panel data estimataf, contains a stochastic error tempp with normal

properties, and a unit-specific unobserved effgtihat is constant over time. When analyzing
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panel data we cannot assume that the observatienadependently distributed across time
(Wooldridge 2009:445). The error term will vary ovéme and units capturing all
unobservable factors that affect the dependentbigi Since the same units are observed
repeatedly, it is an unrealistic assumption tha #rror terms in different periods are
uncorrelated (Verbeek 2008:356). However, precisglyce the unobserved factors are
present over time, this variation can be estimatetiexploited. One main difference between
different panel data estimators is how this unéesfic unobserved effect is treated.

Fixed effects (FE) and random effects (RE)

One may obtain FE estimates (2) by including upéesfic intercept terms in the regression
equation, and excluding the overall intercept. Tikiseferred to as the Least Square Dummy
Variable approach, where the intercepts capturethal factors that are unit-specific, or
country-specific. We obtain the same results withbaving to includeN-1 numbers of
dummy variables by calculatink'; as deviations from individual means. This is often
referred to as the within-estimator because thesfoamation of observations into deviation
from individual means, leave the within-variatioar fevery group of observations and
excludes the constant unit-specific effect, as show(2.1) and (2.2). This becomes possible
by exploiting the time variation in the variablés.RE models (3), the unit-specific effext

is included as a stochastic variable, assumed todependently and identically distributed
over units. This is often referred to as the eommponents model since its error-term

includes two variables.

(2 Y. =a, + X i + Uy
.1 Yi=ai+BX e+,
(a,—ai)=0
(22) (Y, =Yi) =B« =X )+ (ty = 1)
©) Y, =B+ BX ik +(a + )

The main advantage of panel data involves redudiegtification problems “in the presence
of endogenous regressors or measurement errorstrass to omitted variables and the
identification of individual dynamics” (Verbeek 28@58). The unit-specific effect is often
interpreted as representing omitted variables, taercefore panel data has the advantage of
being able to statistically avoid omitted variablas that may arise due to characteristics that
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are specific for a particular unit or country instltase. This is a valued property since one
important critique against quantitative modelshiattunit heterogeneity cannot be “assumed
away”, and may make results non-comparable acrossnents, regions or even countries
Petersen (2004:342) comments that the two estisdiasically reports on two different
aspects of the data. Where FE answers the reseprebtion with “within-individual
changes”, the RE approaches also utilizes “diffeesrbetween individuals”. So where FE use
the time variation around the averages within everny, RE combines the between and within
variation. Since the RE estimator utilizes moreiataon than the FE estimator this is
considered more efficient, on the other hand, theeBtimator is considered more robust to
bias. Several also argue that the fixed vs. randebate should be softened when T is high,
because as F « the Bre Will converge toward$re (Veerbeek 2008:366-367; Petersen

2004:340). However, when T is small the differentey be substantial.

In panel models, the assumption that explanatoriabi@s are not correlated with the error
term must still be valid. So that Corrii(x;) = O, for all i, t. Furthermore, the unit-specific
effects cannot be correlated with the explanatanyables: Corr (x o) = 0, for all i, t. Since
the complete error term includes= (0; + pit) OLS estimates will be consistent (with error in
inference) as long as E;if = 0 and Corr (x&ir) = O, but ifo; or u;is correlated with xresults
are also biased. This is solved by transforming éhservations into deviations from
individual means in the FE modeThe RE model includes this effect and therefore th
assumption that Coruy(x;;) = 0, must be satisfied. This strict assumptionasmally tested
with a Hausman test, where the null hypothesi$as d; andx;; are uncorrelated (Hausman
1978).°

Corr (@, xit) =0 - FE is consistent. RE is consistent afidient.

Corr (@ xit) #0 - FE is consistent. RE is inconsistent (biased

N T
22 (e R) (%)
5 fe=111 , by insertingGrein @i = yi— A%, i=1...,N we finda;. We observe that

N T
ZZ()Gt -%)?
i=1 t=1
the FE estimator removes the unit specific effegtsubtracting by individuals and not the sampl@qs does.
¢ H = (Bre — Bre) (VAr ([Sre) —Var (fre)) (Bre — [re) , H has chi square distribution wikh
degrees of freedom. Hausman basically test whettleee is a significant difference between the F& RE

estimates. If so, the null hypothesis is unlikelyhbld (Verbeek 2008:368). One important reasorstich a
difference is that; andx; are correlated (Verbeek 2008:369).

A
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Because the FE procedure consists of deviatioms frmlividual means, this also leads to
elimination of all constant explanatory variabl&kis is straightforward to understand: since
the variables do not vary over time within unitseyt have no deviation from their mean.
From this follows another problem with FE modelsttall between-variation is excluded.
This means that although the relationship betweemnd x is estimated to be positive or
negative within units, the effect between units rbaythe opposite (ecological fallacy). FE
approaches may also have substantially larger atdnerrors than RE-estimates in many
cases (Allison 2009:3). Especially when predictoase little variation over time, but large
variation between units, the FE estimates willrbprecise. Therefore, it is also more likely to
make type Il errors (reporting no effect when thexean effect), when applying the FE

estimator.

On the other hand, the RE estimator allows forittedusion of time-constant explanatory
variables since it also exploits the between-viaat However, the inclusion of the unit-
specific effects as stochastic variables assunwstliey are indeed randomly drawn from a
larger population. They are not “one of a kind”,ig¥his often the interpretation of country
specific effects (Verbeek 2008:367). Allison (28): comments that the choice between FE
and RE is really a choice between bias and efftgieRE gives more efficient estimates, but
is biased if assumptions are wrong. FE is lesse@torbias, but less efficient. However, this

choice may not be an absolute, as is discussédntinext section.

Within- and between-analysis

When we estimate within-effects (FE), each univeas its own control, and thus all unit-

specific explanatory variables are held constanteOestimates also include between-effects
(RE), we may have unit- or cluster-level omittediable bias, and therefore overestimate the
true effect of the relationship (Rabe-Hesketh akbi&dal 2008:114). Since there are many
potential gains by using RE models, it has beemgestgd potential solutions to the problem
that the unit-specific effect may be correlatedhwétxplanatory variables and therefore the

residual. Snijders and Bosker (1999:44) argue higahcluding the variables group means as

’ Since RE estimates includgas a part of the error term, the composite ermon tg = (o; + ;) exhibit a special
form of autocorrelation (Verbeek 2008:364). Consadly, OLS standard errors are incorrect, and thezeRE
estimates are computed using the more efficiene@dined Least Squares estimator (GLS). It carhba/s
that RE estimates are a matrix weighted averagieedbetween-groups and the FE-estimaigg:= Boeweent (1 —
A) + Brg, WhereA = Bre- Bre/ Boewween- Pre- FOr details, see Batalgi (2008:17-21) or Verb@e08: 364-367).
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explanatory variable, as seen in equation (4)ctireelation between the unit-specific effect
and the explanatory variable is removed. Rabe-Hbsked Skrondal (2008:115) argue
similarly, that the assumption that within- andvbetn-effects are identical may easily be
relaxed by using a model such as (5). Verbeek (3338 also point to the fact that panel data

have the benefit of providing internal instruments.

(4) Yi =B + BX, +ﬂzii * & & =(a + 1)
(5) Yit ::80 +:81(Xit _Xi) +ﬂ2¥i t &, & = (ai +:uit)

In (5), the deviation estimate ofiXom its unit-mean serve as an instrument varifdmeXi
since it is correlated with X but uncorrelated with the residual (Rabe-Heskeith Skrondal
2008:115).Within- and between-estimates are alssubttantial interest. It is interesting to
learn if the explanatory variables primarily varittin countries over time, between countries,
or both within and between countries. For examtag-A-Pin (2009:20) revealed that his

dimensions of political instability varied both Wi (over time) and between countries.

4.0 Yy =B, + BX, +/82Xi + &, & =(a; + 1)
! !
Within—effect DifferenceWithin/ Between

1) Yi =B+ B(Xy = Xi) + B, Xi +& & =(a; + 1)
) )
Within—effect  Between- effect

As shown in (4.1), the procedure suggested by 8rsjdnd Bosker (1999) may be applied to
identify the variables where the between-variatisrsignificant. A significant difference
within and between countries indicates that theat$f should be modeled as in (5.1) in the
final model. Addressing the problem highlighted Myndlak (1978), this procedure can be
applied to all explanatory variables. Thus one woehsure that estimation afl within-
effects are consistent “because the deviations thentluster means are uncorrelated with the
cluster means themselves,” uncorrelated with thevdsen-covariates, and the unit-specific
effect (Rabe-Hesketh and Skrondal 2008:119). Z@®01) advises that while modeling

within- and between-effects separately might beorimftive, they serve merely as
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illustrations if the data truly are clustered, hesm then each is underspecified without

inclusion of the other.

Choosing estimation technique

Because of the potential gains by using an RE maahel the substantial interest in estimating
within- and between-effects, this procedure is eha® investigate the questions of interest.
Applying the model in (5.1) allow inclusion of wmbnstant explanatory variables that would
otherwise have been excluded. However, the RE apprmeed some justification in the

growth context.

Islam (1995:1138) argues that FE estimation is raogéable in growth regressions. Since the
unit-specific effects are thought to consist ofhtemlogical and institutional differences that
are unobserved, it is precisely their correlatiothv@conomic growth that argues in favor of a
panel model with fixed effects. Because the REesr relies on the assumption that these
effects are uncorrelated with the exogenous vaggainl the model, which also correlates with
growth, the assumption seem unreasonable. Bondffleloend Temple (2001) argue
similarly, that since the level of efficiency isabserved, this will correlate with the level of
income producing biased estimates. So, one cowdeathat although the Hausman test
should indicate that the RE approximation is vl should not be taken as evidence that it
is substantially correct. On the other hand, thgliegtion of within- and between-variables
will impose a within-effect on the estimates whallowing the most efficient estimator to be
applied. The Hausman test can also be used toywhiat the estimation using within- and
between-variables have the desired effect by camgpathe results to a test based on

estimation with ordinary variables.

In section 2.5 it was argued that there are fundaéaheeasons why the proximate causes of
growth vary between countries. A central goal aivwgh empirics is to explain the differences
in these growth patterrecross countriesWhat then, can we learn by studying growth within
countries (FE-approaches), about the variationhm proximate causes across countries?
Studying differences across countries by excludimgvariation between countries may seem
puzzling. Using the within- and between-analysiope to avoid the bias that normally lead
econometricians to choose FE, while retaining tevben-variation, which is of substantial

interest in growth econometrics.
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Interaction terms

To test hypothesiBl2A andH12, | need to include interaction terms in the regi@ss. If the
effect of a variable Xon Y is dependent on another variablg We say that the effect of;X
is conditional upon X This effect can be modelled as in equation 6 €parotation is

dropped for simplicity):

(6) Y=ﬂ0+ﬂlxl+ﬂ2x2+ﬂ3(xl*x2)+€
@) Y =B, + B X1+ B, X1+ B X2 + B, X2 + By (X* X2) + (X1 * Xz) + &

where: X =deviation, X = mean

Whether the effect of financial crises on politicadtability is contingent upon income, and
whether the effect of financial crises on growtrcamditional on the political environment,
can be tested using a model such as (6). If Yasvtjr, X; financial crisesf{; < 0) and % is
democracyff. > 0), the interpretation d¥; is that whergs > 0 the negative effect of financial
crises on growth is lower for higher democracy esoff o avoid multicollinearity and to make
the interpretation of the interaction term more niegful, Wooldridge (2009:197) suggest
centering the variables before making the inteoacterm. However, as | apply within- and
between-analysis, this approach is not meaningketabse the variables are already
constructed as means and deviations. Therefoodlpif the procedure in (6) by modeling the
interaction terms as seen in (7), but examine ptessnulticollinearity before including the
interactions. Kromey and Foster-Johnsen (1998) hangried that in the end, it is the
incapability of the data to distinguish sharply viee¢n autonomous effects and interplay
effects of a variable that leads to high multic@krity. Because of this, the advice of
centering variables: “merely shunts the difficidtigPennings, Keman and Kleinnijenhuis
2006:166).

Problems with longitudinal data

According to Verbeek (2008), the drawbacks of ugagel data are mainly practical. Panels
require a lot of data and gathering it may be ticomsuming and costly. Furthermore,

different time series from different sources mayesely limit the sample period, or force the

researcher to choose less favored indicators. fadiy, panel data sets often suffer from
missing observations. An incomplete panel datavbetre i *t < | * T is called an unbalanced

panel. Computationally it is unproblematic to estien unbalanced panels and estimators
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remain consistent if observations argssing at randombut if observations are missing

systematically (i.e for a region, level of inconte.ethis may lead to estimation bias. It is of
course also substantially challenging to say whathe is measuring what is intended if data
central to the analysis is missing. This lack abdaay exist due to a variety of reasons. Low
income countries can typically have missing data upoor institutional set-ups and lack of
routines for gathering statistical data. Furthemma@utocratic rulers may have incentives to
hold back information or show results to be of aenfavorable nature, thereby making the
data less trustworthy. These questions must be aéhlin the process of choosing the most

valid and reliable data available.

Econometrical challenges and assumptions in pane&th models

Simultaneity
As emphasized in the methodological review, itaateal to treat the endogeneity of political

instability in the growth regression. This is aldtal with respect to financial crises, when
examining the determinants of political instabilitythe first analysis. Four potential solutions
were evaluated. First, the analysis could have pegiormed as simultaneous equations, with
growth and political instability as dependent valés and each others main explanatory
variables, and financial crises as a common exfbapavariable. Because of the
operationalization of political instability into @io dimensions (see section 4.2), this would be
very complicated. A second alternative is to usermal instruments, but taking the warning
by Durlauf et al. (2004) about the difficulty onfling good instruments into account, this
option is ruled out. As a third possibility, thepmptunity of using internal instruments was
evaluated. Jong-A-Pin (2009) employ the system-GkBdmator, as proposed by Arellano
and Bover (1995) and Blundell and Bond (1998), wlibe endogenous explanatory variables
are instrumented by up to tagged versions of themselves. Due to the unbathpanel used

in this thesis, and the large loss of data poihts technique causes, it is dismissed (see
section 4.0). The chosen technique is also theleshpThe endogenous variables will be
lagged by one year, in order to ensure that thection of causality run in the right direction.
This alternative provides less loss in degreesedgdom than internal instruments, it is far
simpler than finding external instruments, and m@arsimonious than simultaneous

equations.

Heterogeneity

50



Kong (2007:21) describes two types of heterogeneitlyich commonly occurs in panel
regressions. The first is heterogeneity across to@sn or parameter heterogeneijtyvhich
occur because different countries are not expeaoteslare common parameters. By including
specific between-effects, this will specify whatiahles have significant variation between
units. The second type Ieterogeneity over time within countrieghich reflects the episodic
nature of growth. This is often overcome by avarggirowth rates, and is also the approach
chosen in this thesis (see section 4.1).

Homoskedasticity

To be homoskedastic, the regression disturbancesicsidisplay the same variance across
time and individuals (Batalgi 2008:87). As with purross-sections, this may be a problem
with panel data since different cross-sectionalsumay be of varying size and therefore have
different variation. If the residual variance isnddional/dependent upon the value of the
explanatory variables, then the regression mayntheenced by heteroskedasticity. Assuming
homoskedasticity when heteroskedasticity is preggwés consistent, but not efficient

estimates, and the standard errors will be biaséd) (

Assumption: Vari|X’) = Var (w) =¢%i=1, 2, ..., N.
Treatment: Robust estimation (Panel Corrected &tanf8rrors)

Panel heteroskedasticity

So calledpanel heteroskedasticityjay occur if the residual variance across unitsr dvne
varies because of characteristics unique to eath(\Worall 2008:234). When the residual
variance is not constant over units, or groupsrufsythen the homoskedasticity assumption
is violated in a particular manner (Baum 2006:132). In addition, errors may be correlated

between units at the same time, producing so calatemporaneous correlation

Assumptions: Corr, wis) = 0, t#s. Corr (i, bjs) = 0, i# ], for all t, s.

Treatment: Robust estimation (Panel Corrected Standrrors)

Serial correlation

In economic time series, upward trending varialales very common. Serial correlation, or
autocorrelation, arises because the disturbangasireasuch trends and become correlated

across time. Also, unobservable effects affecthreydependent variable, that is captured by
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the error term, may be persistent over time andethe generate positive autocorrelation
(Verbeek 2008:105). Assuming uncorrelated errom$evhen serial correlation is present
gives consistent, but not efficient estimates, Hredstandard errors will be biased (Verbeek
2008:372). The most common form of serial correlatis a first order autoregressive
structure (AR(1)) wherg; correlates with, or is dependent qn,. It is also possible to have
serial correlation of a higher order (AR(2) ettt)s possible to account for serial correlation
by first-differencing the variables thereby accaongtfor the trend. Dynamic models are also
able to account for serial correlation becauseinictided lagged dependent variable now
explains the temporal dependency (Finkel 2008:48@rall 2008:238). Averaging variables

over several periods also combats autocorrelation.

Assumption: Corrf, us) = 0 for all t£s.

Treatment: Robust estimation (Panel Corrected @randrrors) and averaged variables.

Stationarity
Variables like GDP growth may display strong nostisharity (Batalgi 2008:274A panel is

stationary when the means, variance and auto-@na@iremain constant across all time
points at different lags (Worall 2008:238h panels, the dependent variablg may be

stationary for country one, but integrated of ordee for country two. Such heterogeneity in
cointegration properties may lead to problems (¥ekb2008:389). A stationary process

indicates that the variable is integrated of zemeg noted as 1(0).

Assumption: X~ 1(0)
Treatment. No treatment necessary. All variablegewkested using Stata’s command
‘xtfisher. No non-stationary processes were detected, wisiaiot surprising given that the

data is averaged.

Multicollinearity

Multicollinearity is the phenomenon of highly cdatd independent variables (Pennings et
al. 2006:162). Presence of multicollinearity maffate the standard errors of the regression.
A simple correlation between suspected variableg ieaeal that they should not be included
together on the right hand side of the regressmmaton. However, there is no definitely

defined value of collinearity over which multicolgarity is a problem. Batalgi (2008:7) argue

that this problem is smaller with panel data thathvenly time-series or cross-sections.
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Although there is disagreement about the apprapress of formally testing for
multicollinearity, there exist tests for assessindividual coefficients. One of these is the
Variance Inflation Factor (VIF), where the VIF-valis the factor by which the variation of
the coefficientp; is higher because;Xs not uncorrelated with other explanatory vaisbl

(Wooldridge 2009:99). A cutoff point is often séfdF > 10 as indicating multicollinearity.

To test for multicollinearity between explanatorgriables, suspected variables have been
examined by simple correlations prior to the analyg addition, a VIF-test of the final
models is performed using Stata’soflin’ command. Results indicate no problems of

multicollinearity and can be found in appendix &bl

Normality
When testing statistic hypothesis it is normal sswme that the residuals have a normal

distribution. If the residuals have a differenttdisution, inferences based on the expectations
of a normal distribution may give rise to proble®&kog 2005:249). As the sample size
grows, it converges toward the population value ¢Wodge 2009:172). Therefore, problems
of non-normality are smaller with longitudinal da@utliers are a potential problem for both
the assumption of normality and homoskedasticitjme Gcause of outliers is that the
relationship is not linear. Transforming the vakesb could treat this problem (Skog
2005:249). Another potential solution is droppiig twnits that lie far from the regression
line. This, however, may be misleading, since tresservations also represent reality (given
that they are not the product of measurement erfarjest for normality, a Shapiro and Wilk
W-test is conducted using Statassvilk command. This displays normal distribution. Résul

can be found in appendix table 6.

Linearity

The basic assumption of most regression modeisaarity in parameters. Non-linearity may

therefore lead to weak estimates of the true eff8kbg 2005:239). Estimating a linear

relationship when it is in fact quadratic consgtat misspecification of the regression. On the
other hand, if one searches for non-linearity bgtuding quadratic terms for all variables,

odds are some will be found. Answering the critiqpieCarmignani (2003) and De Haan

(2007), these analyses only include variables (specifications of these) based on the

theoretical framework. In addition, logarithmic \adoles are used when appropriate.
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3.2 Chapter summary

The method of choice in this thesis is panel datalysis. The research question will be
examined by means of within- and between-analgsisxplore the determinants of different
dimensions of political instability, and the effexdtpolitical instability and financial crises on
economic growth. Such analyses are of substantedast as we can learn about the variation
in the data both within countries over time andaeetn units. Using the panel data structure
to create internal instruments we can avoid the Hiat normally leads econometricians to
choose FE in growth regressions. The section oblgms and assumptions in panel data
models explained that endogenous variables will ldgged in the analysis to avoid
simultaneity-bias. Robust standard errors will bemputed to avoid problems of
heteroskedasticity and serial-correlation, andstaglvealed no problems of normality,

stationarity or multicollinearity.
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4.0 Data and Measurement

This section presents the data, measurement amdtgp@lization of the variables used in the
guantitative analysis. Pennings et al. (2006:62cdkes the procedure of operationalization
as the efforts put in to obtain aperational definitionof the concepts of interest, in order to
obtain avalid transformation that may lreliably measured. The two criteria of validity and
reliability are used to judge the quality of theosbn measurements. Validity refers to the
degree to which the measures meaningfully captieconcept or phenomena it purports to
measure (Pennings et al. 2006:67; Adcock and CAl®1:529). Reliability refers to the
dependability, or trustworthiness, of the measurémd&he reliability increases when
measurements of the same phenomena with respie same units deliver consistent results
over numerous collections of data (Pennings eR@0D6:67; Grgnmo 2004:220). However,
measuring the concept of interest consistently, poorly, is of course uninteresting.
Therefore, reliability cannot compensate for lowlidity. The process and reasoning
surrounding data and operationalization of the ehmeain variables of interest will be

emphasized.

In what follows, | first describe the selection tife sample. Thereafter, the process of
choosing and adjusting the three main variablegapéined. Lastly, a section on controlling

factors provides an overview of all the controlighles to be employed in the analyses.

Selecting the sample

Organizing a large longitudinal data set is likévesm a puzzle. Not only do the variables
have to be valid and reliable measures, but thécehaf data has to evaluate the available
time period and missing observations to maximize \ariation in the sample period that is
chosen. The sample selection (countries and yesatisg¢refore, inevitably, largely determined
by the data availability. As a preventive measugairast outlier problems all countries with
less than %2 million inhabitants are excluded frdra tlataset. These countries have special
characteristics, are not expected to lie on a ssgra line common to rich or developing
countries, and should not be given much weight wdigempting to generalize about larger
countries (Durlauf et al. 2004:123). Historical ¢sdist) states are excluded. This leaves
many countries with time series that start arouBf@0land is the primary reason for the

dataset being unbalanced.
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What can be done about missing observations? Som@res are problematic in the sense
that a history of political chaos means data issmgsto a large degree. If countries have large
amounts of missing data on the dependent varidigle there is no variation left to explain.
Several countries have been excluded for this reisennings et al. (2006:66) suggest
listwise deletioras appropriate when units are missing values enoormore of the relevant
variables, especially in studies where N is lange #ne unit of observation is not extremely
important to the overall result. Techniques to deigth countries that have less systematically
missing data are available. Imputation using ottea sources to predict the missing data is
one possibility. More common, perhaps, is usingrttean value of the relevant indicator to
impute the missing observatioridowever, this produces new challenges to defenthieg
validity and reliability of the data, and is diseeded since those countries excluded have data
missing to a large degree. Modifications made ® dhta are specified when the specific
measure is described. The final dataset cover a-sinies from 1975-2009, including 148

countries’

4.1 Real GDP per capita growth

There are three potential sources for GDP levetk gaowth rates that are commonly used.
The first is IMF’s International Financial Statisi (IFS), the second is World Banks World
Development Indicators (WDI), and the third is P&lorld Tables (PWT). Several studies

show that the choice of data source of growth rawey have consequences for results
because of differences in data collection and inhods of adjustment for prices (Nuxoll

1994; Hanousek, Hajkova and Filer 2008). The IF& @ae gathered regularly by the IMF

from national statistical agencies, while the WRtadcombines IFS data with additional data
collected by the World Bank staff. Lastly, the PW@ta are based on the WDI data and
additional data for developing countries obtainexmf OECD (Hanousek et al. 2008:1189).
The IFS data are reported using national price migigand indigenous inflation levels,

whereas the PWT data are adjusted to internatjgmags by setting relative domestic prices
equal to a weighted average of relative pricesafbcountries (Hanousek et al. 2008:1190).
The purpose of the latter is to achieve cross-@eaticomparability. Although the PWT data

are used in a majority of growth studies, the adjests made to create cross-sectional

comparability are problematic. Nuxoll (1994) commémat the use of international prices

8 Countries that fall into this group are: Afghanist8osnia Herzegovina, Bahrain, Cambodia, Eritheaj,
Libya, Qatar, North Korea, Serbia, Somalia, Timeste, Taiwan, Hong Kong SAR, Kosovo, Macao SAR,
Suriname, Puerto Rico, West Bank and Gaza, Monteneg

° A list of all countries is found in appendix taldle
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gives an upward bias in growth rates for high-ineaountries and a downward bias for low-
income countries. This is often referred to as ‘Berschenkron effect*® Nuxoll (1994)
therefore advises researchers to use data from @Wfleasure initial income levels, but that
real GDP growth rates should be collected from cEgirpresenting data adjusted using
domestic price weights. More specifically, Nuxdl994:1434) explains: “.using domestic
prices to measure growth rates is more reliablealse those prices characterize the trade-
offs faced by the decision-making agents, and he¢heg have a better foundation in the
economic theory of index numbers.” After comparihg three common measures, Hanousek
et al. (2008:1192) comment that “growth rates appede sensitive to adjustments made to
the basic data to achieve cross-country compadtibili income levels in a single year.” For
example, they find that PWT and IFS actually sh@pasite signs 14% of the time in the data
they examine (ibid). The advice from Hanousek e(2008:1200) follows that of Nuxoll’s,
that researcher should: “avoid using data that Haeen adjusted to create comparability
across countries for a particular year to calcutatevth over timewithin a given country”
(original italics).

With this argument in mind, Butkiewicz and Yanikka2005) choose to use WDI data for
real GDP per capita growth, and PWT data for ihiti@ome levels. Heston and Summers
(1996) comment on the indifference of many scholanen told that using PWT data “the
rates they obtained amot the same as the rates implied in the countriesh oational
accounts” was predictable: they disregarded itrelyti The attitude that “growth is growth”
may prove to be misleading if different measuresy raetually change the results of the
analysis, as shown by Hanousek et al. (2008). Bging attention to the process by witch the

data are generated can produce biased inference.

Choosing data

Four sources for growth and GDP data have beenidares. The PWT data have been
criticized and their latest time series ends in72G8erefore it is disregarded for the growth
seriest* The time series from IMF starts in 1980 and waihierefore limit the selection of
time frame by five years. Data from United Natidististics Division (UNSD) and WDI
cover the favored time frame 1975-2009. The pretergrowth measure is therefore the

19 This refers to the sensitivity on growth rateshimosing a base year for weighting prices. See Nuxo
(1994:1425).

1 PWT 7.0 became available in May 2011, but wasamatlable at the time when the dataset was created.
However, the time-series is not the main reasomdébichoosing PWT-data.
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World Bank’s annual GDP per capita growth rate amstant local currency (World Bank
2010).

Adjusting the data

To proxy long-term development in economic growtisicommon to average growth over
several years. The most common is to use 5-yeanges (Islam 1995; Durlauf et al. 2004;
Jong-A-Pin 2009), but 10-year averages are alscelwidpplied (Mankiw et al. 1992;
Butkiewicz and Yanikkaya 2005). Averaging data oloxgly means less variation in the
growth variable, however, it also smoothes out ress cycles making it easier to identify
permanent growth effects from short-term econoruict@iations. In addition, the problem of
serial correlation is thought to be smaller thanewhannual data are applied (Islam
1995:1140). Most economic time series fluctuateiadoa (typically increasing) trend. These
fluctuations create a lot of statistical “noise”h&éh studying long-term growth it is explaining
the trend, and changes in this trend that is afr@st, not the fluctuations around the trend.
One alternative to averaging economic variable®isise a time series filter to adjust for
business cycles over time. The Hodrick-Prescoterfilestimates and weighs a trend
component and a cyclical component in long econdime series, which could be ideal to
study a growth trend over time. However, the fitannot capture structural change instantly,
and uncertainty regarding the start and end-pamthe time series makes it necessary to
exclude some observations. Durlauf et al. (2004) alrgue that the Hodrick-Prescott filter
often is inappropriate in the context of developoogintries where large output deviations are
not uncommon. Therefore, the approach of averagihosen. | apply 5-year averages only
if 3 out of 5 observations for the period are noigsimg. This leaves every unit with a
maximum of 7 periods (1975-79, 80-84, 85-89, 9095499, 00-04, 05-09).

4.2 Political instability

Measuring political instability provides no easyoes for the researcher. As have become
clear from the discussion in part two, using a leingeasure is not likely to capture the
several ways in which instability might manifesseif. However, by applying different
measurements separately or aggregated, the vabilitre indicator may be increased. By
using different measures common in the literattine, comparability of the study is also

increased.
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Choosing data

The chosen variables of political instability ateveell established and commonly applied in
previous studies. However, certain databases havebeen updated in quite some time,
whereas others have start years that do not fitithe-series of this thesis. Three conditions
have been patrticularly evaluated in choosing threakbes.First, | only choose variables that
are annually observed (not counting missing data tudifferent reasons). This excludes
variables with few and irregular data points, sastEasterly’s (1999) “External conflict risk”,
“Racial and Nationality tensions”, “Political terrem”, and “Civil war risk”, applied by
Butkiewicz and Yanikkaya (2005)Second it is important to choose variables that are
manifestations of political instability and not potial causes. This excludes the commonly
used variable “Ethno-Linguistic Fractionalizationvhich have been argued to be a potential
cause of instability. It also excludes subjectiveasures of political instability, since these
indices are typically not event-basddhird, it is important not to choose variables that dbuil
on each other, thereby generating multicollinearithiis is the reason why the commonly
used “Number of battle related deaths” and “Nundferonflicts” from Gleditch Wallensteen,
Eriksson, Sollenberg and Stra2002) are not included. To increase comparabibtythe
newest studies | rather include “War” and “Minormed Conflict”, which are based on the
number of conflicts and deaths. All variables inigd are listed in the table on the next page.
The quantity makes detailed discussion of eacltatdr outside the scope of this thesis, and |
refer the interested reader to investigate the dataces directly. A few comments are
nevertheless appropriate. In previous versiondhi@fArmed Conflict Dataset, Gleditch et al.
(2002) defined a variable for medium or intermegi@nflicts defined as minor conflicts, but
with total battle related deaths in the conflictseding 1000 over a period of more than one
year. Here, the variable “Minor Armed Conflict” alsepresents these conflicts, although | do
not distinguish them as an own category. Origindhg intention was to include the variable
“Years of ruling party in office” from the Databasé Political Institutions Beck, Clarke,
Groff, Keefer and WalsR001). However, this variable is coded with missafigervations in
the original data when: there are no parties; thief@xecutive is an independent; and when
the party is in fact the army. This variable isrdfere quite problematic with respect to
missing observations. Such measurement error calsld be correlated with the regime
measures included, since the missing observati@nalbautocracies (except for Switzerland,
which by definition have no chief executive). Besawf this | choose to include “Years in
office of chief executive” instead, which is aldwetvariable that “Years of ruling party in

office” build on.
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Table 4.1:

Variables of political instability: definitions and sources

Variable:
Assassinations

General Strikes

Guerrilla Warfare

hajor Government
Crises

Purges

Rints

Revolutions

Anti-novernment
Demonstrations

Coups d'Etat

Major Constitutional
Changes

Major Cahinet Changes

Changes in Effective
Executive

Legislative Elections
Fractionalization
Polarization

ears of chief executive
in office
Humber of veto players
wehio drop from office

Wiar

minor Armed Caonflict

Fegime Change

Definition:
Any politically motivated murder or attempted murder of a high
government official ar politician.

Ary strike of 1,000 ar mare industrial or service workers that involves
maore than one ermployver and that is aimed at national government
policies or authority.

Ay armed activity, sabotage, or hombings carried on by
independent bands of citizens ar irregular forces and aimed at the
overthrowe of the present regime.

Any rapidly deweloping situation that threatens ta bring the dowenfall
of a present regime - excluding situations of revalt aimed at such
averthrow,

Ay systematic elimination by jailing or execution of palitical
opposition within the ranks ofthe regime or the opposition.

Ay violent demanstration ar clash of mare than 100 citizens
involving the use of physical force,

Anvyillegal or forced change in the top government elite, any attermpt
at such change, or any successful or unseccessful armed rebellion
whose aim is independence from the central government.

Ay peaceful public gathering of at least 100 people for the primary
purpose of displaving arvoiceing their opposition to government
policies ar authority.

murmber of extracaonstitutional or farced chandes in the tap
dovernment elite andiar its effective contral ofthe nation's power
structure in a diven year.

The number of basic alterations in a state's constitutional structure,
the extreme case being the adoption of a new constitution that
significantly alters the perogatives ofthe various bhranches of
government.

The number oftimes in a year that a new premier is named andior
a0% ofthe cabinet posts are assumed by new ministers.

The number oftimes in a year that effective control of executive
power chanoes hands. The new executive being independent of the
predecessor.

The number of elections held for the lower house of 3 national
legislature in a given year

The probahility that to random picked deputies from the legislature
will be from different paries.

Maximuim polarization between the chief executive's party and the
four principle parties of the legislature.

Mumber of years the executive who formally (de jure) holds power
have been in office.
Percent of veto players who drop from the government in a vear.

Curmery variahle. 1 when the numbier of battle related deaths = 1,000
peryearin all internal and internationalized internal armed conflicts
whiere one ofthe parties is the government. 0 othenwise.

Dy variahle. 1 when the numbier of battle related deaths fall
hetween 25 and 999 pervyearin all internal and internationalized
internal armed conflicts where ane of the padies is the government.
0 otherwise.

Curmmy. "Durable” - number of years since most recent change of
regime - is coded 1 when "Durahle" value is 0, indicating that a new
reqime has started orthat the state is in anarchy. 0 otherwise.

Source;
Banks {20100

Banks (2010)

Banks (2010)

Banks (2010}

Banks (2010)

Banks (2010)

Banks (2010)

Banks (2010)

Banks (2010)

Banks (2010)

Banks (2010)

Banks (2010)

Banks (2010)

Beck et al.
(20013
Beck et al.
(20013
Beck et al.
20017
Beck et al.
20017
Gleditch et al.
(20020

Gleditch et al.
(20020

Marshall and
Jaggers
(20020
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Adjusting the data

Durlauf et al. (2004) argue that indicators of pcdil instability are valid proxies only when
averaged over a long time period. More specificdhey refer to the indices of Barro (1991)
including political revolutions and coups. Whendriy indicators of political regime change
are applied, they relate the probability of a powansfers to the political uncertainty that
arises from this, which is hypothesized to affacwgh. When the long-term growth rate are
of interest, these variables should therefore leeaaed over time so as not to only shed light
on the direct impact of revolutions and coups (Buirlet al. 2004: 98-99). In this thesis, it is
not the likelihood of regime change per se that gl estimated, however, several arguments
still favor averaging the variables. Principal Cament Analysis requires that the variables
are interval-level-data (as do regression analysigpt; the extraction of linear combinations
of the variables is pointless. This argues for agerg the variables prior to the PCA.
Although the data do not contain categorical vdessome have values that range between 0
— 3, 4, or 5. In addition, averaging variables wmuoutlier problems and help to fill in for
randomly missing observations, which is particylanelpful since PCA cannot estimate
components when the variables entering have missbwgrvations. As with the growth
variable, 5-year averages is appli@étie data are not adjusted for population sizesiAbeand
Perotti (1996:1208) argue that events of politiostability should be just as destructive in
small-population countries as in large. An assas®in of a central politician should have no
lesser effect on the public in a country with teiliom inhabitants, than in a country with one
million. ** Appendix table 1 shows descriptive statistics &fir the original variables of

political instability.

Operationalization

The findings of Jong-A-Pin’s (2009) factor analygise an indication of how variables of
political instability can be categorized into fodimensions reflecting different aspects of
political instability. One problem with principabmponent indices of political instability is
that one looses the ability to estimate indepenaepécts of the different dimensions. This is
also the reasoning that led Campos and Nugent J20862 constructing two indices, one for
“severe” measures and one for “moderate” measurpslitical instability. Here, |1 choose to
make four separate indices of political instabjlitgflectingpolitical violence civil protest
regime changeandgovernment instabilityThese indices reflect the dimensions emphasized

120n the other hand, if a variable like “Number aftéle Related Deaths” was included, this would be a
magnitudevariable that would argue in favor of population adjustment
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by both Jong-A-Pin (2009) and Sanders (1981). Aitfioa common dimensional set-up is
adopted, the variables included are not all idahtic Jong-A-Pin (2009). Since the indices
are to be used as dependent variables in theafiaiysis, and to avoid multicollinearity, it is
not desirable to include variables in more than mkex. Therefore, “Changes in effective
executive” are included only in the index of regiol®nge, whereas “Number of veto players

who drop from office” are included only in the gonment instability index®

Table 4.2: Operationalization of political instability
Social/civilsociety unrest Executive/regime instability
Political viclence Civil protest Regime change Government instability
Assassinations General Strikes  Coups d'Etat Fractionalization
Guerilla wearfare Riots Regime change Folarization
Revolutions Anti-government  Major government crises Legislative elections
War demanstrations Changes in effective executive  Years of chief executive in office
binor armed conflict Major constitutional changes  Mumber of veto players
FPurges hajor cabinet changes who drop from office

Principal component analysis

The basic difference between factor analysis amttipal component analysis (PCA) is that
the latter is a data reduction method applied teaekas much variance as possible from a set
of indicators, while the first is a model constedttto extract all the information that are
common to all indicators from the variation thaursique to a single indicator. When factor
analysis is applied, it is first and foremost taamb values for the underlying factors, or
dimensions, of the phenomena in question. The idecaf the appropriate number of factors
is based on statistical tests (i.e Cattell's stesg Kaiser’s criterion). As elaborated on in part
two, Jong-A-Pin finds four factors that have lagmres relative to the other factors and
therefore explains a larger part of the variancetaioed in all indicators. Thereafter, the
dimensions are named according to what incidenfgobfical instability the variables with
sufficiently high loadings refer to.

In choosing whether to perform an exploratory fachmalysis or use PCA, Hair et al.
(2006:117) suggest two criteria. First, what is tigective of the factor analysis; data
reduction or identifying latent dimensions? Secambat prior knowledge do we have about
the variables in question? The goal here is totergariables of political instability that

reflects the multidimensionality of the concepttédaeduction). Since several studies have

13 Jong-A-Pin (2009) found these variables to loadboit dimensions and therefore included them in two
scores.
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been performed that explore different variablepdalftical instability, there are information
available that allow inclusion of the relevant dma®ns of the phenomena. Therefore, it is
possible to create indices of political instabilthat reflects the multidimensionality of the
concept by means of PCA, and using prior studiesdémtify essential variables of the

different dimensions.

PCA reduces the number of variables in the analygisstimating linear combinations of the
included indicators with weights for the separatidators so that the variation is maximized
(Pennings et al. 2006:76). The first principal comgnt extracted is the single best linear
relationship between the variables and contain rob#te variation in the original variables.
The second component extracted is the secondddasbnship that ierthogonalof the first,
which mean it must be derived from the remainingque variation left after the first
extraction (Hair et al. 2006:119). It this mannprorthogonal principal components are
derived from then variables included. When the indicators are meskdifferently this may
affect the result if the variables are not standad to have a mean of 0 and standard
deviation of 1. This would lead to the first pripal component being “practically identical to
the variable with the highest order of magnitud&legina and Perotti 1996:1209). However,
it is possible to run the analysis using toerelation matrixinstead of theovariance matrix
This procedure returns the eigenvectorsithonormalform (uncorrelated and normalized).
The difference in results when using standardizadables and covariance matrix, or the
correlation matrix, is miniscule. Since most stsdie the literature follow the covariance

procedure, | also choose this technique.

The aim of the PCA is not to discover the dimenaiiby of the concept. Variables included
are already thought to be the primary variablesl@va explaining that specific dimension of
political instability. Therefore, following Alesinand Perotti (1996), Perotti (1996), Blanco
and Grier (2009), and several others, | usefitst principal componenbf the variables
covering each dimension of political instabilitydeeate four indices. These indices should be
expected to be moderately correlated with eachr gihee they reflect different aspects of the
same phenomena. Table 4.3 show descriptive statidtiadings and the variance explained
by the first principal component for the four inesc A simple correlation show that all
indices are moderately correlated, the highestdogimlitical violence and regime change
(0.30) and the lowest between political violencd gnvernment instability (0.026). From the

table we observe that the index of government loilya have more missing observations
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than the other indices. The reason for this is thagt variables in this index come from Beck
et al. (2001). The variance explained by the fpshcipal components is relatively high,
especially the civil protest index.

Table 4.3: Indices of political instability

Descriptives, loadings and variance explained by first principal component
Political violence Civil protest Regime change Government instability

Loadings Loadings Loadings Loadings
Agsassinations 0376 General Strikes 0.5 Coups dEtat 0.396  Fractionalization 0515
Guerilla warfare 0.54 Riots 0613 Regime change 0414 Polarization 0.495
Revalutions 0501 Anti-government Major government crises 0.349  Legislative elections 0.29
War 0424 demonstrations Changes in effective executive 0,406 Years of chief executive 04%
Minor armed conflict 0,335 Major constitutional changes 0.435  in office '
Purges 0.148 Major cabinet changes 0.441 Mumber of veta players

0397
wha drap fram office

First companent: 45,40 % First compaonent; B335 % First component: 44 21% First companent: 4352 %
N: 966 M: 963 M: 961 N: 796
Mean 0003 Mean SAED9 Mean 0.000%  Mean 0.0Z7
Std. Dev, 1649 Std. Dev. 1442 5Std. Dew, 1626 Std. Dev, 1.472
Min 0529 Min A715  Min 1586 Min -3.969
Max 13585 Max 17593 Max 8972 Max 3097

One argument against using indices is that they coayplicate the theoretical interpretation
(Hardy 1979:212). If the interest of the researdkethe specific quantifiable effect of i.e.

coups on growth, then an index may not be the pexfechoice. Since it is the effect of the
dimensions of political instability that is of prary interest here, and not specific effects, it
suffices to know the strength and direction of tetionship, and of course whether the

effect is statistically significant.

4.3Financial crises

The preferred proxy for financial crisis in thie#is is the banking crisis indicator. Previously
mentioned reasons are high correlation with othisiscmeasures, the vulnerability of the
banking sector to many types of domestic and eatdmancial distress, and because of its

nature as a quantitatively observable incident.
Banking crises

The database of Laeven and Valencia (2010) couersystemic and borderline banking

crises from 1970-2009. A banking crisis is systemvlten “significant signs of financial
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distress in the banking system (as indicated bgifsggnt bank runs, losses in the banking
system, and bank liquidations)” is observed, initmd to “significant banking policy
intervention measures in response to significassds in the banking system” (Laeven and
Valencia 2010:6)* The data provides start years, end years, ancftrer duration of
different systemic crises. The first year that batiove mentioned criteria are met is the
starting year of a crisis. The end year of a ciisithe year before real GDP growth and real
credit growth have been positive for at least twosecutive years (Laeven and Valencia
2010:10). It is argued that this quantitative ajpptois a major improvement to earlier
gualitative definitions, where systemic crises wibigse in which “a large fraction of banking

system capital has been depleted” (Laeven and Vial@910:8).

Knoop (2008:171) comment that the method used teraéne start and end of a banking
crisis may have implications for the results of #malysis. By Laeven and Valencia’s (2010)
definition, in the case where growth is positive tivo first years, the crisis starts and ends
the same year. However, in the cases where thidisas long crisis durations, growth may
also be influenced by other shocks influencing eaais performance (Laeven and Valencia

2010:10). Therefore, they truncate crisis duratmfive years.

Adjusting the data

The indicator for banking crisis takes the valuel dvery year the country is experiencing a
banking crisis. Countries not experiencing a systdranking crisis get the value 0. Although
the crisis indicator is truncated to five yearqasate crisis as in Congo Dem. Rep. 1991-1994
and 1994-1998 will appear as one long crisis indag. The possibility of using a binary
indicator for the crisis variable has been weighagdinst the possibility of averaging out the
variation over several years, as done by Cavaltb @avallo (2010). They operationalize
banking crisis as the “ratio of crisis years t@l@tvailable years in the period, and range from
0-1.” They average the variable over five-year qasi so that a crisis that lasted two years
gets a value of 0.4 for the period (Cavallo and alav2010:842). They argue that this

incorporates the duration aspect of crises anddavieaving to use a binary indicator which

4 policy intervention is "significant” when at leahtee out of the following six measures have hakan:
extensive liquidity support , bank restructuringtso significant bank nationalizations, significgonarantees put
in place, significant asset purchases, deposikzé®and bank holidays (Laeven and Valencia 201A:7)
combination of less than three measures, but amga Iscale is also deemed a sufficient conditioisystemic
crises (Laeven and Valencia 2010:8). Borderlin@sase crisis that “almost meet our definition sfatemic
crises” (Laeven and Valencia 2010:9). Typically,enhwo out of three measures have been taken.
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would invalidate lagged instrumeniherefore, my choice is also to average the variaker

5 year periods as with the growth data and politiegtability indicators.

Description of the data

The data reveals 144 systemic or borderline systé@nking crises since 1970. These have
occurred in 115 different countries. Excluding cow@s without data and limiting the time
period to start in 1975, this leaves 138 crise$08 different countries. See appendix table 3
for a complete overview. The first crisis incidearg found in the Central African Republic
and Chile in 1976, whereas the last incidents aeynand started with the 2007 US banking
crisis. These crises are defined as ongoing byédfimition of Laeven and Valencia (2010).
Argentina has experienced the most banking cridgsrid also display the overall longest
crises duration (totally 10 years of crisis). Altighhn the data show that most banking crises

have occurred in Europe, all continents are reptese

4.4 Control variables

This section elaborates on the choice of indepaneimables that will be employed in both
analyses. The measures are common and most indicgitbbe used both analyses. All time
varying control variables are treated as exogeraptanatory variables and averaged over 5-
year periods, unless specified otherwise. Appemalte 2 provides descriptive statistics of

each variable employed in the analysis.

* Variables specific for the growth regressions.

Income

To measure income | use the log of gross domestduet (GDP) per capita presented in real
2005 dollars. The data is gathered from USDA (20dd)ch derive their data from the latest
edition of World Bank's World Development Indicatoand fill in using other sources

(Oxford Economic Forecasting, Global Insight, Pcojeink, International Monetary Fund's

International Financial Statistick).

Population growth *

15 Remaining gaps in the data series is filled in pyr@cess of interpolation, extrapolation, or baskingation
(USDA 2010).
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| use the annual population growth rate, which ésiveed from total midyear population
including all residents (World Bank 2011).

Education *
| apply the log of primary and secondary schooblment per capita from Banks (2010) to

measure education.

Investment *

Investment is measured as the ratio of investnee@®DP, and data is from PWT 6.3 (Heston
et al. 2009). The investment share of real GDPcpeita is in constant 2005 dollars, and the
time period covered is 1975-2007. The reason foosimg PWT 6.3 over WDI Gross Capital
Formation is the superior data coveraj€omparability across countries is obtained by the

percentage interpretation of the investment / Gaxr

Trade

The measure of trade openness is from the Worlkk B2811) and defined as the sum of
exports and imports of goods and services as @ sifaGDP. This provides a comparable
measure of trade as percentage of GDP. The econgloii@lization measure of Dreher
(2007) was considered, but this measure is choseause it is so commonly applied in the

literature, and therefore increases the compatgbilithe results.

Government spending

Government spending is measured by the governrhant ®f real GDP per capita from PWT
6.3 (Heston et al. 2009). This measure is alsongimeconstant 2005 dollars and the time
period covered is 1975-200Comparability across countries is obtained by teecgntage

interpretation of the government spending / GD®rat

Inflation

The rate of annual inflation in consumer pricesnisasured by the consumer price index,
which reflects the annual percentage change icaketo the average consumer of acquiring
a basket of goods and services (World Bank 201iis Variable has several extreme values,
i.e. Zimbabwe in 2007 where inflation was 24 411égative values limit the possibility of

1% This superior data coverage is obtained througtphisticated method of extrapolations from sudeess
benchmark studies of the World Bank’s Internatiddamparison Program.
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taking the natural logarithm. Averaging the var@aldver five year periods limits these
extreme values considerably, as seen in the tadevb In addition, all values are multiplied
with 0, 01 to narrow the extreme variation and pre\heteroscedasticity.

Variable | Mean Std. Dev. Min Max
Inflation | 49.121 612.372 -100 24411.03
Average Inflation | 56.384 417.547 -16.28 8603.276
Adjusted inflation | 0.563 4,175 -0.162 86.032

Regime

To measure the degree of institutionalized demgooa@utocracy, the Polity IV indicator by
Marshall and Jaggers (2002) is applied. The politydcator is a combined indicator of
institutionalized democracy and institutionalizedaeracy ranging from -10 to 10, where 10
is full democracy and -10 is full autocracy. Ingibnalized democracy is perceived by three
essential elements: the presence of institutioms @ocedures through which citizens can
express preferences, the existence of institutimehlconstraints on executive power, and
finally, the guarantee of civil liberties (MarshaBurr and Jaggers 2010:14). Institutionalized
autocracy is perceived as systems where regulapnétical competition and freedoms are
restricted, chief executives are chosen by seleetithin the political elite, and there are few

institutional constraints on executive power (Matkbt al. 2010:15).

Political constraints *
As an alternative to the Polity IV measure, theatial Constraints Index Il (POLCON) from

Henisz (2000) is included, which he found to be a stiatdly and economically significant
determinant of economic growth. This is also areralitive measure to the quality of
government indicator by International Country RGkide, which is not included since it did
not fit the preferred time period. The POLCON dattaken from the dataset of Teorell et al.
(2010). POLCON refers to the feasibility of polickange, and the index ranges from 0 to 1,
where a higher number indicates more political t@ansts and therefore less feasibility of a
policy change. The index-composition is more spedlify described by Teorell et al.
(2010:108) as:

- The number of independent branches of governméhtwsto power over policy change
(more branches increasing constraint).

- The extent of party alignment across branches eégonen{decreasing constraint).
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- The extent of preference heterogeneity within eéegislative branch (increasing

constraint for aligned executives, decreasingrtdpposed executives).

The assumption made byenisz (2000:5) is that the feasibility of policy changeoduces

uncertainty and thereby lower levels of investmaand growth.

Economic inequality

Economic inequality is measured by the Gini-indeRich varies between 0 and 100, where a
perfectly equal distribution of income is 0 andefectly unequal distribution is 100. This,

however, is a theoretical variation, since 100 womldicate that one person or household
acquired the society’s total income, and 0 thatrygwee acquired an equal share of total

income.

| use two sources for data on economic inequaltly.Gini-data are based on an income
concept and a survey. The World Income Inequaliéyablase, version WIID2c (UNU-
WIDER 2008), have compiled a large dataset basedliff@rent sources, which for this
reason also vary in their primary sources for ineprpopulation, and type of survey
conducted. Because of this, a quality rating isgassl to each observation basedwdrether
the concepts underlying the observations are known not, the coverage of the
income/consumption concept, atite survey quality (UNU-WIDER 2008:14-15)he quality
rating ranges from 1 (highest reliability) to 4West reliability). The WIID2c data is gathered
from Teorell et al. (2010). Many units have mukigbservations for each year. In these cases,
Teorell et al. (2010) include the mean of the hgghguality observations. To supplement the
WIID2c data, where the time-series end in 2006¢lude the Gini measure from the World Bank
(2011). This should be unproblematic since bothsamndary sources, which are compilations of

different primary data. In many cases the data @solap, since the primary sources are the same.

Although having combined two sources of data, olzdens are very scarce, which leads to a
very unbalanced panel and a significant loss dl tobservations (1734 of potentially 5180 is
available before averaging into 7 periods). Thersfb choose to use the constant average value
for every unit to obtain stability. The negativensequence of this is the loss of variation in the
variable, however, the loss of observations, ardefore weaker predictive capability, is seen as a
greater evil. To avoid giving weight to observatamth low reliability, the observations based on

only one source with very poor rating are excludefibre averaging.
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Social inequality

Social inequality is measured by ethnic fractiaration (Alesina et al. 2003). This variable
defines ethnicity as a combination of racial amguiistic characteristics. This measure use the
same formula as the ethnolinguistic fractional@mat{ELF) variable, computed as one minus
the Herfindahl index of ethnolinguistic group sharhereby showing the probability that two
random individuals from the population belong téfedent groups (Alesina et al. 2003:158-
159)}" The ethnic composition of a society changes veawly, and is therefore used as a

constant measure.

Regional instability

Regional instability is understood as political taislity in neighboring countries. This
operationalization emphasizes the importance ofgggahical proximity (Ades and Chua
1997). Since it is most likely that visible evepfspolitical instability are those that may be
contagious across borders, the index of governmmstability, or within-country instability,

is not included to create the measure of regiamshbility. | use the five-year averaged index
values of political violence, civil protest and mg change ini neighboring countries,
divided by the number of neighboring countriés, to denote a countjyamounts of regional

instability in a given five-year periad®

REGINS;: = 1 z Political violence: + Civil protest: + Regimechange

i=1

Excluded variables

Because of the large number of countries includedhe analysis, some variables were
dropped due to large amounts of missing observatibdost prominently this concerns the
measures ofinemploymenandgovernment debfor which the data coverage in developing
countries is especially poor. Inclusion of thesealdes would lead to an extreme drop in
degrees of freedom and would negatively affeciotrerall results of the analysis. Since many

countries have very few, or no observations at aal these variables, processes of

N
YFRACj =1 Z s%ij , when g is the share of group i (i = 1,..., N) in country j.

i=1
18 The list of neighboring countries is found in #gEpendix table 3, and was created using CIA’s World
Factbook (2011).
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extrapolation or back estimation is deemed infdasikJsing the variables as constant

measures is also disregarded.

4.5 Chapter summary

This chapter has described the data, measuremamtces and operationalization of the
variables which will be employed in the analyselse Tataset includes 148 countries over a
period of 35 years (1975-2009). The data have bgeraged into 7 five-year periods to treat
the heterogeneity in growth rates, to obtain vadrdxies for political instability, and to
capture the duration aspect of banking crises. THasges the dataset with a maximum N of
1036.

In section 4.1, it was argued that using a growdasare based on domestic inflation levels
was most appropriate. Section 4.2 described thesumes of political instability, the
operationalization of political instability into do dimensions (political violence, civil protest,
regime change, government instability), and thelties) indices based on the first principal
components. Section 4.3 elaborated on the bankisg éndicator and gave a description of
the data. Lastly, section 4.4 presented the contnoables to be employed in both analyses.
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5.0 Analyses?®

This chapter presents the results of the two aaalyEmpirical studies do not only have to
consider methods and data, but also how one warsstcture the analysis. The structure of
the analysis should depend on the purpose of thlsis, which may be quite different in
different settings. One goal may be to explain vheation in the dependent variable as
completely as possible, while another study mayerasvits primary goal to explore the effect
of one particular variable (Skog 2004: 258-259) pfaviously mentioned, the first analysis in
this thesis iexploratory The dependent variables of political instabiligve been made for
the purpose of this thesis to investigate the miniensionality of the phenomena. The main
interest is therefore to test previous theoretdmstierminants of political instability, and to
investigate what effect financial crises have om dependent variables. The second analysis
is confirmatory Durlauf et al. (2004:73) comment that the bulkeaipirical growth studies
explore potential determinants in search of thae'trgrowth model. These studies typically
focus on a particular variable, try to uncover tteterogeneity in growth, or test potential
nonlinearities. There exists a multitude of growdigressions and the primary purpose of
performing such an analysis in this thesis is & tee appropriateness of modeling political

instability as multidimensional.

5.1 Financial crises and political instability
The first question to be empirically tested is wieet financial crises cause political
instability. The following hypotheses were presdntesection 2.3:

Hypothesis Expected eftect on political instability
H1: Financial crises +
H2: lncorme
HZA:  Financial crises * lncome +
Ha3: Inflation +
H4: Economic ineguality +
H5: Trade openness
HE: Government spending -
HY: Government debt (no data)
Ha: Regime (democratic) -
H3: Regional instability +
H10:  Social ineguality +

¥ The estimation of all models is conducted usirajes -xtreg...,re command with the option vee(robust)
This provides GLS estimation with robust standardrs, correcting for disturbances not being idzaily
distributed in the panel and serial correlation.

72



Practical approach

Since the operationalization of political instalyilled to four separate variables, | will
perform four separate analyses in this first pdi. increase the clarity and make the
presentation easy to follow, | first perform theabsis of political violence, then civil protest
etc. This way, one table represents the analysmefdimension of political instability. | start
each analysis by including the within- and betweéirets of all time-varying control
variables, and the unit-constant measures, to ded determinants are relevant for this
particular dimension of instability. The secondresgion excludes the insignificant control
variables and includes the main explanatory vagiadfl interest:financial crises,and its
interaction with the level of income. The third nebdntroduces the other measures of
instability as controls. These are expected toheenhost powerful factors explaining other
dimensions of political instability. The fourth afidal model includes all significant control
variables (only the relevant within- or betweenreet§), the crisis variables, and the variables

of instability.

In this manner, the models will move from a spetiah general modéf.Verbeek (2008:59)
warn that the danger of data mining is high wheecggation goes from simple to general.
However, the relevance of all included variableshiis analysis has been pre-specifi€tde
purpose of this approach is to make the analysgarcand as parsimonious as possible
although the analysis includes many variables. @@ reason is to end up with robust final
models that highlight what determinants are impuartéor different types of political
instability. This also mean that it is first anddmost the final results that are interesting to
discuss, and not all preliminary analysis sincehlditection, strength and significance may
change as unimportant variables are excluded aoel m&w controls are introduced. When all
the models are presented, | discuss the commomgadn light of the research question,

theory and previous findings.

Appropriateness of random effects
In all models, the null hypothesis of the Hausmpactication test could not be rejected.

Thus we conclude that there is no correlation betwéhe unit-specific effects and the

20 As Verbeek (2008:59-60) comment, most studie$ stamewhere ‘in the middle™” between tipecial-to-
generalandgeneral-to-specifiLSE) approach, depending on the question ofé@stedata, space, etc. This is
also true here.
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explanatory variables. This was expected becauskeeoitroduction of specific within- and

between-effects in the random effects models.

Issues regarding multicollinearity

Including an interaction term may lead to probleshsnulticollinearity. As can be seen from
the table below, the correlation between the intea term GDP*Crisis (between effect) and
the Crisis variable (between effect) is almost @erfBecause of this, | choose not to include

an interaction effect of the between-effect inbgressions.

| GDP*Crisis (W) GDP*Crisis (B)
GDP*Crisis (B) | -0.1218
Crisis (W) | -0.2075 -0.0000
Crisis (B) | -0.1441 0.9699
GDP (W) | -0.0848 -0.0000
GDP (B) | 0.0744 0.1520

Because of the high correlation between Governnmestability, Polity2 and POLCON, these
measures are not included in the same regressioaxplanatory variables. This high
correlation also suggests that the government biigya index reflect the dichotomy
democracy/autocracy. High values on the index ypecally found for democracies, while
autocracies score low values. Jong-A-Pin (2009f@Qhd a similar result for his “within”
dimension of political instability, though potertiproblems due to this in the growth

regressions were not discussed.

| Government Instability Polity IV
Polity IV | 0.7424
POLCON | 0.7299 0.8308

5.1.1 Financial crises and Political Violence

The first regression including all control variablehow that the between-effect of trade
openness is significant and negative as expecteslb&tween-effect of government spending,
on the other hand, shows a positive effect on ipalitviolence, this is contrary to the

expectation. GDP per capita and regional instgbisitalso significant at 10% and has the
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expected effect. Inflation, polity, and social aadonomic inequality show no significant

effect and are therefore dropped.

Table 5.1 The effect of Financial Crises on Political Viclence
Dependent variable; Paolitical %iolence
1 2 3 1
Crisis (lagged) iy 0.485 (1.757" 0541 (1.947" 0.590 {2.15)*
B 0.794 [0.45) 0.337 017 0.367 {0.19)
Civil Protest Wy 0.0s% (1.817" 0.097 (1.98)
B 0.306 (2.757 0.325 {2.92)
Regime Change LY 0.225 (4827 0.235 (L.79)™
B 0.220 (2 457 0.261 3.14)*
Government Instability WY -0.019 -0.33) 0.027 (0.48)
B LNM2 1677 D120 (1.73)°
GOP per capita (log) YW -0.437 (-1.787"  -0.286 (-1.45)
B 0032029 -0.074 (-1.38)
GOP * Crisis WY 0814 ({073
Trade {log) WY 0278 -1.01) 0442 1.8 0382 (.80 0432 (-1.96)
B 0885 (375 0883 (-364r -0.597 (20777 0626 (-2.15)
Government spending W 0.023 (1.17) 0.031 2247 0.042 232 0.042 231y~
B 00211797 0.014 (1.16) 0.012 (1.03)
Inflatian Wy 0.004 [0.24)
B 0002 {005
Faolity v W 0019 1.2
B 0015069
Regional instability YW 0.043 (1.897 0.043 (1.887 0.037 (1.63)
B 0077 (1.02 0.074 (1.31) 0.093 1.59)
Economic inequality £ 0.013(1.33)
Social Inequality L 0.052 (D12}
Constant 2883 (1.95) 3.813 (3.54) 2186 (1.65) 2.538 (1.94)
Cbservations 736 898 743 746
Countries 130 147 144 144
R-squared [overall) 0.1479 0.1467 0.22M 0.2042
Hausman Regression (43 Prob = chi2 = 0.3686

Motes: Random effects GLS estimation. Robust z-statistics in parantheses.
E = between effect, W = within effect, £ = unit constant variables.
* gignificant at 10% ™ significant at 5% ™ significant at 1%

Regression 2 includes the effect of financial ariged an interaction term between crises and
GDP per capita. The within-effect of financial esson political violence is positive and
significant at 10%. The expected effect of theratéon term is that: because financial crises
may decrease income and therefore create ten$ierpdsitive effect of crises on political
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instability is amplified. The effect of the inteteom term shows the contrary. GDP per capita

mitigates the positive effect of crises on politic@lence.

0 Polltlca!V|oIence: 0.485- 0.814(GDP)
d Crises

However, the interaction term is insignificant (ba-value and F-test}.The VIF-values in
regression 2 do not indicate problems of multiogérity (VIF GDP*Crisis = 1.09). It
appears that the effect of financial crises ontjgali violence is not conditional upon the level
of income. We observe that the within-effect oflzapenness also become significant when
controlling for financial crises, as do the witheffect of government spending. The between-

effect of government instability looses its sigeefince.

The third regression introduces other types oftigali instability as controls. Since it is likely
that instability spurs instability it is central tmntrol for such events. We observe that this
does not alter the results from regression 2 trgel degree. The effect of regional instability
looses its significance. Civil protests and regioh@nges increase political violence, while
government instability displays a negative effettpolitical violence. This between-effect is
only weakly significant at 10%. Because of the ity of these variables, they are all kept

in the last regression.

In the final regression, regional instability ame toetween-effect of government spending is
excluded. We see that financial crises signifiganticrease political violence within
countries. Remember that political violence is mead as assassinations, guerilla warfare,
revolutions, armed conflict, purges and war, megurtimat financial crises may have very
severe consequences. Trade openness significaethgabkes political violence both within
and between countries, while government spendirgeases political violence within
countries. Civil protest and regime change incrgadiical violence, and there is a weakly
significant moderating effect of government insligbibetween countries. Countries with
higher mean government instability experience pessical violence on average.

Fe (RE-R?)/(k, ~k) _ (0.1467-0.1462/(11-10)
» @L-R®/(n-k,-1) (1-0.1467)/(898-11-1)

Foos (1886 = 385> 0.5191609

R? = result ofregression2 without @P* Crisis

=0.519
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5.1.2 Financial crises and Civil Protest

In regression 1 we observe a negative betweenteffetrade openness on civil protest.
Regional instability significantly increases theamt of civil protest within countries, while
the within-effect of income decreases civil proteBhe insignificant variables are again

dropped in the second regression and financiakgrend its interaction with income is

introduced.
Table 5.2 The effect of Financial Crises on Civil Protest
Dependent variable; Civil Protest
1 2 3 4
Crisis (lagged) 0608 (289  0.302 (1.48) 0.359 (1.71)*
0.247 (0.23) -0.549 (-0.55] 0.721 {0.63)
Paolitical Yiolence 0.104 [1.56) 0.116 {1.73)*

0.151 (1.70)* 0.164 {1.90)*
0.191 (3707 0.208 (3.82)*
0,083 (1.00) 0.059 {0.78)
0142 (2427 0.149 (253
0,170 (2.067™  0.207 (3.35)

0637 (1797 0406 (-1.59)  -0.292 (-0.99)

0006 (005) 0104 (2417  0.043 0.75)

Regime Change
Government Instability

GOP per capita (log)

GOP * Crisis -0.0587 (-0.07)
Trade {log) 0188 (-0.50 0125 (-0.58) -0.094 (030 0.245 (0.72)
0883 (408 -0732 3277 DA77 (288 0.616 (-3.2007
Government spending -0.008 (-061)
-0.004 (-0.52)
Inflatian 0.015 (1.35)
0.023 (0.83)
Faolity v -0.000 (-0.08)
0.025 (1.16)

Regional instability 0071 (2207 0065 (262 0.040 (1.57)

0.072 (1.58) 0085 (2817 0.049 (1.24)

MHIII%IIIEIIIEIII%III% gmgmgmgmgmg

Economic inequality 0.004 {0.37)

Social Inequality -0.358 (-0.97)

Constant 3.748 2.08) 2159 (2.00) 2093 (1.83) 2.615 {2.96)
Ohservations 736 916 752 753
Countries 130 148 145 145
R-zquared (overall) 0.1432 01250 01876 0.1802
Hausman Regression (4) Prob = chiZ = 0.1766

Motes: Randorn effects GLS estimation. Robust z-statistics in parantheses.
B = between effect, W = within effect, £ = unit constant variables.
* significant at 10%, ™ significant at 5%, ™ significant at 1%
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Financial crises have a significant positive effeat civil protest. More surprisingly, the
average level of income also affects civil profassitively between countries. The interaction
effect again shows the opposite effect of what egmected? The effect is also insignificant
(both z-values and F-te$t)The VIF-values in the second regression do ndtite problems
of multicollinearity (VIF GDP*Crisis = 1.08). Tradeeseps it significance, while the between-
effect of regional instability becomes significamid positive.

When other sources of instability are controlled ifo regression 3, the effects of income,
crises and regional instability become insignificaifthe effect of political violence is
significant at 10% between countries, and regimangks within countries increase civil
protest. The effect of government instability isenesting. The within-effect is negative while
the between-effect is positive.

In the final model, the income variable and reglonstability are dropped. The insignificant

trade variable from regression 3 is kept. The nea®o this is that excluding it led to a

rejection of the Hausman test. It may be that thatunit-mean of trade correlates with other
effects when the within-variation is not accounted Financial crises are significant only at
10%. The effect of trade openness is significambgative between countries, and the
between-effect of political violence also becomgn#icant at 10%. Regime changes within
countries increase civil protest.

Table 5.3: Country ranking: Government instability index

Mo. Country: Government Instability (mean):
1 Ecuadar 2.655
2 Swedan 2.414
3 lsrael 2.410
4 Denmark 2.597
5 Morway 2279
141 Equatorial Guinea -2.010
142 Saudi Arabia 2113
143 Saban -2.181
144 Cuba -2.958
145 Crnan -3.198

22 g Civil Protest
0 Crises
8 F = ((0.1250- 0.1250)/(9-8))/((1-0.1250)/(916-9-£)). Ry 05(1, 906) = 3,85 > 0.

= 0.608 - 0.087 (GDP)
2
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The effects of government instability keep its gigance. Increasing government instability
within countries has a negative effect on civil tpst, while the effect between countries is
positive. Since the measure of government instgbif highly correlated with regime
indicators, higher values of government instabilége also found in more democratic
countries. Table 5.3 ranks the countries with thp five and bottom five scores of
government instability. Higher fractionalizationdapolarization, more elections and dropped
veto players, and fewer years of chief executiveffite, indicates more democratic changes.
These events do not regularly occur in autocradiksrefore, the democratic changes that are
captured by the index of government instability tndsely decrease the amount of general
strikes, riots and demonstrations (captured bydké protest index). However, between
countries, higher mean values of government inltglalso have higher values of civil
protest and therefore this effect is positivhis may be due to the fact that events of civil
protest become rarer the more undemocratic a gpisitihe predicted different within- and
between-effects are shown in figure 5.1 below. Téffect would not have been revealed
unless the model had specific within- and betweércts.

Figure 5.1 Different within- and between-effects
The effect of government instability on civil protest

Civil Protest

T T T
-4 -2 0 2 4
Government instability

——— Within-effect

Between-effect
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5.1.3 Financial crises and Regime Change

Table 5.4

Dependent variable;

Regime Change

The effect of Financial Crises on Regime Change

1 2 3 4
Crisis (lagged) Wy 0.374 (1.23) 0119 (0.34) 0.179 {0.50)
B 1.067 (1.04) -0.015 [(-0.02) 0.655 {0.57)
Falitical Violence Wy 0241 (4 4677  0.255 {4.50)
B 0.079 (1.31) 0.090 {1.60)
Civil Protest iy 0.205 (2317 0.222 2.39)
B 0.018 [0.23) 0.037 {0.47)
Gowvarnment Instability WY 0431 (5387 0424 (5.44)
B 0342 (4167  0.325 (4.03)*
GOP per capita (log) VW -0.433 (-1.700"  -0.325 (-1.30) 0222 (-1.05)
B 0154 (2077 0088 (1867 028 (34247 0.228 (4.34)7
S0P * Crisis iy -2.110 (-1.38)
Trade {log) Wy -00.393 -1.30) 0426 -1.52) -0.644 (2607 0807 (3.54)
B 0332257 03412377 0171 090
Government spending WY 0.006 (0.36) 0012 {0.78) -0.004 (-0.34)
B 0.0B 2247 0.013 (1.857" Qe 1.73r 0.015 {1.99)*
[rflation WY o 0075 @37 0074 (.26 0078 (388 0.072 (3.87)
B OM22107 0102 2177 0.021 (1.28)
Fality v Wy 0.004 (0.23)
B 0024 (153
Regional instability YW 0.0971 (2.3 0.078 2.00~ 0.049 (1.2
B -0.003-0.08) -0.0071 (-0.05) 0046 (-1.113
Economic inequality £ -0.003 {-0.36)
social Inequality L 0046 DAY
Constant 2239 (2.38) 1.689 (2.86) 2105 2.75) 1.370 {2.94)
Observations 731 o0 alala] 664
Countries 130 139 136 136
R-squared (overall) 01180 01140 02842 0.2599
Hausman Regression (4): Prab = chi2 = 0.4847

Motes: Random effects GLS estimation. Robust z-statistics in parantheses.

B = between effect, W = within effect, £ = unit constant variables.
* significant at 10%, ™ significant at 5%, ™ significant at 1%

Regression 1 shows that the level of income deeseasgime changes both within and
between countries. Trade openness is significamtigative for regime change, while the
between-effect of government spending, both effetnflation, and the within-effect of

regional instability lead to more regime changedityis insignificant, as is economic and

social inequality. These are dropped when estirgaggression 2.
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Including financial crises and its interaction wititome show no significant effect on regime
change (neither z-statistics nor F-t€étfhe direction of the interaction term is again the
opposite of the expected effédtThe VIF-values in the second regression do noicitd
problems of multicollinearity due to the interactiterm (VIF GDP*Crisis = 1.07). The
within-effect of income looses its significance ahé between-effect drop in significance to
10%. The between-effect of government spendingdisps in significance to 10%. All other
results do not change their level of significance.

Regression 3 shows that when controlling for othierensions of political instability several
results change or become insignificant. The betvedfatt of income shows that the level of
income varies negatively with regime changes. Thee fewer regime changes in rich
countries than in poor. The within-effect of tragecomes significantly negative, while the
between-effect loses significance. Countries whiehome more open over time experience
less regime changes. The between-effect of goverhrapending indicates that regime
changes are more common in countries where therigovmt controls a larger part of total

spending. Inflation within countries increases megjichanges significantly.

The results from regression 3 stay the same itirlaé regression, although the insignificant
effects are dropped. More political violence andenavil protests within countries increase
regime changes significantly. Government instaplibth within and between countries also
increase regime change. As higher values of govenhnmstability mean more democratic
changes, these results are puzzling. One possiplaration may be that this effect shows the
fragility of new democracies to regime changes. iMegimes become more democratic over
time, they experience more regime changes. Thigars of the instable transition-part of
making democracy work. The between-effect indic#tes the occurrence of regime changes
is higher in countries with high mean-values of ggovnent instability, than in countries with

low mean-values.

4 F= ((0.1140- 0.1119)/(13-12))/((1-0.1140)/(780-1)3= 1.81. ks5(1, 766) = 3,85 > 1,81.

*> 0 RegimeChange _ 574 5 110(GDP)
0 Crises
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5.1.4 Financial crises and Government Instability

Table 5.5

Dependent variable: Government Instability

The effect of Financial Crises on Government Instability

1 2 3 4
Crisis (lagged) i 0.195 (1.07) 0.094 (0.51) 0.093 (0.50)
B 1.081 (1.987™ 1395 (1.73)" 1.321 (1.61)
Falitical “ialence i 0.036 (1.25) 0.036 (1.29)
B 0.052 (-1.27) 0.051 (-1.26})
Civil Protest W 0056 272 0.066 {-2.72)
B 0.057 (1.14) 0.056 (1.13)
Regime Change iy 0187 B85 0,187 (6.86)=
B 0.335 4967 0.329 (.83~
GDF per capita (log) W -0.114 (0.74) -0.225 (-1.60)
B 0.046 (0.77) 0.003 (0.06)
GOP * Crisis i 0722 (-0.68)
Trade (log) W 0.012 [0.07)
B 0182157
Government spending ¥ 0.010 [0.87)
B 0.000 (0.04)
Inflation Wy 0018 (2227 005 .eer 0020213 0,020 (2.13)¢
B 0.019 (0.58) 0.004 (0.16) -0.015 (-0.58)
Pality v W 0116 B.Aa OGO O1e E00TT 00115 802
B Q137 @51 0148 @62 0143 13117 0,143 {13.16)™
Regional instability VW 0.009 [0.48)
B 0.042 (0.92)
Economic inequality £ -0.007 {-0.94)
Social Inequality £ 0529178 0679 (286 0810 (3637 0.815 (3.67)
Constant 0.729 (1.02) -0.085 (-0.18) 0.053 (0.413 0.055 0.39)
Chservations B2 b7 B8 678
Countries 128 135 135 135
R-squared [overall) 0.5181 0.543% 0.6095 0.6085
Hausman Regression (4): Prob > chiZ = 0.6391

Motes: Randormn effects GLS estimation. Robust z-statistics in parantheses.
B = between effect, W = within effect, £ = unit constant variahles.
* significant at 10% ™ significant at 5%, ™ significant at 1%

In regression 1, the within-effect of inflation atiee within- and between-effect of Polity IV
are significant. As expected, there is more govemtminstability in democracies. The
constant measure of social inequality is also figamt at 10%. In regression 2, the between-
effect of financial crises is significant and po@t while the interaction effect shows no
significance (neither z-statistics nor F-t€8tThe direction of the effect is also in this model

% F = ((0.5499- 0.5498)/(10-9))/((1-0.5499)/(678-1))-= 0,148.F ¢s(1, 667) = 3,85 > 0,148.
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the opposite of the expectatidhFinancial crises do not have an effect on govemme
instability that is conditional upon income. ThePwalues do not indicated problems of
multicollinearity due to the interaction term (VIEDP*Crisis = 1.07). The within-effect of

inflation drops in significance to 10% and the digance of social inequality increase to 1%.

Regression 3 drops the income measure and theadtiter term. Controlling for other

dimensions of political instability does not chartie significance of the other variables.
Political violence is insignificant. Civil proteswithin countries significantly decreases
government instability, indicating that less changad instability of a democratic nature
occur when civil protest increases. Regime chamgeeases government instability both
within countries over time, and between countriesaning that those countries with high
mean values of regime change also are governmgriteifable. Regime changes actually
contribute to more changes of a democratic naturerwcontrolling for democracy. The

between-effect of financial crises loses its weigkificance in the last regression when the
insignificant between-effect of inflation is remakeSocial inequality, defined as ethnic and
linguistic fractionalization, significantly decreagiovernment instability. Socially unequal
countries experience less governmental instabibtyd less democratic changes of
government.

5.1.5 Discussion

The direct effect of financial crises significanthcreases political violence within countries,
and also civil protest within countries (at 10%nsgiigance). First, we might note that only
socio-political instability seems to be the prodotfinancial crises. It is the civil society that
reacts to episodes of financial crises throughgstadr violence. Crises do not trigger regime
changes or government instability. The fact thasficial crises doesot lead to instability
within or changes of regimes is nonetheless armdhat is of interest. First of all, it may
indicate that problems caused by crises are saligdn the existing regime. Second, this
result contradicts previous studies showing thgimme changes are more common during
crisis-periods (Gasiorowski 1995; Haggard and Kaufni995; Acemoglu and Robinson
2001).

27 g Governmerinstabilily -0195-0.722(GDP)
d Crises ) )
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It does not seem to be an indirect effect of fimaincrises on political instability conditional
upon a drop in income. The interaction effectsiasggnificant in all models. However, this
result may stem from the fact that what is beingestigated here is the long-term effect of
financial crises. The effect of crises on politicatability through income is likely to be short
term. As a crisis hits, income drop and recesses &, but over a five year period, this

shock-effect has stabilized.

The most important determinants of political indigb are other events of political
instability. That events of political instabilitypsr or trigger other events is not surprising.
Both Alesina et al. (1996) and Londregan and P¢b®90) found political instability to be
persistent over time. Civil protest and regime d@asignificantly increase political violence.
There is also more political violence in countrteat have higher average values of civil
protest and regime change. Countries that expexienore governmental instability and
democratic changes, on average have lower levelpobfical violence. Civil protest is
significantly increased by regime changes withinrddes and political violence (significant
at 10%). There is also more civil protest in cowestrwhere political violence is high. The
contradictory effect of government instability owikcprotest was discussed in section 5.1.2.
Increasing government instability decrease civibt@st within countries, but on average,
countries with higher government instability (mookhanges of a democratic nature)
experience more civil protest. Political violenceyil protest, and government instability all
increase regime change within countries. The betvediect of government instability is also
positive, demonstrating that more democratic changecur in countries that experience
regime changes. Civil protest significantly decesagovernment instability within countries,
while regime changes increase government instabillitis interesting that the relationship
between changedsf the regime and changesthin the regime is positive. Stable autocracies
will by definition experience few regime changesl &&w democratic changes, however, just
as events of civil protest become rarer the mordemocratic a country, the amount of

democratic changes increase as an effect of chamgjes regime.

Since all these results may be quite heavy to tigles figure on the next page illustrate the

significant findings of diffusion, or contagion, ang the dimensions of political instability.
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Figure 5.2: The contagiousness of jgalitnstability

Socio-political unrest Executive/regime instability
Political violence —— +— Regime change
+ \/ +
+ -
l x N l
Civil protest — +/- - Government instability
. —

The effect of regional instability disappears when control for other dimensions of political
instability in every analysis. Diffusion effectsrass borders are unimportant compared to

instability in the country itself. This was als@tfinding of Blanco and Grier (2009).

The effect of income on instability is only founidrsficant between countries with respect to
regime changes. Countries with high average incexperience less regime changes, which
is in line with the expected effect. Increasingleapenness within countries has a significant
negative effect on political violence and regimaryes. Countries with higher average trade
openness also experience less civil protest antgabliolence. All these findings are in line
with previous results. For example, Goldstone e{2005) found the probability of political
instability much higher in countries that tradedsle Trade liberalization could therefore

promote political stability.

On the other hand, the findings on government Spgndvere not expected. Higher

government spending within countries increase ipalit violence significantly, and

government spending is on average higher in casinith more regime changes. This is
similar with the results of Cuzan et al. (1988).n&tt (2000) suggest that governments may
use consumption expenditure to transfer resouroesatious groups, thereby reducing
tensions and instability. Government spending ntagywever, also be used for myopic
purposes by turning state funds into private furaig] therefore create more conflict and

instability.
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Inflation significantly increases regime changes a@ecreases government instability. This
confirms the result of Cuikerman et al. (1992) thagh inflation may be destabilizing.
Gasiorowski (1995) also found high inflation, ofl@ionary crises, to be significantly related
to regime changes. Increasing inflation is negafbregovernment instability within regimes
associated with democratic changes. Economic inggua not found to affect political
instability in these analyses. The difference iarexnic inequality between countries is not a
significant determinant of political instabilityoSial inequality, however, as measured by the
degree of ethnic and linguistic fractionalizatias,a significant determinant of government
instability. Countries that are more fragmented ezignce less democratic changes, but
fragmentation and distinct ethnic groups are nigiaéure common for countries experiencing

violent upheaval, protest or changes of the regime.

In contrast to Blanco and Grier (2009), who findttregime type is a significant determinant
of political instability in Latin America, | do ndind regime to be a significant determinant of
political violence, civil protest nor regime changén the other hand, democracy is a
significant determinant of government instabilitypth within countries over time and
between countries. This dimension of political aslity was not represented in Blanco and
Griers (2009) index of instability. As indicatedlea, this dimension of political instability is
different, as it captures events and expectatibiehanges that are democratic in nature. Such
instability need not be harmful, and possibly woitlde more accurately described as some
form of “democratic changes”, which have been nuer@d repeatedly. Furthermore,
fractionalization and polarization are not everds $e, but describe a situation that is present
over a period, typically until the next electiofi.such measures are included in indices of
instability, it is vital that one is aware of thgoe of instability that is captured, or else it htig
give a biased picture of the effect of/on politigadtability. This is also a clear argument for
highlighting the multidimensionality of politicahstability.
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5.2 Political instability and economic growth
We now turn to the second question to be empigidalsted: how political instability affects
economic growth. Specifying the hypothesized effemtn figure 3, the following overview

of the expected effects can be made:

Uncertainty
Property rights

Political Violence Taxes :
Civil Protest — » | Infrastructure — = —> Economic
Regime Change Emigration growth
Government Instability Government myopia

Unemployment

The following hypothesis was also presented, raggrthe relationship between financial

crises and economic growth:

H11: Financial crises decrease economic growth.
H11A: Financial crises have positive long-run eféeon growth.
H12: A poor institutional environment amplifielset negative economic effects of

financial crises on growth.

The control variables included have not been empbédsn the theoretical part on growth.
These variables are thoroughly described by theraliire on growth and have been
empirically tested numerous times. Space limitattnent of this in the confirmatory part of
this thesis. | therefore advice the uninformed esa® consult this vast literature for the
theoretical background of democracy and growtHaiimn and growth, and so on.

Practical approach

| follow most growth studies in building the empal growth model. First, | estimate the
basic Solow framework including the variables olitpral instability. Second, | add financial
crises to the regression. None of the variableshis basic set-up are removed if found
insignificant, due to their centrality. The thirdgression includes a number of economic
control variables and regression four controlsdibrer political and social factors. These are

kept if significant. The results of the first fotggressions are found in table 5.6 below. In
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table 5.7, regression 5-7 test hypothesis H12 hyjuding the regime and institutional
measures Polity IV and POLCON, and an interactesmtbetween POLCON and the crisis

variable. The final model (8) includes the sigrafit results.

5.2.1 The effect of political instability on growth

Table: 5.6 The effect of political instability on growth
Dependent variable: Real GOP per capita growth
1 2 3 4

GOF per capita (log) YW 0.430 {0D.63) 0.449 {0.63) -0.795 (-1.36) -1.193 (20587

B -0.093 (-0.56) -0.095 (-0.59) 0306 (2200 -0.432 (31007
Imvestrment W 0137 268 0133 261 0119 2077 0.047 (1.5

B 0.031(1.15) 0.025 {0.93) 0.041 {1.61) 0.042 (1.6
Education {log) WY1.376 (1.9 1.148 (1.64) 0.017 (-0.02) 0037 0.11)

B 0907 (1.56) 0.800 (1.42 0.347 (0.70) 0873 (111
Fopulation growth Wy 0091 [0.21) 0.063 (0.15) -0.086 (~0.21) 0.072 019

B -0.7858 (-3.93™ -0830 4.017 -1.089 (-5.047™ -0.850 (-3.667
Falitical Yiolence {t-17 W -0.146 (-1.30) -0.136 (-1.26) 0.095 (1.16) 0.030 (0.4

B 0147 (1.5 077 (2.037 0.115 (1.33) 0111 (1.22)
Civil Protest (t-1) Wy 0.013 [0.15) 0.042 {050 -0.005 (-0.05) 0042 062

B 0047 [0.24) 0.032 {0177 0109 (0.63) 0.018 (-0.13)
Fegime Change {-17 W -0.628 -5.84™ -0.577 (57007 0517 (53277 -0.541 (5597

B -0.326 -1.23) -0.286 -1.13) 0377 -1.47) 0416 -1.697*
Gov. Instability (t-13 W 0915 (50277 0895 G777 0426 (2987 0436 (3327

B -0.277 (-1.50 -0.199 (-1.08) -0.338 (-1.689 01671 (-1.08)
Crisis iy 27T FEBIrTT 242 (A BT 2ATS (-4.847

B 5294 (2B77 <4884 (L2RATTT 39V (LA
Trade [log) Wy 2046 (3.077  1.84B6 (3.0

B 0.224 061}
Government spending Y 085 (38287 0187 (-3.43)7

B 0.033 2100 0.044 2387
Inflation i 0100 (573 -0.098 (B.27

B Q216 247 <0150 -1.54)
Regional instability Wy -0.048 (-1.04)

B 0.242 25847
Economic ineguality  Z 0.052 (-2.397
social Ineguality L -0.583 (-0.80)
Constant -3.530 (-0.80 -2.090 (-0.45 1.601 {0.40) 3.013 081
Observations /a7 a7 B3 B5G
Countries 144 144 136 129
R-squared [overall) 0.1928 0.2150 0.3106 0.3579

Motes: Random effects GLS estimation. Robust z-statistics in parantheses.
B = between effect, W = within effect, £ = unit constant variahles.
* significant at 10%, ™ significant at 5%, ™ significant at 1%
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To ensure that causality runs in the right direttithe variables of political instability are
lagged by one year. The banking crises variabh®idagged, as it is quite likely that financial
crises have an immediate effect on the economy. eRdmar that due to potential

multicollinearity, government instability, Polityhd POLCON are not included together.

Starting with the primary variables of interest, alserve that the effect of regime change on
economic growth is negative in all specificatio@ the contrary, government instability is
positive for growth in all specifications. These dhe same results as Jong-A-Pin (2009).
However, | find the government instability variabte be consistently positive in all
specifications, while Jong-A-Pin’s “within” resultgere sensitive to the exclusion of certain
controlling factors. Butkiewicz and Yanikkaya (20G8so find that government (in)stability
variables may display positive effects on growthisTalso indicates higher growth rates in
democracies since it is democracies that experi€iféerent types of democratic changes
captured by the government instability variable.rliyaet al. (2004) argued that political
instability within governments could reduce the hability of re-election, leading to lower
public investment and therefore lower growth raldss view ofgovernment myopiereating
short-sightedness is not found here. More politcmahpetition within the regime is good for

economic growth, as indicated by Besley et al. 800

The results of Jong-A-Pin (2009) are also confirmeiih respect to political violence and
civil protest. These dimensions of political inglidéyp do not appear to affect growth
significantly. Jong-A-Pin finds that negative growmiias a causal effect on political violence
when examining reverse direction of causality, \whetay be the reason for this insignificant
result. It is changewithin the regime orof the regime that affect the growth rate of the
economy. The argument of Alesina and Perotti (198&t the only policy changes that are
relevant for economic decisions occur when goveminohange, are therefore confirmed.
These results indicate that the “add-all-inn-and-sécipe for political instability, as Kong
(2007) warns about, is not appropriate, and coivd g wrong impression of the relationship
between political instability and growth. Feng (3(822) also argued that minor and major
political instability would have different conseaues for growth and that if Sanders’ (1981)
results were correct, studies of political instépiland growth would be theoretically
meaningless and lead to confusing results unldgscpbinstability is differentiated.
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Table: 5.7

Dependent variable: Real GOP per capita growth

The effect of political instability on growth {continued)

5 B 7 8
GOP per capita (log) W -1.021 (-1.927°  -1.041 (1.947 -1.051 (-1.96)"  -1.064 (-1.86)°
B 0288 (167  -0.320 (1737 D309 (-1.71) 0419 (2,54
Investment Wy 0.049 (1.47) 0.052 (1.58) 0.052 {1.59) 0.049 {1.66)*
B 0.040 {1.63) 0.041 (1,64 0.040 (1657 0.048 {1.83)"
Education (log) W 0179 [0.27) 0.000 (0.00)  0.013 [0.02) 0.061 {-0.08)
B 1.012 (1.95) 1.081 (2077 1.034 (1967  0.547 (1.07)
Paopulation growth w0123 [0.32) 0.116 ({0.30) 0.108 {0.28) 0.043 {0.11)
B -0.783 (-3.35 -0.709 (3127 -0.657 (30477 0.826 (-3.51)
Political Violence (t-1) W 0,082 (0.93) 0.077 (0.68) 0.077 {0.88) 0.028 {0.41)
B 0.078 {0.69) 0.082 (0.95) 0.085 ({0.98) 0.118 (1.32)
Civil Protest (t-1) w0112 (1.200 014 (1220 0113 (1.200  0.043 (D.54)
B 0.011 {0.07) 0015 (0107 0014 (0.10)  0.023 (0.16)
Regime Change it-1) W -0.462 (5227 -0.435 (-4.86)™ -0.435 (-4.867™ 0.557 (5.89)*
B -0.475 (-1.98)™ 0457 (2000 -0.455 (190  0.483 (-1.93)

Gov, Instability (t-1) iy 0.454 (3.39)
B 0.104 (0.56)
Crisis Wy 28EF (53177 2630 (54817 2628 (0477 2,529 (494
B -3.340 (22577 -3.326 (22877 7790 (247 4445 (2900
Trade (log) Wy 1.5973 (3.38) 1.932 3.377  1.830 (3.35™  1.860 (3.08)~
B
Government spending W -0.125 (2677 0123 (263 0122 (2617 0,176 {-3.38)™
B 0047 (2099  0.047 (3137 0.046 2997  0.044 {2.53)°
Inflation W-00128 (-4.9877 0125 (49687 0126 (4.977 0,089 (4.84)
B
Regional instability Wy
B 0274316 0273 .04 0263 295  0.260 2.74)*
Pality v Wy 0.052 (1.83)"
B -0.057 (-1.38)
POLCON i 2435 (3.1 2409 (3177
B -1.265 (-0.92) 25823 (1.54)
Crisis * POLCOM Wy 1,112 ([0.30)
B 17602 (1.53)
Economic inequality L 0065 (3497 0067 (38277 -0.065 (-3.407 0,063 (-3.18)*
Constant -0.863 (-0.24) -1.079 -0.30) -0.455 (-0.13) 3.486 (0.97)
Cbservations 731 736 S 5] 664
Countries 130 131 131 130
R-squared [overall) 0.3166 0.3187 0.3218 0.3504
Hausman Regression (8): chi2(12)=13.09 Prob=chil = 0.3625

Motes: Randormn effects GLS estimation. Robust z-statistics in parantheses.

B = between effect, W = within effect, £ = unit constant variahles.
* significant at 10% ™ significant at 5% ™ significant at 1%

Financial crises significantly decrease growthha tong-run. This effect is also significant
between countries, meaning that countries thatrésqgze more crises on average also have

lower growth rates. This result confirm the findsngf Cavallo and Cavallo (2010), who warn
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that the common moral-hazard view, that countriesukl experience crises to learn from
their mistakes, can be misleading if the institodiloenvironment is ignored. This finding also
contradicts the results of Ranciére et al. (20083t countries which have experienced
financial crises have grown faster on average tttamtries with stable financial conditions.
It seems that financial liberalization does notessarily strengthen financial development

and lead to higher long-run growth if a consequesididoeralization is more financial crises.

In table 5.7, regressions 5 — 7 test the hypothdwss the effect of financial crises is
contingent upon the institutional environment. legression 5, the Polity variable is
significantly positive (at 10%) within countries.tréngthening democratic institutions
therefore have a positive effect on economic growegression 6 shows that more political
constraints have a positive effect on economic grovMore independent branches of
government, less party alignment across branchas,naore preference heterogeneity in
legislative branches are good for economic growiénisz (2000) argued that this would
lower the feasibility of policy change and theref@rovide more certainty and a positive
environment for growth. A high POLCON score consagly mean more constraints on

sudden changes in policies.

Since the POLCON variable show highest significanaese this to test hypothesis H12 and
create the interaction term with financial crisasrégression (7). The within-effect of the
interaction term has the expected direction, wimans that the negative effect of financial

crises on economic growth is moderated by mordipaliconstraints.

Within - effect: ‘?O‘Nth = -2.628+1.112(POLCON)

Crises

The between-effect of POLCON is negative, indiggatiower average growth rates in
countries with higher average level of politicahstraints. However, the interaction term of

the between-effect is also positive, implying theng result.

Between- effect: aaGrOWth = —7.795+17.602(POLCON)

Crises
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As opposed to Cavallo and Cavallo (2010) who fimd interaction to significantly reduce the
negative effect of crises, | find no significankaténships (z-statistics and F-te$t)The VIF-
value of the interactions is 5.30 (between-effectyl 1.04 (within-effect), which is higher
than the other variables, but should not causeseproblems of multicollinearity. Because
of the insignificance of the interaction terms,d dot explore the characteristics of these

effects further.

The final regression (8) includes the governmestaibility variable and excludes POLCON
due to possible multicollinearity. All significanbntrol variables are also included in the final
model. The negative effect of GDP per capita isgiowth regressions interpreted as a
confirmation of the convergence hypothesis. Asl¢wel of income increases, the growth rate
converges to a lower stabile pace. This is showbedasignificant both over time within
countries, and between countries, as countries withigh level of income have a lower
average growth rate. The initial positive withirfieet of investment looses its significance
when we control for other economic, social andtmali determinants of growth. In the final
regression, the effects of investment are sigmtfiea 10%. Investment is on average higher in

countries with higher growth rates, and increasivgstment may increase growth.

Something that FE regressions would fail to captgrehe significant between-effect of
population growth. Countries that have high averpgpulation growth experience lower
economic growth per capita. Trade openness is astgbositive determinant of economic
growth within countries. The effect of governmepésding, however, is more peculiar. The
within-effect is significantly negative for growthyhile the between-effect is positive.
Countries that have increased their governmentdipgrover time also have decreased their
growth rates. One explanation of this could be toamntries that become richer, and converge
towards a lower growth rate, also increase thewegument spending as their welfare states
expand. However, the countries that have high geegovernment spending also have high
growth rates, possibly reflecting the rich/poorhaitomy. Not surprisingly, inflation within
countries is negative for economic growth. Thisuless also robust to different
specifications. Ades and Chua (1997) found thatorey instability had a strong negative
effect on economic performance. This result is cordd here, and the effect is shown to be
geographical. What affects growth is not the changegional instability over time, but the

28 F = ((0.3218- 0.3187)/(26-24))/((1-0.3218)/(736-D% = 1.620. Fos(2, 709) = 3,00 > 1,620.
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average amount of political instability in the regi Countries confined to unstable regions of
the world have lower average economic growth. agttonomic inequality is found to be
negative for economic growth. Countries with highexquality have lower average growth

rates. This confirms the results of Perotti (198®)ng others.

Appropriateness of random effects

In the final model (8), the null hypothesis of tHausman specification test could not be

rejected. Therefore, we again conclude that thenmoi correlation between the unit-specific

effects and the explanatory variables. This indigahat it is possible to include between-

variation in growth studies without leaving theimsttes biased. To verify that the estimation

using within- and between-variables have the deésftect, regression (8) was estimated with
ordinary variables and a Hausman test was perfoondtie FE and RE estimates. The results
was chi2(13) = 69.43, Prob>chi2 = 0.00Q0and a rejection of the null hypothesis. The
conclusion is therefore that the within- and betweariables have the desired effect.

5.3 Answering a possible criticisth

It may be argued that estimating separate withind &etween-effects is not always
appropriate. Rabe-Hesketh and Skrondal (2008:12l)eathat an advantage of setting these
effects equal (including the original variable) tisat the effect will be more precisely
estimated because the RE-estimator weighs thenwidimd between-variation optimally. This
would be appropriate when there are no significhfierences of the within- and between-
effects. As a test of robustness, the variablesegression (8) were tested for significant
differences and the original variables were inctuddnen no significant differences could be
found. The specific within- and between-effectseatty revealed are not tested as it is
assumed that the relevant effects of these vagdidee already been found. The results are

presented in table 5.8 and 5.9.

% The corresponding tests for analysis 5.1 can beddn appendix table 7 and 8.
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Table 5.8: Table 5.9 Sensitivity analysis
Testing within- and between differences

Yariahle F-value Dependent variable: Heal GDOP per capita growth
GOF per capita (log)  W-B  -1.13 GOP per capita (log) © 04836 -3.117
Investment WW-B 0.03 Irwvestrment o 0051 221
Education {log) W-B  -0EBE Education {log) o 0337 069
Fopulation growth Y-8 1.81* Fopulation growth W 0048 D3
Folitical Vialence -1 W-B  -0.83 B 0861 (3.7E
Civil Protest (t-1) Ww-B 014 Falitical %iolence (t-17 O 0053 (1.19)
Fegime Change (t-1)  W- B 0.3 Ciwil Pratest (t-1) o 0023 -0.29)
Gov. Instability (t-1) Wy - B 2857 Regime Change (t-17 0O 04853 B
Crigis W - B 1.15 Gov. Instability (t-17 W 0448 (336
Government spending W-B 4317 B 0073 0.5
Test: -lincom- Crisis L (-5.60
0%, ™ 8%, T 1% Trade {log) LY 1.62 (3.037
Mote: A significant finding mean that Government spending Y 017 -3.19
the within- and between-effect have B no4s G270
different impacts on growth. Inflatian Wy o 0085 -4.4007

Regional instability B 0264 G770

Economic inequality £ 0.081 3137

Constant 0341 140

Observations BG4

Countries 130

Hausman FProb=chi2 = 0.2739

Random effects GLS estimation. Robust z-statistics.
W = within effect, B = between effect

£ = unit constant variables, O = ariginal variable.
0%, A%, 1%

Results suggest that if we follow the advice of &&lesketh and Skrondal (2008), only
population growth, government instability and goweent spending should be modeled with
specific within- and between- effects. These vadealalso display opposite signs on their
effects. Estimating regression (8) with the struetauggested by the test-results does not
change the results to a large degree. GDP peracapt investment increase their
significance, as do the between-effect of goverrtrapanding. The Hausman test reveals that
this approach also is valid and that there is moetation between the unit-specific effects and

the explanatory variables.
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5.3.1 Additional sensitivity tests

Ouitliers

Dropping all countries with under one million inhi@nts does not change the results in any
of the analyses (unreported). Testing this grougoaintries is important for the same reasons
that led to the exclusion of countries with undemi#lion inhabitants. Such countries are

often thought to have special characteristics.

Campos and Nugent (2002) argued that their findimgse driven by the set of Sub-Saharan
African (SSA) countries in their sample. Jong-A-RR009) did not find that excluding
different regions had an effect on his main findinds a robustness check, results of the

growth regression were estimated after excludieg38A countries.

Table: 5.10 Final growth regression excluding SSA

Dependent variahle: Real GOP per capita growth

Folitical %iolence (t-1) Wy 0.035 (1.22)

B 0.064 (0.60)
Civil Protest (t-1) Wy -0.051 (-0.54)

B -0.0s0 (-0.33)
Regime Change (t-1) WY 0.433 -3.77

B -0.095 (-0.37)
Gov. Instability (t-1) W 0124 (1.08)

B 1.176 -0.97
Crisis Wy =247 (-4.03*

B -2.423 (-1.36)
Constant 0.043 {0.01M
Ohservations 480
Countries 92

* Only effects of the main wvariables of interest is presented.
** Specification is the same as in table 5.7 regression 8.

Most importantly, we see that when excluding SSKe positive effect of government
instability on growth disappears. SSA countriesadiving force of negative values on the
government instability index. Excluding SSA increaghe sample-mean of the government
instability index from 0.02 to 0.43.

Non-linearity
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Barro (1994) and Carmignani (2003) argue that fifeceof democracy on growth may be
non-linear. | find no significant non-linear effeaf including a quadratic term of the within-

and between effect of Polity IV in regression Seah7 (unreported).
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6.0 Conclusion

This section will repeat the most important findirgnd answer the research question. | start
by identifying some common findings which | regaas relevant also outside the specific
topics considered in the analyses performed hdrerehfter, the specific findings of the two
analyses are treated, and support for the hypatheseevaluated. Following this, | answer
the research question specifically. Lastly, thetgbution of this thesis is summed up, and

some thoughts for future research are given.

Common findings

First of all, | find clear indications that modadirpolitical instability as multidimensional is
appropriate. As the first analysis reveals, différéeterminants are important for the distinct
dimensions of political instability, and one typé iostability may influence the other
dimensions differently. In the growth context, aliaimensional approach exposes that some
dimensions are unimportant (political violence andl protest), while other dimensions have
contradictory effects on growth (regime change gadernment instability). Capturing the
effect, and especially the much discussed cauadtedf political instability therefore seems
futile if one does not make a clear distinctionwestn the different dimensions of political

instability.

Second, the approach of modeling specific withind &etween-effects is beneficial. This
allows the more efficient random effects estimatobe applied, one may include constant
explanatory variables in the analyses, and theirfgsd of differing within- and between-
effects are of considerable theoretical interesthi researcher. The situations where the
within- and between-effects had opposite signs ddalve led to ecological fallacy if a fixed
effects approach were used and it would lead tgebiaestimates using normal variables

within a random effects framework.

Financial crises and political instability

Table 6.1 presents the results of the first anslged the effects of the different dimensions of
political instability. | find support for four ohe hypotheses (H1, H2, H3, and H5). Financial
crises and inflation are found to increase politinatability as expected, while income and
trade decrease political instability. Financialses trigger or contribute to socio-political

unrest measured by indices of political violencd aivil protest. There are found no evidence

that crises trigger changesor of regimes. The effect of government spending is dotanbe

97



the opposite of what was expected. Increasing gowent spending significantly increase

political instability (political violence and regerchange).

Table 6.1 Results of analysis 1: answering the thgsis.

Hypothesis Fesult of analysis Support
Folitical violence Civil protest Regime change Gov. Ins.

H1.  Financial crizes + + supported
HZ:  Income - supported
H2A: Financial crises ™ Income no support
H3.  Inflation + - supported
H4:  Economic inequality ho suppart
H3:  Trade openness - - - supported
HE:  Government spending + + ho support
H7:  Government debt no data
HZ.  Regime (dermocratic) +  |no support
H3.  Fegional instability no support
H10: Social ineguality - no support
Fersistanciydiffusion of instabilihy.

Folitical violence + +

Civil protest + + -

Regime change + + +

Government instability - -+ +

* Insignificant findings are left blank

All of the findings regarding the government inglipovariable were found to contradict the
expected effects. The reason is that this variabfgures events of democratic change that
normally occur in democracies. Therefore, this ingefound to be highly correlated with
regime measures, and also display a contradictugrgretation from the other indices of
instability. More government instability is “betten the sense that this reflects the normal
procedures of a democratic state (more electioastibnalization, polarization, dropped veto
players and fewer years in office of chief exealtivHowever, since the effects are

nonetheless found to contradict my hypothesizestcedf this is what the table display.

The analyses of the different dimensions of pdltinstability have shown the persistency
and diffusion of instability. The results indicateat political instability is a main cause of
political instability. Or put another wapolitical instability is contagiousEvents of political

violence may lead to protests or regime changestefir may feed violent acts and lead to
changes in and of regimes, while changes of reganesmportant events which affect all

other dimensions of instability. With respect tovrgoxment instability, the effect on the other
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dimensions suggests that the nature of this varisbsomewhat different. More changes of a
democratic nature moderate political violence amd protest, although countries with a high
average amount of democratic changes experiences rpootest than countries which
experience few changes. Government instabilityl$® a&hown to increase the amount of

regime changes.

Financial crises and growth

| find strong evidence that financial crises ardridental to economic growth. The
hypothesized positive long-run effect of crises gnowth is not supported. Nor is the
hypothesis that a poor institutional environmentphimes the negative economic effects of

crises.

Table 6.2: Financial crises and growth: answermgghypotheses.

Hypothesis: Support
HIT: Financial crizes decrease economic growth. supported
HTTA: Financial crises have positive long-run effects an growih. no support
HYZ: A poor institutional emvironment amplifies the negative

economic effects of financial crises on growth. no support

Political instability and growth

| find that socio-political unrest has no effect the growth rate of the economy, whereas
change®f the regime significantly lower growth in the longa, and changes the regime is
positive for growth in the long-run. SSA countri® shown to be the driving force behind
the latter result because of their generally lowues of government instability, meaning that
few changes of a democratic nature occur in thlgore

It was hypothesized that political instability affed growth negatively through several
mechanisms. These mechanisms have not been tgstedically and the relationships
revealed may therefore be both direct effects adiract effects on growth. The analyses
conducted in this thesis can only conclude thatetla least is a direct effect of political
instability on growth. Figure 6.1 display the digeced effects and the hypothesized indirect

connections.
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Figure 6.1 Direct and indirect effects of politicastability on growth
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Answering the research question
After having summed up the findings and evaluateppert for the hypotheses, we can

answer the research question specifically.

Can financial crises trigger political instability®Vhat effects do political instability and

financial crises have upon long-term economic gh®wt

The findings suggest that financial crisesn trigger political instability. However, only
socio-political unrest seems to be the productimdricial crises. As Davis and Carothers
(2010) indicated, the financial crisis of 2008 mgseatly have contributed to popular
discontent. However, contrary to their observatithat frustrations have mostly been
peaceful, my findings suggest thastorically this may not be the case. One clear indication
is that more political violence is a product ofsess. Davis and Carothers also commented that
nothing indicated the latest crisis as a main cafisemocratic reversals. More generally, |
discover that crises do not lead to regime changesstitutional or unconstitutional - which
may well indicate that the political turmoil andoeomic frustrations due to crises are

absorbed by the existing regimes.

100



The results show unambiguously that financial srisee negative for economic growth in the
long-run. The implication of this finding is thate common moral-hazard view might be
dangerous. Countries should not experience cresésatn important lessons and implement
reform, thereby increasing growth in the futurecdfuntries should experience crises, it is

only to learn to avoid them in the future.

Political instability may affect long-term growtlotin negatively and positively depending on
the nature of the events of instability. Alesinal @erotti (1996) argued that social unrest
might not have an impact on policy uncertainty, dnerefore economic decisions, in the
same way as executive instability may have. Thasiiaent is confirmed. It is only changefs
regimes or changesithin regimes that have consequences for the growth Tate does not
mean that social unrest cannot have an effect onaggic decisions given a higher level of

expected government turnover

While regime change was found to decrease growdtergment instability is positive for
growth. Butkiewicz and Yanikkaya (2005) also foymakitive and ambiguous relationships
between variables of government (in)stability amowgh, and Jong-A-Pin’s (2009) within-
dimension of instability showed positive effectsgmowth. While Butkiewicz and Yanikkaya
(2005) found their results to be driven by “goodrderacy” countries, | found that excluding
SSA countries removed the positive effect of gowent instability on growth. The reason
being that this region is a driving force for bddw-growth and low-index values. The
political and typically democratic changes captusgdhe government instability index could
perhaps just as well be callggbvernment stabilityconstitutional changegAlesina and
Perotti 1996), oregular changeg¢Feng 2003). Butkiewicz and Yanikkaya (2005) §tdf's
and McCamant’'s (1968:1125) conception of a politycatabile system as “one which can
manage to change within its structures.” Thus, nwranges of a democratic nature are
beneficial for growth. As Jong-A-Pin (2009) commethie within-dimension not only refers
to actual changes in governments, but also thenpatefor change. This relates to
expectations, which are central in understandirigraceconomic decisions. Changes which
can be expected and are considered regular hawsitave effect on growth. Changes which

are unexpected and irregular have a negative effegrowth.
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Contribution of the thesis

| have followed a new research trend in emphasitirgg multidimensionality of political
instability. In section 2.2, | described the commaaw of political instability as socio-
political unrest or civil-society induced unrest the one hand, and executive instability on
the other hand. This was further developed inta thmensions of political instability where
political violence and civil protest constitute gBpolitical unrest, and regime change and
government instability represent executive/regimsability. In the first part of the thesis, |
have explored new ground when trying to estimate dffect of financial crises on these
dimensions of political instability. There are irdepolitical consequences of financial crises
and they may be severe. Because this is an explistudy it is tempting to call these results
tentative findings. As | will suggest in the lagicdon, more theoretical work and empirical
studies are needed to draw more certain conclusilasco and Grier (2009) argue that to
change the long history of political instability iratin America, understanding its reasons is
central. More generally, one may state that it itmlvto understand the determinants of
political instability to promote political stabpit The results from exploring the different
dimensions of instability here suggest that poliakers may promote political stability by

promoting trade openness, increasing income, aswdriey stabile fiscal conditions.

The second confirmatory analysis has tested theopppteness of modeling political
instability as multidimensional when estimating itspact on growth. This way of
operationalizing political instability reveals coadictory effects of different dimensions.
Although this does not mean that the four dimersiemphasized here are the true, or the
only, dimensions of political instability, it doaadicate that a multidimensional view is
appropriate and that not realizing this may leadbits. | have also challenged the standard
fixed effect approach in growth econometrics byinesting random effects models with
separated within- and between-effects. This tealmitreats endogeneity and provides
internal instruments that give unbiased estimadtdms also revealed that there are significant
within-unit and between-unit differences of sommelnsions of political instability, which is

a new contribution to the instability-growth liténee.

Moderations and suggestions for further research
Some moderations are also in order. First, | woll claim that the results found in this thesis
establish causality; they do, however, indicatdéesysatic relationships between the estimated

variables. As Mankiw (1995) and Wacziarg (2002)uargreliable causal statements are
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almost impossible to make. Second, the excludedblas for which there were no data may
constitute omitted variables without which the gsab give a biased picture of the true
relationships. Third, as Carmignani (2003) commeptditical instability may influence
many dimensions of the economy other than econamievth, thereby leaving several
explanatory variables endogenous. Fourth, as JeRgA2009) also remarks, it is difficult to
address the effect of missing observations on #ignates. Lastly, the choice of 5-year
averages may lead to an unnecessary limitationagaton, especially in the analysis of
crises and instability, where there are no a prieason to suspect heterogeneity of the same

nature as growth variables express.

The connection between financial crises and palitiastability should be explored further.
As a start, some of the mentioned crisis-indicatm® section 2.1 could be tested to see if
the relationships revealed hold for different measwof crises, and possibly if other types of
financial/economic crises display effects on de#far dimensions of instability. Second, the
short term shock-effect of crises can be testeds Thay better reveal the immediate
consequences of financial crises on the politicalirenment. Third, the theoretical basis of
the crisis-instability relationship should be fugttdeveloped, and specific tests of how crises

affect instability through other factors (i.e. teadlebt, government spending) can be explored.

Both unemployment and government debt could nahtleded in these analyses because of
missing data. By accepting a smaller sample it mayossible to include such variables in
the future, thereby allowing tests of these refatiops in the context of financial crises,
political instability and growth. Further sensitivianalyses should also be conducted, to see
what regions are the driving forces behind the Itesi’his would also reveal possible
parameter heterogeneity. Also, the possibility @ferse causality of the crises-instability

relationship ought to be investigated.

The mechanisms through which political instabiléifect growth have been sporadically
examined in the past (i.e. Svensson 1998 on prppahts; Asteriou and Price 2005 on
uncertainty). In my view, one important directioor ffurther research on instability and
growth will be to examine these mechanisms in cotioe with a multidimensional set-up for
political instability. This way we may learn morpegifically how the relationship between
institutions and the different dimensions of pohli instability are connected, and which of

these channels are important in the growth context.

103



Since the results of the government instability emsion, or within-instability, showed
unexpected effects, this dimension deserves claspection. The findings of this thesis may
seem to indicate that there exists “good” instab@ind “bad” instability. A goal for future
research should be to dissect what mechanismsvefrigment instability are growth-positive.

A starting point could be the variables from whibk index applied here was made.
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8.0 APPENDIX

8.1  Appendix table 1: Original averaged variables fopolitical instability
Variable | Obs Mean Std. Dev. Min Max
Assassinations [ 968 0.227 0.749 0 10.2

Strikes | 968 0.138 0.343 0 2.6

Guerilla warfare | 968 0.133 0.316 0 2.6
Government crises | 968 0.139 0.272 0 1.8

Purges | 968 0.032 0.124 0 1.4

Riots [ 968 0.358 1.042 0 17.6
Revolutions [ 968 0.192 0.356 0 2.8

Anti Gov. Dem. | 968 0.582 1.171 0 11.2

Coups [ 964 0.022 0.081 0 0.6
Constitutional Crises | 964 0.084 0.161 0 1.2

Cabinet change [ 964 0.471 0.365 0 2.6

Executive change | 964 0.178 0.235 0 2

Elections [ 964 0.217 0.151 0 0.8

Years in office [ 973 7.435 7.289 1 44
Fractionalization | 850 0.472 0.289 0 0.9953628
Dropped veto p. [ 961 0.113 0.124 0 0.8
Polarization | 922 0.370 0.690 0 2

Regime change | 967 0.091 0.194 0 1

Minor conflict | 976 0.123 0.264 0 1

War [ 976 0.052 0.183 0 1

8.2  Appendix table 2: Descriptive statistics for dlother variables (averaged):
Variable | Obs Mean Std. Dev. Min Max
Banking crises | 1036 0.075 0.191 0 1

GDP pc growth % | 941 1.573 4,142 -28.982 31.298
GDP pc | 1036 6797.808 10913.55 32.405 66591.09
- logged | 1036 7.666 1.585 3.478 11.106
Investment/GDP | 957 19.929 11.289 -0.772 68.891
Gov.share/GDP | 957 18.627 9.402 3.377 65.737
Pop.growth % | 1035 1.731 1.424 -8.144 14.33
Education pc | 962 1840.308 565.532 259.4 4316.333
- logged | 962 7.459 0.369 5.558 8.370
Trade openness | 925 71.604 37.921 0.67 338.902
- logged | 925 4.126 0.577 -0.400 5.825
Inflation (adj) | 825 0.563 4.175 -0.162 86.032
Gini | 966 41.067 10.097 23.625 73.9
Ethnic fractionalization | 1029 0.455 0.253 0 0.930
Polity2 | 956 1.423 7.161 -10 10
Polcon3 | 969 0.230 0.212 0 0.725
Regional instability | 1018 0.469 2.873 -3.223 19.721

* Descriptive statistics for the indices of poldldnstability are found in section 4.2.

115



8.3  Appendix table 3: Occurrence of banking crise€l970-2009).

Country Start End Country Start End Country Start End Country Start End
Albania 1994 1934 |Congo, Rep 1992 1994 [Kazakhstan® 2005 ... |Romania 1990 1932
Algeria 1990 1934 |Costa Rica 1987 1991 [Kenya 1985 1985 |Hussia 1995 1998
Argentina 1980 1982 |Costa Rica 1994 1995 (Kenya 1992 1994 |Russia® 2008 .
Argentina 1989 1991 |Croatia 1993 1999 (Korea 1997 1993 |Sdo Tomé & P.1992 1992
Argentina® 1995 1995 |Czech Republic™ 1996 2000 Kuwait 1982 1985 |Senegal 1985 1991
Argentina 2001 2003 [Denmark 2008 ... [Kyrgyz Rep 1985 1999|Sierra Leone 1990 1994
Armnenia 1924 1994 |Djibouti 1981 1995 [Latvia® 1995 1996 |Slovak Rep 1998 2002
Austria 2005 ... [Dominican Rep 2003 2004 |Latvia 2008 ... |Slovenia 1992 1992
Azerbaijan 1995 1995 |Ecuador 1982 1986 |Lebanaon 19590 1993 |Slovenia® 2008 .
Bangladesh 1987 1987 |Ecuador 1983 2002 [Liberia 1931 1995|Spain 1977 1931
Belarus 1995 1995 |Egypt 1980 12380 |Lithuania 1995 1896 |Spain® 2008
Belgium 2008 ... |El Salvador 1989 1990 (Luxembourg 2008 ... |5riLanka 1989 1931
Benin 1988 1992 |Equatorial Guinea 1983 1983 |Macedonia 1993 1995 |Swaziland 1995 1999
Balivia 1986 1986 |Eritrea 1993 1993 (Madagascar 1933 1958 |Sweden 1991 19395
Bualivia 1994 1994 |Estonia 1992 1994 [Malaysia 1997 1999 | Sweden™ 2008 ..
Bosnia and Herz. 1992 1996 |Finland 1991 1995 [Mali 1987 1991 |Switzerland™ 2008 ...
Brazil* 1990 1994 |France® 2008 ... [Mauritania 1584 1984 |Tanzania 1987 1935
Brazil 1924 1993 |Georgia 1931 1995 (Mexico 1931 1985 |Thailand 1933 1933
Bulgaria 1996 1997 |Germany 2005 ... [Mexico 1994 1996 |Thailand 1997 2000
Burkina Faso 1990 1934 |Ghana 1982 1953 [Mongolia 2008 ... |Togo 1993 1994
Burundi 1994 1998 |Greece™ 2008 ... |Moarocco 1980 1984 |Tunisia 1991 1991
Carmeroon 1987 1991 |Guinea 1985 1985 [Mozambique 1987 1991 | Turkey 1982 1984
Carmeroon 1995 1997 |Guinea 1993 1993 [Mepal 19858 1988 |Turkey 2000 2001
Cape Werde 1993 1993 |Guinea-Bissau 1995 1993 (Metherlands 2008 ... |Uganda 1994 1994
Central African Rep 1576 1976 |Guyana 1993 1993 [Micaragua 1990 1993 (Ukraine 1995 1939
Central African Rep 1995 1995 |Haiti 1994 1995 [Micaragua 2000 2001 |Ukraine 2008 ..
Chad 1983 1983 |Hungary 1991 1995 [Miger 1983 1985 |United Kingdom 2007 .
Chad 1992 1996 |Hungary™ 2005 ... |Migeria 1931 1995 |United States™ 1285 1933
Chile 1976 1976 |Iceland 2008 ... [Morway 1991 1993 (United States 2007 .
Chile 1981 1985 India 1983 1993 [Panarma 1985 1989 |Uruguay 1931 1935
China, Mainland 1998 1993 |Indonesia 1997 2001 (Paraguay 1995 1995 |Uruguay 2002 2005
Calambia 1982 1982 |Ireland 2008 ... |Peru 1983 1983 |Venezuela 1994 1993
Colombia 1998 2000 |Israel 1977 1977 [Philippines 1983 1936 |Wietnam 1997 1997
Congo, Dem Rep 1953 1933 |Jamaica 1996 1995 |Philippines™ 1997 2001 |Yemen 1996 1996
Congo, Dem Rep 1991 1994 |Japan 1997 2001 (Poland 1992 1994 | Zambia 1995 1993
Congo, Dem Rep 1994 1935 |Jordan 1989 1997 [Portugal® 2008 ... |Zimbabwe 1995 1939

Source: Laeven and Yalencia (20100,
* Barderline systemic banking crises.
Countries in bold are not included in the dataset
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8.4  Appendix table 4: List of countries and neighbong countries.

Country

Albania

Algeria

Angola

Argentina
Armenia
Australia

Austria
Azerbaijan
Bangladesh
Belarus

Belgium

Benin

Bhutan

Bolivia

Botswana

Brazil

Bulgaria

Burkina Faso
Myanmar (Burma)
Burundi
Cameroon
Canada

Cape Verde Islands
Central African Rep
Chad

Chile

China

Colombia
Comoros Islands
Congo, Dem. Rep.

Congo, Rep.
Costa Rica
Cote D'lvoire
Croatia

Cuba

Cyprus

Czech Republic
Denmark
Djibouti
Dominican Republic
Ecuador

Egypt

El Salvador
Equatorial Guinea
Estonia
Ethiopia

Fiji

Finland

France

Gabon

Gambia

Bordering countries (only those included in data)
Macedonia, Greece

Morocco, Mali, Tunisia, Niger, Mauritiania

Congo, dem rep, Zambia, Namibia, Congo rep.
Chile, Paraguay, Brazil, Bolivia, Uruguay

Turkey, Georgia, Azerbaijan, Iran

New Zealand, Indonesia, Papa New Guinea

Germany, ltaly, Swittzerland, Hungary, Slovenia, Czech republic, Slovakia

Russia, Armenia, Georgia, Iran, Turkey

India, Burma

Russia, Ukraine, Poland, Latvia, Lithuania

France, Netherlands, Germany,

Nigeria, Togo, Burkina Faso, Niger

India, China

Brazil, Peru, Chile, Argentina, Paraguay

South Africa, Zimbabwe, Namibia

Bolivia, Venezuela, Columbia, Peru, Paraguay, Argentina, Uruguay
Romania, Macedonia, Turkey, Greece

Mali, Niger, Cote d'ivor, Ghana, Benin, Togo

Thailand, India, Laos, Bangladesh, China

Tanzania, Rwanda, Congo, dem rep

Nigeria, Chad, Central African Republic, Congo, rep, Gabon
United States

Senegal

Congo, dem rep, Chad, Sudan, cameroon, Congo rep
Sudan, Central African republic, Niger, Cameroon, nigeria
Argentina, Bolivia, Peru

Russia, Mongolia, Kazakhstan, Pakistan, Kyrgyzstan, Tajikistan, India
Nepal, Bhutan, Myanmar, Laos, Vietham

Peru, Venezuela, Brazil, Ecuador, Panama

Madagascar, Mozambique

Congo, rep, Angola, Zambia, Central African Republic
Uganda, Sudan, Burundi, Rwanda

Congo dem rep, Gabon, Cameroon, Cenral African Republic, Angola
Panama

Liberia, Ghana, Guniea, Burkina Faso, Mali

Hungary, Slovenia

Haiti, Jamaica

Turkey, Syria, Lebanon

Germany, Poland, Slovakia, Austria

Germany

Ethiopia

Haiti

Peru, Columbia

Sudan, Israel

Honduras, Guatemala

Cameroon, Gabon

Latvia, Russia

Sudan, Kenya

Papa new guinea, Australia, New Zealand

Norway, Sweden Russia

Spain, Belgium, Switzerland, Italy, Germany,

Congo rep, Cameroon

Senegal
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Georgia
Germany

Ghana
Greece
Guatemala
Guinea
Guinea Bissau
Guyana
Haiti
Honduras
Hungary
India
Indonesia
Iran

Ireland
Israel

Italy
Jamaica
Japan
Jordan
Kazakhstan
Kenya
Kuwait
Kyrgyzstan
Laos

Latvia
Lebanon
Lesotho
Liberia
Lithuania
Macedonia
Madagascar
Malawi
Malaysia
Mali
Mauritania
Mauritius
Mexico
Moldova
Mongolia
Morocco
Mozambique
Namibia
Nepal
Netherlands
New Zealand
Nicaragua
Niger
Nigeria
Norway
Oman
Pakistan
Panama
Papua New Guinea
Paraguay
Peru
Philippines

Russia, Armenia, Turkey, Azerbaijan

Austria, Netherlands, France, Switzerland, Belguim
Denmark, Czech republic, Poland

Togo, Cote d'ivory, Burkina Faso

Turkey, Bulgaria, Albania, Macedonia

Mexico, Honduras, El Salvador

Mali, Sierra Leone, Cote d'ivory, Liberia, Senegal, Guniea Bissau
Guinea, Senegal

Brazil, Venezuela

Dominican rep

Nicaragua, El salvador, Guatemala

Slovenia, Austria, Slovakia, Ukraine, Romania, Croatia
Bangladesh, China, Pakistan, Nepal, Myanmar, Bhutan
Malaysia, Papa new guinea

Pakistan, Turkey, Armenia, Azerbaijan, Turkmenistan
United Kingdom

Egypt, Jordan, Syria, Lebanon

Switzerland, France, Austria, Slovenia

Haiti, Cuba

Korea rep

Saudi Arabia, Syria, Israel

Russia, China, Kyrgyzstan, Turkmenistan, Uzbekistan
Uganda, Ethipoia, Tanzania, Sudan

Saudi Arabia

Kazakhstan, China, Tajikistan, Uzbekistan

Myanmar, China, Vietnam, Thailand

Estonia, Lithuania, Russia, Belarus

Israel, Syria

South Africa

Guniea, Sierra Leone, Cote d'ivory

Russia, Belarus, Latvia

Bulgaria, Greece, Albania

Mauritius, Mosambique

Mosambique, Zambia, Tanzania

Indonesia, Thailand, Singapore

Mauritiania, Algeria, Burkina Faso, Guniea, Niger, Cote'divor, Senegal
Mali, Senegal, Algeria

Madagascar

United states, Guatemala

Romania, Ukraine

China, Russia

Algeria

Malawi, Zimbabwe, Tanzania, South Africa, Zambia, Swaziland
South Africa, Botswana, Angola, Zambia

India, China

Belgium, Germany

Australia, Fiji

Honduras, Costa Rica

Nigeria, Chad, Algeria, Mali, Burkina Faso, Benin,
Cameroon, Niger, Benin, Chad

Sweden, Finland, Russia

Saudi Arabia, UAE, Yemen

India, Iran, China,

Costa Rica, Columbia

Indonesia

Argentina, Brazil, Bolivia

Columbia, Brazil, Ecuador, Bolivia, Chile

Indonesia, Vietnam
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Poland
Portugal
Romania
Russia

Rwanda
Saudi Arabia
Senegal
Sierra Leone
Singapore
Slovakia
Slovenia
South Africa
South Korea
Spain

Sri Lanka
Sudan

Swaziland
Sweden
Switzerland
Syria

Tajikistan
Tanzania
Thailand

Togo

Trinidad and Tobago
Tunisia

Turkey
Turkmenistan
Uganda
Ukraine

United Arab Emirates
United Kingdom
United States
Uruguay
Uzbekistan
Venezuela
Vietnam
Yemen

Zambia

Zimbabwe

Total: 148 countries

Russia, Germany, Czech rep, Slovakia, Belarus, Lithuania, Ukraine
Spain

Moldova, Ukraine, Hungary, Bulgaria

Azerbaijan, Belarus, China, Estonia, Finland, Georgia, Kazakhstan
Latvia, Lithuania, Mongolia, Poland, Ukraine

Burundi, Congo dem rep, Tanzania, Uganda

Yemen, Jordan, Oman, United Arab Emirates, Kuwait,
Mauritiania, Gambia, Mali, Guinea, Guinea-Bissau

Guinea, Liberia

Malaysia

Czech rep, Poland, Hungary, Austria, Ukraine

Italy, Austria, Hungary, Croatia

Botswana, Namibia, Lesotho, Mosambique, Swaziland, Zimbabwe
Japan, China

Portugal, France

India

Ethiopia, Chad, Egypt, Central African Republic,

Congo, dem rep, Uganda, Kenya

South Africa, Mosambique

Norway, Finland

Italy, France, Germany, Austria

Turkey, Jordan, Israel, Lebanon

China, Kyrgyzstan, Uzbekistan

Kenya, Mosambique, Malawi, Burundi, Uganda, Zambia, Rwanda
Malaysia, Myanmar, Laos

Ghana, Benin, Burkina Faso

Venezuela

Algeria

Syria, Greece, Iran, Bulgaria, Georgia, Armenia

Kazakhstan, Uzbekistan, Iran

Kenya, Congo dem rep, Sudan, Tanzania, Rwanda

Russia, Moldova, Belarus, Poland, Slovakia, Hungary, Romania
Oman, Saudi Arabia

Ireland

Mexico, Canada

Brazil, Argentina

Kazakhstan, Turkmenistan, Kyrgyzstan, Tajikstan

Brazil, Columbia, Guyana

China, Laos

Saudi Arabia, Oman

Congo dem rep, Angola, Malawi, Zimbabwe,

Mosambique, Tanzania, Namibia

Mosambique, Botswana, Zambia, South Africa
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8.5  Appendix table 5: Collinearity diagnostics

Final regression:

Collinearity Diagnostics using - collin -

Folitical vinlence Civil protest Regime change Government Ins. Economic growth

“ariables *IF *IF *IF WIF *IF
GOP per capita Wy 1.32
B 1.79 363
Irvestment WY 1.23
B 21
Education WY 1.1
B 1.5
Fopulation growth Wy 1.11
B 2.89
Falitical Vialence WY 1.1 1.13 1.18
B . 1.37 1.22 1.38
Civil Protest Wy 1.1 1.09 1.1 1.15
B 1.35 1.41 1.26 1.4
Regime Change Wy 1.23 1.25 1.2 1.4
B 1.18 1.17 1.16 1.46
Saovernment Ins. WY 1.14 1.12 1.04 1.22
B 1.21 1.08 1.65 222
Crisis Wy 1.03 1.03 1.05 1.02 1.06
B 1.13 1.1 1.17 1.05 1.07
Trade Wy 1.07 1.08 1.23 1.31
B 1.39 1.26
Government spending WY 1.11 1.16
B 1.19 1.2
Inflation Wy 1.1 1.02 1.08
B
Regional instability W
B 1.25
Fality v Wy 1.01
B 1.22
Economic inequality £ 215
ocial Inequality z 1.21
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8.6  Appendix table 6: Shapiro and Wilk Wttest for normal data

The Stata commandwilk- can be applied when we haves 4 < 2000 observations.

Significant results indicate normality.

Political violence (final regression (4))

Variable | Obs w \Y z Prob>z
Political violence | 966 0.760 146.363 12.330 0.00000
Crises W | 1036 0.799 130.494 12.081 0.00000
Crises B | 1036 0.945 35.396 8.845 0.00000
Trade W | 925 0.935 38.033 8.982 0.00000
Trade B | 1036 0.952 30.630 8.486 0.00000
Gov.spending W | 957 0.921 47.489 9.543 0.00000
Civil protest W | 968 0.675 198.698 13.087 0.00000
Civil protest B | 1036 0.698 196.271 13.093 0.00000
Regime change W | 961 0.917 50.105 9.677 0.00000
Regime change B | 1036 0.919 52.337 9.815 0.00000
Gov.instability W | 796 0.991 4.111 3.468 0.00026
Gov.instability B | 1015 0.985 9.188 5.496 0.00000
Civil protest (final regression (4))

Variable | Obs w \Y z Prob>z
Civil protest | 968 0.61188 237.640 13.530 0.00000
Crises W | 1036 0.79965 130.494 12.081 0.00000
Crises B | 1036 0.94566 35.396 8.845 0.00000
Trade W | 925 0.93526 38.033 8.982  0.00000
Trade B | 1036 0.95297 30.630 8.486 0.00000
Political violence W | 966 0.82046 109.723 11.618 0.00000
Political violence B | 1036 0.74639 165.185 12.665 0.00000
Regime change W | 961 0.91762 50.105 9.677 0.00000
Regime change B | 1036 0.91965 52.337 9.815 0.00000
Gov.instability W | 796 0.99198 4.111 3.468 0.00026
Gov.instability B | 1015 0.98563 9.188 5.496 0.00000
Regime change (final regression (4))

Variable | Obs w \Y z Prob>z
Regime change | 961 0.82349 107.362 11.561 0.00000
Crises W | 1036 0.79965 130.494 12.081 0.00000
Crises B | 1036 0.94566 35.396 8.845 0.00000
GDP per capita B | 1036 0.97257 17.865 7.149  0.00000
Trade W | 925 0.93526 38.033 8.982 0.00000
Gov.spending B | 1029 0.89498 67.980 10.461 0.00000
Inflation W | 825 0.18965 428.996 14.892 0.00000
Political violence W | 966 0.82046 109.723 11.618 0.00000
Political violence B | 1036 0.74639 165.185 12.665 0.00000
Civil protest W | 968 0.67548 198.698 13.087 0.00000
Civil protest B | 1036 0.69867 196.271 13.093 0.00000
Gov.instability W | 796 0.99198 4.111 3.468  0.00026
Gov.instability B | 1015 0.98563 9.188 5.496  0.00000
Government instability (final regression (4))

Variable | Obs W Vv z Prob>z
Gov.instability | 796 0.98346 8.479 5.244 0.00000
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Crises W | 1036 0.79965 130.494 12.081 0.00000
Crises B | 1036 0.94566 35.396 8.845 0.00000
Inflation W | 825 0.18965 428.996 14.892 0.00000
Polity W | 956 0.95718 25.924 8.046 0.00000
Polity B | 1029 0.96754 21.013 7.550 0.00000
Civil protest W | 968 0.67548 198.698 13.087 0.00000
Civil protest B | 1036 0.69867 196.271 13.093 0.00000
Regime change W | 961 0.91762 50.105 9.677 0.00000
Regime change B | 1036 0.91965 52.337 9.815 0.00000
Social inequality Z | 1029 0.96234 24.378 7.918 0.00000
Final growth regression (8)

Variable | Obs w \Y z Prob>z

Growth | 941 0.86483 80.655 10.845 0.00000
GDP per capita W | 1036 0.96788 20.921 7.541 0.00000
GDP per capita B | 1036 0.97257 17.865 7.149 0.00000
Investment W | 957 0.95088 29.761 8.388 0.00000
Investment B | 1029 0.96720 21.231 7.575 0.00000
Education W | 962 0.92141 47.846 9.564  0.00000
Education B | 1029 0.93251 43.688 9.365 0.00000
Popultaion growth W | 1035 0.74661 164.895 12.661 0.00000
Popultaion growth B | 1036 0.95114 31.825 8.581 0.00000
Political violence W | 966 0.82047 109.718 11.618 0.00000
Political violence B | 1036 0.74829 163.947 12.647 0.00000
Civil protest W | 966 0.70238 181.886 12.868 0.00000
Civil protest B | 1036 0.70583 191.604 13.033 0.00000
Regime change W | 959 0.91035 54.429 9.881 0.00000
Regime change B | 1036 0.91519 55.239 9.949 0.00000
Gov.instability W | 832 0.99409 3.150 2.820 0.00240
Gov.instability B | 1022 0.98825 7.561 5.014 0.00000
Crises W | 1036 0.76444 153.431 12.482 0.00000
Crises B | 1036 0.96326 23.928 7.874 0.00000
Trade W | 925 0.93526 38.033 8.982 0.00000
Gov.spending W | 957 0.92163 47.489 9.543  0.00000
Gov.spending B | 1029 0.89498 67.980 10.461 0.00000
Inflation W | 825 0.18965 428.996 14.892 0.00000
Regional instability B | 1036 0.92161 51.060 9.754 0.00000
Economic Inequality Z | 966 0.96766 19.764 7.379  0.00000
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8.7  Appendix table 7: Testing for significant withn- and between differences.

Testing within- and between-differences

Political viclence (final reqression)

Civil protest {final reqgression)

“ariable Lvalue “ariable Lvalue
Crisis (lagged) WW-B 0.12 Crisis (lagged) WwW-B  1.00
Civil Protest W - B -1.90* Folitical violence YW-B 051
Regime Change Y- B -0.30 Regime Change W-B  1B4
Government Instability VW - B 1.02 Government Instability  W-5  -4.007
Trade {log) Wy - B 0.53 Trade {log) W-B 1.2

Regime change {final regression)

Government instability {final regression)

“ariahle Z-value “Yariahle Z-value
Crisis (lagged) WW-B -0.43 Crisis {lagged) wW-B 151
Falitical violence Wy - B 2627 Paolitical violence Wi - B 1.76*%
Civil Protest W - B 2.14% Civil Protest Wil - B -2.04%
Government Instability W - B 1.00 Fegime Change W-B  -1.596"
Folity v Y-8 -163

Test: -lincom-
0%, 7 E%, T 1%

Mote: A significant finding mean that the within- and between-effect
have different impacts on the dependent vanable.
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8.8  Appendix table 8: Re-estimating the final regresions in analysis 5.1.

Sensitivity analysis: including original variables

Dependent variable: Faolitical violence Civil Protest Regime Change Gov.lns

Crisis (lagged) D 0584205 0 0.270(1.15) D 0212059 D 0.145{0.76)

Civil Protest WY 0.093 (1.91) WY 02202387 WY -0.064 -2 607
B 0.331 (346 B 0022029 B 0.077(1.43

Fegime Change O 02405300 O 0174 (365 Wy 0185 (6607

B 0348 (499
Government Instability O -0.055 (-1.18) W -0.127 (2.217== O 0.388 (6.2
B 01783127

Falitical violence O 013922007 WY 0.256 (46800 WY 0.038{1.37)

B 0091 {157 B -0.057 (-1.38)
GOP per capita (log)

B -0.253 (516
Trade (log) 0 -0.606 2980 0 -0.469 (2217 WY -0.793 -3 47

Government spending WY 0.042 (2 34
B 0.015(1.95*

Inflation WO0.O0T1 (389 A 0020 (20
Pality I+ 0 0126 (1273
social Inequality £ -0.953-4.017
Constant 2022¢2.70) 1.837 (211 1,592 ({2.58) 0,233 (1.68)
Observations 746 7495 BG4 678

Countries 144 145 136 135

Hausman 06151 0.01492 0.4203 0.2062

Motes: Random effects GLS estimation. Robust z-statistics in parantheses.
B = between effect, YW = within effect, £ = unit constant variables, O = original variable.
* significant at 10%, ™ significant at 5%, ™ significant at 1%

Comments:

Only two results change: government instabilitydimees insignificant in the political
violence regression, and crises become insignificatine civil protest analysis. Both
were significant only at 10% in the main analysis.

The regression of civil protest does not satiséy/lHtausman test. This was also a
problem in the original analysis when the effectrafie was not separated. This may
indicate that this constitutes an endogenous Marialthis context and that to avoid
bias its effects should be differentiated. Sindevesies are biased, | do not give this
result much weight.
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