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Chapter 1

Introduction

Hiding information is an ancient art that dates back to before 1900 BCE. Throughout
the centuries, it has evolved from rudimentary techniques of hiding simple messages
to the sophisticated algorithms that are used to secure, authenticate and validate digital
information today.
In the very early days of cryptography it was often not more than a distraction or

curiosity for the literate. Strictly speaking, writing information down could be consid-
ered a kind of cryptosystem, since the illiterate would not able to decipher the message
contained. But as soon as more than the communicating parties share a common lan-
guage, written or spoken, and they want to conceal the content of their communication
a more sophisticated method is needed. What would be considered a game children
play in school today was serious business around 100 BCE – 44 BCE: the Caesar ci-
pher. The substitution of one letter with another by shifting the alphabet (e.g., write
B for A, C for B, etc.) to conceal written communication was a method used, e.g., by
Caesar to share military information.
It is not known how secure this form of encryption was at the time, but our current

knowledge about the history of cryptography indicates that it probably took until the
14th century to develop more sophisticated methods, like using different substitution
alphabets.
One early important contribution to the field of cryptography was what is still known

today as Kerckhoffs’ principle. In 1883 Auguste Kerckhoffs stated in a journal article
several design principles of ciphers. We say that the only secret information of a ci-
phersystem should be the key and that the system must be able to fall into the hands
of the enemy without inconvenience. This means that if everything about the cipher,
except the key, is known to an adversary, it should remain secure. In most cases this
maxim is still followed today.
During the First and Second World Wars and the Cold War, the parties involved

used all kinds of cryptographic techniques to hide their intentions. A great deal of the
development of what is the foundation of today’s cryptography was achieved in this
time. The name Alan Turing especially stands out. Not only did Alan Turing play
a central role laying the foundation for the theory of computation and algorithms, he
also was involved in breaking the Enigma cipher. The latter earned the allies a crucial
tactical advantage.
During this time, applications which required intensive computations and the in-

creasing availability of computing devices also caused a rise in the interest for algo-
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rithms. And also today the amount and complexity of data which is collected and
processed by all kinds of algorithms is still growing.
Now, in the age of digital communication electronic devices which receive, store

and transmit information are prevalent at our workplaces and in our homes. Today,
examples of cryptographic applications and the influence of algorithms can be found
in almost all aspects of daily life. From mobile phone communication to electronic
payment systems, ticketing systems and even clothing labels.
Because of the huge impact it has on our daily life, understanding cryptographic

methods is important. By analyzing its design and searching for weaknesses we try to
achieve security.
In this thesis we introduce several techniques to represent and solve equation sys-

tems derived from ciphers. We formulate algorithms to investigate if we can practically
solve such systems and do this to understand how hard it is to break a cipher.
While this chapter gives a generally understandable introduction and explains the

motivation behind this work we will in Chapter 2 introduce some key concepts neces-
sary to understand the central scientific contribution of this thesis. Chapter 3 then will
explain comparable techniques which are closely related to the main contributions in
this work. Chapter 4 outlines the scientific results which are presented in Chapter 5.
Two other additional results are then presented in Chapter 6 which concludes the thesis.



Chapter 2

Background

In this chapter, necessary key concepts and terms are introduced. The sections should
give a very brief overview about the fields of computer sciences and cryptography
which are used in order to clarify the environment of the contributions in this thesis.

2.1 Complexity Theory

Computational complexity theory seeks to determine the inherent difficulty of com-
putational problems. Difficulty can be the time needed to find an answer to a stated
computational problem or the space needed to calculate it. This section introduces
some central aspects which are used throughout the thesis.

2.1.1 Computational Problems

The objects investigated in complexity theory are computational problems. They can
informally be categorized into two general classes:
1. Functional problems

2. Decision problems
The first class contains all those problems which to a given question (input) demand
a certain answer (output). One example of a functional problem is the factorization
problem. Here the input is a number r and the output is a list of the prime factors of r.
A decision problem, on the other hand, can only have the output YES or NO. An

example for a decision problem is the primality problem, i.e., the question if a given
number r is a prime. The input is the number r and the only two possible answers are
YES or NO; often denoted as the binary states 1 and 0, accept and reject or TRUE and
FALSE.
Decision problems can therefore be easily expressed as sets of some formal lan-

guage1. An algorithm seeking to solve a specific decision problem is then nothing else
than a set of instructions to test for the membership in this language. The primality
problem can for example be represented by the set

D= {x ∈ N | x is prime.}
1We omit the definition of an alphabet of a formal language and assume all words of the language to be

encoded in binary.
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as a formal language [48]. An algorithm seeking to solve the problem for a certain
input y, i.e., test if y is prime, can then be viewed as a set of instructions for testing
if y ∈ D. Such an algorithm is also called a decision procedure. If a problem can be
solved, i.e., if there exists some decision procedure for it, the decision problem is called
decidable.
One reason why decision problems are of special interest is that they are limited in

their output, can be formulated as a formal language, and are easy to study. Further-
more, it turns out that every functional problem whose output is polynomially bounded
in size has an equivalent decision procedure with which it can be solved with a polyno-
mial overhead for the reduction [24]. One can find an example of this in section 2.1.4.

2.1.2 Landau Notation

Computational problems are not only investigated for their decidability, but also for
how difficult it is to decide them. That means how much resources are needed in order
to decide them. The basis of the estimation is the concept of the Turing machine. A
Turing machine is a hypothetical computing machine [30, 48] and can compute the
answer to a certain decision problem with a certain amount of steps. A step can be seen
as an unspecified unit of time.
Usually, one is interested in how many steps some algorithm A takes to output YES

or NO in relation to the length n = |p| of some input p. Since the exact function is in
most cases not really interesting or too complicated, we make use of upper bounds in
the Landau notation.

Definition 1 (Landau Upper Bound). For two functions f ,g and x,x0,c ∈ R we say
f ∈ O(g) if there exists a x0 > 0 such that for all x> x0 it holds that

| f (x)| ≤ c · |g(x)|

for some c> 0.

For example, we can now say that some algorithm A needs O(n2) steps to decide
problem D. This means that there exists some length of input n0 such that all inputs
with length n > n0 can be decided with at most c · n2 steps. This notation dates back
to Edmund Landau [31]. Along with other asymptotical bounds, it predates computa-
tional complexity and is used in almost all aspects of computer sciences to express the
computational complexity of a problem.
One sometimes speaks about polynomial time and by this refer to an amount of

O( f ) steps where f is a polynomial.

2.1.3 P vs. NP

A complexity class is defined as a collection of problems that have one or more charac-
teristics. The most fundamental – and in practical applications likely the most interest-
ing – complexity classes are P and NP.
The complexity class P contains all languages for which there exists a deterministic

Turing machine such that the language can be decided in polynomial time. Exam-
ples for problems in this class are the greatest common divisor problem or the shortest
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P

NP

NP-complete

NP-hard

Figure 2.1: Complexity classes P and NP in case of P �= NP.

path problem in a graph. In general, problems in this class are regarded as feasible or
tractable. That usually means that larger instances can be evaluated due to the relatively
moderate increase in running time, or are expected to be more easily manageable when
the size of the problem instances increases.
On the other hand the complexity class NP contains all languages for which there

exists a non-deterministic Turing machine such that the language can be decided in
polynomial time. A non-deterministic Turing machine might be interpreted as one that
branches at run-time into many copies and evaluates all possible computational paths
in parallel [46]. Each computational path then has at most a polynomial number of
steps until a YES or NO is produced, and all paths are evaluated simultaneously.
This entails certain facts. First, it is true that P is a subset of NP. Second, all prob-

lems in NP have a proof that can be verified in deterministic polynomial time. This
yields that all non-deterministic computations can be simulated on a deterministic Tur-
ing machine, or any deterministic (Turing complete) computer for that matter. The
main problem is that this may require an exponential time overhead since all computa-
tional paths of the non-deterministic Turing machine must be evaluated sequentially.
Since non-deterministic computers are so far believed to remain a thought experi-

ment, our only tools to tackle problems in NP are deterministic devices. Due to the
previously mentioned possible exponential overhead in time, problems from NP are
often called infeasible. Therefore the question if P �= NP is crucial.
If all problems in NP can be reduced to one specific problem, we call this problem

NP-hard. By reducing a problem instance p of some problem D to a problem D′ we
mean to compute some function f :D→D′, s.t., p∈D if and only if f (p)∈D′. In case
this problem D′ is also itself a member of NP, it is called NP-complete. Such problems
are known to exist [28].
In case it would turn out that P=NP, every problem inNPwould suddenly become

feasible. This is widely regarded as highly unlikely, but not proven to be impossible.
It is probably one of the most important questions in the computer sciences, and its
solution would have a fundamental impact in other sciences.

2.1.4 SAT Problem

The Boolean satisfiability problem, or short SAT problem, was the first problem to be
shown to be NP-complete [28]. That is, every problem in the complexity class NP can
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be reduced in polynomial time onto an instance of SAT and by accepting or rejecting
this instance find an answer to the original problem.
Finding a solution to the SAT problem is one alternative technique to the main

contributions in this thesis. It is also an important topic in complexity theory, so the
problem is outlined in the following.
A Boolean formula φ consists of literals of variables x0,x1, . . . ,xn−1 using the logical

operators ∧ (AND), ∨ (OR) and parentheses. A literal is either a variable (xi) or a
negation of a variable (xi). The Boolean formula φxi=r is the Boolean formula φ with
all occurrences of the variable xi fixed to the value r.

Definition 2 (Boolean satisfiability problem (SAT )). Given a Boolean formula φ in
variables x0,x1, . . . ,xn−1 does there exists an assignment of TRUE and FALSE values
(1 and 0 values) to the variables which makes φ evaluate to TRUE (1)?

This problem is clearly a decision problem and an algorithm solving it does not
obviously entail an algorithm yielding the assignments for the variables x0,x1, . . . ,xn−1.
However, the output of the possible function problem (the values of x0,x1, . . . ,xn−1) is
polynomially bounded in the size of the input. As mentioned at the end of section 2.1.1,
we can derive an algorithm which solves the function problem with only a polynomial
overhead utilizing the algorithm solving the decision problem.
Assume that algorithm A can solve the decision version in time O( f ) for some

instance φ . If A outputs YES and we would like to know what the assignment for
x0,x1, . . . ,xn−1 is we can first run A on φx0=1. If A(φx0=1) answers YES we know that
x0= 1, otherwise x0= 0. We can then fix the newly learned value of x0 in φ and proceed
for x1 and so on. This has to be done at most n times, and therefore the running time
for the function problem would be at worst O(n · f ). If the decision version for the SAT
problem runs in polynomial time, the functional problem will, too.
Thus, if it would be possible to find an algorithm which solves the decision version

of the SAT problem in deterministic polynomial time, we could find the assignment for
x0,x1, . . . ,xn−1 as well.

Restricted Versions There exist more restricted versions or special classes of the SAT
problem which are still NP-complete. The most common in practical applications is
the restriction in which the Boolean formula has to be in conjunctive normal form or
CNF. That means that the input has to be in the form

φ =
∧
i

(∨
j
x(ri j)i j

)
(2.1)

where ri j ∈ {0,1}, x(1) = x and x(0) = x. The conjunction of literals, e.g., (a∨ b∨ c)
is then called a clause. Most modern solvers for the SAT problem operate on inputs in
the form (2.1) as discussed in section 3.3.

2.2 Graph Theory

The first paper in what is today regarded as the discipline of graph theory was published
by Leonard Euler [19]. In his paper he analyses the famous problem of the Seven
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Bridges of Königsberg. By dismissing the real shape of the city of Königsberg and only
considering the start and end points of the bridges, he introduced the formal concept of
the graph.
This thesis utilizes graph theory mostly as a tool to describe specific algorithms and

to illustrate related problems. In Chapter 6 we will show how to use graph theory, and
one of its problems as a central tool to solve the problem of finding the solution to a
non-linear equation system over a finite field.
In the following we will give the most common definition of two types of graphs

along with some other useful related terms.

Definition 3 (Directed and undirected Graph). A graph is a pair G = (V,E). The set
of points V is called vertices. The set E contains pairs of elements in V and is called
edges. Edges may be either directed or undirected (depending on the graph type) and
connect vertices. If not clear from the context, directed edges are denoted by (vi,v j) and
undirected by viv j for two vertices vi,v j ∈ V. The directed edge (vi,v j) points towards
v j, i.e., expresses a connection from vi to v j, but not in the other direction. The edge
viv j expresses a connection in both directions.

In some cases it might be useful to assign a label to an edge e (directed or undi-
rected). If not stated otherwise we denote the label by ω(e).

a b

cd

Figure 2.2: Directed graph.

a

b

c d

e

α

β

γ

δ

ε

ζ

Figure 2.3: Undirected graph with edge labels.

Example 1 (Two graphs). The directed graph in Figure 2.2 contains four vertices,
namely V = {a,b,c,d} and four directed edges E = {(a,b),(c,a),(c,d),(d,a)}. The
undirected graph in Figure 2.3 additionally contains some edge labels, e.g., ω(ce) = ζ .
The complete undirected graph Kr is a graph G with r vertices where every vertex

is connected to every other with an edge. A complete subgraph of size r is also called
a clique. If r = 3 then the complete subgraph is called triangle. The term anti-triangle
(used in Chapter 6) denotes a set of 3 vertices, none of which are connected.
A subgraph G′ of a graph G, also denoted as G′ ⊆ G, is any graph G′ = (V′,E′) for

which V′ ⊆ V and E′ ⊆ E. We say that a subgraph G′ is induced by a subset V ⊆ V if
G′ = (V,E), V ⊆ V and E = {uv ∈ E | u ∈V and v ∈V}. A subgraph induced by V on
G can be also denoted as G[V ].
A path in a graph G = (V,E) is any sequence of vertices p = vi, . . . ,v j,v j+1, . . . ,vk

such that for every consecutive pair of vertices v j,v j+1 there exists an edge (v j,v j+1)
in E if G is directed, or, for the undirected case, either v jv j+1 ∈ E or v j+1v j ∈ E.
A connected component of an undirected graph G is any subgraph G′ in which every

vertex vi can reach every other vertex v j by some path p.
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A cut-set C between two sets of vertices A and B is here defined as the union of all
edges connecting A and B. I.e.,C = {uv ∈ E | u ∈ A and v ∈ B}.

2.2.1 Graph Problems

Given the above terms and definitions, we can describe several problems in graph the-
ory. One problem which will be discussed in connection to the central topic of the
thesis is the problem of the maximum independent set. It is well known to be NP-
complete [46] and thus unlikely to have an efficient algorithm that provides a solution.

Definition 4 (Independent Set). Given a graph G = (V,E), an independent set is any
subset of vertices I⊆ V where for all u,v ∈ I it is true that uv /∈ E.

The problem of the maximum independent set is then to find the biggest subset of
vertices in G which constitute an independent set by Definition 4. We let α(G) denote
the size of the biggest independent set in G.

Example 2 (Independent Set). In figure 2.4, a graph with one of the possible maximum
independent sets colored orange. In this case α(G) = 2.

a

b

c

d e

f

Figure 2.4: Graph with independent set highlighted.

2.3 Modern Cryptography

Formally any cryptosystem is a quintuple (M,C,K,E,D). Here M is called the mes-
sage space (also plaintext or cleartext space),C is the ciphertext space and K is the key
space. Then E= {Ek | k ∈ K} is a set of functions Ek :M→C, the so called encryption
functions. FurthermoreD= {Dk | k ∈ K} is a set of functions Dk :C→M, the decryp-
tion functions. For each e ∈ K, there exists a d ∈ K such that for each m ∈M it holds
that

Dd(Ee(m)) = m. (2.2)

A cryptosystem is said to be symmetric if d = e and asymmetric if d �= e. Since we as-
sume in the following that all operations of the cipher are carried out by some computer,
we restrictM,C and K to be sets of binary strings of finite length.
The convention is that if the cryptosystem generates so called stream bits which are

combined directly with message bits (usually XORed), it is called a stream cipher. If
the cipher works on groups of bits it is called a block cipher.
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Modern Age Cryptography Modern and ancient cryptography served the same purpose:
Hiding messages and make information available only for authorized entities. The
history of cryptography pre-dates modern computer sciences by around 4000 years
[27], while modern cryptography started evolving mainly in the beginning of the 20th
century.
One of the periods which saw the greatest evolution in cryptography was probably

the Second World War. Advances in technology and a new kind of warfare led to a
high demand of secret communication. The most prominent cryptographic device of
the Second World War is the German Enigma. Like many cryptographic devices at
that time it was an electro-mechanical rotor machine. At the time it was thought that it
was impossible to break the Enigma, but a team of mathematicians, among them Alan
Turing, were able to do so in the end [27]. In this context and time the work of Claude
Elwood Shannon (1916-2001) – sometimes dubbed “the father of information theory”
– has to be mentioned since it is to a great extend responsible for the direction modern
cryptography would take. His works Communication Theory of Secrecy Systems [51]
and The Mathematical Theory of Communication [52] laid the foundations for modern
information theory.
After the Second World War most of the work on ciphers was carried out in secret.

Cryptography found new applications in the Cold War and the increasingly important
electronic communication was just one of the fields that benefited from it. Several
ciphers which could be executed by hand were developed in order to be used by spies
in the field.
The introduction of the micro-chip, the civilian use of computers and a further in-

crease in electronic communication in the second half of the last century made a public
cipher system necessary. The National Bureau of Standards – today known as NIST
– invited IBM to develop such an algorithm. The outcome was the symmetric block
cipher Data Encryption Standard (DES), which was adopted as a national standard in
1977 [38]. As recommended by the National Security Agency (NSA) the key size was
56 bits.
Another development in 1976 was the introduction of public key cryptosystems

by Whitfield Diffie and Martin Hellman [17]. A public key cryptosystems allows the
sender of a message to encrypt a message with a publicly known key. An adversary who
only knows the public key has no access to the message since a mathematically related
private key is necessary to decrypt the ciphertext. Since only the public key is used for
encryption, the private key can be kept secret and only available to the receiver. With
symmetric cryptography, trusted parties or secure channels are needed to distribute key
material. With public key cryptography, the keys which are only used for encryption
can be sent over an insecure network. The secret private key used for decryption never
has to leave the owner. This made the key distribution massively easier.
Later, stronger symmetric block ciphers, like Triple DES were introduced since the

security of DES became questionable due to its short key [39]. In 2001, after an open
competition, NIST selected the algorithm Rijndael as the new Advanced Encryption
Standard (AES) [40]. It is a symmetric block cipher in the form of a substitution
permutation network and supports a key length of 128, 192 or 256 bits. In order to
encrypt a message, the cipher works on blocks of 128 bits. In 10, 12 or 14 rounds
(depending on the key size), the same set of linear and non-linear operations with a
changing round key are applied to the message. It is used in all kinds of applications
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and devices and its security is therefore crucial. As of today, the best known attack on
AES was achieved by Bogdanov et.al. in 2011 [7]. The complexities of the attack with
the different key sizes is summarized in figure 2.5. Technically, the cipher is broken.

Key length Operations
128 2126.1
192 2189.7
256 2254.4

Figure 2.5: Attack complexities AES.

Nevertheless, the time to execute the attack is still prohibitively long and therefore not
practical. Thus, for all practical applications AES is still considered safe.
Other developments in the field were the European ECRYPT eStream project be-

tween 2004 and 2008 [1]. Similar to the NIST competition held in order to find AES,
the eStream project was aimed at creating a portfolio of stream ciphers. During the
project, several stream ciphers were broken and in the end seven different algorithms
were included in the portfolio. One of these ciphers is presented in detail and analyzed
in the contributions of this thesis.
Another important event is the ongoing NIST hash competition to find the new

standard SHA-3 [54]. In the same fashion as in the other competitions, submissions are
evaluated in several rounds. In every round candidates are discarded if they are, e.g.,
not well understood or their security can be shown to be insufficient. As of today, there
are four finalists and the winner will be announced later in 2012.

2.4 Algebraic Cryptanalysis

One condition for a symmetric cryptosystem (2.2) to be called secure is that if we are
given pairs

(m0,Ek(m0)),(m1,Ek(m1)), . . .(mr−1,Ek(mr−1)) (2.3)
it should be computationally infeasible to calculate the key k faster than exhaustive
search. For a cipher system with a key length of |k| bits an attacker should be required
to execute O(2|k|) operations on the average to find k. If an attacker can find a method
to compute k in O(2ε) steps with ε < |k| we say that the cipher is broken.
This case is called a known plaintext attack and every pair is called a plaintext/-

ciphertext pair. There exist other, e.g., plaintext only, chosen plaintext or related key
attacks, but the known plaintext attack is probably the most popular in algebraic crypt-
analysis.

Constructing Equation Systems As (2.2) already suggests, it should be possible to formu-
late a cryptosystem in the form of some equation or set of equations. All unknowns in
this system are then variables, and all the information which is known can be inserted
as constants.
To construct the equation system one wants to create equations which connect plain-

text bits, ciphertext bits, key bits and intermediate values. This can be done in different
ways and there might exist several possibilities to construct such a system.
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For example, if given a round based symmetric block cipher based on non-linear
and linear operations, all bits in the block can be given variable indices. If a non-linear
operation is applied to one or more of these bits a new variable is introduced. The input
and output bits of non-linear operations can then be described as linear combinations of
these variables. Known variables can be substituted with the appropriate values. One
example for generating such a system for AES can be found in [13].
Symmetric stream ciphers usually work by XORing one-by-one stream bit and mes-

sage bit. Then the decryption function is exactly the same function as the encryption
function. We can then see most symmetric stream ciphers as pseudo random number
generators. As the name suggests, their output are pseudo random bits, the key stream.
We often assume that we know a portion of the key stream and write the equations as
updates of the inner state in relation to the output. Solving such a system might give
us an inner state of the cipher, information which usually has a simple relation to the
secret key.
There also exists examples of equation systems for other cipher systems, see for

example [5].

Solving the System Secret information of the cipher is now given in the form of vari-
ables, and the next chapter will give an outline of various different techniques used in
order to solve a system of equations. If one can solve the equation system faster than
the time necessary for an exhaustive key search, the cipher is broken.
In this process it is quite common to create reduced versions of ciphers for exper-

imentation, e.g., the small scale versions of AES, SR and SR* [8]. In most cases it is
hard to solve the obtained equation system. Often it is even hard to estimate how long
it will take to solve it. Therefore, smaller versions of a cipher with the same princi-
ples involved are designed. Trying to break those small-scale ciphers can give valuable
clues about the complexity of solving the full-scale cipher.
Examples of successful algebraic cryptanalysis can be found in [14, 29].
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Chapter 3

Computational Methods in Cryptanalysis

This chapter gives an introduction to different computational methods in cryptanalysis.
A short outline of different techniques relevant to the central topic of the thesis is given.
Except for local search only exact methods are presented, i.e., techniques which are
guaranteed to give a result. Probabilistic methods are not considered.

3.1 Brute-Force Attack

One technique to reveal a key which works for most crypto systems is the brute-force
attack. The attack simply tries out all possible keys to a given ciphertext and stops when
intelligible plaintext is revealed. This method is simply to traverse the whole keyspace
in search for the correct key. The practical problem is that the keyspace of a typical
modern cipher is too big to be traversed. In order to break a cipher with a key length of
n bits by brute force, and no other weakness like, e.g., an uneven distribution of keys
or impossible keys which can be skipped during the search, one would have to try 2n−1
keys on average before the correct key is found. On any sequential computing device
this would clearly take O(2n−1) steps and already be infeasible for typical values of n,
like n= 128.
While older ciphers like the Data Encryption Standard with a key size of 56 bits can

today be broken by successively trying each key on a portion of ciphertext [25], modern
ciphers like the Advanced Encryption Standard, with a key length of 128 to 256 bits,
are unlikely to be broken by brute-force.
In fact, the so-called Landauer limit can be utilized to conjecture what is possible to

achieve by brute-force under the assumption of the classical paradigms of computation
and physics [32].
Nevertheless, since there exist ciphers with moderate sized keys, and/or weaknesses

which reduce the effective keyspace to a size that makes it a viable target for the brute-
force attack, several improvements have been made. Here, notable approaches include
utilizing highly specialized processors from other areas like computer graphics. Pro-
cessors on graphics cards that usually do geometrical calculations are used to check a
key on a given ciphertext. Circuits on graphics cards usually contain several thousand
copies of a logical unit assigned a specific task in order to be highly parallel on its in-
put data. If these units can be utilized to try keys of a cipher, they offer a much faster
alternative to normal CPUs and can speed up the search massively, not only by pure par-
allelization but also by the relatively high speed of the logical units themselves [9, 57].
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A similar approach is used by systems like COPACOBANA. Here Field Pro-
grammable Arrays (FPGAs) are used to create many specialized key testing instances
on a micro chip [25]. FPGAs offer a cost-efficient way to realize such chips since they
are designed as customizable prototyping or small series devices. Several FPGAs to-
gether then operate by the effect of parallelization and specialization of the circuits at
a much higher speed than one or several all-purpose CPUs.
The most expensive approach in this direction are application-specific integrated

circuits (ASIC). Micro chip design from scratch requires huge resources and great ex-
pertise and is unlikely to be used by for example criminal adversaries. To acheive max-
imum speed for testing keys, a specific chip which can be used in an attack is designed
and manufactured.
Speed increases on this line of development can only be proportional to the speed

increase of the technology used, and the number of copies made. This is the reason
why only relatively small key sizes are possible to brute-force.
Since brute-force is the only attack which works on all encryption methods (except

one-time pad) and therefore the most general attack, it is usually used as a benchmark.
A cipher with a key length of n bits for which the fastest attack is brute-force, i.e.,
O(2n), is called secure (with respect to its key length). Any other method which can
find the key in an amount of steps of O(2εn) with ε < 1 is said to break the cipher, since
it is no longer necessary to search the whole key space for the correct key.

3.2 Algebraic Methods

In this section we describe the two major algebraic approaches for solving equation
systems in cryptanalysis. In the following we consider

f0(X0) = 0, f1(X1) = 0, . . . , fm−1(Xm−1) = 0, (3.1)

a set of equations as the input to algebraic methods.
There exist several specialized methods to extract secret information from equation

systems originating from cryptographic primitives. Such methods are for example the
Cube Attack [18] or the Extended Linearization [11] attack.
The techniques described here can be seen as black-box methods, i.e., general ap-

proaches for all kinds of non-linear equation systems and not limited to specific crypto-
graphic primitives. These techniques have applications in all kinds of different areas in
cryptography and cryptanalysis, and can be seen as the most general methods to solve
a system (3.1).
We say that n is the number of variables and m is the number of equations. We

further assume that we are working in F2, since it is the most common case in algebraic
cryptanalysis or in general for applications arising from the computer sciences. There
exists research which concentrates on overdefined systems [11], i.e., m > n but we
focus on the case m = n. Methods which work for m = n are likely to work equally
well or better for m> n.
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3.2.1 Linearization

The most basic and probably best-known algorithm which can solve a linear system of
equations is Gaussian elimination. It is the basic method from linear algebra to, e.g.,
find the rank of a matrix, and is named after Carl Friedrich Gauss.
By applying elementary row operations, a process called forward elimination, one

brings the matrix of equation coefficients into what is called triangular or row echelon
form. Then one can by back substitution find all solutions to the equation system. If
the resulting reduced matrix has a rank lower than full rank, the system of equations
has more than one solution.
The number of arithmetic operations to solve a linear system of equations by Gaus-

sian elimination withm= n isO(n3) and the space requirementO(n2). So the algorithm
is clearly a member of the complexity class P and as such a feasible method for linear
equation systems.
The problem arrises with the fact that all instances from algebraic cryptanalysis are

non-linear and cannot be solved by Gaussian elimination alone.
Here, different strategies of linearization come into action. Monomials of degree

greater or equal to 2 are substituted with a new variable and the resulting linear equa-
tion system is then solved by Gaussian elimination. A requirement for this method to
succeed is that the number of linearly independent equations in the system is approxi-
mately the same as the number of different monomials.
Since this is not always the case, the relinearization technique was introduced [29].

Here, new non-linear equations are added to the linearized system and a second lin-
earization is applied to introduce more linearly independent equations. The XL tech-
nique has the same goal [11, 12], but here the number of equations is increased by
multiplying them with all monomials of a bounded degree.
The complexity of these methods is hard to estimate since they are very much de-

pendent on the structure of the input systems, and at least in the case of XL further
research has shown that its efficiency has been overestimated [45].

3.2.2 Gröbner Bases

Research in commutative algebra with motivation from algebraic geometry led to a
greater interest in polynomials. In his doctoral thesis Bruno Buchberger developed the
theory of Gröbner bases which he named after his supervisor, Wolfgang Gröbner. A
Gröbner basis is a special finite generating subset of an ideal in a polynomial ring and
it is unique if reduced. Furthermore, Buchberger developed a deterministic algorithm
to compute such a generating set which is called Buchberger’s algorithm. Overall,
the theory of Gröbner bases can be seen as the non-linear generalization of Gaussian
elimination in linear systems.
The main idea behind the approach is that the set of equations (3.1) as polynomials

generates an ideal and there exists the so-called elimination property for the Gröbner
basis.
Assume (3.1) has finitely many solutions. Then one consequence of the elimination

property is that the Gröbner basis for polynomials

{ f0(X0), f1(X1), . . . , fm−1(Xm−1)} (3.2)



16 Computational Methods in Cryptanalysis

contains some g(xn−1) which depends on only one variable. Furthermore, there will
be another polynomial g′(xn−2,xn−1) and so on [33]. With their help we can find the
solutions to (3.1). In fact, if (3.1) has a unique solution we can form a linear equation
system with the Gröbner basis for (3.2).

Computing Gröbner bases In order to compute a Gröbner basis from a set of polynomials
(3.2) one has to define an order of monomials, also called a term ordering. Since we
are dealing with multivariate non-linear polynomials it is necessary to define such an
ordering in order to find the leading term. For the univariate case the usual convention
is that αxi > βx j if i > j and therefore αxi would be leading βx j in a polynomial.
Since for the multivariate case it is not immediately clear which term is leading, e.g.,
αx3y4 or αz2, such an order is established. A very common order would be for example
lexicographical, and different term orderings have great influence on the complexity of
computing the reduced Gröbner basis. Some polynomials are then minimal with respect
to that ordering. Algorithms which seek to compute the Gröbner basis then iteratively
try to modify the intermediate basis until, e.g., Buchberger’s criterion is reached and
the algorithm terminates. If that happens the Gröbner basis of the input is found, and it
is guaranteed that such a basis exists [33].

Complexity & Variants The complexity of computing a Gröbner basis is hard to estimate.
As previously mentioned it depends highly on the chosen term ordering. In the worst-
case the complexity of the computation can be worse than O(2n) and thus infeasible
already for small n [11].
There are other methods which improve the running time of Buchberger’s algorithm

but are equally hard to estimate in time and space consumption. The most prominent
examples here are Faugère’s F4 and F5 algorithms [20, 21].
Furthermore, there exist several implementations of those algorithms and compar-

isons of those techniques to other methods in algebraic cryptanalysis, e.g., see [3, 4].

3.3 Boolean Constraint Propagation

In the last four decades SAT solvers have probably made the biggest advancements in
solving huge instance of non-linear Boolean problems which were originally thought to
be infeasible. Today they are used in many practical applications besides cryptanalysis.
In cryptanalysis they were for example successfully applied on reduced versions of

the Trivium crypto system [36]. Further modified versions of a popular solver were
developed which introduced the capability of dealing more efficiently with lineari-
ties [53]. There exist a big SAT solver community and hundreds of different imple-
mentations as well as a yearly SAT race (or challenge) to determine the current fastest
solver implementation [2].
While there exist other solver fundaments than the DPLL algorithm, e.g., random

walk based techniques [49], we will concentrate on the former due to its applications
in cryptanalysis.
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3.3.1 DPLL Family Solvers

Most of the successfully applied solvers today are derivations and extensions to the
Davis-Putnam-Logeman-Loveland algorithm (DPLL) [15, 16], a complete backtrack-
ing algorithm which searches for a satisfying assignment of a Boolean formula in con-
junctive normal form. It is based on the following observations on Boolean formulas
in CNF.

1. Pure literal. If an unassigned literal l occurs only in one form, i.e., either in its
pure form or as the negation of a variable, it can be assigned the value TRUE.

2. Unit propagation. Assume φ contains a clause with r literals

(l0∨ l1∨ . . .∨ lr−1),

l0 = l1 = . . . = lr−2 = FALSE and only lr−1 is unassigned. We call such a clause
unit clause. In order to satisfy φ we must set lr−1 = TRUE and call this process
unit propagation.

The most basic DPLL algorithm is then constructed by recursively applying these two
rules. The algorithm takes as input a Boolean formula φ in CNF and returns TRUE or
FALSE depending on wether there exists a satisfying assignment for φ .

Algorithm 1 Basic DPLL Algorithm
1: procedure DPLL(φ )
2: if φ contains a satisfying assignment then
3: return TRUE
4: end if
5: if φ contains a clauseC = FALSE then
6: return FALSE
7: end if
8: for every pure literal l do
9: φ ← φl=1
10: end for
11: for every unit clauseC with unassigned literal r do
12: φ ← φr=1
13: end for
14: l← choose an unassigned literal in φ . � Guess/decision.
15: return DPLL(φl=1)∨DPLL(φl=0) � Splitting of the formula.
16: end procedure

Algorithm 1 has three states at which it can return. First, in case a satisfying assign-
ment is found in line 3. Second, a conflict occurs, i.e., a clause becomes unsatisfied (it
evaluates to FALSE in line 6) and third, the result of the recursive call for both assign-
ments in line 15. Clearly, DPLL runs for a formula φ with n variables in at most O(2n)
steps. In order to terminate as fast as possible, it is important to reach one of the three
points at which it can return as quickly as possible.
Furthermore, for this algorithm the satisfying assignment for φ (if it exists) can be

easily derived by backtracking the steps of the algorithm.
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Heuristics At line 14 in algorithm 1 we did not specify how the unassigned literal l is
to be selected. This step is essentially a guess. In the SAT solving community it is also
called a decision step. At this point it is of great importance to select the optimal literal
l. With optimal we mean a literal that can lead us into one of the three possible return
states as soon as possible. Essentially, for the basic DPLL algorithm we would like to
reach two states in the algorithm:

I. We want to guess l correctly, i.e., φ has a satisfying assignment in which
l = TRUE. (since this is the first assumption in which the algorithm branches
at line 15).

II. If the latter is not possible (or very unlikely) we want to guess l so that it leads us
to a conflict as soon as possible.

The reason for I. is that in line 15 we branch first into φl=1. In order to reach line 3
recursively as fast as possible, we would like this guess to be correct so that we do not
need to evaluate φl=0. If this is not possible, we would like to produce short conflicts.
In II. we try to minimize the steps or recursive calls of the algorithm until we can reach
line 6.
These two objectives are obviously highly influenced by the selection of the right

or best literal on line 14. This is the topic of the decision heuristics and there exists a
great deal of research on this topic.
Early research suggested the use of static heuristics based on the frequency at which

a literal occurs in φ , or additionally in relation to the clause size in which it occurs [26,
34]. Every literal is assigned a score based on this measure, and the literal with the
highest score will be selected for the next decision. Those static heuristics do not take
information which can be retrieved during run-time into account, e.g., how often a
literal is involved in a conflict or how often it is assigned due to a unit clause.
Dynamic heuristics which incorporate such information, e.g., the Variable State

Independent Decaying Sum (VSIDS), were found to be much more efficient [23, 37].
Unfortunately these complex heuristics can make the run-time behavior of a SAT solver
hard to analyze.

Learning & Non-Chronological Backtracking The techniques of learning new clauses and
to jump back non-chronologically are another important improvement for SAT solvers
based on the DPLL algorithm [35, 37], and we will give an outline of the procedure in
the following.
What a learning procedure essentially does is to analyze the reason behind a conflict

and try to avoid it in future branches of the search by appending a new clause to φ .
Introducing new guesses into φ usually yields several unit propagations which in turn
may yield others. Assume that d0 = d1 = . . . = dr−1 = TRUE is a series of decisions
that was introduced into φ . This caused several unit propagations by which the literals
p0, p1, . . . , ps−1 got TRUE, but not necessarily in that order. Furthermore, φ for example
contains the clause (p0∨ p1∨ p2). At this point φ is not satisfied, therefore at least one
of the introduced guesses were wrong.
By an extension of the DPLL algorithm and by analyzing how the situation p0 =

p1 = p2 = TRUE came to be, we can learn which subset of d0,d1, . . . ,dr−1 is directly
responsible for the conflict. This is usually a small subset of all the decisions made. In
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order to avoid this subset of assignments in other branches of the search, a so called
conflict clause C is introduced and the algorithm is continued on φ ∧C. Depending on
which literals C contains, returning further than the last call in the recursion might be
necessary. This is then so-called non-chronological backtracking which avoids other
futile branches of the search tree.
In order to avoid running out of space during the calculation, learnt clauses have to

be deleted from φ sporadically and there exists several different heuristics for this as
well.

CNF Conversion The methods above work on CNF instances in the form (2.1). For the
most applications arising from cryptanalysis it is necessary to convert equations in the
form (3.1) to a set of clauses in CNF. There exist different approaches, e.g., [6], but
it is not ultimately clear which one is the most efficient. Also, the conversion of in-
stances (2.1) into another form should not affect the information the instance contains.
Therefore the technique used for conversion should only result in small changes in the
overall complexity of the problem.

3.4 Gluing & Agreeing

Efforts in the analysis of symmetric block ciphers, DES and AES, led to the develop-
ment of the family of Gluing and Agreeing algorithms [42, 43]. These represent a new
class of solving techniques that were primarily developed for problem instances from
algebraic cryptanalysis.
For these techniques to work, equations must be sparse, i.e., each equation is only

defined in a small number of variables.

Definition 5 (Symbol). Let f (x0,x1, . . . ,xl−1) = 0 be an equation over some finite field
Fq. Every vector in variables x0,x1, . . . ,xl−1 which satisfies the equation is called a
satisfying assignment. A symbol is then the pair (X ,V ), where X = {x0,x1, . . . ,xl−1} is
the ordered set of all variables and V = {v ∈ F

l
q | f (v) = 0} is the set of all satisfying

assignments of f (x0,x1, . . . ,xl−1) = 0.

From definition 5 it becomes clear that only an equation with a relatively small
number of satisfying assignments can be efficiently represented as a symbol. Probably
one of the most interesting applications of techniques described in this section, then, is
on systems consisting of sparse equations. That is because the maximum number of
satisfying assignments for a random equation over Fq is ql − 1 and large l will make
storing the equation as a symbol impractical. Specifically, when we speak of a l-sparse
equation system we mean a system in which every equation contains at most l variables.
An in-depth analysis of the expected complexity of the algorithms by I. Semaev

in [50] produced, among other results, the running times shown in figure 3.1, something
that encouraged further research in the area.

3.4.1 Gluing

The Gluing procedure is the first important operation on a pair of symbols. It takes as
an input two symbols Si = (Xi,Vi),S j = (Xj,Vj) and outputs a new symbol containing
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l 3 4 5 6
Gluing 1.262n 1.355n 1.425n 1.479n

Agr.-Gluing 1.113n 1.205n 1.276n 1.334n

Figure 3.1: Expected Complexities of Agreeing/Agreeing-Gluing.

all common solutions of the input symbols.
In the following, Xi j = Xi ∩Xj and v[X ] denotes the projection of vector v on to

the variables X . Furthermore, v◦w denotes the concatenation of vectors v and w with
respect to overlap. By that we mean the combination of two vectors into a new one, but
only if common variables have equal values. Thus, for two vectors v,w with common
variables X , this operation is only possible if v[X ] = w[X ]. In case v[X ] �= w[X ] the
result is empty.
To represent all common solutions the new symbol Sr = (Xr,Vr) must be defined in

the union of the symbol variables, i.e., Xr = Xi∪Xj. The satisfying assignments to both
input symbols can be then computed as follows:

Vr = {v◦w | v ∈Vi,w ∈Vj}. (3.3)

After this computation for every u ∈ Vr it will be true that u[Xi] ∈ Vi and u[Xj] ∈ Vj.
Then Vr contains all vectors which satisfy both equations simultaneously.
This Gluing of two symbols is also denoted as Si ◦ S j since it can be interpreted as

a concatenation of the solutions to the individual symbols while eliminating solutions
which do not satisfy both.
If one is given a set of symbols and one would like to find a solution which satisfies

all symbols at once, i.e., find a common solution, one possibility would be to glue all
symbols together. In fact, if given symbols S0,S1, . . . ,Sm−1 representing an equation
system, and applying repeated gluing, i.e.,

S= S0 ◦S1 ◦ . . .◦Sm−1,

then S will contain all solutions that satisfy the equation system. Thus gluing all sym-
bols together is one way to find a solution to an equation system (3.1). If the intermedi-
ate symbol Sr gets empty during the process of gluing all symbols together, i.e., Vr = /0,
we know that the system is inconsistent and it has no solution.

Worst-case complexity Computing the set (3.3) is the predominant contributor to the
complexity of the Gluing operation. In order to calculate Vr one has to compare all
pairs of vectors v ∈ Vi,w ∈ Vj with each other and write their concatenation into Vr in
case their subvectors in common variables are equal.
While projecting vectors and concatenating them can be neglected as linear factors

in the estimation of the complexity, the comparison of all vector pairs yields a time
complexity of O(|Vi| · |Vj|). Likewise, the space complexity of the result is O(|Vi| · |Vj|),
since the result which has to be stored can at most be of that size.
Example 3 (Gluing). Suppose the following two symbols S0 and S1 in (3.4) are given.
Symbol S0 is defined in variables X0 = {x0,x1,x2} and has the (horizontally written)
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satisfying assignmentsV0= {a0,a1,a2,a3}. Likewise, symbol S1 is defined in variables
X1 = {x2,x3,x4} and contains the satisfying assignments V1 = {b0,b1,b2}.

S0 x0 x1 x2
a0 0 0 0
a1 0 1 0
a2 1 0 0
a3 1 1 1

,

S1 x2 x3 x4
b0 1 0 0
b1 1 0 1
b2 1 1 1

(3.4)

In order to calculate the gluing S0 ◦ S1 we need to calculate the set of pairs of vectors
which we can concatenate. In this case only a3 of V0 can be combined with any of the
vectors in V1. More specifically, the resulting symbol of the gluing operation in this
case will be (X0∪X1,{a3 ◦b0,a3 ◦b1,a3 ◦b2}) as shown in (3.5).

S0 ◦S1 x0 x1 x2 x3 x4
c0 1 1 1 0 0
c1 1 1 1 0 1
c2 1 1 1 1 1

(3.5)

3.4.2 Agreeing

The Agreeing procedure takes as input two symbols and deletes all assignments whose
projection on common variables do not appear in both symbols. If no assignments can
be deleted, the symbols are said to be pair-wise agreeing. If this property is true for a
whole set of symbols, the system is said to be pair-wise agreeing.

Algorithm 2 Agreeing Procedure
1: procedure Agree((Xi,Vi),(Xj,Vj))
2: Xi j← Xi∩Xj
3: for v ∈Vi do
4: if ∀w ∈Vj : v[Xi j] �= w[Xi j] then
5: Delete v from Vi
6: end if
7: end for
8: for v ∈Vj do
9: if ∀w ∈Vi : v[Xi j] �= w[Xi j] then
10: Delete v from Vj
11: end if
12: end for
13: end procedure

Algorithm 2 takes as input two symbols and modifies them until all pairs are pair-
wise agreeing. Preprocessing the symbols and translating the relations of the subvectors
of the assignments into tuples [50] or pockets [47] allows for a faster Agreeing proce-
dure, but the output is equivalent to that of algorithm 2.
Running the Agree procedure on a whole equation system for all pairs propagates

knowledge by deleting assignments throughout the equation system. This is done until
no further changes to the symbols occur and all pairs are in an agreeing state.
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By successively deleting assignments from symbols one arrives at a unique solution
for the equation system if it holds for all symbols Si that |Vi|= 1 and they are pair-wise
agreeing. The gluing of all those symbols then naturally contains a single assignment
which satisfies all symbols simultaneously.

Worst-case complexity The complexity of algorithm 2 is clearly dominated by the two
for-loops in line 3-7 and 8-12. Here again the time complexity mostly depends on
the number of assignments per symbol and is in the range of O(|Vi| · |Vj|). The space
complexity on the other hand is constant to the size of the input since only the existing
symbols are modified.

Guessing Unlike what happens in the Gluing procedure, applying Agreeing alone does
not solve an equation system. In fact, most equation systems from ciphers are pair-wise
agreeing when they are constructed.
In order to solve a system by Agreeing one has to introduce guesses. Such guesses

are deletions of specific assignments of a symbol and then running Agreeing in order to
see if any new knowledge is propagated. If a symbol becomes empty during agreeing
it is clear that the introduced guess was wrong and one has to backtrack. If all |Vi|= 1,
we know that we have found a solution to the system. Different guessing heuristics are
possible here, too.
Example 4 (Agreeing). Consider symbols (3.4) as input to algorithm 2. On line 2 the
algorithm computes Xi j = {x2}. The following for-loop deletes all vectors v from S0
for which v[{x2}] = 0 since w[{x2}] = 1 for all vectors w in symbol S1. The following
for-loop does nothing since both symbols are already pair-wise agreeing. The result of
the computation is therefore:

S0 x0 x1 x2
a3 1 1 1 ,

S1 x2 x3 x4
b0 1 0 0
b1 1 0 1
b2 1 1 1

.

3.4.3 MRHS

The analysis of block ciphers, especially the analysis of DES and AES, gave rise to the
technique of Multiple Right Hand Side equation systems, or short MRHS [42, 44] due
to I. Semaev. A MRHS equation extends linear equation systems in such a way that it
can have multiple right hand sides. Such an MRHS equation is written as

Ax= L

where A is a matrix with n columns and l rows. Similarly, L is a matrix with r columns
and l rows. Every column vector l in L then forms a linear equation system

Ax= l

which can be easily solved for variables in x, e.g., by Gauss’ algorithm. Every solution
for x using any column l in L is a solution to the MRHS equation.
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Equations of this type are similar to a symbol as they contain a set of assignments.
Here, as opposed to the symbol representation, an assignment (or column) in L does not
directly encode a solution to the equation, but provides solutions to a linear equation
system. As such they give an advantage for equations and equation systems containing
much inherent linearity, e.g., equation systems representing cryptographic primitives.
Similar to symbols one can by a list of MRHS equations

A0x= L0,A1x= L1, . . . ,Am−1x= Lm−1

express a system of equations and if the Hamming weight of each row in Ai is equal to
1 the representation is equivalent to the symbol representation. That is, every Li is a list
of satisfying assignments for linear combinations containing only one variable.

MRHS Gluing & Agreeing Similarly to the way symbols are represented one can define the
Gluing and Agreeing procedure for MRHS equations. Instead of working with direct
assignments of variables one has to take care of linear combinations.
In order to glue A0x= L0 and A1x= L1 together one has to augment the first equa-

tion with the second: [
A0
A1

]
x=

[
L0
0

]
�

[
0
L1

]
. (3.6)

Here 0 stands for an all zero (sub-)matrix. The operationM�N on two matrices denotes
the addition modulo q of all possible pairs of columns, one from N and one from M,

to form a new matrix. Then one has to bring
[
A0
A1

]
into upper triangle form. This is

done while applying the same operations on both matrices on the right hand side, just
as for an ordinary linear equation system, but now for all columns on the right hand
side simultaneously.
If the left hand side matrix has full rank, all pairs of right hand sides can be com-

bined together (XORed). However, it is possible that the left hand side has less than
full rank and so contains zero rows after triangularizing. Then only columns (assign-
ments) from the two right hand sides can be combined, if their sum is 0 where the left
hand side has zero rows. Otherwise the subsystem resulting from the sum of the right
hand side columns would be inconsistent.
The Agreeing procedure on MRHS equations seeks to delete right hand sides which

cannot be combined.
Proofs the correctness, further analysis and examples of this procedures can be

found in [42, 44].

Example 5 (MRHS Gluing). Suppose the MRHS equations

⎡⎣ 1 0 1 0 0
0 1 0 0 0
0 1 1 0 0

⎤⎦
⎛⎜⎜⎜⎝
x0
x1
x2
x3
x4

⎞⎟⎟⎟⎠=

⎡⎣ 0 0 1 1
0 1 0 1
0 0 0 1

⎤⎦
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and ⎡⎣ 0 0 1 0 1
1 0 0 1 0
1 1 0 0 1

⎤⎦
⎛⎜⎜⎜⎝
x0
x1
x2
x3
x4

⎞⎟⎟⎟⎠=

⎡⎣ 0 1 0
0 1 1
1 0 0

⎤⎦
are given.
In order to glue them one has to to augment the first with the second one. That is⎡⎢⎢⎢⎢⎢⎣

1 0 1 0 0
0 1 0 0 0
0 1 1 0 0
0 0 1 0 1
1 0 0 1 0
1 1 0 0 1

⎤⎥⎥⎥⎥⎥⎦
⎛⎜⎜⎜⎝
x0
x1
x2
x3
x4

⎞⎟⎟⎟⎠=

⎡⎢⎢⎢⎢⎢⎣
0 0 1 1
0 1 0 1
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0

⎤⎥⎥⎥⎥⎥⎦�
⎡⎢⎢⎢⎢⎢⎣
0 0 0
0 0 0
0 0 0
0 1 0
0 1 1
1 0 0

⎤⎥⎥⎥⎥⎥⎦
By row operations we can find that on the left hand side row 6 is the sum of row 1,3
and 4 and therefore the left hand side does not have full rank (note the modified right
hand side): ⎡⎢⎢⎢⎢⎢⎣

1 0 1 0 0
0 1 0 0 0
0 1 1 0 0
0 0 1 0 1
1 0 0 1 0
0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎦
⎛⎜⎜⎜⎝
x0
x1
x2
x3
x4

⎞⎟⎟⎟⎠=

⎡⎢⎢⎢⎢⎢⎣
0 0 1 1
0 1 0 1
0 0 0 1
0 0 0 0
0 0 0 0
0 0 1 0

⎤⎥⎥⎥⎥⎥⎦�
⎡⎢⎢⎢⎢⎢⎣
0 0 0
0 0 0
0 0 0
0 1 0
0 1 1
1 1 0

⎤⎥⎥⎥⎥⎥⎦ .

That tells us that we can only combine columns 1,2 and 4 from the first equation with
column 3 from the second. Column 3 from the first equation on the other hand can only
be combined with column 1 and 2 from the second equation. Any other combination
would yield a 1 in the zero row on the left hand side and therefore an inconsistent
equation system.
Thus the gluing of the initial equations with the all 0-row removed is:⎡⎢⎢⎢⎣

1 0 1 0 0
0 1 0 0 0
0 1 1 0 0
0 0 1 0 1
1 0 0 1 0

⎤⎥⎥⎥⎦
⎛⎜⎜⎜⎝
x0
x1
x2
x3
x4

⎞⎟⎟⎟⎠=

⎡⎢⎢⎢⎣
0 0 1 1 1
0 1 1 0 0
0 0 1 0 0
0 0 0 0 1
1 1 1 0 1

⎤⎥⎥⎥⎦ .

3.5 Other Methods

Syllogism In [58] A. Zakrevskij and I. Vasilkova describe another method for dealing
with large systems of Boolean polynomial equations.
Assume that (3.1) is given as a set of symbols (X0,V0),(X1,V1), . . . ,(Xm−1,Vm−1).

We say that a symbol (Xi,Vi) has a 2-ban if there exists a,b ∈ {0,1} such that for all

v= (x0, . . . ,xr, . . . ,xs, . . . ,xl−1) ∈Vi
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it is true that
(xr+a)(xs+b) = 0. (3.7)

In other words, a specific value of projection onto variables xr and xs does not exist in
Vi, therefore this projection is banned. Equation (3.7) can also be written as x

(a)
r ∨ x(b)s ,

where x(0) = x and x(1) = x. Both representations are TRUE under the same assignments
for xr,xs,a and b.
That information can in itself be propagated to other symbols, e.g., if symbol

(Xi,Vi) yields constraint x
(1)
r ∨ x(1)s we know that there exists no vector v ∈ Vi such

that v[{xr,xs}] = (1,1). What follows from this is that no other symbol can contain
any vector (1,1) if projected onto xr,xs. Deleting those vectors is essentially what the
Agreeing method does, here just limited on vectors in 2 variables.
There is another representation of such a 2-ban with implications wich makes the

Zakrevskij method different. We can also write (3.7) as

x(a+1)r ⇒ x(b)s or x(b+1)s ⇒ x(a)r . (3.8)

The implications in (3.8) contain the same information in the sense that they both re-
move the same vector.
From Boolean algebra we know, that if implications x⇒ y and y⇒ z are TRUE then

x⇒ z has to be TRUE, too. This method of deriving new information is also called
syllogism. We can use this fact to create new 2-bans. In case we have two 2-bans,
(xr+a)(xs+b) = 0 and (xs+b+1)(xt+c) = 0 we can derive that for all vectors in the
equation system

(xr+a)(xt+ c) = 0.
By applying this method repeatedly one can compute the transitive closure of all im-
plications. Then all information which can be derived using only 2-bans is propagated
and can be done in O(n3) [56].
Applying this method alone does not solve the equation system and so, e.g., guesses

have to be introduced in order to find a solution to the system.

Local Search There exist different definitions of the concept of local search and as it is
the only not necessarily exact method that is presented here, only the general idea is
outlined. It is a popular concept in Constraint Programming, and frequently used for
different industrial applications [55].
In order to initiate a local search, one guesses or chooses (by some heuristic) an

assignment to the input instance. The input instance can be from any computational
problem in which an assignment and a solution can be identified. Examples are the
satisfiability of a Boolean formula or the shortest path between two points in a graph.
The chances that this assignment is the solution is low for most applications. How-

ever, it is usually possible to identify some modification in which this intermediate as-
signment can be improved. This modification is then applied and the process repeated
to the new intermediate assignment. In doing so, the initial assignment is modified it-
eratively until a solution is found. Usually some form of randomization is introduced
in order to avoid endless-loops.
Unlike the other methods, and depending on the implementation, a termination of

the algorithm is not guaranteed. The method which decides the modification to the
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intermediate assignment is crucial for the run-time, and there exist huge differences
between different applications. Therefore it is hard to determine the run-time for crypt-
analytic applications.
Our own experiments have shown that instances from cryptographic problems have

too many local minima, i.e., intermediate assignments for which it is unknown how to
improve them.



Chapter 4

Introduction to the Papers

Paper I: Phase Transition in a System of Random Sparse Boolean Equations

In this paper we study two algorithms that can be used to solve Boolean random sparse
equation systems. The Agreeing algorithm and the Syllogism method are compared.
We show that a phase transition occurs and give threshold values for when it can be
expected to occur.
The work was done in collaboration with Pavol Zajac from the Slovak University

of Technology in Bratislava. It was presented in August 2010 at the NIL-0004 project
workshop in Smolenice, Slovakia.

Paper II: Solving Equation Systems by Agreeing and Learning

The main contribution of the paper is a learning strategy for the Agreeing algorithm.
Furthermore, a technique for non-chronological backtracking is introduced. Experi-
mental data on the extended algorithm on Boolean random sparse equation is presented.
The work on the paper was done in collaboration with Håvard Raddum. It was

presented in June 2010 at the International Workshop on the Arithmetic of Finite Fields
in Istanbul, Turkey.

Paper III: Analysis of Trivium Using Compressed Right Hand Side Equations

The paper introduces a new representation of non-linear multivariate equations. Then
the new representation is applied to an equation system yielded by the cipher Trivium.
It enables us to represent Trivium as one single equation in a manageable size and
processing time. Furthermore, we introduce a small-scale variant of Trivium for further
experimentation.
The work on the paper was done in collaboration with Håvard Raddum. It was pre-

sented in November 2011 at the 14th Annual International Conference on Information
Security and Cryptology in Seoul, Korea.

Paper IV: Solving Compressed Right Hand Side Equation Systems with Linear Ab-
sorption
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This paper builds heavily on the contribution of the predecessor. The single compressed
right hand side equation from the previous paper does not immediately yield a solution
to the equation system. In order to extract a solution, we have to introduce a new op-
eration on binary decision diagrams which enables us to get to the solution. We then
successfully apply it to reduced versions of Trivium.
The work on the paper was done in collaboration with Håvard Raddum. It will be

presented in June 2012 at SETA 2012: SEquences and Their Applications in Waterloo,
Canada.
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Paper I

5.1 Phase Transition in a System of Random Sparse Boolean Equa-
tions

Thorsten E. Schilling, Pavol Zajac
Tatra Mountains Mathematical Publications 45, 1–13, (2010)



32 Scientific Results



5.1 Phase Transition in a System of Random Sparse Boolean Equations 33

Phase Transition in a System of Random Sparse

Boolean Equations

Thorsten Ernst Schilling and Pavol Zajac

University of Bergen, KAIVT FEI STU Bratislava
thorsten.schilling@ii.uib.no, pavol.zajac@stuba.sk

Abstract. Many problems, including algebraic cryptanalysis, can be
transformed to a problem of solving a (large) system of sparse Boolean
equations. In this article we study 2 algorithms that can be used to
remove some redundancy from such a system: Agreeing, and Syllogism
method. Combined with appropriate guessing strategies, these methods
can be used to solve the whole system of equations. We show that a
phase transition occurs in the initial reduction of the randomly gener-
ated system of equations. When the number of (partial) solutions in
each equation of the system is binomially distributed with probability
of partial solution p, the number of partial solutions remaining after the
initial reduction is very low for p’s below some threshold pt, on the other
hand for p > pt the reduction only occurs with a quickly diminishing
probability.

Key words: Algebraic cryptanalysis, Agreeing, Boolean equations, SAT
problem.

1 Introduction

Given an equation system (1) over a finite field Fq it is a well known NP-complete
problem to determine a common solution to all equations. Finding a solution to
such an equation system can be interesting in algebraic cryptanalysis, e.g. when
the solution to the equation system is a constraint to a used, unknown key.

Experiments with different solving algorithms suggest that during the solving
the number of possible solutions is not decreasing continously. That means that
during the solving process the overall number of solutions does not decrease
constantly, but that at some point the number of possible solutions decreases
rapidly.

In this paper we try to determine this point of phase transition in order to
get a better measure for the hardness of a given problem.

The paper is organized as follows. In Section 2 we explain the basic repre-
sentation of equations and the idea how the number of potential solutions to
the equation system can be reduced. Section 3 explains the Agreeing algorithm
and the reduction by Agreeing. Section 4 explains the reduction technique by
syllogisms. In Section 5 we make a direct comparison of these both techniques.
Section 6 shows our experimental results on a series of random sample instances
and Section 7 concludes the paper.
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2 Representation of the system of sparse Boolean

equations and its reduction

Let X = {x1, x2, . . . , xn} be a set of variables (unknowns), and let Xi ⊂ X for
i = 1, ..m, such that |Xi| = l. We consider Xi to be chosen uniformly at random
from all possible l-subsets of X. Let F be a system of Boolean equations

f1(X1) = 0, ...fm(Xm) = 0, (1)

such that fi depends only on variables from the set Xi. Let Vi be a set of vectors
that are projections of solutions of fi(X) = 0 into variables ofXi. We call (Xi, Vi)
a symbol, and we say that the symbol represents the equation fi(Xi) = 0. We
call vectors of Vi partial solutions of the system.

To compute all solutions of the whole system we can apply the so called
Gluing procedure [2]. The procedure is as follows: We merge two symbols (Xi, Vi),
(Xj , Vj) together and enumerate all possible solutions Vij of a new symbol (Xi∪
Xj , Vij). Then we replace the original two symbols with a new one. Until some
point the total number of solutions grows (very quickly). Gluing new symbols
together removes some of the partial solutions, until only the valid solutions
of the system remain. More advanced algorithms based on Gluing use different
Gluing strategies, and strategies for removal excess solutions before/without
Gluing, and some combinations with guessing variable values or solutions of
individual equations. The fastest algorithm based on Gluing up to date is the
Improved Agreeing-Gluing Algorithm introduced in [5].

In this article we want to focus on methods that do not use Gluing or any
guessing. Consider the situation where Vi contains just one solution. We know
immediately the values of l variables. Thus these values can be substituted into
all other equations, and conflicting partial solutions get removed. Solutions from
the set Vj can be removed if it shares some variables with Vi. If the remaining
number of possible solutions in Vj is small, we can find new ”fixed” values of vari-
ables, and spread this information, until (almost) all variables have fixed values.
This technique is also called the Spreading of constants [9]. A more advanced
version, the local reduction technique [9], uses fixed /resp. forbidden/ solutions
for groups of variables. The similar method, although differently formulated is
the Agreeing method. Agreeing uses a more efficient representation, and can be
extended to more efficient variants [3, 4]. A different reduction method based on
Syllogism rule (transitiveness of the implication relation) was also presented in
[9], and was later adapted to the symbol representation [7].

We investigate the behavior of the reduction methods in a random sparse
Boolean equation system as a function of one additional parameter: The prob-
ability of a partial solution p. We do not explicitly write down the closed form
for fi, instead we generate each symbol in a stochastic manner. We want to
investigate the systems that have at least one solution, so we generate first a
random solution x. Then for each symbol we generate the set Vi in such a way
that the probability of v ∈ Vi is 1, if v is a projection of x to Xi, and p oth-
erwise. The number of solutions in each symbol is then binomially distributed
|Vi| ∼ Bi(2l, p).
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We call the variable xj fixed, if the projection of all v ∈ Vi to xj in some
equation (Xi, Vi), with xj ∈ Xi contains only one value, either 0 or 1. The system
is solved by an algorithm A, if all variables are fixed after the application of the
algorithm A. To investigate various algorithms we run the following experiment:

1. Given the set of parameters (m,n, l, p)1, generate a set ofN random equation
systems (as defined above).

2. For each system, apply the reduction algorithm A.
3. Compute the fixation ratio r = f/n, where f is the number of fixed variables

(after the application of A).
4. Compute the average fixation ratio r̂ = 1/N

∑
r for the whole set of exper-

iments.

If the average fixation ratio stays near 0, then we didn’t learn any significant
information about the solution of the system by the application of the algorithm
A. To solve the system, we must either use a different algorithm, or reduce the
system by guessing some solutions. The basic guessing is exponential in nature,
thus the system (in our settings) need an exponential time to solve. On the
other hand, if the average fixation ratio is near 1, we have a high chance to
solve the whole (randomly generated) system just by applying A. In this case, if
the runtime of algorithm A is bounded in polynomial time, we can say that the
average instance of the problem (m,n, l, p) is solvable in polynomial time.

3 Reduction by Agreeing

In order to find a solution to a set of symbols the Agreeing algorithm attempts
to delete vectors from symbols Si which cannot be part of a common solution.
In the following, the projection of a vector vk on variables X is denoted by vk[X]
and V [X] denotes the set of projections of all vectors vk ∈ V on variables X.

Given two symbols Si = (Xi, Vi) and Sj = (Xj , Vj) with i �= j we say that
Si and Sj are in a non-agreeing state if there exists at least one vector ap ∈ Vi

such that ap[Xi∩Xj ] �∈ Vj [Xi∩Xj ]. If there exists a solution to the system, each
symbol will contain one vector that matches the global solution. The vector ap
cannot be combined with any of the possible assignments in symbol Sj , hence
it cannot be part of a solution to the whole system and can be deleted. The
deletion of all vectors ap ∈ Vi and bq ∈ Vj which are incompatible with all
vectors in Vj and Vi, respectively, is called agreeing. If by agreeing the set of
vectors of a symbol gets empty, there exists no solution to the equation system.
The agreeing of all pairs of symbols in a set of symbols S = {S0, . . . , Sm−1} until
no further deletion of vectors can be done is called the Agreeing algorithm.

After running Algorithm 1 on S we call S pair-wise agreed. On the average
all Si ∈ S have exactly one one vector left. The solution to the system is then
the gluing of the remaining vectors and the system can be regarded as solved. If
on the other hand one or more symbols get empty, i.e. Vi = ∅, the system has
no common solution.
1 We use m = n, as this is the most important situation.
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Algorithm 1 Agreeing Algorithm

1: procedure Agree(S)
2: while (Xi, Vi), (Xj , Vj) ∈ S which do not agree do

3: Y ← Xi ∩Xj

4: Delete all ap ∈ Vi for which ap[Y ] �∈ Vj [Y ]
5: Delete all aq ∈ Vj for which aq[Y ] �∈ Vi[Y ]
6: end while

7: end procedure

Example 1 (Agreeing). The following pair of symbols is in a non-agreeing state:

S0 0 1 2
a0 0 0 0
a1 0 0 1
a2 0 1 0
a3 1 1 1

S1 0 1 3
b0 0 0 0
b1 1 0 1

.

The vectors a2, a3 differ from each bj in their projection on common variables
x0, x1 and can be deleted. Likewise, b1 cannot be combined with any of the ai
and can also be deleted. After agreeing the symbols become:

S0 0 1 2
a0 0 0 0
a1 0 0 1

S1 0 1 3
b0 0 0 0

.

Guessing and Agreeing In a usual setting, e.g. given as an input equation
systems from ciphers, Agreeing does not yield a solution immediately. The algo-
rithm has to be modified in a way that one has to introduce guesses.

4 Reduction by Syllogisms

Let (X,V ) be an equation, xi, xj ∈ X. Let us have two constants a, b ∈ F2

such that for each v = (xi1 , . . . , xi, xj , . . . , xil) ∈ V : (xi + a)(xj + b) = 0.
We say that equation (X,V ) is constrained by (x1 + a)(x2 + b) = 0, or that
(x1+a)(x2+b) = 0 is a 2-constraint for the equation (X,V ). A solution x of the
whole system F projected to variables Xi must also be a partial solution in Vi.
Thus x is constrained by every 2-constraint we place on each of the equations in
the system. Thus we can apply 2-constraints found in (Xi, Vi) to remove those
partial solutions of (Xj , Vj), that violate some of the 2-constraints. This is the
basis of the syllogism reduction technique, that is similar to Agreeing. The main
difference is the addition of creating new 2-constraints by the syllogism rule (see
below).

We can see each 2-constraint (xi + a)(xj + b) = 0 as one clause of type

x
(a)
i ∨ x

(b)
j , , where x(0) = x (negation of x), and x(1) = x. All such clauses must

be satisfied by the solution of the system. However, if some vector y satisfies all
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such clauses, it does not automatically mean it is a solution of the system2. To
check whether the set of 2-constraints written in a form of clauses is satisfiable
is the well known 2-SAT problem. We must note, that we are not solving the
2-SAT problem, if we already know that the solution exists. However, if the
system contains a large set of 2-constraints, we expect that if we remove the
correct solution the system becomes unsatisfiable. Then we expect to be able to
remove almost all invalid solutions from the system using just the 2-constraints.

We can also rewrite the 2-constraint in the form of two (equivalent) impli-

cations: x
(a+1)
i ⇒ x

(b)
j , and x

(b+1)
i ⇒ x

(a)
j . Implication is a transitive relation,

i.e. if x ⇒ y and y ⇒ z, it follows that x ⇒ z. This derivation is also called
the syllogism rule. Thus, if we have two 2-constraints (xi + a)(xj + b) = 0,
(xj + b+ 1)(xk + c) = 0, we can derive a new 2-constraint (xi + a)(xk + c) = 0.
The new 2-constraints then can be used to remove additional partial solutions
from the system. It is also possible to derive special 2-constraints in the form
(xk + a)(xk + a) = 0, which simply means that xk = a, and thus xk is fixed.

A set of 2-constraints is transitively closed, if we cannot derive any more
2-constraints using the transitiveness property of the underlying implications. A
transitively closed set of 2-constraints thus contain the maximum of information
we can get from the system (using just 2-constraints). We represent a set of 2-
constraints in a form of the implication graph. Vertices of the graph are labelled
by {x1, x2, . . . , xn, x1, x2, . . . , xn}. Edge (x, y) exists if there is an implication
x ⇒ y (so a single 2-constraint is always represented by 2 edges). To find the
transitively closed set of 2-constraints, we compute the transitive closure of the
implication graph (by some of the known algorithms).

The Syllogism reduction method thus works as follows:

1. Examine the set of equations, and find all 2-constraints.
2. For each 2-constraint, add corresponding implications to the implication

graph.
3. Compute the transitive closure of the implication graph.
4. Apply all 2-constraints back to the set of equations, i.e. remove all solutions

from each Vi that violate any of the 2-constraints stored in the implication
graph.

5. If some solutions were removed, repeat the algorithm, otherwise output the
reduced system.

The transitive closure of an implication graph can be computed e.g. by War-
shall’s algorithm [6] in O(n3). After each repetition of the transitive closure algo-
rithm, we must remove add at least one partial solution, otherwise the method
stops. Thus the worst case complexity is upper bounded in O(Mn3), where
M ≈ mp2l is the initial number of solution. Actually the number of repetitions
of the algorithm is very small in practice, especially if the system cannot be
reduced (usually just one repetition). However, we need an additional O(n2)

2 It is only true, if we the set of 2-constraints is tight, i.e. for each equation (X,V )
we can find such a set of 2-constraints, that no other assignment of variables is
permissible except those in V .
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memory storage for the implication graph. A more detailed analysis is provided
in [8].

The original method presented in [9] uses immediate resolution of transi-
tive closure after adding each new 2-constraint (also the implication graph is
represented differently), but the algorithm gives the same results (although the
running times differ, but these depend also on the implementation, and the
platform used, respectively). Experimental results in [9] also show that a phase
transition effect exists, but no theoretical explanation or expected parameters
are provided.

4.1 The heuristic model for the expected behavior

The phase transition in the syllogism method can be connected to the corre-

sponding representation of the problem in CNF clauses x
(a)
i ∨x

(b)
j . Each of these

clauses must be satisfied simultaneously, so we get a 2-SAT problem instance in
n variables with k clauses, where k is the total number of clauses (2-constraints)
in the system. It was shown in [1] that if we have a random 2-SAT problem with
k clauses in n variables, having k/n = α fixed as n→∞, then for α > 1 almost
every formula is unsatisfiable, and for α < 1 almost all formulas can be satisfied.
To use this result for the syllogism method, we must first estimate the number
of constraints in the system.

Lemma 1. Let S = (X,V ) be a randomly chosen symbol with l = |X| ≥ 2
active variables, and s = |V | distinct solutions. Let ps,l denote a probability, that
a randomly chosen constraint (xi+a)(xj + b) = 0, xi, xj ∈ X, a, b ∈ {0, 1} holds
for an equation defined by symbol S. Then

ps,l =

s−1∏
i=0

3 · 2l−2 − i

2l − i
(2)

Proof. There are 2l possible solutions. For s = 1, there are 2l−2 solutions for
which the constraint (xi + a)(xj + b) = 0 does not hold, namely those where
xi = a+1 and xj = b+1. For all other 3 ·2v−2 solutions the constraint holds, so

the probability p1,l =
3·2l−2

2l
= 3/4. If we have already i constrained solutions,

we can choose the next constrained solution from only 3 · 2l−2 − i vectors out

of 2l − i, thus pi+1,l = pi,l
3·2l−2

−i
2l−i

. By expanding this recursion we get equation
(2).

Using ps,l from equation (2), we can compute the probability of a constrained
solution in a symbol from system generated with the binomial distribution:

Pl,p =

2l∑
s=0

(
2l

s

)
ps(1− p)2

l
−sps,l. (3)

The expected number of constraints in an equation is α(l, p) = 4
(
l

2

)
Pl,p. The

total number of expected constraints is k = αm. We do not take into account
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the constraints found by the syllogism rule. The phase transition point should
be near the value pt for which k/n = 1. For our experiments m = n, thus we
are looking for pt for which α(l, pt) = 1. If p > pt we get α(p, l) < 1, thus the
corresponding 2-SAT problem is very likely satisfiable, and the syllogism method
cannot eliminate much solutions. If p < pt, α(p, l) > 1, and the corresponding
2-SAT problem is very likely unsatisfiable. Then almost all excess solutions get
removed by 2-constraints during the application of the syllogism method. The
expected phase transition probabilities are summarized in Table 1.

l pt pt · 2
l

5 0.3694 11.8
6 0.2258 14.5
7 0.1293 16.6
8 0.0711 18.2
9 0.0381 19.5

10 0.0201 20.6

Table 1. Probabilities pt at which the phase transition in syllogism method is expected
to occur.

5 Qualitative comparison of the methods

There exists a set of equations with all partial solutions in Agreeing state, that
can be reduced by the Syllogism method. One of the examples is presented in
Table 1. In the example, we get constraints between variables 1, 2 (x2 ⇒ x1),
variables 2, 3 (x3 ⇒ x2), but originally no constraint between variables 1, 3. A
new constraint (x3 ⇒ x1) can be derived using the transitive closure. This new
constraint removes one partial solution (x1 = 0, x3 = 1, x6 = 1), and furthermore
allows us to find a fixed solution x6 = 0. We remark that the same effect is
obtained, if we glue two of the equations together, and agree them with the
third equation. It is thus possible, that the syllogism method can reduce the
system that the agreeing method is unable to.

S0 1 2 4

a0 0 0 0
a1 0 0 1
a2 1 0 1
a3 1 1 1

,

S1 2 3 5

b0 0 0 1
b1 1 0 0
b2 1 0 1
b3 1 1 1

,

S2 1 3 6

c0 0 0 0
c1 0 1 1
c2 1 0 0
c3 1 1 0

Fig. 1. Example of the agreeing equation system (or a part of one) reducible by the
method of Syllogisms.
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If two equations have only one or two common variables, and if they are
not agreeing, it is possible to find a 2-constraint in at least one of them, that
can be used to reduce the solutions in the second one. After the reduction we
get the same result as if agreeing was run. However, if we have more than two
common variables, it is possible that no 2-constraints can be found that restrict
the solutions, one such example is provided in the Figure 2. As l — the number of
variables per equation — grows, this situation becomes more probable, and the
agreeing method will be able to reduce more solutions as the syllogism method.

S0 1 2 3

a0 0 0 0
a1 0 0 1
a2 0 1 0
a3 1 0 0
c4 1 1 1

,

S1 1 2 3

b0 0 0 0
b1 1 1 0
b2 0 1 1
b3 1 0 1
b4 0 0 0

Fig. 2. Example of the disagreeing equation system without any 2-constraints.

The Syllogism method is preferable, if only weak connections (usually only
one common variable) are between equations. In these cases, we can derive more
information using the Syllogism rule than just by Agreeing (which only checks
projection to this single common variable). In a system of random equations, this
situation is more probable, when the system is very sparse. The Agreeing method
provides more information when there are 3 or more common variables, and a
low probability of 2-constraints. The practical experiments show (see Section 6)
that the two methods have almost the same behaviour when l = 7. The method
of syllogisms is preferable for l < 7, and vice-versa.

6 Experimental Results

In this section we present the results of the experiments used to locate the point
of phase transition for equation systems with m = n = 80 variables and varying
sparsity. We used each of the methods on the same set of N = 1000 random
equation system, and p = 0, 0.005, . . . , 0.35 and sparsities l = 6, 7, 8. Figure 3
shows the phase transition for different methods, and sparsities, respectively.

Table 2 summarizes the upper and lower bound for the transition in systems
with m = n = 100. Precision for p is 0.02. The lower bound is the highest p, for
which all 1000 equations were solved, and the upper bound is the lowest p, for
which no equation was solved, respectively.

7 Conclusions

The experimental results confirm the phase transition effect. The transition is
not sharp for smaller systems and sparsities. There is a region of probabilities p,
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Agreeing Syllogisms
l low up low up

5 0.26 0.42 0.34 0.46
6 0.18 0.32 0.22 0.34
7 0.12 0.20 0.14 0.22
8 0.08 0.14 0.06 0.14
9 0.04 0.10 0.04 0.08

Table 2. Experimental bounds on phase transition for m = n = 100.

where it is possible to generate both solvable and unsolvable systems. However,
as the number of variables and equation grows, the phase transition becomes
sharper, and it is less probable to reduce the system above the phase transition
point.

A typical situation for the random equation system is p = 1/2, which is above
the phase transition point in every case examined. However, the consequence of
the phase transition effect for smaller p’s is that we can reduce the required
number of guesses required before we can solve the whole equation system even
if it is originally above the phase transition point.

Let us suppose we have a system of m (random) equations with n = m
variables, l-sparse. Each of 2l {0, 1}-vectors can be a solution of an equation in
the system with probability p (usually 1/2), i.e. the expected number of solutions
in each equation is p2l. The expected total number of partial solutions (listed
in symbols) is then mp2l. Let us guess the value of one variable, without the
loss of generality x1. We expect x1 to be an active variable on average in l
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equations. Thus we expect that we remove on average a half of lp2l partial
solutions. The expected new number of solutions is thus mp2l − p2l−1, which is
the same number, as if expect from a system generated with a lower solution
probability p′ = p(1− l

2m ).
After x (independent) guesses we expect the same number of partial solutions

as in a system generated with px = p(1 − l
2m )x. To reach the zone below the

phase transition point, we need to find px ≤ pt. The expected number of required
guesses to reach this point is then

x =
log pt − log p

log(1− l
2m )

It means, that we have to check only 2x instead of the full 2n possible vectors to
eliminate incorrect/find the correct solution. If we can write x = cn for some con-
stant c, we get the complexity estimate O(2cn) to determine the whole solution
of the system by the guessing algorithm (in combination with A, e.g. Agreeing or
Syllogism method). Estimates based on lower bounds from experimental results
(see Table 2) are summarized in Table 3. We must stress, that this is only an
estimate based on experiments. It is necessary to provide proper mathematical
models to find the exact asymptotic behaviour of the methods. However, a full
mathematical model for the reduction that takes into account all parameters
m,n, p, l for both the Agreeing and Syllogism methods is still an open question.

Table 3. Estimated complexities O(Cn) of the guessing algorithm for different l’s.
pA is the experimental lower bound for phase transition of Agreeing, and pS is the
experimental lower bound for phase transition of Syllogism method. Columns Worst
and IAG are provided for comparison with [5].

l pA C pS C Worst IAG

5 0.26 1.199 0.34 1.113 1.569 1.182
6 0.18 1.266 0.22 1.209 1.637 1.239
7 0.12 1.327 0.14 1.287
8 0.08 1.373 0.06 1.444

Another consequence is for the guessing order. If we want to guess a new
value, we should choose the variable in such a way, so that we affect the highest
number of partial solutions by the guess (resp. by guessing 0 as well as guessing
1). In this way, after removing the partial solutions that have an incorrect value
for the guessed variable, we get nearer to the phase transition point. This should
be the best generic guessing strategy possible. If we want to evaluate more
advanced guessing strategy, e.g. applications of learning [4], it can be considered
effective, if it gives a solution to the system in lower number of guesses (on
average) than the guessing strategy using the phase transition.

The phase transition point is also useful for evaluating the different reduction
algorithms. If two polynomial time reduction algorithms A1, A2 both have a
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phase transition effect at solution probabilities p1 < p2, then a theoretically a
more effective one is A2. However in practice the advantage of A2 can only be
realized in large systems, which cannot be solved in practice with the present
computational resources.
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Abstract. We study sparse non-linear equation systems defined over a
finite field. Representing the equations as symbols and using the Agreeing
algorithm we show how to learn and store new knowledge about the sys-
tem when a guess-and-verify technique is used for solving. Experiments
are then presented, showing that our solving algorithm compares favor-
ably to MiniSAT in many instances.

Key words: agreeing, multivariate equation system, SAT-solving, dy-
namic learning

1 Introduction

In this paper we present a dynamic learning strategy to solve systems of equa-
tions defined over some finite field where the number of variables occuring in
each equation is bounded by some constant l. The algorithm is based on the
group of Gluing-Agreeing algorithms by H̊avard Raddum and Igor Semaev[1, 2].
Solving non-linear systems of equations is a well known NP-complete problem
already when all equations are of degree 2; this is known as the MQ-problem
[3]. Finding a method to solve such systems efficiently is crucial to algebraic
cryptanalysis and could break certain ciphers that can be expressed by a set of
algebraic equations, such as AES [4], HFE [5], etc.

Several approaches have been proposed to solve such systems, among them
SAT-solving [6], Gröbner-basis algorithms [7] and linearization [4]. Since our
algorithm falls into the category of the guess and verify methods, we compared
our solving technique to a state-of-the-art SAT-solving implementation, namely
MiniSAT [8].

We adapt the two past major improvements to the DPLL [9] algorithms,
which are watching and dynamic learning [10]. During the search for a solution
the method obtains new information from wrong guesses and requires for many
instances much less or almost no guessing to obtain a solution to the equation
system. The method we present learns new constraints on vectors over some
finite field Fq and can therefore be seen as a generalization of the most common
learning method SAT-solvers use, which operates on single variables over F2. Like
in SAT-solving the learning routine of our algorithm runs in polynomial time.
Furthermore we show by experimental results that our approach outperforms
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MiniSAT for a certain class of equation systems, while there still is space for
improvement of the method.

The paper is organized as follows. In Section 2 we explain the symbol rep-
resentation of equations and the basic idea for agreeing. Section 3 introduces
the concept of pockets, and how pockets efficiently integrate with guessing and
agreeing. Section 4 shows how the solving technique can gather new (valuable)
information from wrong guesses, and Section 5 compares our proposed method
to MiniSAT. Section 6 conculdes the paper.

2 Preliminaries

Let
f0(X0) = 0, f1(X1) = 0, . . . , fm−1(Xm−1) = 0 (1)

be an equation system in m equations and n = |X| = |X0 ∪ X1 ∪ . . . Xm−1|
variables over some finite field Fq. Equations fi are often given in their ANF-
form using the variables in Xi, but here we will use symbol representation.

Definition 1 (Symbol). Let fi(Xi) = 0 be an equation over some finite field
Fq. We say that Si = (Xi, Vi) is its corresponding symbol where Xi is the set of
variables in which the equation fi is defined and Vi is the set of vectors over Fq

in variables Xi for which fi(Xi) = 0 is satisfied.

Following this definition the system (1) can be expressed by a set of symbols
{S0, S1, . . . , Sm−1}. The cost of transforming (1) to a set of symbols is clearly
dominated by the number of equations and the variables involved per equation.
Let l = max{|Xi| | 0 ≤ i < m}. Transforming the system (1) to a set of symbols
can be done in time O(mql) and we say that (1) is l-sparse. The examples in
this paper will only consider q = 2, which is the case for most equation systems
arising in practice.

Example 1 (Symbol). Let the equation

f0(X0 = {x0, x1, x2}) = x0 ⊕ x1x2 = 0

be given over F2. In order to construct S0 = (X0, V0) we need to know V0.
Every vector vi ∈ V0 represents by definition a solution to f0(X0) = 0 and by
searching over all 23 vectors in 3 variables and evaluating them we can compute
V0. Therefore the corresponding symbol is

S0 = (X0 = {x0, x1, x2}, V0 = {(0, 0, 0), (0, 0, 1), (0, 1, 0), (1, 1, 1)}).

Throughout the paper a symbol S0 is represented in table-form for better read-
ability. For this example S0 it is

S0 0 1 2
a0 0 0 0
a1 0 0 1
a2 0 1 0
a3 1 1 1
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where the integers 0, 1, 2 in the first row indicate the variables x0, x1, x2 and
a0, . . . , a3 are identifiers of the vectors in V0.

2.1 Agreeing

In order to find a solution to (1) the Agreeing algorithm attempts to delete
vectors from symbols Si which cannot be part of a common solution. In the
following, the projection of a vector vk on variables A is denoted by vk[A] and
V [A] denotes the set of projections of all vectors vk ∈ V on variables A.

Given two symbols Si = (Xi, Vi) and Sj = (Xj , Vj) with i �= j we say that
Si and Sj are in a non-agreeing state if there exists at least one vector ap ∈ Vi

such that ap[Xi∩Xj ] �∈ Vj [Xi∩Xj ]. If there exists a solution to the system, each
symbol will contain one vector that matches the global solution. The vector ap
cannot be combined with any of the possible assignments in symbol Sj , hence
it cannot be part of a solution to the whole system and can be deleted. The
deletion of all vectors ap ∈ Vi and bq ∈ Vj which are incompatible with all
vectors in Vj and Vi, respectively, is called agreeing. If by agreeing the set of
vectors of a symbol gets empty, there exists no solution to the equation system.
The agreeing of all pairs of symbols in a set of symbols {S0, . . . , Sm−1} until no
further deletion of vectors can be done is called the Agreeing algorithm.

Example 2 (Agreeing). The following pair of symbols is in a non-agreeing state:

S0 0 1 2
a0 0 0 0
a1 0 0 1
a2 0 1 0
a3 1 1 1

S1 0 1 3
b0 0 0 0
b1 1 0 1

.

The vectors a2, a3 differ from each bj in their projection on common variables
x0, x1 and can be deleted. Likewise, b1 cannot be combined with any of the ai
and can also be deleted. After agreeing the symbols become:

S0 0 1 2
a0 0 0 0
a1 0 0 1

S1 0 1 3
b0 0 0 0

.

2.2 Guessing

In the example above a further simplification of the equation system by agreeing
is not possible. One has to introduce a guess to the system. With Example 2,
that can be the deletion of vector a0. The system is in an agreeing state and
there exists only a single vector in V0 and V1 which gives us a local solution to
the equation system, namely the combination of a1 and b0, that is x0 = 0, x1 =
0, x2 = 1, x3 = 0.

Since practical examples of equation systems are fully or almost fully pair-
wise agreeing, a single run of the Agreeing-algorithm obtains no or little extra
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information about the solution to the system. Thus guessing a vector g ∈ Vi and
deleting all other v ∈ Vi, v �= g of a symbol and verifying the partial solution by
agreeing is a way to find a solution. If the guess was wrong the changes to the
equation system are undone and another guess is introduced.

3 Pocket-Agreeing

We introduce an improvement of the Agreeing algorithm based on the tuple
propagation by I. Semaev [11]. The Pocket Agreeing is closer to a potential
software implementation and offers some speed advantages and a simple learning
process.

The goal is to implement a software method to verify a guess fast. Another
aspect is fast backtracking. That means that when a guess is confirmed as in-
correct, the guess should be undone fast to avoid unnecessary overhead during
the computation.

Definition 2 (Pocket). Let Si = (Xi, Vi) and Sj = (Xj , Vj) be two pair-wise
agreeing symbols with Xi ∩ Xj = Xi,j and |Xi,j | > 0. For every projection
ρ ∈ Vi[Xi,j ] one creates a pair of pockets

pα = ({a | a ∈ Vi and a[Xi,j ] = ρ}, β), pβ = ({b | b ∈ Vj and b[Xi,j ] = ρ}, α))

with α and β as unique identifiers or ∅. For the pocket pα = (A, β), we use the
notation V (pα) = A and I(pα) = β.

The purpose of pockets is to have a system that easily identifies vectors that
cannot be part of a global solution. Assume that all the vectors in a pocket p
are identified as incompatible with a global solution for the system in its current
state, and get deleted. Then we can immediately delete all vectors in pocket I(p)
since these have the same assignment of variables also found in p, and so must
be inconsistent with a global solution too. Also note that one particular vector
from a symbol will in general appear in several different pockets. When a vector
is deleted from one pocket it is also simultaneously deleted from all the other
pockets where it appears.

Example 3 (Pocket). Given the symbols S0, S1 from Example 2 after they are
pairwise agreeing, X0 ∩ X1 = X0,1 = {0, 1}. There exists only one projection
V0[X0,1] = {(0, 0)}, thus there is only one pair of pockets to create, namely

p0 = ({a0, a1}, 1)

p1 = ({b0}, 0).

3.1 Propagation

Given a set of pockets generated from symbols S0, . . . , Sm−1 one can run agreeing
through pockets. In order to do so efficiently one assigns a flag to each vector
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in the problem instance instead of actually deleting them. The flag of a vector
ai can have three values: undefined, marked, and selected, where the flags of
all vectors are initially undefined. If a vector ai is marked, denoted by ai, it is
not suitable for extending the current partial solution, i.e. it is considered to be
deleted. If an ai is selected, denoted by a+i , it is considered to be part of the
current partial solution, and cannot be deleted. In other words a+i is guessed.

The main rule of propagating information in Pocket-Agreeing for the set of
pockets is: “While there is a pocket pq = (A, b) where all ai ∈ A are marked,
mark all vectors in the pocket pb, if b �= ∅.”

This method is analogous to agreeing, where vectors whose projection is not
found in another symbol are deleted. In Pocket-Agreeing equal projections are
calculated beforehand, stored as pockets, and instead of being deleted as soon
as they are not suitable for extending a partial solution, the vectors are flagged
as marked.

3.2 Watching

One technical improvement of the Pocket-Agreeing is the possibility to introduce
watches as done in SAT-solving. If one wants to implement the Pocket-Agreeing
one has to check constantly if all ai ∈ A are marked in a pocket (A, b). Experi-
ments show that this consumes a lot of time during the propagation.

In order to avoid this, one assigns in every pocket p a watch w ∈ V (p). Only
if the w gets marked it is checked if all the other ai ∈ V (p) are marked too. If w
gets marked there are two possible cases to distinguish:

1. All ai ∈ V (p) are marked, and by the propagation rule all vectors in the
pocket I(p) have to be marked, too.

2. There exists at least one ai ∈ V (p) which is not marked. This is then the
new watch.

This technique reduces the time used in the propagation phase. Also backtrack-
ing, i.e., undoing a guess in case it was wrong, is sped up. If at some point in
the program the conclusion is reached that the guess was wrong, one wants to
undo the changes - namely markings - caused by the last guess, in order to try
another guess.

To do so one just undoes the marking of vectors from the last guess, since
pockets were not changed. The watches can stay the same, since they were by
construction the last vectors which got marked in the pocket, or they are not
marked at all.

3.3 Guessing

The process of guessing starts with selecting one symbol Si where all but one
vector from Vi are marked. The remaining vector v+ gets flagged as selected
in order to remember that it is guessed to be part of a correct solution. Then
Pocket-Agreeing based on the latest markings is started.

Two possible outcomes of the agreeing are possible:
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1. Only non-selected vectors get marked. The system is in an agreeing state.

2. At some point the algorithm marks some g+, which is by the description
above the last vector remaining for some symbol. This is called a conflict.

If the system ends in an agreeing state, we pick another symbol, select one of its
vectors, mark the others and continue the propagation. In the case of a conflict
the extension of the partial solution with the previous guess(es) was not possible,
and we must backtrack.

4 Learning

During the computation of a solution to the input equation system, it is nat-
ural that wrong guesses occur. It is now interesting why these occur, since a
wrong guess implies that a wrong branch of the search tree was visited. Usually,
the implications that show a guess must be wrong only involve a subset of the
introduced markings. The purpose of this section is to identify exactly which
markings yield a proof of inconsistency for the system. By storing this informa-
tion the solver learns new facts about the system, and the overall number of
guesses needed to find the solution is reduced.

Definition 3 (Implication Graph). An implication graph G is a directed
graph. Its vertices are vectors which are marked.

For a marked vector ai the pocket P (ai) is the pocket where all vectors became
marked, and by propagation caused the marking of ai. If the marking of ai is due
to an an introduced guess then P (ai) = ∅. The set of directed edges E consists
of all markings due to propagation, i.e.:

(ai, aj) ∈ E if ai ∈ V (P (aj)).

Edges (ai, aj) are labeled by P (aj).

Example 4 (Implication Graph). Let the following pockets be given.

p0 = ({a0}, 1)

p1 = ({c0, c1}, 0)

p2 = ({b0, b1}, ∅)

p3 = ({c0}, 2)

Introducing the marking a0 would yield the following implication graph.

The implication graph is not unique and depends on the order in which empty
pockets are processed.
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Fig. 1. Example Implication Graph.

4.1 Conflict Analysis

Let g+ be the vector which yielded the conflict, that is it was flagged as selected
and by agreeing became marked. The immediate source of the conflict is the
marking of all hj ∈ V (P (g+)). But for further analysis we are more interested
in vectors which caused the conflict by introducing a guess. These are hj ’s con-
nected to g+ in the implication graph, where P (hj) = ∅. By analyzing the graph
we can find the hj ’s recursively:

R(g) = {hj |hj ∈ V (P (g)) and P (hj) = ∅} ∪
⋃

hj∈V (P (g))

P (hj) �=∅

R(hj). (2)

R(g) will then be the set of marked vectors due to guesses, that caused g to be
marked. In other words, R(g) tells us exactly which of the introduced guesses
that are incompatible with g being part of the solution. This information can be
stored as a new pocket, as shown in the following.

4.2 Conflict Construction & Reduction

Assume the marking of g+ yields a conflict and we have found that R(g) =
{h0, h1, . . . , hr} are the marked vectors that imply the marking of g+. We can
now create a new pair of pockets with the implication

R(g)⇒ g,

i.e., if all vectors in R(g) are marked, then g must be marked. The pockets
expressing this are

ps∗ = ({h1, . . . , hr}, t)
pt = (g, ∅).

(3)

However, storing (3) for further computation does not give us any new infor-
mation, since it is a direct consequence of agreeing. We are more interested in
a reduced condition under which we can mark g and exclude it from a common
solution during the search process. The following lemma shows how to find a
reduced condition for when g can be marked.

Lemma 1. Let the pockets p = ({h1, . . . , hr}, q) and pq = ({g1, . . . , gs}, ∅) be
given. For any hj and gi, let Xgihj

be the set of variables that are common to both
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hj and gi. Let H be the set of vectors hj ∈ V (p) such that hj [Xgihj
] �= gi[Xgihj

]
for all i. Then marking all vectors in V (p) \ H implies marking all vectors in
V (pq).

Proof: Mark all vectors in V (p) \H and assume that some gi is part of the
solution to the system and should not be marked. Since any vector hj ∈ H
is different in its projection on Xgihj

from gi[Xgihj
], no vectors in H can be

combined with gi in a global solution, so all vectors in H must be marked. Then
the pocket p yields that gi must also be marked. This conflict shows that gi
cannot be part of the solution to the system after all, so all vectors in V (pq)
should be marked once the vectors in V (p) \H are marked. ��

Using this lemma, we delete from the vectors in R(g) all hj for which is true
that

hj [Xghj
] �= g[Xghj

],

and save the implication in a pair of pockets:

ps = ({hj |hj ∈ R(g) and hj [Xghj
] = g[Xghj

]}, t)

pt = (g, ∅).

These two pockets are then added to the list of pockets the system already
knows.

From the conflict described above we can also derive further new knowledge.
Up until now we have our reduced implication ps ⇒ pt, i.e. if all vectors in ps
are marked, mark the vector g ∈ V (pt). Also, it holds for any vector g that

g+ ≡ g1, g2, . . . , gr with gi �= g and g, g1, . . . , gr are all vectors in a symbol (4)

Thus g can become an implicit guess by marking all other gi’s in the same
symbol. From the pair of pockets ps, pt we can now further derive that if g is
guessed, at least one of the vectors in ps has to be selected. Otherwise all hj in
ps would be marked, and the pockets ps, pt would yield a conflict. We express
this with the following lemma.

Lemma 2. Let the pockets ps = (h1, . . . , hr, t) and pt = (g, ∅) be given. For any
symbol Sγ = (Xγ , Vγ) such that Vγ ∩ V (ps) �= ∅ the implication of the following
pockets must hold:

psγ = ({g1, . . . , gr|gi �= g} ∪ (V (ps) \ Vγ), tγ)

ptγ = (Vγ \ V (ps), ∅)

Proof: Let ps = ({au, . . . , av, bx, . . . , by}, t) where {bx, . . . , by} = V (ps) ∩ Vγ .
Then the condition g+, au, . . . , av implies that one of bx, . . . , by has to be selected
(guessed). Otherwise, if none of bx, . . . , by are selected all vectors in V (ps) are
marked, and g has to be marked too (by ps ⇒ pt). This would be a conflict since
g+ is implicitly selected. Guessing one of bx, . . . , by implies the marking of all
vectors in Vγ \ {bx, . . . , by}, which is exactly the set of vectors in ptγ . ��

By using Lemma 1, we should also reduce the condition for when the vectors
in V (ptγ ) can be deleted by excluding vectors in V (psγ ) that differ in projection
on common variables to all vectors in V (ptγ ).
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Remark 1 (Cycle-rule). Lemma 1 is an extension to the cycle-rule by Igor Se-
maev [12]. The cycle-rule states that through (4) it is possible to delete from
an implication a0, . . . , ar ⇒ h0, . . . , hs those ai which belong to the same sym-
bol as h0, . . . , hs. However, the cycle-rule is extended by removing vectors from
a0, . . . , ar which do not belong to the same symbol, but only differ in their pro-
jection from the vectors h0, . . . , hs. Note that if two vectors belong to the same
symbol, they always differ in their projection on common variables.

4.3 Non-chronological Backtracking

After the learning is completed the last guess should be undone and based on
the extended pocket database Agreeing should run again. If the system is now
in a non-agreeing state it can only be due to newly learnt pockets ps. Thus any
change to the system that does not involve vectors in V (ps) will necessarily result
in a conflict again. Therefore we can jump back to the tree-level at which the
last change in an ps occurred, depending on which pocket yielded the conflict.
This way we cut futile branches of the search tree and economize the search in
the number of guesses.

Example 5. Let the following equation system be given:

S0 1 2 3
a0 0 0 0
a1 0 1 1
a2 1 1 0
a3 1 1 1

,

S1 2 4 5 6 12
b0 0 1 0 0 0
b1 0 1 0 1 0
b2 0 1 1 0 1
b3 1 0 1 1 1

,

S2 4 7 8
c0 1 0 0
c1 1 0 1
c2 0 1 0
c3 0 1 1

,

S3 1 9 10
d0 0 0 1
d1 0 1 0
d2 1 0 0
d3 1 1 1

,

S4 10 11 12
e0 0 0 1
e1 0 1 0
e2 1 0 0
e3 1 1 1

,

S5 9 11 12
f0 0 0 1
f1 0 1 0
f2 1 0 0
f3 1 1 1

.

The intersection graph in Figure 2 indicates pairs of symbols from which
pockets are generated. The labled edges between symbols show intersections in
the sets of variables. No pockets are generated from the pair S1, S5 since changes
of variable x12 will propagate through the path S1, S4, S5 while agreeing.

Assume that by some heuristic the order of symbols to be guessed is S0, S1, S2,
S3, S4, S5. The partial solutions a

+
0 , b

+
0 , c

+
0 are selected in that order. This results

in the following equation system after agreeing:

S0 1 2 3
a0 0 0 0

,
S1 2 4 5 6 12
b0 0 1 0 0 0

,
S2 4 7 8
c0 1 0 0

,
S3 1 9 10
d0 0 0 1
d1 0 1 0

,
S4 10 11 12
e1 0 1 0
e2 1 0 0

,
S5 9 11 12
f1 0 1 0
f2 1 0 0

.

For a further extension of the partial guess one tries to extend the partial
solution by d0. The resulting implication graph after marking d1 is shown below.
Marking d1 causes e1 to be marked by pocket p18, which again causes f1 and
d0 to be marked by pockets p26 and p21. This is clearly a conflict, since d0 was
previously selected but should be marked now. Now we analyze the source of
the conflict in order to learn from it.

R(d0) = {a1, a2, a3, b2, d1}
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S0

S3 S5 S1

S4

S2

{1}
{2}

{4}

{12}

{12}{10}

{9}

{11, 12}

p0 = ({a0}, 1) p1 = ({b0, b1, b2}, 0)
p2 = ({a1, a2, a3}, 3) p3 = ({b3}, 2)
p4 = ({a0, a1}, 5) p5 = ({d0, d1}, 4)
p6 = ({a2, a3}, 7) p7 = ({d2, d3}, 6)
p8 = ({b0, b1, b2}, 9) p9 = ({c0, c1}, 8)
p10 = ({b3}, 11) p11 = ({c2, c3}, 10)
p12 = ({b0, b1}, 13) p13 = ({e1, e2}, 12)
p14 = ({b2, b3}, 15) p15 = ({e0, e3}, 14)
p16 = ({d0, d3}, 17) p17 = ({e2, e3}, 16)
p18 = ({d1, d2}, 19) p19 = ({e0, e1}, 18)
p20 = ({d0, d2}, 21) p21 = ({f0, f1}, 20)
p22 = ({d1, d3}, 23) p23 = ({f2, f3}, 22)
p24 = ({e0}, 25) p25 = ({f0}, 24)
p26 = ({e1}, 27) p27 = ({f1}, 26)
p28 = ({e2}, 29) p29 = ({f2}, 28)
p30 = ({e3}, 31) p31 = ({f3}, 30)

Fig. 2. The intersection graph and the resulting pockets. Dotted edges in the intersec-
tion graph are ignored.

Fig. 3. Implication Graph of guess a0, b0, c0, d0.
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To create the reduced ps we compare projections of a1, a2, a3, b2, d1 in common
variables to projections of d0. We see that a2 and a3 have a different projection
than d0 on their common variable x1, so these vectors can be excluded from ps
by Lemma 1. d1 can obviously also be excluded since it belongs to the same
symbol as d0. After this reduction we get:

p32 = ({a1, b2}, 33)

p33 = ({d0}, ∅).

Using Lemma 2 we also derive:

p34 = ({d1, d2, d3, a1}, 35)

p35 = ({b0, b1, b3}, ∅)

p36 = ({d1, d2, d3, b2}, 37)

p37 = ({a0, a2, a3}, ∅)

After this learning process we agree the system again, with our newly ob-
tained knowledge. The pockets p32 and p33 cause d0 to be marked. This implicitly
selects d+1 , which immediately yields another conflict, without introducing any
new guess. Thus the guesses a+0 , b

+
0 , c

+
0 cannot all be right. We can immediately

read from p32 where to backtrack. We see from p32 that the guessing of c+0 was
not a cause for the conflict, otherwise there would be some ci-vectors in p32. This
tells us that if we now backtrack and select, say c+1 , we will end up in the very
same conflict again. Hence we can go back to the point where b0 got guessed
(and b2 marked) and try selecting another bj-vector. Bypassing the guesses on
all ci-vectors that would be due in a naive search algorithm saves a lot of time.

Figure 4 shows the decision tree until the first solution is found. Branches
not incorporating vectors from all symbols indicate conflicts. Connected to the
dotted lines are the newly learned pockets. In comparison the naive search tree,
without learning, is depicted in Figure 5.

4.4 Variable-based guessing

In the algorithm we have explained, we guess on which of the possible assign-
ments in a symbol that is the correct one. It may look more natural to guess
on the value of single variables as is done in SAT-solving. Given an instance
S0, S1, . . . , Sm in variables X there exists a simple way to realize variable-based
guessing. Instead of establishing a separate mechanism of introducing the guess
on a single variable one inserts new symbols of the form Sxi

= ({xi}, {v0 =
0, v1 = 1}) for every xi ∈ X before the pocket generation. These symbols con-
tain no information but can easily be integrated into the system. Assume one
wants to guess that xi = 0. From the newly inserted symbol one just marks v1
and propagates the guess by agreeing instead of keeping a separate table of all
vectors in which xi occurs as 1 and marking them. Another advantage is that
this way of introducing variable guessing integrates with the learning without
problems.
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Fig. 4. Search tree with learning.

Fig. 5. Naive search tree.
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Of course this approach works for other fields than F2, too. Assume an equa-
tion system over Fq then one inserts for every xi ∈ X a symbol Sxi

= ({xi}, Vxi
=

{vj |vj ∈ Fq}).

5 Experiments

5.1 Results

In order to evaluate the strength of the proposed solving algorithm, several
experiments were made with random equation systems over F2. A software,
calledGluten, that implements the algorithm was developed. To get a comparison
with another solving technique we took a SAT-solver, namely MiniSAT since the
guess/verify technique to obtain a solution is similar. Furthermore SAT-solving
is a well researched field and MiniSAT among the fastest programs in this field.

Rather than comparing pure solving time we compare the number of vari-
able guesses needed until a solution to the system is obtained. During all the
experiments it holds m = n, i.e. the number of equations is equal to the number
of variables. We make sure the systems have at least one solution. The sparsity
l is also fixed to l = 5. The ANF degree for the equations we generate will be
randomly distributed, but will of course be upper bounded by the sparsity. Fur-
thermore every m = n was tested with 100 randomly generated instances and
the arithmetic mean calculated afterwards.

Figures which display both very large and very small values are log-scaled
for better readability.

5.2 Random Instances

In this experiment the expected number of roots for every equation is E(|Vi|) =
24 and binomially distributed, as would be the case when the symbols are ob-
tained from random ANF’s.
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Fig. 9. MiniSAT average and error (log-
scale)

In Figure 6 one can see that Gluten performs clearly better up til around
m = n = 170. Afterwards the average values for MiniSAT stay low while the
number of guesses for Gluten rise fast. Figure 7 shows that the error margin is
very high to the average in comparison to the error margin of MiniSAT, shown
in Figure 9. In other words, Gluten runs into a few cases where it makes an
extremely high number of guesses whereas MiniSAT is able to keep its number
of guesses not too far from the average.

To get a better comparison of both methods in Figure 8, the case of n =
m = 200 along with the sample number is given. For every of the 100 samples
the black bar indicates the number of variable guesses Gluten took to obtain a
solution and the grey bar shows the number of guesses MiniSAT took to find a
solution. In approximately 1/3 of all samples Gluten performs worse, in the rest
approximately equally or better.

5.3 Uniformly distributed number of roots

The case when the number of roots in the equations are distributed uniformly at
random was also investigated. That means that the size of Vi is taken uniformly
at random from [1, 2l − 1] for each symbol.

In this scenario Gluten performs much better on the whole spectrum of the
experimental data. As Figure 10 and 11 shows the number of guesses for Gluten
rise linearly while the curve giving the number of MiniSAT’s guessings seems to
be quadratic (the polynomial 0.0232n2 + 1.6464n − 15.4 fits the dashed curve
very well). The Gluten values are less than 50; note the different scalings in
Figure 10 and 11. It is also interesting to notice that Gluten only needs to make
very few guesses, even for systems with over 250 variables.

6 Conclusion & Further Work

We have shown how new knowledge about the equation system can be obtained
in polynomial time when guessing partial solutions and running the Agreeing
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algorithm. New constraints on vectors defining partial solutions can be added
and using this, futile search-regions can be pruned. Our experiments show our
proposed algorithm performs better than SAT-solving in a large number of in-
stances. In particular, the experimental data shows that it is only necessary to
make a small number of guesses to solve systems where the number of roots are
uniformly distributed.

Several mechanisms are not yet introduced to our algorithm. Among them are
random restarts during the search process or random guesses. It is obvious that
a good guessing heuristic is crucial for the success of a solver of this kind. While
SAT-solving is well studied and a lot of different search-heuristics are available,
this is still an open field and topic for future research for the algorithm proposed
in this paper.
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Abstract. We study a new representation of non-linear multivariate
equations for algebraic cryptanalysis. Using a combination of multiple
right hand side equations and binary decision diagrams, our new repre-
sentation allows a very efficient conjunction of a large number of separate
equations. We apply our new technique to the stream cipher Trivium

and variants of Trivium reduced in size. By merging all equations into
one single constraint, manageable in size and processing time, we get a
representation of the Trivium cipher as one single equation.

Key words: multivariate equation system, BDD, algebraic cryptanaly-
sis, Trivium

1 Introduction

In this paper we present a new way of representing multivariate equations over
GF (2) and their application in algebraic cryptanalysis of the stream cipher
Trivium.

In algebraic cryptanalysis one creates an equation system of the cipher being
analyzed and tries to solve it. The solution will reveal the key or some other
secret information. Solving the system representing a cipher in time faster than
exhaustive search will be a valid attack on the cipher.

There exist several ways to represent such a system, e.g., ANF, CNF [1] or
MRHS [2]. Along these representations different families of algorithms to solve
equation systems have been proposed, e.g., Gröbner Basis like algorithms [3],
XL [4] SAT-solving [1] and Gluing/Agreeing algorithms [5, 2, 6].

For the stream cipher Trivium, which has an especially simple structure,
one can easily construct an equation system describing its inner state constraints
using some known keystream bits. Attempts at solving this system have never-
theless been unsuccessful. While reduced versions of Trivium could be broken
[1], there is no attack better than brute-force known for the full version.

Previous methods describe the Trivium-equation system as a set of non-
linear constraints, which have to be true in conjunction. One can simplify those
equation systems by joining several constraints into a single new one. Unfor-
tunately the conjunction operation usually leads to exponentially big objects,
which quickly become too big for today’s computers.
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In this paper we present a new way of representing the constraints given
by a non-linear equation system. This representation allows all equations in the
Trivium-equation system to be merged into one single equation. The process
of merging equations has asymptotically exponential complexity, but using our
new technique we are nevertheless still able to complete it in practice, with an
actual complexity far lower than the O(280)-bound for Trivium.

The paper is organized as follows. In Section 2 we explain the Multiple Right
Hand Side equation representation and Binary Decision Diagrams as well as
some operations on both constructions. The cipher Trivium is also briefly de-
scribed. Section 3 introduces Compressed Right Hand Side equations and shows
how a solution to such equations can be found. In Section 4 we present our
experimental results and explain how to reduce the Trivium equation system
to a single Compressed Right Hand Side equation. Section 5 concludes the pa-
per. The appendix contains examples for several of the used constructions and
algorithms.

2 Preliminaries

2.1 Multiple Right Hand Side Equation Systems

The Multiple Right Hand Side (MRHS) representation [2, 5] is an efficient way to
represent equations containing much inherent linearity. Equation systems com-
ing from cryptographic primitives are well suited for MRHS representation, since
cryptographic algorithms are usually built using both linear and non-linear com-
ponents.

A MRHS equation is a linear system with, as the name suggests, multiple
right hand sides. We write one MRHS equation as Ax = B, where A and B
are matrices with the same number of rows, and x is a vector of variables. Any
assignment of x such that Ax equals some column in B satisfies the equation.

We construct a system of MRHS equations from a cryptographic primitive
as follows. First we assign variable names to the bits of cipher states at several
places in the encryption process. The assignment of variables should be done
such that the bits of the input and output of any non-linear component can
be written as linear combinations of variables. Then we construct one MRHS
equation Ax = B for each non-linear component f . The rows of A are the input
and output linear combinations of f . Finally, we list all possible inputs to f ,
with their corresponding outputs. Each input/output pair becomes a column in
B. An example of this can be found in the appendix.

Following this procedure we can construct a system of MRHS equations

A1x = B1, . . . , Amx = Bm

for any cryptographic primitive that uses relatively small non-linear components.
For a given solution to the system, there is exactly one column in each Bi

corresponding to this solution. We say such a column is correct. If the system has
a unique solution, there is only one correct right hand side in each Bi. Solving
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MRHS equation systems means identifying columns in the Bi that cannot be
correct, and delete them.

Several techniques for solving MRHS systems exist. One of them is called
gluing and is used in this paper. Gluing means to merge two equations into one,
making sure that only solutions that satisfy both original equations are carried
over into the new (glued) equation.

Gluing two equations reduces the number of equations by one. The process
of gluing can be repeated, packing all initial equations into one MRHS equation.
The resulting equation is nothing more than a system of linear equations, and
can easily be solved. The solution we find will necessarily satisfy all the original
initial MRHS equations, so this strategy will solve the system in question.

The problem we face when applying the technique of gluing in practice,
is that the number of right hand sides in glued equations tends to increase
exponentially. Only when there are just a few equations remaining, with large
A-matrices, will the restrictions on potential solutions be so limiting that the
number of possible right hand sides rapidly decreases. As we shall see, however,
the problem of exponential growth in the number of right hand sides may be
circumvented using binary decision diagrams.

2.2 Binary Decision Diagrams

In this section we will introduce binary decision diagrams (BDDs). A BDD is
a directed acyclic graph used to represent a set of binary vectors or a Boolean
formula. They are mostly used in design and verification systems and were intro-
duced by S.B. Akers [7]. Later implementations and refinements led to a broad
interest in the computer science community as BDDs allow the manipulation of
large propositional formulae [8, 9] in compressed form. Sometimes they are used
as an alternative to guess-and-verify solvers of propositional problems since they
enable one to keep track of all satisfying assignments at once and offer polyno-
mial time algorithms to count the number of solutions of a propositional problem
given in the form of a BDD.

The use of BBDs in cryptanalysis for LFSRs was proposed by Krause [10]
and successfully applied to Grain with NLFSRs by Stegemann [11].

Definition 1 (Binary Decision Diagram). A binary decision diagram is
a pair D = (G,L) where G = (V,E) is a directed acyclic graph, and L =
(l0, l1, . . . , lr−1, ε) is an ordered set of variables.

The vertices of G are V = {v0, v1, . . . , vs−1} ∪ {�,⊥} where all vi denote
inner vertices and contain exactly one root vertice with no incoming edges. Every
inner vertex v has exactly two outgoing edges, which we call the 1-edge and the
0-edge. We call � and ⊥ terminal vertices, they have no outgoing edges. Every
vertex v is associated with a variable, denoted L(v), and for all edges (u, v) we
have L(u) appearing before L(v) in L. We always have L(�) = L(⊥) = ε.

We denote with G(v) the subgraph of G rooted at v, i.e., the graph consisting
of vertices and edges along all directed paths originating at v. For any pair of
vertices u,w it holds that if G(u) = G(w) then u = w.
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There exist other definitions of BDDs which do or do not include the order L
or the reducedness property of unequal subgraphs. The definition above is also
known as a reduced ordered BDD and is canonical [9]. We denote the number
of vertices in a binary decision diagram D by B(D) = |G|. The size of a BDD
depends heavily on the order L. Finding the optimal ordering to minimize B(D)
is an NP -hard problem [9].

In Definition 1 L induces a partial order of the vertices. We visualize a BDD
by drawing it from top to bottom, with vertices of the same order on the same
line, and we say that these vertices are at the same level. There is only one root
vertex and it must necessarily associated with the first variable in L. This node
associated with l0 is drawn on top, and the nodes � and ⊥ are drawn on the
bottom. An example of a BDD can be found in the appendix.

Definition 2 (Accepted Inputs of a BDD). In a BDD D every path from
the root vertex to the terminal vertex � is called an accepted input of D.

Since every inner node is associated with a variable, we can regard every
edge as a variable assignment. To find a variable assignment (or vector) which
is accepted by the BDD, we start with an empty vector of length |L|. Following
a path from the root vertex to � we visit at most one node at each level.

Whenever we go from v through a 1-edge, we say that L(v) is assigned to 1,
and L(v) = 0 whenever we go via a 0-edge. A path that ends up in � gives us
one accepted input in terms of variable assignments. Likewise, a path from the
root vertex to ⊥ gives us a rejected input to a specific BDD. By traversing all
paths to � we can build the set of all vectors which are accepted by the BDD.

If a path from the root to � jumps a level, i.e. the assignment to a variable
lk is undefined since the path does not contain a vertex v with L(v) = lk,
both assignments to this variable are accepted and we get two different variable
assignments. If an accepted input jumps r levels in total we get 2r different
satisfying assignments from this path. An example of accepted inputs of a BDD
can be found in the appendix.

AND-Operation on BDDs. As shown above, we can use BDDs to represent the
set of vectors that satisfy a Boolean equation. By the nature of our equation
systems, we need a way to merge solution sets from different equations. Below
is a simple recursive algorithm which does this. A more general version of the
algorithm can be found in [12].

Let D and D′ be two BDDs with v0 as the root of D and u0 the root of D′.
The conjunction of D and D′ into a new BDD E is done as follows.

First we need to define an ordering on the union of variables from D and D′.
Next, we set the root node of E at the top level, and label it (v0u0). Then we
perform Algorithm 1, which will fill in nodes and edges in E , from top to bottom.

The paths in the BDD that results after merging D and D′ using Algorithm
1 will correspond to vectors that satisfy both Boolean equations related to D
and D′. One feature of the conjunction of two BDDs is that all nodes in the new
BDD can be labelled with (vu) where v and u come from the two orginal BDDs.
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Algorithm 1 Merging BDDs D and D′ into E

while ∃ a node (vu) in E without outgoing edges do
Let ve be child of v in D through e-edge
Let ue be child of u in D′ through e-edge
if L(v) = L(u) then � v and u are at the same level

Insert (v0u0) at level min{L(v0), L(u0)} with 0-edge from (vu).
Insert (v1u1) at level min{L(v1), L(u1)} with 1-edge from (vu).

end if

if L(v) < L(u) then � v is higher up than u

Insert (v0u) at level min{L(v0), L(u)} with 0-edge from (vu).
Insert (v1u) at level min{L(v1), L(u)} with 1-edge from (vu).

end if

if L(v) > L(u) then � u is higher up than v

Insert (vu0) at level min{L(v), L(u0)} with 0-edge from (vu).
Insert (vu1) at level min{L(v), L(u1)} with 1-edge from (vu).

end if

end while

It is then not hard to see that the following upper bound holds

B(E) ≤ B(D)B(D′). (1)

We will use this fact later in the paper. For a more detailed description and
analysis of operations on BDDs one might consult [12, 9, 8]. An example of the
AND-operation on BDDs can be found in the appendix.

2.3 Trivium

Trivium [13] is a synchronous stream cipher and part of the ECRYPT Stream
Cipher Project portfolio for hardware stream ciphers. It consists of three con-
nected non-linear feedback shift registers (NLFSR) of lengths 93, 84 and 111.
These are all clocked once for each key stream bit produced.

Trivium has an inner state of 288 bits, which are initialized with 80 key
bits, 80 bits of IV, and 128 constant bits. The cipher is clocked 1152 times
before actual keystream generation starts. The generation of keystream bits and
updating the registers is very simple. The pseudo-code in [13] is a good and
compact description of the whole process of generating keystream as shown in
Algorithm 2.

Here zi is the key stream bit, and the registers are filled with the bits
s1, . . . , s288 before clocking.

For algebraic cryptanalysis purposes one can create four equations for every
clock; three defining the inner state change of the registers and one relating the
inner state to the key stream bit. Solving this equation system in time less than
trying all 280 keys is considered a valid attack on the cipher.

Small Scale Trivium. For our experiments we considered small scale versions of
Trivium. While reduced versions of a cipher sometimes dismiss some structural
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Algorithm 2 Trivium Pseudo-Code

for i = 1 to N do

t1 ← s66 + s93
t2 ← s162 + s177
t3 ← s243 + s288

zi ← t1 + t2 + t3 � Keystream bit

t1 ← t1 + s91 · s92 + s171
t2 ← t2 + s175 · s176 + s264
t3 ← t3 + s286 · s287 + s69

(s1, s2, . . . , s93) ← (t3, s1, . . . , s93)
(s94, s95, . . . , s177) ← (t1, s94, . . . , s176)
(s178, s179, . . . , s288) ← (t2, s178, . . . , s287)

end for

component of the full scale cipher, e.g. Bivium [1], we try to keep our reduced
versions as close to Trivium as possible.

We scale with respect to the number of bits in the state. When we speak
about Trivium-N , we are speaking about a cipher with N bits of internal state,
that is, scaled down by a factor α = N/288. The lengths of the two first registers
will be 93α and 84α, rounded to the nearest integers. The length of the last
register will be what remains to get N as the total number of state bits (either
�111α� or �111α�).

In the full Trivium, the three top positons in each register are all used as tap
positions. This property is also carried over to all the scaled versions. For the
tap positions appearing elsewhere in the registers, we simply scale their indices
with α. For example, as 66 is used as a tap position in the full Trivium, for
Trivium-N the corresponding tap position will be 66α, rounded to the nearest
integer, with the following exception: Tap positions that are close to each other
in the full Trivium may get the same indices in some Trivium-N if α is small
enough. When this happens, we reduce the tap position of the smaller index by
one, thus ensuring that all tap positions in Trivium-N are distinct. The equation
systems representing Trivium-N and Trivium will then have similar structures.

3 Compressed Right Hand Side Equation Systems

With MRHS equations a clear separation between the linear and the non-linear
part of an equation was introduced. Overall it yielded a much smaller repre-
sentation for equations typical in algebraic cryptanalysis. Nevertheless, solving
MRHS equations has been limited to relatively small-scale examples because of
the problem with a big number of right hand sides.

It was shown in [7] that representing Boolean equations as BDDs is canonical
with respect to the ordering of variables. This way of recording sets of assign-
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ments gives us the advantage that we may have a moderate number of nodes in
a BDD, but very many paths from the root leading to �. Rather than writing
out all satisfying assignments, or a truth table for a Boolean equation, only a
BDD is retained in memory. However, when experimenting with equations from
certain ciphers, BDDs may also become too big to keep in computer memory
[11].

By combining the MRHS and BDD approaches, we get a new way to handle
large equation systems in algebraic cryptanalysis. We call this representation of
equations Compressed Right Hand Sides (CRHS) equations.

Definition 3 (CRHS). A compressed right hand side equation is written as
Ax = D, where A is a k × n-matrix with rows l0, . . . , lk−1 and D is a BDD
with variable ordering (from top to bottom) l0, . . . , lk−1. Any assignment to x
such that Ax is a vector corresponding to an accepted input in D, is a satisfying
assignment.

An easy example of a CRHS equation can be found in the appendix.

CRHS Gluing. If we are given two Boolean equations f1(X1) = 0, f2(X2) = 0
and we want to find vectors in variables X1 ∪X2 which satisfy both equations
simultanously we can do this by investigating their individual satisfying vectors
at common variables. If two vectors have the same values at common variable
indices we have found a vector which satisfies both equations. This operation is
part of the Gluing operation described in Section 2.1.

If we are given two CRHS equations [C1]x = D1, [C2]x = D2 and we want to
compute their common solutions we use a similar technique called CRHS Gluing.
The result of gluing both equations above is

[
C1

C2

]
x = D1 ∧ D2.

Any assignment of x such that

[
C1

C2

]
x is an accepted input in the conjunction

D1∧D2 gives a solution to both initial equations simultanously. Like the Gluing
operation on MRHS equations the right hand side BDD contains all possible
combinations of vectors from the original equations. The difference is that sat-
isfying vectors are no longer explicit in the computer memory, but are recorded
in a compressed format, namely as paths in the BDD.

It is easy to output all possible vectors from the paths in a BDD. There also
exists an easy polynomial-time (in the number of nodes) algorithm to count the
number of accepted inputs to a BDD. An example of CRHS-gluing can be found
in the appendix.

3.1 Dependencies among linear combinations

The left hand side in a CRHS equation is equal to the left hand side in a MRHS
equation, namely a set of linear combinations {l0, . . . , lk−1} in the variables of
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the system. If we glue several CRHS equations together, it might happen that
the resulting left hand side matrix in the glued equation does not have full
rank, that is, the set of linear combinations in the left hand side contains linear
dependencies.

The BDD on the right hand side treats the li as variables, and is oblivious
to the constraint that some of them should sum to zero or one. Therefore, an
accepted input in the BDD may or may not satisfy the linear dependencies
known to the left hand side. These paths should be taken out of the BDD in
order to not produce false solutions.

The straight-forward way to remove paths that do not satisfy some linear
dependency is to use the AND-operation. The number of nodes in the BDD
representing a linear equation g(l0, . . . , lk−1) is two times the number terms in
g. It is then easy to construct the BDD for any g, and combine it with the BDD
in the equation using the AND-operation. This will remove all false solutions.

4 Experimental Results

While exploring the possibilities of CRHS equations we used a software library
called Cudd [14]. The Cudd software library implements various types of BDDs
and algorithms/operations which can be performed on BDDs. The code base is
optimized and usable on a personal computer even for very big BDDs.

We used Cudd together with C++ code and developed a program capable of
reading different equation systems representing scaled Triviums and then gluing
the equations together.

It was crucial in the experiments to find out the size of the resulting CRHS
equation when gluing many of them together. This number is important to
determine in order to evaluate the feasability of our method. Theoretically the
size of the final CRHS equation C is upper bounded by

B(C) ≤ B(c0) · B(c1) · . . . · B(cr−1)

when gluing CRHS equations c0, c1, . . . , cr−1 into C. This value is exponential in
the number of nodes and might lead to infeasible sizes of BDDs, even for quite
small versions of Trivium. However, our experiments showed that the size of the
BDD for the glued CRHS equations was far smaller than the upper bound, and
stayed manageable. Thus we are indeed, in contrast to MRHS equation systems,
able to glue all equations in large CRHS equation systems together. For MRHS
equation systems, gluing all equations together will reveal the solutions to the
system. As we explain below, it is more complicated for CRHS equation systems,
due to false solutions in the right hand side BDD.

In the experiments reported below, we created CRHS equation systems rep-
resenting Trivium-N for various values of N . Then we glued all equations into
one single big CRHS equation. We examined different aspects of the equation
systems, which can tell us something about their solvability with our method.
For several small scale versions we measured the following properties:
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Value Description
n # of variables = # of initial CRHS equations
k # of different linear combinations of variables
B # vertices in BDD in final equation
lc # of linear constraints for solution
Sol. # paths in final BDD
Mem. Memory consumption in MB

N n k B lc Sol. Mem.

35 85 173 218.86 88 285.67 87
40 94 191 220.57 97 293.77 182
45 106 215 221.68 109 2106.60 358
50 115 233 221.15 118 2115.60 258
55 127 257 221.55 130 2127.60 329
60 138 282 222.34 144 2140.35 560
65 148 299 222.66 151 2148.60 687
70 160 323 222.42 163 2160.49 588
75 171 349 222.78 178 2173.83 742

Table 1. Experimental results

Initial equations have 4 nodes in the BDD, so we see from Table 1 that the
size of the BDD after gluing all equations together is far from the theoretical
upper bound. However, the growth of B is exponential just with a very small
constant. It is worth to notice that B is not strictly increasing with N . We also
see that the expected number of paths that satisfy all constraints given by lc is
between 2−4 and 2−2.

A point worth mentioning is that the exponential upper bound for gluing
CRHS equations together is tight, in general. There are equations that will
achieve the bound when glued together. Equation systems coming from ciphers
tend to be very sparse, in the sense that each initial equation contain few vari-
ables, and each variable only appears in a few equations. This is also the case for
Trivium. Two equations that do not share any variables have a linear size when
glued together. As shown in (5), the gluing in this case is basically putting one
BDD on top of the other. This may explain why it is particularly easy to glue
together CRHS equations coming from scaled versions of Trivium.

Full Trivium. So what about N = 288? For full Trivium our computer ran out
of memory before finishing gluing all equations together. On the other hand, we
were able to glue 404 of the 666 initial equations together, producing a CRHS
equation C1 of size 222.9. Then we glued the remaining initial equations into C2,
of size 224.8. By using the upper bound (1) for merging two BDDs, we have then
demonstrated that the single CRHS equation representing the full Trivium has a
size smaller than 247.7. The true size of the BDD for the full Trivium is probably
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a lot smaller than 247.7, given that the upper bound we use has proved to be
very loose for the systems we study. In any case, we know that the size of the
CRHS equation representing the full Trivium is quite far from the 280-bound for
a valid attack.

4.1 Solving Attempts

If a single CRHS equation gave a solution as readily as a MRHS equation, we
would be done, and have an algebraic attack on Trivium with complexity much
smaller than the O(280)-bound for exhaustive search. As noted above, we can not
deduce a solution straight from the CRHS equation, since we have eventually to
find a path in the BDD that satisfies a number of linear constraints. For scaled
Triviums, we have of course tried the straight-forward approach mentioned in
Section 3.1. Gluing BDDs representing linear constraints onto the BDD of the
cipher CRHS equation unfortunately makes the size grow too large very rapidly.

Another solving method we have tried works as follows. Let the set of linear
constraints to be satisfied be contained in a matrix LC. We set LC at the (single)
top node in the BDD, and will propagate the matrix through the whole BDD
according to Algorithm 3.

Algorithm 3 Propagating linear constraints through BDD with k levels.

for i = 0 to k do

for every node a at level i do
if a contains matrix then

Build matrix M of linear constraints present in all matrices in a

if li = 0 is consistent with M then

Send M |li=0 through 0-edge
end if

if li = 1 is consistent with M then

Send M |li=1 through 1-edge
end if

end if

end for

end for

What we are bascally doing is to fix the value of li in LC to 0 or 1 when
passing LC through a 0- or 1-edge out of a node at level i. If the linear constraints
of LC would become inconsistent by sending it across an edge, the matrix is not
propagated in that direction. Nodes receiving more than one LC-matrix will
only keep linear constraints present in all matrices.

A node containing a matrix could be interpreted as saying “Any path below
me must satisfy the linear constraints in my matrix.” We hope that the matrix
ending up in the �-node will contain some other linear constraints than the ones
we started with. If this is the case, we can repeat Algorithm 3 with increasingly
large LC.
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In small examples (that can be checked by hand) the method of propagating
the linear constraints through the BDD works, but for Trivium-35 it did not,
as there were no new linear constraints in the matrix arriving at the bottom.
What we did see for Trivium-35 however, was that there is a significant amount
of nodes at levels 113− 138 in the BDD that did not receive any matrices (due
to inconsistencies). At some levels almost half of the nodes were empty. We
learn from this that there is no path satisfying the linear constraints in LC that
can pass through these nodes, and so they can be deleted. Hence we can use
Algorithm 3 to prune the BDD, and reduce its size.

5 Conclusion & Further Work

In this paper we have introduced a new way of representing algebraic equations,
and shown its advantages compared to previously known representations. With
the CRHS representation it is possible to merge many more equations together,
than what is possible by other approaches. Building the CRHS equation system
for Trivium, we have shown that Trivium may be described by a single CRHS
equation with a BDD of size 247.7 nodes, at most.

We have not yet been able to solve big CRHS equation systems, due to the
many false solutions appearing in the right hand side BDD. The problem that
needs to be solved is: How do we efficiently find a path in a BDD that

satisfies a set of linear constraints? The method of matrix propagation helps
in reducing the size of the BDD, and may be an approach worth pursuing. This
is a topic for further research.

Finally, we should keep in mind that the operation of merging equations in
a system is a process with exponential complexity. This is also true for CRHS
equations, but for systems representing versions of Trivium we can do full merg-
ing anyway, because of the structure of the system. Solving non-linear equation
systems is NP-hard in general, so we cannot hope to have a solving algorithm
without any exponential step in it. Gluing all equations together is an exponen-
tial step, and full gluing normally solves the system. We can then speculate that
after gluing all initial equations into one, we have overcome the exponential step
and that the remaining problem for finding a solution can be solved efficiently.
It is not clear that the problem of finding a path in a BDD subject to a set
of linear constraints must have exponential complexity in the number of nodes.
Further investigation into this question is needed.
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Appendix

Example 1 (MRHS). The basic non-linear component in Trivium is the bitwise
multiplication found in the function updating the registers. The new bit (x6)
coming into a register at some point is related to the old ones (x1, . . . , x5) by

x1 · x2 + x3 + x4 + x5 = x6.

The multiplication is the non-linear component, with inputs x1 and x2, and
a single linear combination as output, namely x3 + x4 + x5 + x6. There are
four different inputs to this function, hence there will be four columns in the
B-matrix. The corresponding MRHS equation is

⎡
⎣1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 1 1 1

⎤
⎦

⎛
⎜⎜⎜⎜⎜⎜⎝

x1

x2

x3

x4

x5

x6

⎞
⎟⎟⎟⎟⎟⎟⎠

=

⎡
⎣0 1 0 1
0 0 1 1
0 0 0 1

⎤
⎦ . (2)

Example 2 (BDD). Figure 1 shows an example BDD. The vertex v0 is the root.
Solid lines indicate 1-edges and dashed lines indicate 0-edges. In this example
the order is (l0, l1, l2) as indicated to the left.
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v0

v1 v2

v3

⊥ �

l0

l1

l2

Fig. 1. Example BDD

Example 3 (Accepted Inputs). The accepted inputs for the BDD in Figure 1 are
the vectors (l0, l1, l2):

(0, 0, 0)

(0, 0, 1)

(0, 1, 1)

(1, 0, 1) .

One can see that (0, 0, 0) and (0, 0, 1) are on the same path from v0 to �. On
that path no node associated with l2 is visited, so l2 can be assigned both values.

A Boolean equation may be characterized by its set of satisfying assignments.
Building a BDD whose accepted inputs match the set of satisfying assignments,
gives us another representation of the same equation. For example, the Boolean
equation corresponding to the BDD in Figure 1 is l0l1 + l0l2 + l1l2 + l0 + l1 = 0.

Example 4 (AND operation). The top half of Fig. 2 shows the BDDs of two
Boolean functions. The left BDD shows l0+ l1+ l2 = 0, the right BDD represents
l0l1 + l2 = 0. Both BDDs share the same order of variables, and the resulting
BDD of their conjunction after reduction is shown below the two original BDDs.

Example 5 (CRHS). We write equation (2) from Example 1 as a CRHS equation
by converting the right hand side into a BDD.

Instead of writing out the left hand matrix of equation (2), we write down
the corresponding linear combinations, and give them the names l0, l1, l2.

⎡
⎣x1 = l0
x2 = l1
x3 + x4 + x5 + x6 = l2

⎤
⎦ =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

l0

l1

l2

� ⊥

v0

v1

v2 v3

(3)
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l0 v0 w0

l1 v1 v2 w1

l2 v3 v4 w2 w3

� ⊥ ⊥ �

v0 ∧ w0l0

l1

l2

v2 ∧ w3

v3 ∧ w3

�⊥

Fig. 2. AND-operation example

The right hand side of the CRHS equation is a compressed version of the right
hand side in a MRHS equation. Every accepted input in the graph of the CRHS
equation stands for one right hand side of the corresponding MRHS equation.
The example above contains the edge (v0, v3). This edge is jumping over a level,
i.e. every path through this edge does not contain any vertex at level l1. That
means that for a path containing the edge (v0, v3), the variable l1 can take
any value. The path 〈v0, v3,�〉 thus contains two vectors for (l0, l1, l2), namely
(0, 0, 0) and (0, 1, 0).

Example 6 (CRHS Gluing). The following two equations are similar to equations
in a Trivium equation system. In fact, the right hand sides of the following are
taken from a full scale Trivium equation system. The left hand matrices have
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been shortened.

⎡
⎣x1 = l0
x2 = l1
x3 + x4 = l2

⎤
⎦ =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

l0

l1

l2

� ⊥

u0

u1

u2 u3

,

⎡
⎣x4 = l3
x5 = l4
x6 + x7 = l5

⎤
⎦ =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

l3

l4

l5

� ⊥

v0

v1

v2 v3

(4)
The gluing of the equations above is

⎡
⎢⎢⎢⎢⎢⎢⎣

x1 = l0
x2 = l1
x3 + x4 = l2
x4 = l3
x5 = l4
x6 + x7 = l5

⎤
⎥⎥⎥⎥⎥⎥⎦
=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

l0

l1

l2

l3

l4

l5

�

w0

w1

w2 w3

w4

w5

w6 w7

, (5)

where ⊥-paths in this last graph are omitted for better readability. Note that
omitting these paths does not decrease the overall number of vertices. The re-
sulting equation has 8 nodes where the corredsponding MRHS equation would
have 16 right hand sides.
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Solving Compressed Right Hand Side Equation

Systems with Linear Absorption

Thorsten Ernst Schilling, H̊avard Raddum
thorsten.schilling@ii.uib.no,havard.raddum@ii.uib.no

Selmer Center, University of Bergen

Abstract. In this paper we describe an approach for solving complex
multivariate equation systems related to algebraic cryptanalysis. The
work uses the newly introduced Compressed Right Hand Sides (CRHS)
representation, where equations are represented using Binary Decision
Diagrams (BDD). The paper introduces a new technique for manipu-
lating a BDD, similar to swapping variables in the well-known sifting-
method. Using this technique we develop a new solving method for CRHS
equation systems. The new algorithm is successfully tested on systems
representing reduced variants of Trivium.

Key words: multivariate equation system, BDD, algebraic cryptanaly-
sis, Trivium

1 Introduction

Keystream generators produce pseudo-random sequences to be used in stream
ciphers. A strong keystream generator must produce the sequence from a secret
internal state such that it is very difficult to recover this initial state from the
keystream. The security of a stream cipher corresponds to the complexity of
finding the internal state that corresponds to some known keystream.

The relation between the keystream sequence and the internal state of the
generator can be described as a system of algebraic equations. The variables in
the system are the unknown bits of the internal state (at some time), and possibly
some auxilliary variables. Solving the equation system will reveal the internal
state of the generator, and hence break the associated stream cipher. Solving
equation systems representing cryptographic primitives is known as algebraic
cryptanalysis, and is an active research field.

This paper explores one approach for efficiently solving big equation systems,
and is based on the work in [1], where the concept of Compressed Right Hand
Side (CRHS) equations was introduced. A CRHS equation is a Binary Decision
Diagram (BDD) together with a matrix with linear combinations of the variables
in the system as rows. The problem of solving CRHS equation systems comes
mainly from linear dependencies in the matrices associated with the BDD’s. In
this paper we introduce a new method for handling linear dependencies in CRHS
equations, which we call linear absorption. The basis for linear absorption are
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two methods for manipulating BDD’s. One of them is the technique of swapping
variables in the well-known sifting method [2]. The other is similar, but, to the
best of our knowledge, not described in literature earlier. We call it variable
XOR.

We have tested the method of linear absorption on systems representing
scaled versions of Trivium [3]. We are able to break small versions of Trivium
using linear absorption, proving that the method works. From these tests we
derive an early estimate for the complexity of breaking the full Trivium using
linear absorption. Our results indicate that the complexity of solving systems
representing scaled Triviums increases with a factor 20.4 each time the size of
the solution space doubles.

2 Preliminaries

2.1 Binary Decision Diagrams

A Binary Decision Diagram (BDD) [4, 5] is a directed acyclic graph. BDDs were
initially mostly used in design and verification systems. Later implementations
and refinement led to a broader interest in BDDs and they were successfully
applied in the cryptanalysis of LFSRs [6] and the cipher Grain [7]. For our
purposes, we think of a BDD in the following way, more thoroughly described
in [1].

A BDD is drawn from top to bottom, with all edges going downwards. There
is exactly one node on top, with no incoming edges. There are exactly two nodes
at the bottom, labelled � and ⊥, with no outgoing edges. Except for � and ⊥
each node has exactly two outgoing edges, called the 0-edge and the 1-edge. Each
node (except for � and ⊥) is associated to a variable. There are no edges between
nodes associated to the same variable, which are said to be at the same level.
An order is imposed on the variables. The node associated to the first variable
is drawn on top, and the nodes associated to the last variable are drawn right
above � and ⊥. Several examples of BDDs are found in the following pages.

A path from the top node to either � or ⊥ defines a vector on the variables.
If node F is part of the path and is associated to variable x, then x is assigned
0 if the 0-edge is chosen out from F , and x is assigned 1 if the 1-edge is part of
the path. A path ending in � is called an accepted input to the BDD.

There is a polynomial-time algorithm for reducing the number of nodes in
a BDD, without changing the underlying function. It has been proven that a
reduced BDD representing some function is unique up to variable ordering. In
literature this is often referred to as a reduced, ordered BDD, but in this work
we always assume BDDs are reduced, and that a call to the reduction algorithm
is done whenever necessary.

2.2 Compressed Right Hand Side Equations

In [1] the concept of the Compressed Right Hand Side Equations was introduced.
CRHS equations give a method for representing large non-linear constraints
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along with algorithms for manipulating their solution spaces. In comparison to
previous methods from the same family of algorithms [8–10] they offer an efficient
way of joining equations with a very large number of solutions.

CRHS equations are a combination of the two different approaches Multiple
Right Hand Side Equations [9] (MRHS equations) and BDDs. While MRHS
equations were initially developed for cryptanalysis, BDDs were developed for
other purposes. Combining the two provides us with a powerful tool for algebraic
cryptanalysis. For instance, using CRHS equations it is possible to create a
single large BDD representing the equation system given by the stream cipher
Trivium.

Definition 1 (CRHS Equation [1]). A compressed right hand side equation
is written as Ax = D, where A is a binary k × n-matrix with rows l0, . . . , lk−1

and D is a BDD with variable ordering (from top to bottom) l0, . . . , lk−1. Any
assignment to x such that Ax is a vector corresponding to an accepted input
in D, is a satisfying assignment. If C is a CRHS equation then the number of
vertices in the BDD of C, excluding terminal vertices, is denoted B(C).

Example 1 (CRHS Equation). In order to write:

f(x1, . . . , x6) = x1x2 + x3 + x4 + x5 + x6 = 0

as a CRHS equation one chooses a name for every linear component in f(x1, . . . , x6) =
0. Here we decide to name the linear components l0 = x1, l1 = x2, l2 = x3+x4+
x5+x6. Furthermore one needs to define an ordering on these linear components.
For this example we we select the order l0, l1, l2, from top to bottom.

The matrix A formed by the linear components is then our left hand side
of the CRHS equation. The BDD formed by the possible values of l0, l1, l2 in
f(x1, . . . , x6) = 0 together with the before defined order forms the right hand
side of the CRHS equation.

The resulting CRHS equation is then:

⎡
⎣x1 = l0
x2 = l1
x3 + x4 + x5 + x6 = l2

⎤
⎦ =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

l0

l1

l2

� ⊥

v0

v1

v2 v3

. (1)

The right hand side of the CRHS equation represents the possible values of
l0, l1, l2 in f(x1, . . . , x6) = 0 in compressed form. The set of solutions of (1) is
the union of all solutions of Ax = L, where L is a vector contained in the right
hand side as an accepted input to the BDD. Naming equation (1) as E0, we have
B(E0) = 4.
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2.3 Joining CRHS equations

Given two CRHS equations A and B it is natural to ask: What are the common
solutions to A and B?

In [1] an algorithm, called CRHS Gluing is introduced. The algorithm takes as
input two CRHS equations and has as output a new CRHS equation which con-
tains the solutions of the conjunction of the input. This algorithm is exponential
in space and time consumption. Nevertheless, the constant of this exponential
has been shown to be small enough for practical applications.

Here, we use a simpler and cheaper method of joining two CRHS equations.
Given two BDDs D1 and D2, the notation (D1 → D2) is defined to simply mean
that � in D1 is replaced with the top node in D2. The two ⊥-nodes from D1

and D2 are merged into one ⊥, and the resulting structure is a valid BDD.

Given the two CRHS equations [L1]x = D1 and [L2]x = D2 the result of
joining them is [

L1

L2

]
x = (D1 → D2)

Any accepted path in (D1 → D2) gives accepted paths in both D1 and D2.

In other words, any x such that

[
L1

L2

]
x yields an accepted path in (D1 → D2)

gives solutions to the two initial CRHS equations.

When there are linear dependencies among the rows in

[
L1

L2

]
we get paths

in (D1 → D2) that lead to false solutions. The problem of false solutions is the
only problem preventing us from having an efficient solver for CRHS equation
systems. This problem is addressed in Section 3.3.

Example 2 (Joining CRHS equations). The following two equations are similar
to equations in a Trivium equation system. In fact, the right hand sides of the
following are taken from a full scale Trivium equation system. The left hand
matrices have been shortened.

⎡
⎣x1 = l0
x2 = l1
x3 + x4 = l2

⎤
⎦ =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

l0

l1

l2

� ⊥

u0

u1

u2 u3

,

⎡
⎣x4 = l3
x5 = l4
x6 + x7 = l5

⎤
⎦ =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

l3

l4

l5

� ⊥

v0

v1

v2 v3

(2)
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The joining of the equations above is

⎡
⎢⎢⎢⎢⎢⎢⎣

x1 = l0
x2 = l1
x3 + x4 = l2
x4 = l3
x5 = l4
x6 + x7 = l5

⎤
⎥⎥⎥⎥⎥⎥⎦
=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

l0

l1

l2

l3

l4

l5

�

w0

w1

w2 w3

w4

w5

w6 w7

, (3)

where ⊥-paths in this last graph are omitted for better readability. The resulting
equation has 8 nodes, where the corredsponding MRHS equation would have 16
right hand sides.

Joining two CRHS equations E0 and E1 is really nothing more than putting
one on top of the other and connect them. If E0 and E1 are joined to form E,
it is easy to see that B(E) = B(E0) + B(E1). The complexity of joining CRHS
equations is linear, and we can easily build a single CRHS equation representing,
for instance, the full Trivium. The CRHS equation representing the full Trivium
will have less than 3000 nodes, but 21336 paths in the long BDD, of which maybe
only one is not a false solution.

3 Solving Large CRHS Equation Systems

After joining several CRHS equations together the left hand side of the resulting
equation may contain linear dependencies which are not reflected in the right
hand side BDD. The matrix of the CRHS equation contains rows which sum to
0. The BDD on the other hand is oblivious to this fact and contains paths which
sum to 1 on the affected variables.

Since the set of solutions of the CRHS equation is the union of solutions to
the individual linear systems formed by each vector of the right hand side, we
need to filter out those vectors which yield an inconsistent linear system. Let for
example the left hand side of a CRHS equation contain the linear combinations
li, lj and lk and assume we found that li+lj+lk = 0. The BDDmight nevertheless
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contain a path which assigns li, lk and lk to values that make their sum equal to
1. Since we know that this path in the BDD does not correspond to a solution
we would like to eliminate it from the BDD.

In practical examples from the cryptanalysis of Trivium we end up with the
situation that almost all paths on the right hand side are of this kind, i.e., not
corresponding to the left hand side. The major problem is that we cannot easily
delete a path by some simple operation, e.g., deleting a node. This is because
there are many paths passing through a single node.

In order to delete all invalid solutions from a CRHS equation, we introduce
the techniques Variable XOR and Linear Absorption in the following. They are
new methods for the manipulation of BDDs and can be used to take care of
removing paths which correspond to false solutions.

3.1 Variable Swap

A usual operation on a BDD is to swap variable levels [2] while preserving the
function the BDD represents. This means to change the permutation of variables
in a BDD by exchanging adjacent positions of two variables. This is done for
example to change the size of a specific BDD. We will use this technique in the
following and give a short introduction to it.

The origins of the BDD data structure lie within the Shannon Expansion [11].
In the following let be F = f(x0, . . . , xn−1), Fxr

= f(x0, . . . , xr−1, 1, xr+1, . . . , xn−1)
and Fxr

= f(x0, . . . , xr−1, 0, xr+1, . . . , xn−1). Then by the Shannon expansion
every Boolean function can be represented in the form

F = x · Fx + x · Fx. (4)

We write the function as a BDD with the root node denoted F = (x, Fx, Fx).
Here x is the variable defining the level of the node, Fx is the node connected
through the 1-edge and Fx is the node connected to the 0-edge. Fx and Fx are
called the co-factors of the node F .

Let the variable coming after x in the variable order be y. To expand (4) by
the variable y, we have to expand the subfunctions Fx and Fx accordingly:

F = x · (y · Fxy + y · Fxy) + x · (y · Fxy + y · Fxy). (5)

Again, as a root node of a BDD we have F = (x, (y, Fxy, Fxy), (y, Fxy, Fxy))
but this time with explicitly written co-factors. Assume we would like to swap
the order of x and y. Then we can equivalently write (5) as

F ′ = y · (x · Fxy + x · Fxy) + y · (x · Fxy + x · Fxy) (6)

which leads us to the new node representation of F ′ = (y, (x, Fxy, Fxy), (x, Fxy, Fxy)).
Now the order of the variables x and y is swapped. Since (5) and (6) are equiv-
alent so are our BDD nodes before and after the swap.

Moreover, it becomes clear that swapping two variables is a local operation,
in the sense that only nodes at levels x and y are affected. If one would like to
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swap the levels x and y (where as above x is before y in the BDD permutation)
one has to apply the operation above to every node at level x and change it
accordingly.

Example 3 (Variable Swap).

l0

l1

l2

� ⊥

u0

u1

u2 u3

−→

l0

l2

l1

� ⊥

u0

u′

1
u3

u′

2 u′

3

Fig. 1. Swapping l1 and l2.

On the left side in Fig. 1 a BDD along with its permutation (l0, l1, l2) is de-
picted. In order to swap levels l1 and l2, i.e., change the permutation to (l0, l2, l1),
one has to apply the swapping routine described above to all nodes at level l1.
In this case u1 = (l1, u2, u3) is the only node affected. With explicitly written
co-factors we get u1 = (l1, (l2,�,⊥), (l2,⊥,�)). From the swapping procedure
above we know that the resulting new node is u′

1 = (l2, (l1,�,⊥), (l1,⊥,�)) =
(l2, u

′

2, u
′

3). Node u3 stays unchanged.

3.2 Variable XOR

In this section we introduce a new method for manipulating BDDs, the variable
XOR operation. As the name suggests, we change a variable by XORing a dif-
ferent variable onto it. To preserve the original function we have to change the
BDD accordingly. Below we explain how this is done. In fact, the procedure is
quite similar to Variable Swap, and is only a local operation.

Let x and y be two consecutive BDD variables (x before y) and σ = x + y.
We want to transform (5) into:

F ′ = x · (σ · Fxσ + σ · Fxσ) + x · (σ · Fxσ + σ · Fxσ). (7)

We can see that if x = 1 then Fxσ = Fxy and Fxσ = Fxy. Similarly if x = 0 then
Fxσ = Fxy and Fxσ = Fxy. With that in mind (7) can be written as

F ′ = x · (σ · Fxy + σ · Fxy) + x · (σ · Fxy + σ · Fxy) (8)

which leads immediately to the new node representation
F ′ = (x, (σ, Fxy, Fxy), (σ, Fxy, Fxy)). With this manipulation extra care has to
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be taken of edges incoming to nodes at the y-level that jumps over the x-level.
Here temporary nodes have to be introduced since y goes over into σ and cannot
longer be addressed directly.

Example 4 (Variable XOR).

l0

l1

l2

� ⊥

u0

u1

u2 u3

→

l0

l1

l2

� ⊥

u0

u1

u2 u3

t0

→

l0

l1

l1 + l2

� ⊥

u0

t′0

u′

2 u′

3

The first diagram shows the initial BDD in which the variable levels l1 and
l2 are to be XORed. The second diagram represents how the auxilliary node
t0 needs to be introduced since the edge (u0, u3) ignores the l1 level. Then the
variable XOR procedure is applied to both u1 and t0, and the resulting BDD
is reduced. After the application of the modification of equation (5) to (7) the
result of the variable XOR method to variables l1 and l2 of the initial diagram
is depicted.

3.3 Linear Absorption

We are now ready to explain the method of linear absorption.
Assume we have a BDD with (l0, . . . , lk−1) as the ordered set of linear com-

binations associated with the levels. We can easily find all linear dependencies
among the li’s. Assume that we have found the dependency li1+li2+. . .+lir = 0,
where i1 < i2 < . . . < ir.

By using variable swap repeatedly, we can move the linear combination li1
down to the level just above li2 . Then we use variable XOR to replace li2 with
li1 + li2 . Next, we use varlable swap again to move li1 + li2 down to the level
just above li3 , and variable XOR to replace li3 with li1 + li2 + li3 . We continue
in this way, picking up each lij that is part of the linear dependency, until we
replace lir with li1 + li2 + . . .+ lir . Let us call the level of nodes associated with
li1 + li2 + . . .+ lir for the zero-level.

We know now that the zero-level has the 0-vector associated with it. This
implies that any path in the BDD consistent with the linear constraint we started
with has to select a 0-edge out of a node on the zero-level. In other words, all
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1-edges going out from this level lead to paths that are inconsistent with the
linear constraint li1 + li2 + . . .+ lir = 0, and can be deleted.

After deleting all outgoing 1-edges, there is no longer any choice to be made
for any path going out from a node at the zero-level. If F is a node at the
zero-level, any incoming edge to F can go directly to F0, jumping the zero-level
altogether. After all incoming edges have been diverted to jump the zero-level,
all nodes there can be deleted, and the number of levels in the BDD decreases
by one. We are now certain that any path in the remaining BDD will never be
in conflict with the constraint li1 + li2 + . . . + lir = 0; we say that the linear
constraint has been absorbed.

We can repeat the whole process, and absorb one linear constraint at the time,
until all remaining li are linearly independent. At that point, any remaining path
in the BDD will yield a valid solution to the initial equation system.

4 Experimental Results

We have tested Linear Absorption on equation systems representing scaled ver-
sions of Trivium.

4.1 Trivium & Trivium-N

Trivium is a synchronous stream cipher and part of the ECRYPT Stream Cipher
Project portfolio for hardware stream ciphers. It consists of three connected non-
linear feedback shift registers (NLFSR) of lengths 93, 84 and 111. These are all
clocked once for each keystream bit produced.

Trivium has an inner state of 288 bits, which are initialized with 80 key
bits, 80 bits of IV, and 128 constant bits. The cipher is clocked 1152 times
before actual keystream generation starts. The generation of keystream bits and
updating the registers is very simple. For algebraic cryptanalysis purposes one
can create four equations for every clock; three defining the inner state change
of the registers and one relating the inner state to the keystream bit. Solving
this equation system in time less than trying all 280 keys is considered a valid
attack on the cipher.

Small Scale Trivium. In [1] a reduced version of Trivium, called Trivium-N was
introduced. N is an integer value which defines the size of the inner state of that
particular version of Trivium. Trivium-288 is by our construction equivalent to
the originally proposed Trivium.

All versions of Trivium-N with N < 288 try to preserve the structure of
the original Trivium as well as possible. This yields equation systems which
are comparable to the full cipher. Other small scale version of Trivium e.g.,
Bivium [12], in which an entire NLFSR was removed, seems to be too easy to
solve.
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4.2 Results

We have constructed CRHS equation systems representing Trivium-N for several
values of N , and run the algorithm for absorbing linear constraints described in
Section 3.3. For N ≤ 41 we were able to absorb all linear constraints, which
means that any remaining path in the BDD is a valid solution to the system (we
have also verified this).

The number of nodes in the BDD grows very slowly when absorbing the
first linear constraints, but increases more rapidly when the linear constraints
of length two have been absorbed. We know, however, that the number of paths
will be very small once all linear constraints have been absorbed since we expect
a unique, or very few, solution(s). Thus the number of nodes must also decrease
quickly after the number of absorbed constraints is past some tipping point.
For each instance we have recorded the maximum number of nodes the BDD
contained during execution, and used this number as our measure of complexity.
The memory consumtion is dominated by the number of nodes, and in our
implementation each node took 60 bytes. The memory requirement in bytes can
then be found approxiamtely by multiplying the number of nodes with 60.

The results for testing the algorithm on Trivium-N for 30 ≤ N ≤ 41 is
written below.

N max. # of nodes
30 219.92

31 221.02

32 221.15

33 220.84

34 221.41

35 222.32

36 221.61

37 223.27

38 223.49

39 223.79

40 223.69

41 224.91

The number of solutions (paths) in each instance was found to be between
1 and 3. The number of levels in the final BDD was 73 for N = 30, and 97 for
N = 41.

The numbers above have been produced using only a single test for each N .
We can expect some variation in the maximum number of nodes when re-doing
tests using different initial states for some particular Trivium-N . The numbers
are plotted in Fig. 2 to show the general trend in the increase of complexity.
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Fig. 2. Trend of complexities for Trivium-N

4.3 Extrapolating

We can use the least-square method to fit a linear function to the data points we
have. Letting 2M be the maximum number of nodes needed, the linear function
that best approximates our data is M = 0.4N + 7.95.

When N increases by 1, the size of the solution space for the variables in
the initial state doubles. However, the total number of variables in the system
increases by three when N increases by 1. This is because we need to clock the
cipher one step further to have enough known keystream for a unique solution,
and each clock introduces three new variables. Hence we can say that the size
of the problem instance increases by a factor 23 for each increase in N . The
complexity of our solving method only increases with a factor of approximately
20.4 on the tested instances, which we think is quite promising.

Admittedly, we have too little data to draw any clear conclusions, but it is
still interesting to see what value of M we get for N = 288. Based on the data
we have, we find that currently we need to be able to handle around 2123 nodes
in a BDD for successfully attacking the full Trivium.

5 Conclusions and Future Work

We have introduced how to alter a BDD to preserve the underlying function when
two variables are XORed. Together with variable swap, we have introduced a
new solving method in algebraic cryptanalysis, which we call linear absorption.
The solving technique works on equations represented in CRHS form.
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The work in this paper gives more insight into how to solve some of the
open questions in [1], and provides a complete solving method. We have shown
how the method works on systems representing scaled versions of Trivium. The
structure of the equations is exactly the same in the down-scaled and the full
versions of Trivium, it is only the number of equations and variables that differ.
Our tests thus gives some information on the complexity of a successful algebraic
attack on the full Trivium.

Unfortunately, we have not had the time to test linear absorption on other
ciphers, or test more extensively on Trivium-N . This is obviously a topic for
further research. We also hope to further investigate the problem of how to find
a path in a BDD that satisfies a set of linear constraints. There may be tweaks
to the algorithm of linear absorption, or there may be a completely different and
better method. In any case, we hope to see more results on solving methods for
CRHS equation systems.
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Chapter 6

Other Results

This chapter contains two other results which did not fit in any other publication. They
represent new approaches either on how to solve the main problem studied in this thesis
or to reduce the technical complexity of the task. As opposed to the other scientific
results in this thesis the ones presented in this chapter are works in progress.
The first result might make the main approach used in this thesis easier to under-

stand. Primarily for those working more in the fields of algorithms and graph theory,
the presented method might transfer the theme of cryptanalysis into a more familiar
realm. Due to the relatively intuitive structure of the presented reduction of the prob-
lem, one can say that it bridges the two areas.
The second result represents more of a technical improvement. One algorithm is

incorporated into another by preprocessing the input of the former. By doing this,
additional information can be obtained which would otherwise require a whole separate
processing from a second algorithm. This reduces the implementation complexity of a
potential solving algorithm.

6.1 Independent Set Reduction

One technique to show the NP-hardness of a problem A is to give a deterministic poly-
nomial time reduction of another problem B, known to be NP-hard, to A. By such a
reduction we mean a function f , which takes as input a problem instance b ∈ B and has
as output a problem instance of A. That is a function f : B→ A which can be computed
in polynomial time and f (b) ∈ A⇔ b ∈ B.
Such a reduction demonstrates that problem A is at least as hard to solve as B since

all instances of B can be solved if we can solve A. Reductions which satisfy these
requirements are also called Karp- or Cook-reductions [10, 28, 41] and are in the fol-
lowing denoted by B≤p A.
Since those reductions can be done in deterministic polynomial time, the asymptot-

ical running time of B cannot be larger than that of A, and therefore the complexity of
A is dominant.
The problem of solving a set of equations is almost intuitively NP-complete since

there exists an obvious relation to SAT solving. Other decision problems – such as
the INDEPENDENT SET-problem – belong to one of the first problems shown to be
NP-complete [46], but might need a proper formal reduction for clarification.
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In the following we will show an alternative reduction of the decision version of
the Gluing/Agreeing algorithm to the INDEPENDENT SET-problem (IS-problem). Not
for the purpose of demonstrating (again) the NP-completeness of the IS-problem, but
rather to provide an alternative formulation of the Gluing/Agreeing in the context of
graph theory. Along with it, we will present some remarks on the structure of the
resulting graphs. A similar reduction of the SAT-problem ≤p IS-problem along with
more details on polynomial time reductions and complexity theory in general can be
found in [46].
Then we will present an algorithm by Fomin et. al. [22] to solve the IS-problem

on instances yielded by random equation systems and/or by a cipher. Finally, we will
present some experimental results and conclusions.
To begin, we define the problem of finding a solution to a set of equations as a

decision problem of the Gluing/Agreeing algorithm.
Definition 6 (GA-problem). Let

S= {S0,S1, . . . ,Sm−1} (6.1)

be an input to the Gluing/Agreeing algorithm where Si = (Xi,Vi) is a symbol consisting
of a set of variables Xi and a set of satisfying vectors Vi = {v0,v1, . . . ,vr−1} defined in
Xi.
The decision problem is then to ask if there exists a set of vectors V ⊆ V0 ∪

V1∪ . . . ∪ Vm−1 such that
1. for each Vi it holds that |Vi∩V|= 1, and

2. for each a,b ∈ V with a ∈ Vi and b ∈ Vj it is true for Xi, j = Xi∩Xj that a[Xi, j] =
b[Xi, j].

It is easy to see that every such set V satisfying both conditions in definition 6
constitutes a solution to the input of the Gluing/Agreeing algorithm.
We want to reduce the GA-problem to the well known k-IS-problem. Again, we

will give a definition of the problem as the decision version.
Definition 7 (k-IS-problem). Given a graph G = (V,E) with vertices V , edges E and
a non-negative integer k, does there exist a subset I ⊆ V of size k such that I is an
independent set, i.e., I induces an edgeless subgraph on G?

6.1.1 Reduction

Now we will introduce our new reduction GA-problem ≤p IS-problem. That is a
method to transform an input to the GA-problem to an input of the k-IS-problem. Then
we will show that this reduction is correct, i.e., the instance of the GA-problem with
m symbols has a solution if and only if the resulting k-IS-problem has a solution with
k = m and that the reduction can be done in polynomial time.
The reduction consists of two steps:

Step 1 First we create an empty undirected graph G= (V,E). For every Vi in (6.1) we
construct a clique consisting of vertices labeled by vectors in Vi and insert them into G.
That is for every vector v ∈Vi we insert a vertex labeled v intoV and connect the vertex
labeled by v to all other vertices with labels in Vi.
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Step 2 After Step 1 there exists for every vector v in V0 ∪V1 ∪ . . . ∪ Vm−1 a corre-
sponding vertex in G labeled v. For all pairs of symbols Si,S j with Xi, j = Xi∩Xj �= /0
we compare every pair of vectors u ∈ Vi,w ∈ Vj. If u[Xi, j] �= w[Xi, j] we insert the edge
uw into G.
Lemma 1. G has an independent set of size m, if and only if S has a solution. Further-
more, the reduction above can be done in polynomial time.
Proof. We will show that the vertices of G which form an independent set of size m are,
as their corresponding vectors, a solution set for S.
(⇒) Assume G has an independent set I of sizem. By Step 1 G consists ofm cliques,

so I can contain at most 1 vertex of every clique. Since all vertices labeled by vectors
inVi form a clique, the first requirement of the GA-problem is met, namely that at most
one vector per Vi is selected.
Furthermore, since by Step 2 all vertices whose corresponding vectors are unequal

in their projection on common variables are connected, I can only contain those vertices
whose corresponding vectors are equal in their projection. That satisfies the second
requirement of the GA-problem.
(⇐) Assume S has a solution V. Then we can form an independent set I in G by

selecting all vertices with labels in V. This is an independent set of size m in G since
only one vertex per clique is selected (by construction in Step 1). Furthermore none of
these vertices share an edge, since by Step 2 only those vertices are connected whose
corresponding vectors are unequal in their projection of common variables. Thus, if
I would not be an independent set of size m, V would not be a solution to S, which
contradicts the assumption.
Step 1 of the reduction can be done in O(m · |V |max2) where |V |max is the maximum

number of vectors in any Vi. Step 2 is comparing each pair of vectors for each pair of
symbols and therefore runs in O(m2 · |V |max2). The whole reduction can therefore be
done in O(m2 · |V |max2).

Example 6 (Reduction example). Let
S0 x0 x1 x2 x3
a0 0 0 0 1
a1 0 1 0 0
a2 1 0 1 0

,

S1 x2 x3 x4 x5
b0 0 0 0 1
b1 0 1 0 0
b2 1 0 1 0

,

S2 x0 x1 x4 x5
c0 0 0 0 1
c1 0 1 0 0
c2 1 0 1 0

(6.2)

be a given GA-problem instance. We will apply the two-step reduction explained above
in order to transform S0,S1,S2 into an IS-problem instance. In Step 1 we create a clique
for every symbol.

The only possible independent set of size k = 3 in Step 2 of Figure 6.1 is indicated
in orange. The only solution to equations (6.2) is therefore the combination of vectors
a2,c2,b2 which is written (1,0,1,0,1,0) in the variables (x0,x1,x2,x3,x4,x5).

6.1.2 Graph Structure

Graphs resulting from this reduction are different from random graphs, even when the
input was a random equation system. Let us assume that we know the following about
the input instance:
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→
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b1

b0

b2c2

c0 c1

Step 2

Figure 6.1: 2-Step Reduction to IS-problem

1. The equation system is over Fq,

2. in m equations,

3. with a sparsity of ≤ l,

4. all equations are pair-wise agreeing,

5. and the system contains no trivial partial solutions, i.e., fixed variables.

Then we can make the following observations about the resulting graph:

Lemma 2. The graph will contain m complete subgraphs. I.e., for each (Xi,Vi) with
r = |Vi| there exists the complete subgraph Kr in G.

Proof. By construction.

Lemma 3. For any pair of complete subgraphs Kir,K
j
s containing r and s nodes, re-

spectively in G = (V,E) let ηi j be the size of the cut-set between Kir and K
j
s , i.e.,

ηi j = |{uv ∈ E | u ∈ Kir and v ∈ K
j
s }|. Then either ηi j = 0 or r ≤ ηi j ≤ r(s−1), r ≤ s.

Proof. If two pair-wise agreeing equations have no common variables, their vectors
cannot disagree – hence their cliques have no common edges, i.e., ηi j = 0. If they
on the other hand have common variables, we know that they must have vectors that
differ in these variables since by assumption there are no trivial partial solutions. Each
vector in Kir therefore has to be unequal to at least one vector in K

j
s , i.e., r ≤ ηi j. Since

the equations are agreeing pair-wise we also know that no vector can be unequal to all
vectors of K js and therefore ηi j ≤ r(s−1).

This casts some constraints on the structure of the resulting graph after the trans-
formation, even if the input equation system was purely random (and then pair-wise
agreed). Unfortunately, it is unclear at this point if this observations can give any
advantage when implementing a solving algorithm and the question remains an open
problem.
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6.1.3 IS-Solving Algorithm

We have now established a method to reduce the problem of solving a set of equations
to the problem of finding a k-independent set in a graph. The next step is obviously to
try to solve the transformed instances, and to do so we will present the algorithm mis

introduced by Fomin et. al. [22]. The algorithm will return the size of the biggest inde-
pendent set in the input instance. If we know that our input instance of equations before
the transformation has a solution, we can actually answer that question immediately,
i.e., the size is m. On the other hand, we cannot say which vertices are contained in the
set. By tracing mis’ calculation we can reconstruct the independent set and ultimately
provide the solution to our input equation system.
The reason for mis’ significance in the context of equation solving is that one of its

operations, namely folding, transforms the equations (which correspond to the com-
plete graphs Kir) in a non-trivial way. That means that the modification to the input
equations is new and to our knowledge not duplicated by any other algorithm.
In the following we call N(v) = {u∈V |uv∈ E} the open neighborhood of v. N[v] =

N(v)∪{v} is the closed neighborhood of v. Further, we say that α(G) denotes the size
of a maximum independent set in a graph G.
We can then find that for a graph G the following two observations are true:

• For every connected componentC of G,

α(G) = α(C)+α(G\C).

• For any two vertices v,w s.t. N[w]⊆ N[v] it is true that

α(G) = α(G\{v}).

The following two Lemmas along with their proofs can be found in [22]. They will
play a central role in the algorithm mis.

Folding A vertex v is foldable if N(v) = {u1,u2, . . . ,ud(v)} contains no anti-triangle.
Folding a vertex v is then applying the following steps to G in order to obtain the mod-
ified graph G̃(v):

1. Add vertex ui j for each anti-edge uiu j in N(v)

2. Add edges between each ui j and vertices in N(ui)∪N(u j)

3. Add one edge between each pair of new vertices

4. Remove N[v]

Lemma 4. Consider a graph G, and let G̃(v) be the graph obtained by folding a foldable
vertex v. Then

α(G) = 1+α(G̃(v)).
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Mirroring Amirror of a vertex v is any u∈
⋃
w∈N(v)N(w) s.t. N(v)\N(u) forms a clique

or N(v)\N(u) = /0. M(v) denotes the set of all mirrors of v.

Lemma 5. For any graph G and for any vertex v of G,

α(G) = max{α(G\ ({v}∪M(v))),1+α(G\N[v])}.

With the observations and lemmas above we are ready to state the algorithm mis. It
takes as an argument a graph G and returns the size of the biggest independent set in G.
As stated before, the set of vertices forming the maximum independent set in G can be
derived by backtracking mis’ steps.

Algorithm 3 mis
1: procedure mis(G)
2: if(|V (G)| ≤ 1) return |V (G)|
3: if(∃ connected componentC ⊂ G) return mis(C) + mis(G\C)
4: if(∃ vertices v,w such that N[w]⊆ N[v]) return mis(G\{v})
5: if(∃ vertex v with deg(v) = 2) return 1+mis(G̃(v))
6: select a vertex v of maximum degree which minimizes |E(N(v))|
7: return max{α(G\ ({v}∪M(v))),1+α(G\N[v])}
8: end procedure

Algorithm 3 represents just one method utilizing the previously presented lemmas
on the properties of independent sets to solve the problem. Other algorithms, e.g.,
more specialized in solving instances resulting from the reduction, can be imagined
and might improve the running time profoundly. For further details on the method used
to find a maximum independent set, along with examples of the techniques, one can
consult [22].

6.1.4 Experimental Results

We applied this algorithm to a small set of instances coming from random equation
systems and examples from algebraic cryptanalysis. Unfortunately our simple imple-
mentation of the presented algorithm did not yield any improvement over the other
techniques presented. Furthermore, the case of a foldable vertex occurred rather rarely.
Another problem during the short phase of experimentation, was the insufficiently

optimized approach in handling the graphs generated from input equation systems.

6.1.5 Conclusion & Further Work

We have presented an alternative approach for solving a system of sparse equations
over some finite field. A reduction to the well-known IS-problem was shown, along
with a very short analysis of the resulting graph structure. Furthermore, we presented
an algorithm by Fomin et. al. to solve the general IS-problem.
The presented algorithm by Fomin et. al. is directed toward the general IS-problem,

i.e., not specialized on input from equation system. It is possible that additional heuris-
tics in the algorithm can speed up the solving process.
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It is furthermore unclear how much the graph structure, which is rather specific even
for random equation systems, influences the hardness of the IS-problem. A further
analysis of the graph structure of equation systems might lead to a greater insight and
to more efficient algorithms.
Another problem during the investigation of the possibilities of this approach were

the rather intricate implementational details. It might be possible that an efficient imple-
mentation of the presented approach can already compete against other existing tech-
niques and we therefore think that a further investigation of the IS-problem in relation
to the solving of equation systems might be worthwhile.

6.2 Algorithm Unification

When experimenting with versions of the Gluing/Agreeing algorithm and with the Syl-
logism method of solving equation systems [58], it becomes clear that running either
one of them on one and the same instance can lead to different new information. That
is, one algorithm can produce a different output from another. This fact is not very sur-
prising in itself since they are two different algorithms. Nevertheless, the aim of both
algorithms is the same and their guess and verify strategy is similar.
We denote by A(r) the output of the Agreeing algorithm, by S(r) the output of

the Syllogism algorithm on an instance r. We can say that in general A(r) �= S(r)
(there might exists r where the output is equal). We can illustrate this by the following
example.
Example 7 (Agreeing vs. Syllogism). The equation system r = {S0,S1,S2} is pairwise
agreeing

S0 x0 x1 x3
a0 0 0 0
a1 0 0 1
a2 1 0 1
a3 1 1 1

,

S1 x1 x2 x4
b0 0 0 1
b1 1 0 0
b2 1 0 1
b3 1 1 1

,

S2 x0 x2 x5
c0 0 0 0
c1 0 1 1
c2 1 0 0
c3 1 1 0

(6.3)

and A(r) = r would not yield any modification. On the other hand S(r) would result
in a modification to S2, i.e., the vector c1 would not be contained in S(r).
The case for the Syllogism algorithm is similar. Let us assume that our instance r is

now
S0 x0 x1 x2
a0 0 0 0
a1 0 0 1
a2 0 1 0
a3 1 0 0
a4 1 1 1

,

S1 x0 x1 x2
b0 0 0 0
b1 0 1 1
b2 1 0 1
b3 1 1 0
b4 1 1 1

.

ThenS(r) = r despite the fact that we can learn from A(r) that a1,a2,a3,b1,b2 and b3
cannot be part of any common solution to S0 and S2.
The straightforward way to make use of both algorithms simultaneously would be to

run them consecutively on the same instance. While this is a a very easy solution which
guarantees that the output contains no information which either algorithm would not be
able to filter out, it would make the code of an implementation more complicated,
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therefore more error-prone and probably less efficient. Less efficient since it is not
guaranteed that Syllogism might yield additional information over Agreeing, and vice
versa.
Another problem is that the analysis of the run-time of this compound algorithm

might be more complicated, and it seems to be the least favorable solution. A unified
algorithm, which would behave exactly as the compositionA◦S, could circumvent this
problem. The following section describes how such an algorithm can be constructed
by adding extra information to an Agreeing instance during a separate stage of prepro-
cessing, and how this information is used during Agreeing to yield the same result as
running first Agreeing, and then the Syllogism algorithm on the same instance.
This preprocessing step can then be applied to any Agreeing instance and changes

complexity estimates of the algorithm only relative to the size of the input instance.

6.2.1 Syllog Preprocessing

First we have to recall that the Agreeing algorithm can work on tuples [44] or pock-
ets [47]. Both approaches exploit the fact that it is not necessary to repeatedly calculate
projections of vectors in common variables to other symbols. Instead, tuples or pock-
ets are used to keep track of pairs of sets of vectors which are equal in their projection
across different symbols. While the tuple-approach is limited to equivalences between
sets1, we make use of pockets which can express one-way implications and give us a
higher degree of freedom to form the necessary constraints.
We will explain the preprocessing technique with the help of the following three

symbols:
Sa xi x j
a0 0 0
a1 0 1
a2 1 0
a3 1 1

,

Sb x j xk
b0 0 0
b1 0 1
b2 1 0
b3 1 1

,

Sc xi xk
c0 0 0
c1 0 1
c2 1 0
c3 1 1

. (6.4)

These symbols are obviously pair-wise agreeing and do not contain any informa-
tion. They contain each possible binary vector in two variables for all pairs (xi,x j),
(x j,xk) and (xi,xk). In order that the Agreeing algorithm becomes active (as in propa-
gating knowledge) one has to delete at least two vectors from either symbol. However,
we know that if we delete the two correct vectors from two different symbols, the Syl-
logism algorithm can propagate some knowledge.
For example the deletion of a0 (denoted as a0) yields the implication xi⇒ x j. The

deletion of either b2 or b3 can give us new information which can be used to reduce Sc,
i.e.:

• b2 would yield x j⇒ xk and therefore xi⇒ xk which deletes c0, or

• b3 which would yield x j⇒ xk and therefore xi⇒ xk which deletes c1.

1The tuple {A,B} represents the fact that: If the set of vectors A is excluded from a common solution then B
must be excluded, and vice-versa.
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We can express this fact with the following implications in the terms of marking vec-
tors:

{a0,b2} ⇒ {c0}
{a0,b3} ⇒ {c1},

where A⇒B is to be understood as that the marking (deletion) of all vectors in A entails
the marking of all vectors in B, but not the other way around.
Proceeding in the same way for all possible implications

x(α)
i ⇒ x(β )j ⇒ x(γ)k , x(α)

i ⇒ x(β )k ⇒ x(γ)j
x(α)
j ⇒ x(β )i ⇒ x(γ)k , x(α)

j ⇒ x(β )k ⇒ x(γ)i
x(α)
k ⇒ x(β )i ⇒ x(γ)j , x(α)

k ⇒ x(β )j ⇒ x(γ)i

where α,β ,γ ∈ {0,1}, x(0)r = xr and x
(1)
r = xr can give us all pockets we need to express

the behavior of the Syllogism algorithm.
All pockets which can be derived from all possible implications x(α)

i ⇒ x(β )j ⇒ x(γ)k
on (6.4) is shown in Figure 6.2.

p0 = ({a0,b2},8)
p1 = ({a0,b3},9)
p2 = ({a1,b0},8)
p3 = ({a1,b1},9)
p4 = ({a2,b2},10)
p5 = ({a2,b3},11)

p6 = ({a3,b0},10)
p7 = ({a3,b1},11)
p8 = ({c0}, /0)
p9 = ({c1}, /0)
p10 = ({c2}, /0)
p11 = ({c3}, /0)

Figure 6.2: Syllogism pockets for x(α)
i ⇒ x(β )j ⇒ x(γ)k .

Again, just like in the Syllogism algorithm, the transitive closure of the implications
is maintained, but this time with the help of pockets and the Agreeing algorithm. In-
stead of finding new implications we have expressed the technique of Syllogism as the
deletion of vectors in an equation system.
The following algorithm spre implements such a preprocessing. It takes as input an

equation system S= {S0,S1, . . . ,Sm−1} and returns all newly derived pockets according
to the rules above from S.
The crucial operations begin at line 5 in the algorithm, i.e., the generation of the

pockets. Assume without loss of generality that (α,β ,γ) = (0,0,0). Then set A will
after the execution of line 5 contain all vectors from symbol Sa such that v[xi,x j] =
(0,0). The deletion of all these vectors suggests that if xi = 0 then x j = 1 which is the
implication xi⇒ x j. In line 6 all vectors of symbol Sb are collected in B for which it is
true that v[x j,xk] = (1,0). A deletion of all these vectors would immediately yield that
if x j = 1 then xk = 1, i.e., x j⇒ xk. If both implications become simultaneously true due
to the deletion (marking) of all vectors in A and B, we can derive by xi⇒ x j⇒ xk the
fact that xi⇒ xk. We therefore know that in this case from symbol Sc all vectors with
v[xi,xk] = (0,0) need to be deleted, exactly the vectors which are collected in line 7.



104 Other Results

Algorithm 4 Syllogism Preprocessing
1: procedure spre(S)
2: N← /0
3: for all triples (xi,x j,xk), s.t., xi,x j ∈ Xa, x j,xk ∈ Xb and xi,xk ∈ Xc do
4: for all binary vectors (α,β ,γ) do
5: A←{v ∈Va | v[xi,x j] = (α,β )}
6: B←{v ∈Vb | v[x j,xk] = (β ,γ)}
7: C←{v ∈Vc | v[xi,xk] = (α,γ)}
8: pr← (A∪B,s)
9: ps← (C, /0)
10: Insert pr and ps into N
11: end for
12: end for
13: return N
14: end procedure

Example 8 (spre algorithm). Assume we apply spre on equation system (6.3) and we
say that xi = x0, x j = x1 and xk = x2. At some point the algorithm would be in the
state that (α,β ,γ) = (0,1,1). At that point A would be empty since there is no vector
v[x0,x1] = (0,1) in V0. Likewise there does not exist any vector v[x1,x2] = (0,1) in V1
and therefore B= /0. This situation is equivalently expressed by the two implications

x0⇒ x1
x1⇒ x2

which yield x0⇒ x2. The set C contains all vectors v[x0,x2] = (0,1). Since A∪B is
empty we get an empty pr pocket and all vectors in ps, namely c1 have to be deleted
immediately.

6.2.2 Conclusion & Further Work

In this section we presented a method to emulate the Syllogism algorithm in the Agree-
ing algorithm without any modification of the Agreeing. With the preprocessing routine
spre, we make full use of the transitive closure on implications throughout the equation
system by running the Agreeing algorithm on the augmented set of pockets.
Open questions are for example if and how this augmentation of the pocket database

influences the learning described in [47]. The overall complexity of Agreeing is only
influenced by the number of the pockets, but a new estimate on the complexity in
terms of the number of equations, number of variables and sparsity for the augmented
algorithm would be interesting.
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