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Summary

Recent research activity has demonstrated the Iiyaloif producing methane from gas
hydrate bearing sediments by injecting and sequegt€0; in a process where G@eplace
methane in gas hydrate by a process calleg-CCH, exchange.

The work presented in this thesis consist of aesesf ten experiments designed to increase
the basic knowledge of hydrate formation and sulbsegmethane production by €© CH,
exchange in sandstone with emphasis on the effeaittal water saturation and brine
salinity. Methane hydrate was formed at 8.3 MPa 4ntlC in ten partially saturated
Bentheimer sandstone cores with varying initialevaaturation and salinities. The hydrate
formations were reproducible and showed a stromgelagion between hydrate growth rate
and both salinity and water saturation, where iased salinity or water saturation resulted in
slower formation and more residual water. A cotreta between initial growth rate and
hydrate saturation were observed where the changeowth rate were proportional to the
change in saturation. Hydrate bearing sandstoreelags with high residual water saturation
were successfully obtained by using initial watusation above 0.6.

CO, — CH, exchange was successfully performed on five hgdbetaring core plugs with
different hydrate and water saturations. ,GOCH, exchange were performed by injecting
liquid CO; and a 75 mol% N+ 25 mol% CQ mix at a rate of 0.02 ml/min and measuring
the effluent composition with a GC and, for someesp the mass flow with a mass flow
meter. The highest methane recovery from hydrateestimated at 52%.

Nitrogen was successfully used to dissolve pluggingvo experiments without any resulting
large scale dissociation. Co-injection of nitroger carbon dioxide showed excellent ability
to hinder secondary hydrate formation during exgeanithout affecting the recovery.

One experiment was conducted by performing repeftedations and dissociations on the
same core. There was observed a significant inen@a®rmation rate when the pressure was
maintained between dissociation and formation, asdnificant increase in dissociation rate
when the time between formation and dissociatioreieng.
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Introduction

Natural gas hydrates are solid, ice-like, crystallcompounds consisting of gas molecules
(guest) encapsulated by water molecules in cagedikuctures where the guest has a
stabilizing effect. There are three crystalline tayd-structures known to be formed under
moderate pressure conditions (<10 MPa); sl, sll siid where Methane (C) the most
common hydrate former in nature, and carbon dioXidé,) are among those who form
structure sl (Sloan and Koh 2008). The driving éotmehind hydrate formation is called
supersaturation and is dependent on how far irgdldrate stable region the formation takes
place.

Gas hydrate was first discovered in the 1800 baiirtterest in hydrates did not begin until the
emergence of the modern petroleum industry. Foomatf gas hydrate plugs in petroleum
pipelines and production facilities was early retagd as a problem and led to the first major
research efforts on gas hydrates, spanning World NVavhich were focused on hydrate
prevention and removal. Hydrate as an energy resonas not recognized until 1965 when
Makogen and his coworkers announced gas hydratdseilsiberian permafrost (Sloan and
Koh 2008). There has been no systematic effort &p the global hydrate reserves and the
estimates put forward vary widely (f0- 1d® m® of gas) (Sloan and Koh 2008) but even the
most conservative estimates are large and thexeamnsensus that the global hydrate reserve
contains enormous amounts of energy. The globalggngemand, the increasing focus on
cleaner burning fuels and the finite nature of ifokgels, has made gas hydrate a potential
energy source which receives increasing attentioth brom countries, companies and
universities. Research on production from gas hgdracumulations has over the last decade
moved from the laboratory to the field, where npi#isuccessful field tests has shown the
viability of production and at the same time suppdrthe emergence of more accurate
modeling tools (Sloan and Koh 2008).

Some compounds like salts, are known to inhibitragel growth by changing the chemical
potential of water and thereby moving the hydraable region. Brine salinity is therefore an
important parameter to consider when dealing witiréite systems. Hydrate formation has
previously been shown to be strongly dependent rore salinity where increased salinity
have been reported to limit the amount of hydratelpced (Husebg et al. 2008). Salinity are
together with water saturation,{pmajor controlling factors for the amount of rasatlwater
saturation (&) in an excess-gas hydrate system (Husebg et@8)20

By exposing CH hydrate to a more stable hydrate former,,QCH,; may be extracted while
CO, are stored without dissociating the hydrate. Ttashnology offers a number of
advantages over the more conventional productiothads which are based on dissociating
the hydrate by depressurization, heating or chdmiedting. The geo-mechanical integrity
of the formation is maintained, water and sand pctidn are kept at a minimum and £&e
stored in a way that increases the existing hydratability. CQ — CH, exchange in
sandstone cores has been shown to be favorableg@taal. 2008) and a field test in the
North Slope of Alaska in 2011 — 2012 has succdgsfubduced methane by injecting €O
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and N into a hydrate formation, proving the viability thfe production method (Schoderbek
et al. 2012). There is still a great need for iasexl basic understanding of hydrates in porous
sediments, especially for the @OCH, exchange process.

Gas hydrates and the @O CH, exchange process has been a focus area at thetidepgof
Physics and technology where previous studies decthe verification and validation of GO

— CH, exchange in porous sandstone (Ersland 2008, Gataak 2008), the investigation of
the effect of variations in boundary conditions fmrmation and dissociation kinetics
(Birkedal 2009), the development of resistivity mi@@ment capabilities (Hauge 2011) and
the investigation of initial brine salinity on fifraction and growth pattern (Husebg et al.
2008). The work presented in this thesis takestainmcrease the basic knowledge on gas-
hydrates in porous sediments and focuses arounelffibet of varying initial water saturation
and salinity.

The content of this thesis are divided into 5 cheptChapter 1 contains some basic theory of
gas hydrate and an overview of hydrates in natnciuding two case studies. Chapter 2
introduces C@— CH,; exchange and includes a small review of previelsvant laboratory
work and a field trial. Experimental setups andcpdures including modifications made to
the setups are described in Chapter 3 while thdtseare presented and discussed in Chapter
4. The main conclusion and suggestions for futusekvare presented in Chapter 5.



Chapter 1 Fundamental Principles of Natural Gas Hydrates

1.1 Gas Hydrates

Gas hydrates are ice like, solid compounds, cangisif water and smaller guest molecules,
also called hydrate formers. Water molecules smdathhe guest molecules in a crystalline
lattice in which the guest stabilize the structureorder to understand gas hydrates a brief
review of the properties of water is presented.

1.1.1 Water and Water Properties

Water is the main component in gas hydrates. Onleeofost important properties of water is
its ability to form hydrogen bonds. A water molexutonsists of two hydrogen atoms
covalently bound to an oxygen atom which forms a@4H angle of 1045 This angle in
conjunction with the difference in hydrogen- and/gen electronegativity makes the water
molecule a permanent electric dipole. As illusdate Figure 1.1a below, the water molecule
can be described as having two negative polesthearxygen atom and a positive pole near
each of the hydrogen atoms. The hydrogen bondresalt of attractive (cohesive) forces
between the negative and positive poles of two watelecules, illustrated in Figure 1.1
below. This bond is weaker than the covalent bohdsjs more than an order of magnitude
larger than a typical van der Waals bond (Sloankarid 2008).

TS TS R
[eleteieteletel NN,
Feteteletedel s
EXRRRHRIR
&L .QQQ:Q‘Q

Figure 1.1: Hydrogen bonding of water molecules. jaBetween two water molecules (b) between four
water molecules (Sloan and Koh 2008).

Water has a number of uncommon properties as agaesace of the hydrogen bond. It is a
liquid at ambient temperature and pressure andah&®iling point 260 K higher than
Methane, a non-polar molecule of comparable sizgolid state water has lower density than
in liquid state. This is a direct effect of the hygen bonds which in addition to the cohesive
force, separates the molecules rigidly. In ice hypdrates one water molecule is surrounded
by four others, tetrahedrally arranged around #dregral molecule. This is illustrated in Figure
1.1b above. Hydrogen bonds are also present imdligqater but not to the same extent as in
ice and hydrate. The polar nature of water alsoawndtka very good solvent for ions and polar
7



compounds. Other anomalous properties are its laege capacity, thermal conductivity,
enthalpy of fusion and enthalpy of vaporizatiorogil and Koh 2008).

Ice can form many different phases at differenspuee and temperature conditions. The most
common form is hexagonal icecé Ih), formed by freezing water at atmospheric pressure
This creates a structure of nonplanar “puckeredagenal rings as shown in Figure 1.2
below. This is a structural difference to sl- amidhydrates which predominantly consist of
planar pentagons.

Figure 1.2: Crystal structure of ice Ih. The oxygematoms are shown as open circles while the hydrogen
atoms is shown as dark. The orientation of the watamolecules are random (Travesset 2008).

Ice Ih resemble hydrates in several ways. In iceHb angle between oxygen molecules is
tetrahedral (109.5°) with the result of almost remmetric distortion. In the most common
hydrate structures, sl and sll, this angle onlyiaes by 3.7° and 3.0° from tetrahedral. The
H-O-H angle of the water molecules are similar, #rellength of the hydrogen bond is only
1% longer in average for these hydrate structuoaspared to ice (Sloan and Koh 2008). A
comparison of properties of ice Ih, sI- and sll tagd are presented in Table 1.1 below. Some
of the most important and characteristic properéies the dielectric and elastic properties
which together with density are used to detecteraduate hydrate deposits (Makogon 2010).



Table 1.1: Comparison of Properties of Ice and sland sll Hydrates (Sloan and Koh 2008). Lattice
parameters for a hexagonal structure are the lengtlof the sides (a) and the height of the structurecy.

Property Ice Structure | Structure 1l
No. of H,O molecules 4 46 136
Lattice parameters at 273 K [A] a=4.52c¢c=17.36 12 17.3
Dielectric constant at 273 K 94 58 58
H.,O reorientation time at 273 K [us] 21 410 410
H,0 diffusion jump time [us] 2.7 >200 >200
Thermal conductivity [WiK™] 2.23 0.490.02 0.510.02
Density [g/cni] @ 0.91 0.94 1.291
Compressional velocity, Mm/s] 3870.1 3778 3821.8
Shear velocity ¥ [m/s] 1949 1963.6 2001.14
Velocity ratio (Vi/Vs) 1.99 1.92 1.91

® Fractional occupancy in small (S) and large (Wities: sl = CH: 0.87 (S) and Ck0.973 (L);
sll = CHy: 0.672 (S), 0.0057 (L); £s: 0.096 (L); GHg: 0.84 (L)

1.1.2 Hydrate Structures

Hydrates are built up by repetitive crystal unitgl are generally classified on basis of this
structure. There are many possible different simast but here it is focused on the most
common forms of hydrates, sl and sll, shown togethi¢h sH in Figure 1.3 below. The
crystal units are composed of small and large peayal cavities or cages, made from
hydrogen-bonded water molecules. These cavitiesaable of encapsulating a hydrophobic
molecule, called a guest molecule or hydrate formi&e repulsive force from the guest
molecule is important in stabilizing the structarel keeps it from collapsing.



Figure 1.3: Crystal unit structures: (a), sl-hydrate, (b) sll-hydrate, (c) sH-hydrate (Sloan and Koh @08)

There are several different polyhedrons or cagaadan hydrates. The different structures
consist of different combinations of small and &amplyhedrons. An overview of the most
common hydrate structures is described in Figutd&low. The most common nomenclature
for describing the polyhedrons ig"hwhere nis the number of edges on a side andsnthe
number of sides with;edges.

Structure | is a cubic structure consisting of tpentagonal dodecahedron'{5and six
tetrakaidecahedron 3. This structure can be seen as linking the \estiaf the & cavities

in three dimensions, resulting in eight polyhedroossisting of a total of 46 water molecules.
Sl-hydrate is stabilized by guests with diametemieen 4.2 and 6 A (Sloan and Koh 2008).
Some common hydrate formers for sl include;,@Hd CQ which is used in the experimental
work for this thesis.

Structure 1l, also a cubic structure, consists igfeen pentagonal dodecahedror®(5and
eight hexakaidecahedral*(6*. This structure can be considered ¥scavities sharing faces,
arranged so that the remaining cavities a5 This crystal unit consists of 136 water
molecules. The small cavities are stabilized bysysealler than 4.2 A and the large cavities
are stabilized by guests between 6- and 7 A. Samermn sl hydrate formers are nitrogen,
propane and isobutane (Sloan and Koh 2008). Thst gnelecule will be discussed in more
depth in the next section.
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Figure 1.4: Polyhedrons in the most common hydratstructures. From the top the figure shows the crysil
unit cells for Sl-, SlI- and SH-hydrate (Husebg 208)

These structures are not stable as ice polymoifitessmean diameter of thé?5 5% and
5'%* cages are 7.8, 8.6 and 9.4 A respectively. Van Werls forces are sufficiently
attractive at these distances to cause collapsieeofages. In order to stabilize the structure,
some of the cages must be filled with moleculethefright size which does not interfere with
the hydrogen bond. Not all the cavities are fill@tie fill ratio is a function of temperature
and pressure and is different for the various caglee most common way of expressing the
amount of hydrate former in hydrate is the hydratmmber which is the number of water
molecules per guest molecule (Jeffrey 1984, Sloahkaoh 2008). In the calculations made in
this thesis, the hydration number for methane hgdwas assumed to be 5.99 which is
slightly higher than the theoretical maximum of ghestructure, 5.75.

1.1.3 The Guest Molecule

In order to stabilize the hydrate structures mdsthe cavities must be occupied by guest
molecules. These molecules must fulfill a seriepraiperties in order to have a stabilizing
effect on the structure. The size of the molecas to be right; too small and the structure
will collapse, too large and the molecule will rfatthe cage. Table 1.2 below shows the
guest/cavity ratio for different guest molecules @avities and indicates which can form one
guest hydrates, also called simple hydrates. Skah Koh (2008) suggested using the
guest/cavity ratio to determine upper and lowee $imnit for guest molecules. As can be seen
from Table 1.2 the lower bound can be set at atfpaegty ratio around 0.76 and an upper
bound around 1.0 (Sloan and Koh 2008). The guest aiso have a certain short range, non-
polar attractive force, responsible for holding thater molecules in place. Molecules with
strong hydrophilic properties cannot form hydraege they will interfere with the hydrogen
bond (Jeffrey 1984). Small polar contributions ba bther hand, can be beneficiapSHs a
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good example of this. The polar nature of thsS Hholecule gives it a positive electrostatic
field outward from the molecules mass center. Tikideneficial for hydrate formation
because the cavities has a negative electrosi@ticifiwards. This field is caused by H-atoms
in the water molecules pointing inwards from thgecéKvamme 2012).

Table 1.2: Ratio of molecular diameters to cavity ameters small and large cavities in sl- and sll Ydrate
(Sloan and Koh 2008).

Molecular diameter/cavity ratio
for cavity type

Molecule Diameter Structure | Structure I

He 2.28 0.447 0.389 0.454¢ 0.34Zop
H, 2.72 0.533 0.464 0.54Z¢ 0.408¢
Ne 2.97 0.582 0.507 0.59Z¢ 0.44€0
Ar 3.8 0.745 0.648 0.75% 0.57%
Kr 4 0.784 0.683 0.797 0.60%
N, 4.1 0.804 0.7 0.81% 0.61€
0, 4.2 0.824 0.717 0.83% 0.63%
CH, 4.36 0.85% 0.744 0.868 0.655
Xe 4.58 0.89& 0.78% 0.912 0.687
H,S 4.58 0.898 0.78Z 0.912 0.687
Cco, 5.12 1.0 0.834 1.02 0.769
C,Hg 5.5 1.08 0.939 1.1 0.826
c-CsHg 5.8 1.14 0.99 1.16 0.871
(CH,):0 6.1 1.2 1.04 1.22 0.914
CsHs 6.28 1.23 1.07 1.25 0.943
i-C4H1o 6.5 1.27 1.11 1.29 0.976
n-C4H1o 7.1 1.39 1.21 1.41 1.07

¢ Indicates the cavity occupied by the simple hyalfatmer.
¢ Indicates that the simple hydrate is only formedeay high pressure.

As shown in Table 1.2 above, small hydrate forntleas stabilize the small cavities can also
occupy the large cavities, making simple hydratest tonly contain one type of guest
molecule. Methane, ethane, carbon dioxide and lyairosulfide form simple sl-hydrats,
while nitrogen, propane and iso-butane form singpldydrates. Larger molecules such as n-
butane and benzene do not fit into the smaller- somdetimes not the larger cavities. This
makes them unable to form hydrates alone. In dimethese compounds to form hydrates
they need small molecules such as methane or arragstabilize the smaller cavities in the
hydrate structure (Sloan and Koh 2008).

Methane, which is used as a hydrate former duripgrdie formation in this thesis, can
occupy both small and large cavities in sl-hydratel can make simple sl-hydrate. Larger
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molecules such as iso-butane and propane only fihe sll cavities, making hydrocarbon
mixtures with these components likely to form syldhate (Sloan and Koh 2008).

1.1.4 Hydrate Thermodynamic Equilibrium and Kinetics

The thermodynamic equilibrium at which hydrate stable requires low temperature, high
pressure and a sufficient concentration of hydfatener. This is often depicted as a 2D
pressure-temperature diagram with the hydrate ibguin line (AB) as shown in Figure 1.5
below, but could also be shown as a 3D plot witladditional concentration axis. In order to
have a phase transition, a thermodynamically dgiviorce is needed. This force is called
supersaturation and is provided when we move awaw fthe equilibrium line into the
hydrate stable region either by sub-cooling, assitated by the SP line in Figure 1.5, by
increasing the pressure (over-pressure) or by ¢hgrige molecular composition.

D

busy,

Labile region
Metastabl
region
Q
s i P

Pressure

Temperature

Figure 1.5: Hydrate formation by sub-cooling relatve to the equilibrium line (AB) and the
supersaturation limit (CD). (Sloan and Koh 2008)

Thermodynamic equilibrium for hydrates is well ureteod but the formation kinetics is one
of the most challenging problems in regard to howrates form. This problem can be
divided into two parts as illustrated in Figure b&ow: (1) How long does it take for hydrate
to reach stable growth after the system has pabkgedquilibrium line, called the nucleation
time, and (2) growth rate during stable growth.ufgy1.6 shows an example of a laboratory
experiment where water and gas is brought intohiydrate stable region. The system is
connected to a gas reservoir that keeps the peessamstant by supplying gas when gas is
“consumed” by hydrate formation. This is the saogging method used in the experimental
work for this thesis.
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Figure 1.6: Gas consumption vs. time for hydrate fanation. (Sloan and Koh 2008)

When water and gas is brought into the hydratelestadgion, nucleation will begin. Small
hydrate clusters spontaneously form and dissocidies is considered a stochastic process
dependent on supersaturation, external agitatnerface area, water contaminants and water
history among others. In order to get a stable d&gdphase it is necessary to reach a critical
cluster size, after which the hydrate will go istable growth. From a Gibbs free energ&j
perspective there are two competing contributi¢hsThe energy required to displace the old
phase or the “surface excess free energyzgf and (2) the energy gained by forming the new
phase or the volume excess free enefgy/{. Figure 1.7 below showsGs, AGy andAG as

a function of cluster size for spheres. The critiGébbs free energyAGgi, IS an energy
barrier that has to be overcome in order to regales growth. This barrier is lowered as the
driving force gets stronger. The rate at which Istatbusters are formed is therefore very
dependent on the amount of supersaturation (SlodriKah 2008, Kvamme 2012).

It is difficult to measure nucleation since it happ on a very small scale. Induction time is
therefore used instead. The induction time isitne it takes from nucleation starts to the first
measurable volume of hydrate is formed, and is et on the sensitivity of equipment and
method. Despite large efforts to correlate the tohbaydrate growth with different factors it
has proven to be difficult. Hydrate nucleation ssraentioned stochastic, less so with high
driving forces, and dependent on a number of vhritdctors, many of which is difficult to
consider, a problem worsened if the system is dyng&toan and Koh 2008).
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Figure 1.7: Surface excess free energihGs), volume excess free energyAGy) and total AG as a function
of cluster size. (Sloan and Koh 2008)

Hydrate nucleation is strongly dependent on supata#on as a driving force. This makes
nucleation in most cases more likely to occur &t glas/liquid or liquid/solid interface. At
these interfaces, gas/liquid in particular, adsorptof guest molecules provides a high
concentration of both guest- and host-moleculesafatger probability of reaching critical
cluster size. Once critical cluster size is readmgdtate will form rapidly until there is a lack
of guest or host molecules. The growth rate, (Figure 1.6, is in most cases limited by mass
or heat transfer, and less the intrinsic kinetl@ssociation is an endothermic reaction that
must be supplied with heat from the environment sntherefore in most cases limited by
heat transfer (Kashchiev and Firoozabadi 2002,rSémal Koh 2008).

1.1.5 Hydrate Inhibition

With the emergence of the modern petroleum indusgdrates were quickly recognized as a
problem, leading to extensive research effortsydréite prevention. High pressure and low
temperature in transportation, process and praoludystems can lead to hydrate formation,
and if not dealt with, blockage. The economic lassised by downtime in flow-line
operations can be significant and a hydrate pluglscome a high velocity projectile as it
dissociates, posing a huge security risk to faedjtcrew and the environment. In order to
prevent hydrate formation companies try to keep dperational parameters outside the
hydrate stable region but this is not always pdssis production moves to more extreme
environments, such as the arctic region, longerdm@er subsea pipelines are required and it
is no longer possible to keep the flowing phassidatthe hydrate stable region (Koh 2002).

Hydrate growth can be slowed or completely avoidgdntroducing substances that in some
way inhibits hydrate-formation. Hydrate inhibitazan be divided into three groups based on
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how they work: thermodynamic inhibitors, kinetidihitors and anti-agglomerates. The early
thermodynamic inhibitors have to be used in largangties (up to 40 wt%) in order to
achieve the desired effect. The economic and emabgxpense of using these inhibitors led
to an increased interest in the development oftiinehibitors and anti-agglomerates which
can be used in smaller quantities (less than 1 Wia¥hchiev and Firoozabadi 2002, Sloan
and Koh 2008).

Kinetic inhibitors typically work by postponing thigne for massive hydrate growth by steric

hindrance, mass-transport hindrance and by affgttie hydrogen bonds. Even though some
kinetic inhibitors like PVP are water soluble, thegn adsorb onto non-polar interfaces and
create a relatively thick barrier. This makes thedie to adsorb onto interfaces and particles
that would act as nucleation sites and in this weduce the nucleation rate (Kashchiev and
Firoozabadi 2002, Kvamme 2012).

Anti-agglomerates are typically polymers with agrand a non-polar part. The polar part of
the polymer can go into the hydrate structure, ifgpthe non-polar part sticking out. The
result is small hydrate particles covered by nolapecoatings hindering further growth(Sloan
and Koh 2008, Kvamme 2012).

Thermodynamic inhibitors include alcohols, glycasd salts. When solved in water these
substances will interact with the water dipolesakening the attraction towards hydrate. The
result is a shift in the thermodynamic equilibrilime. Glycols and alcohols have two effects
that inhibit hydrate formation. The biggest effeotnes from the hydroxyl groups which will
hydrogen bond to water molecules. Another effeche® from the hydrocarbon part which
will cause water to organize around it. Both efeate in direct competition with hydrate and
contributes move the hydrate stable region. Satis idissolved in water will form a
Coulombic bond with water molecules much strondemtthe hydrogen-bond. The water
molecules are more attracted to the non-polari@adt than to the hydrate structure, resulting
in a shift in the hydrate stable region. A secogdzffect comes from the water molecules
clustering around the salt ions causing a decreashe solubility of the hydrate former
(Sloan and Koh 2008, Kvamme 2012).
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Figure 1.8: Methane-Hydrate equilibrium temperature at 8.3 MPa with varying NaCl brine salinity.
Values have been produced using CSMGem software ¢(&h and Koh 2008).

All the experiments in this thesis have been peréat with 0.1 or 3.5 wt % NaCl brine
solution. As hydrate form, the brine salinity witicrease as a result of salt ions remaining in
the brine while water molecules are consumed. Astiated in Figure 1.8, the hydrate
equilibrium temperature will be reduced as a resiilthis. At the experimental conditions

used in this thesis (8.3 MPa and@d@), hydrate formation will stop when the brine s#ji
reaches 14wt%.
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1.2 Gas Hydrate in Sediments

Gas hydrates which are considered for productientypically located in porous reservoirs

and all the experimental work in this thesis hagerbperformed with hydrates within porous
sandstone. In order to follow the discussion ordpotion of gas hydrates from reservoirs and
the experimental results some basic concepts ausomediums and fluid flow in porous

mediums is reviewed below.

1.2.1 Porosity

Sedimentary rock is generally made up of mineraing, cement and void space or pores.
Porosity,¢, is a measure of the amount of void space indbk and is defined as the ratio of
void volume, \, to bulk volume ¥,

j=3

ef

¢ ) (1.1)

Vb

All off the pores in a sedimentary rock are notessarily connected to each other. There will
typically be some dead end pores and some isofatees which don’t contribute to fluid
flow. In some cases it is therefore necessary tierdntiate between effective- and total
porosity. Effective porosity is calculated by usthg volume of connected pore-space instead
of the total pore-space in Equation (1.1) above.

The pore space can be filled by one or more fluids. gas hydrate reservoir the pores can be
occupied by hydrate, gas and water. The saturafifinid i, S, is given as the fraction of the
total pore volume occupied by the fluid.

i=1..,n (1.2)

In this thesis hydrate is treated like a pore tifuand not a part of the rock matrix. The
hydrate saturation is given by.S

1.2.2 Permeability

The many interconnected pores in sedimentary rocike it possible for fluids to flow
through this pore network. How easily fluids wilbiv depends in large part on the effective
porosity and in some cases on pore-size distribytiortuosity and the pore-throat /pore-
volume ratio. Permeability is a measure of flow a@ty and can for one phase flow be
considered as a constant rock property. This Ilsd&he absolute permeability, K, and can be
defined by Darcy’s law for linear, horizontal fldar an incompressible fluid:

q=—A—— (1.3)
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Where q is the volumetric flow rate, A is the crgsstional area of flow perpendicular to the
flow direction, K is the absolute permeability, §t the viscosity of the fluid and dp is the
pressure differential in the flow direction, x. THew rate is positive in the direction of

falling pressure.

In the case of gas flow, Equation (1.3) is not d/adince gas is highly compressible. In
practical terms, at not to high pressures, the cesgiility concern can be resolved by using
the mean pressuig, and the fluids viscosity at this pressure, résglin a mean volumetric
flow rate:

K Ap

A (1.4)

Wheregq is the mean volumetric flow rate at the mean pnespoint in the sample anxp is
the pressure drop over the length,

Gas can move with minimal friction against the povalls compared to liquids. This
phenomenon, called the Klinkenberg effect, causésgher flow rate than expected from
Equation (1.4). This leads to an overestimationhef permeability. The error caused by the
Klinkenberg effect is usually small but it increaseith decreasing pressure and permeability
(Zolotukhin and Ursin 2000). Klinkenberg proposkd following correction:

k, = K (1 + g) (1.5)

Where k, is the measured gas permeability and K is thelatespermeability. The constant b
in the equation is called the Klinkenberg factod @ dependent on rock properties and gas
type (Zolotukhin and Ursin 2000).

During the experimental work presented in this ithéisere have been instances where the
systems fluid flow ability has been limited by faxt not connected to the sandstone core plug
and its permeability. In these cases the term timjec has been used instead of permeability.
Injectivity are a concept normally used about iti@mt wells in the petroleum industry. The
Well Injectivity Index, |, are defined as:

Qinj

Ly =——= 1.6

v Pwinj — P ( )
Where @, is the injection rate, ; is the mean injection pressure apdis the mean
formation pressure. The use of the term in thisitheowever is qualitative and refers to the
ability of the experimental system including tuhinglves and the core plug, to conduct fluid
flow.
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1.2.3 Relative Permeability

When a porous medium is saturated with multiple iswible fluids,i, each fluid can be
described as having a corresponding effective palitiy, ki ., which can be defined by a
generalization of Darcy’s law:

g = —A—2=Z (1.7)

The corresponding relative permeability of the dpedluid, K;;, is defined as the ratio
between its effective permeability and the mediansolute permeability:
k;
kyi = % (1.8)
The sum of relative permeabilities is always ldsantunity. The relative permeability of a
fluid is greatly dependent on the fluid saturatimhere higher saturation gives higher relative
permeability for that fluid.

1.2.4 Capillary Pressure

A solid in the presence of two immiscible fluidgpigally has a wetting preference towards
one of the fluids defined by the fluids tendencyspwead on the solid surface. The wetting
preference is a result of an electrostatic fordeveen the fluid and the solid commonly called
adhesion and has great impact on how the fluidamcthe pore space in a porous medium.
When two immiscible fluids are present in a capjllaube like a narrow pore channel, the
adhesive force will make the wetting fluid spreddng the pore wall and the interface

between the two fluids curve convex towards thetimgtfluid. The resulting angle towards

the tube wall@, is called the wetting angle. Capillary pressie,s the pressure difference

over the interface between the two liquids causgdcdhesive forces between the fluid-
molecules and external adhesive forces. The capitleessure will cause the wetting fluid to

displace the non-wetting fluid in the narrow chdan&apillary pressure increases with
decreasing tube diameter which causes the wettind) ih a porous medium to occupy the
small pores first. It is also possible for a fltadbe trapped in a pore by capillary forces.

1.2.5 Hydrate Distribution in Porous Sediment

Porous sediments where methane hydrate formatkas falace typically contains five phases
as illustrated in Figure 1.9 below: (1) mineraligsa (2) methane hydrate, (3) water that can
form hydrate (free water), (4) equilibrium pore @aénd (5) free gas phase. Many surfaces
(quarts, iron, iron-oxides and calcite among othezduce the waters chemical potential and
makes it incompatible with the hydrate structurbe Tesult is a thin layer (1 — 1.5 nm) of
water coating the grain surface which cannot forydrate (Kvamme 2012). The gas will
typically saturate the center of the pores whike ¢mallest pores or pores only accessible by
very narrow pore throats may be completely satdrbiewater as a consequence of capillary
forces. Hydrates has been found to be pore fillsgmenting or floating in the pore fluid
depending on the sediment and phase saturatiomelbas other factors. Hydrate growth will
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preferentially begin at the gas — water interfagedan also occur from dissolved gas. There
are numerous reports of hydrate at loywseferentially growing in the bulk of larger pores

with low water saturation adjacent to an area withh water saturation (Tohidi et al. 2001,

Kleinberg et al. 2003, Rees et al. 2011).

Figure 1.9: Phase distribution of gas hydrate in pmus sediment. The phases depicted are (1) mineral
grains, (2) gas hydrate, (3) free water, (4) equidiium pore water and (5) gas (Chuvilin et al. 2011)The
location of the different phases can vary with satations and sediment type.

Hydrate redistribution after hydrate formation héeen observed by a number of researchers
(Tohidi et al. 2001, Rees et al. 2011), illustraied-igure 1.10 below which show pictures
before, right after, and 2 days after methane hgdi@mation in a glass micro model. Rapid
hydrate formation with a large degree of supersaitun will typically concentrates the
hydrate in bulks which disperse with time. The s&@ution process is a result of the
dynamic nature of a hydrate system. Hydrate wilitcwously dissociate and form on a small
scale in a process where hydrate bodies with mareréble energy consumes bodies with
less favorable energy. In bulk, this typically ésun larger bodies of hydrate consuming the
smaller due to the more favorable energy of largectires (Kvamme 2012). Porous
sediments however are a vastly more complicatetesyswith many additional factors
influencing hydrate redistribution.
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Figure 1.10: Pictures of hydrate formation in a glas micro-model where the large white areas are gns.
Picture A were taken before hydrate formation and @picts gas bubbles (G) in the formation water.
Picture B depicts newly formed hydrate (H) in the pesence of gas bubbles in the water and some gas
encapsulated by hydrate (X). Picture C shows the gliribution after 2 days where hydrate is depicted &
white areas in the dark liquid (Tohidi et al. 2001)
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1.3 Gas Hydrate as an Energy Resource

The global energy demand is rising and the predantienergy source, fossil fuels, is finite.
In order to meet the energy demand of tomorrowyiit be vital to find new sources of
energy. An important part of this includes incregsihe world’s hydrocarbon (HC) reserves
by exploiting unconventional HC sources, as regedtine with shale gas and coal-bed
methane in the United States. Estimates of thedigohlydrate reserves vary widely, but even
the most conservative estimates indicate enormmauats of methane in hydrate (Moridis
2008). This makes gas hydrates an energy souraghvghould be considered for the future.
Natural gas burns much cleaner and releases less@pared with other HC sources. In a
world faced with big environmental challenges thtwuld further increasing the desirability
of gas hydrates as an energy source.

Figure 1.11 below shows discovered gas hydrate siespand may give an indication of the
global gas hydrate distribution. The global disitibn of hydrates is different from other HC-
sources making hydrates a potential important megoior countries dependent on oil and gas
import (India, Japan, South Korea and Kina).
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Figure 1.11: Distribution of discovered gas hydratedeposits. BSR = Bottom Simulating Reflector
(Makogon 2010)
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1.3.1 Magnitude and Hydrate Distribution Worldwide

Gas hydrate deposits in nature are, as indicatdeidayre 1.11, generally found in sediments
under the permafrost, continental margins and sedaeas (Tréhu et al. 2006) where the
amount of hydrate in marine environments is twceeosdf magnitude larger than on land. As
previously mentioned, hydrate formation require kwmperature, high pressure and presence
of water and a sufficient concentration of gas.
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Figure 1.12: Gas hydrate stability zone (GHSZ) for(a) marine- and (b) permafrost systems. The red lie

represents the ambient temperature and the purpleithe is the hydrate stability curve. Gas hydrate is
limited to the gas hydrate occurrence zone (GHOZ) uk to availability of guest molecules (Hester and
Brewer 2009).

The pressure and temperature conditions needemfrtorhethane-hydrates are generally met
in sediments more than 100-300m under the perntafktester and Brewer 2009) and in
submarine sediments exceeding 300-800 m water degpiending on local geological- and
oceanic conditions (Tréhu et al. 2006). In face #arly estimates of the world’s hydrate
reserves included all of these areas, resultingstimates in the range of two orders of
magnitude higher than some of the most recent astgn Hydrate formation is strongly
dependent on guest molecule availability and thgomty of these areas have a guest
molecule saturation below the saturation limit whio many cases makes them unable to
form a stable hydrate zone. For this reason areatgcdccumulations are generally found in
the continental margins and enclosed seas. In thesses is the sedimentation rate and gas
flux high enough to form hydrate bearing zonesukggl.12a and b show a representation of
a typical gas hydrate stability zone (GHSZ) for marand permafrost systems. The
geothermal gradient in these systems allows for tlewperatures at large enough depths to
form hydrates. In marine systems there will tydicéle a gas hydrate free zone near the sea
floor unless the gas flux is very high. This islange part a result of anaerobic oxidation of
methane by sulfate (Tréhu et al. 2006, Hester amv& 2009). In addition to the before
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mention conditions, gas hydrate formation is alepeshdent on other factors such as the
composition and phase state of the hydrate fornteessalinity of the formation water and the
structure and lithology of the porous medium (Mako@010). If Figure 1.12 is considered in
conjunction with Figure 1.8 it is clear that brisalinity alone can dramatically influence the
size of the GHSZ.

Table 1.3: Estimates of in situ Methane Hydrates (8an and Koh 2008).

CH, amount
Year 10°m?® STP Citations
1973 3053 Trofimuk et al.
1977 1135 Trofimuk et al.
1982 1573 Cherskiy et al.
1981 120 Trofimuk et al.
1981 301 Mclver
1974/1981 15 Makogon
1982 15 Trofimuk et al.
1988 40 Kvenvolden and Claypool
1988 20 Kvenvolden
1990 20 MacDonald
1994 26.4 Gornitz and Fung
1995 45.4 Harvey and Huang
1995 1 Ginsburg and Soloviev
1996 6.8 Holbrook et al.
1997 15 Makogon
2002 0.2 Soloviev
2004 25 Milkov
2005 120 Klauda and Sandler

There have been made several attempts to estim@at@ntount of hydrate in the earth, listed
in Table 1.3 below, but a lack of direct evidencakes them uncertain. The estimates vary
widely from Soloviev (2002) of 0.2 x 10m® to Trofimuk et al. (1973) of 3053 x 1om®
with the most cited estimate at 20 x*1@n® of methane (STP) of Kvevolden (1988). Gas
hydrates store methane very effectively where* bhmnydrate can contain 164°@H, (STP)
and the amounts of hydrate worldwide are large evban taking the most conservative
estimates into account.

1.3.2 Deposit Classification

There is a wide variety in the gas hydrate depdsiiad in nature and because of this a clear
need to classify them. The methane that forms hgdrgan have a biogenic or a thermogenic
origin. Biogenic methane has been produced by ficéd conversion of organic matter in
relatively shallow and cold burial depths. This gass can occur in situ, in the GHZS, and
over large areas where it typically results in Idwdrate saturations not suitable for
production. High sedimentation rates and high aarbontent promotes the production of
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biogenic methane, making it more common in marimérenments. Thermogenic methane
has been produced by high temperature processessaatly originates from deeper sources
before it migrates up to the GHSZ through fractumeshannels.

The way that methane migrates to the GHZS can ta ta the properties of the resulting
hydrate accumulation and can be used to classifyléiposits. The two extremes are high gas
flux- (HGF) and low gas flux (LGF) hydrate. HGF gtk are typically formed when gas
migrate through faults into the GHSZ, often resigitin more localized accumulations. The
high gas flux makes it possible for gas to displacmation water and create a free gas phase
and possibly an underlying gas cap. LGF hydratescayly form slowly from dissolved
methane. The solubility of methane changes as igidel methane rich formation water
migrates upwards and hydrate formation is predgitaThe gas is typically almost pure
biogenic methane and no free gas phase is formedrn(%nd Koh 2008, Hester and Brewer
2009).

The variation in hydrate saturation and the widegeaof geological settings of hydrate
accumulations makes only a small fraction of the lggdrate accumulations producible with
today’s technology where a large fraction is coesad unfit for production even with
technological advances. Boswell and Collett (206#&)ognized this and presented a Gas
Hydrate Resource Pyramid, shown in Figure 1.13vibelchere hydrate accumulations where
categorized with respect to their prospect for reitproduction. The top of the pyramid
represents the resources closest to commercialigtiod including accumulations with large
hydrate saturations in quality reservoir rock uneéeisting artic infrastructure and are
estimated to 9.4x1® m® STP of gas in place (Moridis 2008). The next tiepresents the
same kind of accumulations, but away from existimfrastructure. The third most
challenging accumulations represent hydrate in-iggdity reservoirs in marine settings. The
deep water will make these accumulations expenswveproduce, making existing
infrastructure as in the Gulf of Mexico favorabBoéwell and Collett 2006).

Artic sandstones under
existing infrastructure (~10’s of Tcf in place)

Artic sandstones away from infrastructure (100s of Tcf in place)

Deep-water sandstones (~1000 of Tcf in place)
Non-standstone marine reservoirs with permeability (unknown)

Massive surficial and shallow nodular hydrate (unknown)

Marine reservoirs with limited permeability

(100,000s Tcf in place)

+ Reserves (200 Tcf)

« Reserves growth and undiscovered

(1,500 Tcf recoverable)

< Remaining unrecoverable
(unknown)

Figure 1.13: Gas hydrate resource pyramid (largerjand gas resource pyramid for all non-gas hydrate
resources (smaller). (Boswell and Collett 2006)

26



Moridis and Collett (2003) divided the accumulasomto three classes based on their
geological and initial reservoir conditions. Cldssleposits consist of two zones, a hydrate
bearing interval and an underlying two phase zoitl Wvee gas and water. The class is
denoted 1W or 1G dependent on whether the hydedeny interval has free water or gas
present. For both cases the GHZS often coincide thi bottom of the hydrate zone. Class 2
also consists of two zones, but with an underhaggifer. Class 3 has no underlying zone of
mobile fluids and only consists of a hydrate zddkass 1 is considered the most desirable in
terms of gas production. These accumulations arg eclese to the hydrate thermodynamic
equilibrium and only small changes in pressureeangerature are required to dissociate the
hydrate. Class 2 and 3 on the other hand can bmtfarthe hydrate stable region making
production a bigger challenge (Moridis and Coll&03). There is a forth class of hydrate
deposits which consists of large areas with widessghr low hydrate saturations without any
confining strata. This class is generally not cdesed a target for production (Ersland 2008).

1.3.3 Dissociation Production Strategies

Figure 1.14 below illustrates the three main proidumcstrategies that involve dissociating gas
hydrate and producing the resulting gas phase. sifagegies are (1) depressurization, (2)
thermal stimulation and (3) injection of inhibitors

There have been done numerous numerical simulabongroduction strategies for the
different hydrate deposit classes. Class 1 depbaits been reported (Moridis 2008) to be the
most promising target for production. The reason tlus is the proximity to hydrate
equilibrium, which minimizes the required pressdrep in order to dissociate the hydrate and
the existence of a free gas zone which guaranepmduction. Of the two types of class 1
deposits, type 1G is reported to be the most piaguisvioridis and Collett (2003), Moridis
(2008) reported depressurization as the most pmogigroduction strategy for this type of
deposit and considers it within the reach of cotieaal technologies. Problems may arise
with secondary hydrate choking the well if the welhot located sufficiently far away from
the initial hydrate interface and the well may h&vée continuously heated to avoid hydrate
formation (Moridis 2008).

Class 2 and 3 deposits are reported to be a v@bl#uction target by depressurization. By

completing the wells partly in the water zone flass 2 deposits there will be a good pressure
response along the bottom of the hydrate interf@oeduction from this class is characterized

by high production rates but long lead time witmykttle gas production. Class 3 deposits

may have earlier gas production but at lower raiégere may also be problems creating

pressure response in the early phase of produdtierio the lack of mobile phases (Moridis

2008).
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Depressurization has been reported to be the bedugqtion strategy independent of deposit
class. Thermal stimulation is expensive and heatii slow compared to pressure and should
only be considered for use locally around and m wrellbore to hinder secondary hydrate
formation. The use of inhibitors is reported to dagensive and potentially damaging to
equipment and should only be considered for hydpaéxention in the wellbore (Moridis
2008).

(a) (b) (c)
Depressurization Inhibitor injection Thermal injection
Methanol Steam or
ethano
Gas Gas [ Gas / ol eatar
out out "\ out }_
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Hydrate hydrate

Impermeable | Rock |

Hydrate cap

Dissociated

hydrate

Dissociated Hydrate zone
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Impermeable rock

Impermeable rock

Figure 1.14: lllustration of the three dissociationbased production strategies (Makogon 1997)

1.4 Case Studies

Two case studies are presented below; Messoyakiehwias the first reported case on
production from gas hydrates and acted as a cafalysesearch on gas hydrates as an energy
resource, and Mallik which are one of the worldgsgkest hydrate accumulations where
multiple important field tests has taken place.

1.4.1 Messoyakha - Hydrate Production in Permafrost

The Messoyakha gas field is a conventional gad fadated in the northern part of the West
Siberian basin and is regarded as the first exaraplgas production from a permafrost
hydrate accumulation. It started gas productionl@9 and by mid-1971 the pressure
response from the field began to deviate from thgeeted values. According to Makogon
(2010) this was caused by the dissociation of arlgwmg hydrate zone.

A cross section of the field is shown in Figure5l.The field is located under 450 m of
permafrost and is characterized as having an efeeglay-zone of about 25 m with initial
reservoir pressure of 7.8 MPa, an average porosi@p% and permeabilities varying from 10
mD to 1 D with an average of 125 mD. Over the garsezthere is a hydrate zone with an
average hydrate saturation of about 20% and presainitee gas. This will classify the field
as a Class 1G and put the deposit on the top ofjdkenydrate pyramid in Figure 1.13. The
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initial gas in place excluding hydrate was 24 X & with an additional 12 x £fan® (STP) of
gas in hydrate (Makogon 2010).
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Figure 1.15: Cross sectional illustration of the Mesoyakha gas field (Makogon 2010). The bottom of ¢h
hydrate bearing zone coincides with the bottom ofhiie GHSZ illustrated by the phase boundary crossing
the geothermal gradient.

The field was shut in between 1979 and 1982. mplriod the pressure increased from 5.0 to
6.0 MPa indicating dissociation of hydrate. By Deber 31st 2008 the total gas production
had reached 13.3 x 1én°. According to Makogon (2010), 6.9 x 16 of this comes from
dissociated hydrate. This is supported by the vesepressure which after 35 years of
development had reached 6.0 MPa in contrast teetipected 3.6 MPa if no hydrate was
present. The field has also been produced by itgniimjection. Inhibitor test data from the
field where methanol was used show large produgdtioreases over short time. In later years
the field has been produced at lower rates reguitiran almost constant pressure. It should
also be noted that the gas water interface didmte as gas was produced (Sloan and Koh
2008, Makogon 2010).

The discovery of this field acted as a catalysthgdrate research, but lacking available data
and the existence of alternative theories basedrass flow of gas in conjunction with the
heterogeneity of the reservoir (Collett and Gingb#998), calls the role of hydrates into
question (Moridis 2008, Xiuli Wang 2011).

1.4.2 Mackenzie River Delta: The Mallik Gas Hydrate Accumulation

The Mackenzie River delta in Canada was origineXglored for conventional resources but
has since then become the site of maybe the beasaatkrized gas hydrate accumulation
worldwide. The exploration of the Mallik Gas Hyd¥aAccumulation started on the basis of
well logs made when searching for conventional ld€urses. Three drilling programs were
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executed in order to gain a better understandinth®@fhydrate accumulation, to prove the
viability of gas production from hydrates and suppoodeling efforts. The field is overlain
by 600 meters of permafrost and results from tiiendy programs has revealed 10 significant
hydrate bearing layers in the 900 — 1100 m intersame with hydrate saturation over 80%
(Moridis 2008). Estimates indicate a total of 5xX190° m® of gas in hydrate over an area of
10 000 M, making the Mallik field one of the largest hydrdtelds in the world (Sloan and
Koh 2008).

During the Malik 2002 drilling program, conductetrh December, 2001 until March 14,
2002 two observation wells were completed, 48 Wire-cores were obtained with over 150
m of gas hydrate bearing sediments, three sucdgasfssure- and one thermal stimulation
test were performed and multiple well logs obtainddhe pressure stimulation tests
successfully produced hydrate by depressurizatimh gave valuable information on the
amount of hydrate through the pressure respondieeifiormation as well as geo-mechanical
and geothermal measurements at production pressiesthermal stimulation test was
performed by circulating hot brine in a 17 m sattwith high $, heating the formation to
over 50°C. The result was a continuous gas production a2&r hours, peaking at 1500
m®/day. These tests proved the concept of gas priodufiom gas hydrates and provided
valuable information which was used to calibratéstexg gas hydrate reservoir models.
Results from modeling showed much better promiséhfe depressurization method, in large
parts due to a much higher effective permeabihgntfirst expected. This led to a series of
production by depressurization tests in 2007 ar@820

The JOGMEC/NRCan/Aurora Mallik production programnducted two production tests;
one in the winter of 2007 and one in the winte2008. The 2007 test had major problems
with sand production which interfered with pumpiogerations. The result was that the test
was terminated without achieving the desired bottolen pressure (BHP). During the test an
estimated total of 830 fiof gas and 20 Frof water were produced (Kurihara et al. 2010).

In the 2008 test a sand-screen was installed béfmrdbottomhole pressure was stepwise
reduced to 4.5 MPa in three stages and a longetuption test was carried out, without
problems with sand production. The first presseuction took the pressure from 11 to 7.4
MPa where it was held for 39 hours. Gas producsianted slightly above 7.4 MPa with an
initial rate of 4000 ffday which decreased to about 1508day at the end of the stage. The
second stage took the pressure down to 5.2 MPaewtherproduction rate increased to 3000
m®/day before it decreased to 1508/aay again. The third stage took the pressure dmwn
4.5 MPa where the production rate stabilized ato26f/day with water production at 15
m/day. This was the first time methane was produoetie surface by depressurization from
a methane hydrate reservoir (Kurihara et al. 208Xgluding Messoyakha, and is an
important step in the process of realizing gas &tgdas an energy source.
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Chapter 2 CO: - CH4 Exchange

When methane hydrate is exposed to a more staliateyformer, C@Q there is a release of
methane and subsequent sequestration of B solid state process called £LOCH,
exchange. As illustrated in Figure 2.1 below,G@drate is thermodynamically more stable
than CH hydrate at low temperatures. This in conjunctiothwhe under saturation of
methane caused by G@jection provides a driving force for the excharocess (Hester
and Brewer 2009). C£and CH produces sl hydrate both alone and together. Buatlecules
can occupy the large and small cages, but as siwable 1.2, the COmolecule is larger
with a molecular diameter/cavity ratio of 1 for thmall cages, making GQrefer the large
cages. This makes the fill ratio of @ the small cages strongly dependent on pressure
(Jung et al. 2010). The energy released from B@rate formation is larger than the energy
required for CH dissociation, making the GHCO, exchange process endothermic which
possibly accelerates the exchange process.
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Figure 2.1: Phase diagram of both CO2 and CH4 hydtas. The diagram is divided into six PT-Areas. The
table to the right shows the water phase as well aghich hydrate is stable within each area (I= IcelLw=
Liquid Water, HCO2= CO2-Hydrate, HCH4= CH4-Hydrate). (Husebg 2008).
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2.1 Previous Experimental Investigations on CO:z - CH4 exchange

Ebinuma (1993) submitted a patent that describe@thod of producing methane out of- and
storing carbon dioxide in hydrate formations. Basedhe knowledge of C{hydrate’s larger
thermodynamic stability it was hypothesized thgéeation of heated COinto an existing
natural gas hydrate accumulation would dissocilageexisting hydrate and simultaneously
form CG, hydrate. The endothermic nature of the methanealwdo carbon dioxide hydrate
reaction was recognized and this would supply auftht energy to the process. Since then
numerous investigations of G& CH, exchange has been carried out leading to a fest t
carried out in 2011 — 2012.

2.1.1 CO2 -CH4 Exchange in Bulk

Ota et al. (2005a), Ota et al. (2005b) studied kimetics of the replacement process by
exposing methane hydrate to €& 3.25 MPa and 275.2, 273.2 and 271.2 K in thiéerent
experiments where the hydrate composition was rodt by Raman spectroscopy. They
observed a very high initial exchange rate whiakythttribute to surface replacement. They
also observed a temperature-dependence with highgoeratures giving higher exchange
rates. The rates at the later stages (>10 h) wesessfully correlated with a model with
constant surface area and a driving force propmatito the fugacity difference between the
hydrate and gas phase.

Park et al. (2006), (2008) studied the effect dfogien on recovery by exposing methane
hydrate powder to C£and a 20 mol% C&and 80 mol% B mixture at 274.15 K and 3.5 and
12 MPa respectively. The hydrate structure andtgliegibution was measured by NMR and
Raman spectroscopy. They found that 64% of the amettwas replaced when exposed to
pure CQ while 85% was replaced when exposed to the &@ N mixture. Nitrogen would
compete with methane for the small cages and re&&b of the total methane while €O
would replace CHlin the large cages replacing 62% of the methaheyBlso performed the
same experiment on sll- and sH hydrate which waslymed by adding ethane and iso-
pentane respectively. They found that the sll addhgdrate would convert to sl hydrate
when exposed to Cr the CQ and N mixture. The recoveries were found to be over 90 %
in all of these four cases.

McGrall et al. (2007) investigated the rate of GQCH, exchange in bulk by using raman
spectroscopy. They found it to be strongly tempeeatdependent and measured the
penetration rate of COnto CH, hydrate to be 0.22 and 1.3 mm/h at 0 andClrgspectively.
They concluded that the penetration rate was tw $tor practical application in porous
sediments, but no investigation of €OCH, exchange in sediments was performed. They
instead investigated temperature dissociation ammsexjuent C® hydrate formation by
injection of temperate do> — L, emulsion. No energy demand estimate for this ntkthas
presented and it will not be further discussed .here
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2.1.2 CO: - CH4 exchange in pours medium

Zhou et al. (2008) studied the replacement of, @bim hydrate in quartz sand using carbon
dioxide-in-water emulsions and liquid G@t 281 K and 5 MPa. They correlated the exchange
rate of the liquid C@experiments with Ota et al. (2005b) and fond adgaatch despite the
very different experimental procedures. They obseiivighest initial replacement (after 24h)
with the 50:50 emulsion followed by 70:30, 90:1@ dowest with the liquid C@ After 96h

the 90:10 emulsion had the highest replacemengpefollowed by 70:10, 50:50 and liquid
CO.. This was attributed to favorable mass and heasport. They conclude that emulsions
are advantageous compared to liquid,CO

Graue et al. (2008) studied methane hydrate foonatissociation and GOCH, exchange

in partially saturated Bentheimer sandstone coyeMRBI imaging. Hydrate was formed by
pressurizing with methane to 8.16 MPa, injectingavand letting it imbibe until a saturation
of 50% was reached, and then cooling it to°&6The CQ-CH, exchange was performed on
a fractured core by injecting pure liquid €{to the fracture and let stand to react with the
hydrate. They observed methane being producedhetdracture with the MRI. After 3 CO
flushes they estimate the total methane recoverpetdb0 — 85%. No liquid water was
observed during the experiment indicating thatargéd scale dissociation took place. These
experiments demonstrated favorable exchange kmeatiporous sandstone due to the large
hydrate surface in such a system.

Hester et al. (2011) studied exchange rate aneénexn a fractured Bentheimer sandstone
core at different initial water saturations whiteaging with MRI. Hydrate was formed as an
excess gas system by the same method used by &ralui€2008) before CQwas injected at

a constant rate for a given duration. After injectithe hydrate was depressurized stepwise to
find the hydrates dissociation pressure, which used to find the hydrate composition. All
of the experiments except one had the hydrate detsol during a single pressure step,
indicating a uniform hydrate composition throughahie core. The exception had a
heterogeneously distributed water phase before dtom which created a zone with very
high hydrate saturation in the core. The exchamgthis experiment showed significantly
slower and less exchange, indicating that high d&gdand water saturation may be mass
transfer limiting. The water distribution in thioore was observed to be uniform after
dissociation. They did not observe a significarfitedence in exchange for cores with initial
water saturation of 0.3 and 0.6 which both reaché&iyh CQ fraction in hydrate (60-80%).
An experiment was also performed by flushing wit®.@nd shutting it inn to let the GO
diffuse into the core halves and react with thehaeé hydrate. After nine days the exchange
was less than for two days of flushing.
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2.2 CH;- CO:z Exchange as a Production Strategy

The goal of all the previous mentioned experimemtatk was to evaluate the GG CH,
exchange process as a production strategy. Thiduption strategy has a number of
advantages over the strategies involving dissatiadf hydrate. Water and sand production is
kept to a minimum while the sequestration of C@ives an almost carbon neutral energy
source, where CQs stored in a way that will keep the hydrate ktaven when the methane
hydrate would have dissociated. Large scale diatoni of hydrates in marine sediments has
been linked to catastrophic failure of marine sexfita in the past, as the Storegga slides
(Sloan and Koh 2008). By replacing methane hydnatte a more stable C{hydrate the geo-
mechanical stability is maintained.

An obvious downside of this technology is the exdxpenses associated with £i@jection
on this scale. Equipment must be able to withstéred corrosive nature of GOand the
general cost of this type of injection — productigperation is expected to be significantly
higher than for a simple pressure depletion opmnatiGas hydrate fields are typically located
in remote areas without nearby infrastructure whemasportation of C®and CH to and
from the site will be a challenge.

2.2.1 Field Test: Ignik Sukumi

ConocoPhillips executed a field test in 2011 - 2662°Q — CH, exchange based on a series
of experimental results on G& CH, exchange in sandstone cores and sand-packs (raue
al. 2008, Stevens et al. 2008), which demonstrttedsiability of CQ — CH, exchange as a
potential production method (Schoderbek et al. 2012

In 2011 a well was drilled in the Alaska North Stogt a site selected for a high probability of
gas hydrates in conditions similar to the laboratexperiments. Well logs revealed four
hydrate bearing sandstones in the target formatiba.well was perforated in an interval with
thick, homogenous sandstone saturated with appeigign75% hydrate and 25% water. Due
to concerns about loss of injectivity caused byoadary hydrate formation, and operational
concerns around a liquid carbon dioxide injectiarseries of laboratory experiments were
performed and a phase behavior model developedsdlaéon was to inject a 77mol%,; N
23mol% CQ gas mixture which was predicted to be the optiratib for forming the least
secondary hydrate and ice in the formation whii# giving a sufficient exchange rate
(Schoderbek et al. 2012).

In 2012 the project resumed. A sand screen waaliedtand a total of 5950%at 9.7 MPa of
the gas mix was injected over 13 days. Productimmfthe reservoir started after
reconfiguration of the surface equipment, and vaaded out in four phases: unassisted flow-
back, jet pumping above methane hydrate stabiligsgure, jet pumping near methane
hydrate stability pressure and jet pumping belowhawee hydrate stability pressure. The
produced volumes of NCO, and CH are displayed against time in Figure 2.2 belowhe T
well produced a total of 620 hrcarbon dioxide, 4390 ¥mitrogen and 23250 frmethane
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where over half of the CQOnjected, were stored in the formation. The teshdnstrated the
viability of CO2 — CH4 exchange as a productionhmodt(Schoderbek et al. 2012).
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Chapter 3 Experimental Setups and Procedures

The majority of the experimental work in this tledias been based on experimental
procedures and setups developed at the InstituResérvoir Physics over years of work on
gas hydrates in sandstone core plugs. Hydrate tmmaCQ - CH; exchange and
dissociation experiments was conducted using tpreexisting setups which were modified
to improve the reliability of the data and decret#tse failure rate. Most of the presented
results have been performed on Setup A which whstalmeasure the core plugs resistivity.
All the experimental work has been performed inatmration with Christian Hagenvik.

This Chapter presents the experimental procedurdssatups with modifications done to
them and gives a short introduction to resistivitgasurements and some basic premises
behind the calculations.

The porous medium used for all the experimentsHisrthesis was sandstone cores from the
Bentheimer quarry in Germany. Bentheimer sandst@nehigh permeable and very
homogenous with porosity around 0.24. The minesale9% quartz with trace amounts of
kaolinite, giving it an average grain density #2g/cni(Graue et al. 2008).

3.1 Experimental Setups

There have been done extensive experimental wokasrhydrates in sandstone cores at the
University of Bergen previous to the work presentadthis thesis. Three pre-existing
experimental setups (A, B and C) were thereforalava which have been used in the
experimental work. Setup A was able to measurestreisy and all setups logged PVT data
which were used for mass balance calculations. ridexl for better reliability, flexibility,
mass balance control and pore pressure contromlaale extensive modifications necessary,
resulting in a redesign of all setups. All connaiesi and valves were replaced and a mass flow
meter (MFM) was implemented and tested as parheflater stages of the experimental
work.

3.1.1 Setup A

Setup A was originally designed and built at thevigrsity of Bergen by Birkedal (2009),
Hauge (2011) in an effort to gain resistivity measoents during gas hydrate formation,
dissociation and C£CH,4 exchange. Figure 3.1 shows a diagram of the @igietup and

Figure 3.2 shows a cross sectional diagram of ¢ine lcolder.

The core holder, a Temco EHCH resistivity core boldvas mounted in a cooling jacket
connected to a Thermo Neslab RTE-17 refrigeratéid tilded with antifreeze. An air driven
Haskell MS-188 pump, connected to the confiningspuee port, could pressurize and control
the confinement by injecting hydraulic oil. The @goressure system consisted of a high
pressure pump connected to the core holder with st&el tubing through a port in each end
piece. A 4-way connection allowed a thermocouplméasure temperature at the core surface
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without compromising the pore pressure system.prbduction/mass balance part of the pore
pressure system was shared by all the setups dinoevdescribed later in a separate section.

Electrical resistivity could be measured over theole@ core by connecting a LCR-meter

producing a 1000 KHz current to the steel tubingeaich side of the core holder. Non

conducting material where used to hinder curreminfigoing through the pore pressure line
and bypassing the core holder. Problems with netsen the LCR-meter was connected to a
computer made it necessary to use a camera tchiogesistivity. The system was able to
perform 4-pin resistivity measurements by usingpecsl sleeve with wiring and metal rings

as illustrated in

Figure 3.2, but this feature has not been usetdennork for this thesis as G@estroys the
sleeve and leaks into the confinement.
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Figure 3.1: Schematic diagram of setup A before nufifications where implemented. Tubing between
system and BPV had to be disconnected if one of tlither systems was to produce through the GC and
Pressure Transducers gave no control over core pragre if system was closed.

Figure 3.3 below shows a diagram of setup A aftermhodifications were made. The original
arrangement of valves and pressure transducers imadpossible to know the pressure in
the core if the core was isolated (valves closeshé core holder closed). This could lead to
water blowing into the line when the valves wereopened or in worst case loss of core
pressure and dissociation of the hydrate due tesoadered loss of pressure. The new system
solves the problem mentioned above and still alldars disconnection of the pressure
transducers if calibration was needed.
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Figure 3.2: Floating en piece core holder. When cdinement is applied, the adjustable (floating) engiece
is pressed against the core plug and the confinirgleeve is pressed against the end pieces. This pd®s a
good connection for the resistivity measurements ah isolates the pore pressure system from the
confinement system and the environment.

The old confinement system was highly unstable. ISteaks of confinement oil caused
confinement pressure to drop in the range of 1.4 MWer a single night and the air driven
pump would increase the pressure in the same tay@esingle stroke. The pump was also
highly inconsistent in when it would start re-prasang if it worked at all. This caused the
confinement pressure to fluctuate wildly in the ation of an experiment and the complete
loss of confinement was always a threat. The nggistmeasurements are highly dependent
on confinement pressure, resulting in large flutues caused by varying confinement. The
lack of confinement pressure logging made it diffi¢o interpret these fluctuations. On this
basis the confinement system was redesigned a$ af pe work for this thesis.

The new confinement system is shown in a simplifie@gram in Figure 3.3. To solve the
problem of fluctuating confinement pressure a buffeh nitrogen was connected to the
system. Small leaks of confinement oil which preig caused significant pressure drops
would with the new system be effectively buffergdtbe expansion of the nitrogen gas. The
buffer could be pressurized with oil by the newtypiemented ISCO pump or by Nitrogen
directly from the cylinder. The confinement wasgs@ized with the pump and then switched
over so the pressure was held by the buffer. Twoameters provide pressure measurements
at the buffer and at the core holder so the presstwuld be matched before switching over.
Another big advantage of the new system is the 19Q@ps ability to draw oil out of the
confinement, making it possible to draw down thafeement pressure with the pump. This
was not possible with the air driven pump where tbhefinement had to be tapped by
carefully opening a valve leading to an oil congairThis procedure was generally considered
to dangerous to perform as gas could have diffusedhe confinement.

The modified system connected the confinement sysfer setup A and B and only required
one pump and one buffer. This was a necessity duthd limited space and equipment
available. One potential weakness is the inabibtyold different confinement pressures for
the two systems.
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Figure 3.3: Schematic over Setup A with cooling andonfinement systems. A buffer with nitrogen hindes
large confinement pressure fluctuations and the newarrangement of the pore pressure system gives the
opportunity to monitor pressure in the core when islated. Safety pressure valves were also added.

3.1.2 Setup B

This setup was designed and built by Birkedal (20@9response to flooding problems
encountered with the open bath cooling system destunder Setup C below.

Figure 3.4 shows a cross sectional diagram of tre bolder used in setup B. This high
pressure Hassler core holder was mounted in angpfdcket connected to the same Thermo
Neslab RTE-17 refrigerated bath as setup A. Anliaven Haskell MS-188 pump was used to
pressurize and control the confinement in the samay as the original setup A. A
thermocouple was connected to one of the ports avltigh pressure pass in order to be able
to measure the surface temperature of the core plug

The pore pressure system was connected througpahén each end piece and is thus able
to pressurize the core from both sides simultadgpasoiding having water blown into the
tubing. The original setup was the same as forpsAtwith exception to the core holder, the
non-conducting material and the LCR-meter.
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Figure 3.4: Cross sectional diagram of core holdassed in setup B and C (Husebg 2008)

Due to the advantages of the modifications madgystem A and to avoid confusion there
was made a decision to standardize the setups Betvas modified after setup A as seen in
Figure 3.3, with exception for the LCR-meter ande tmon-conducting material.
Thermocouples were installed at inlet, outlet aodfinement in order to support numerical
simulations and to check the thermal gradient encbre.

The cooling system for setup A and B consist ahgle Thermo Neslab RTE-17 refrigerated

bath filled with antifreeze and connected to botstesms by insulated hoses. The flow can be
directed to one, both or none of the systems byegalA weakness of this system is the
inability to finely tune the temperature of botlsggms simultaneously.

3.1.3 Setup C

Setup C consisted of a Hassler type core holdecwtould be completely submerged in an
open cooling bath filled with antifreeze. A Thernieslab RTE-17 refrigerated bath
circulated antifreeze through the open bath wheedltx of antifreeze in and out of the bath
was controlled by two valves.

This setup had some major drawbacks compared tecoibleng jacket setups. A minor error in
the adjustment of the valves could lead to shutdofathe refrigerated bath due to low levels
of antifreeze and subsequent flooding. This coldd happen due to water evaporating out of
the open bath if not refilled on a regular basis.

Setup C was later fitted with a cooling jacket aodfigured in the same way as setup B, but
with a separate buffer-confinement system and aragpcooling system.

3.1.4 Pore pressure and mass balance system

The outlet sides of the pore pressure systems deoelldonnected to a backpressure valve
(BPV), connected to a nitrogen cylinder via a puessegulator in order to control the BPV’s
opening pressure. This was connected to the Gasn@itograph (GC) via a pressure
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regulator, regulating the pressure down to abol$ 04Pa. A flow control valve could be
adjusted to get a steady flow through the system.

This system had severe problems with mass balaacalations which were done by PVT
analysis based on the injection rate. The larderdifce in liquid carbon dioxide and methane
gas densities as well as effects of mixed molarsnmaade these calculations very uncertain.
During production, the BPV would let effluent thghuin bulks with large periods of pressure
build up before more gas would be let through. Thésates major problems for the PVT-type
analysis, potentially causing large errors in caltons.
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Figure 3.5: Overview of the experimental system adt modifications was made. The three setups have an
interconnected pore pressure system which makes fiossible to quickly change pumps between setups.
The production part of the system can be switched diween setups with valves and consist of a gas
chromatograph (GC) which measures the effluent congsition and a mass-flow meter (MFM) which
measure the mass flow.

Figure 3.5 shows a diagram of the final pore presand mass balance system excluding the
details in the individual setups illustrated in g 3.3. Two Sanchez high pressure ST-pumps
were connected in such a way that they could inuggetly deliver gas to any of the three
systems. Together with a third pump, a Quizx 50P048is allowed for co-injection of two
substances to any single system while an experimastongoing on a second system. It also
became possible to perform formation experimentsalbithree setups simultaneously. The
great flexibility offered decreased the work reqdito perform experiments and provided a
much higher experimental output rate by removing trecessity of waiting for other
experiments to be completed and reducing the phgmmiquired.

The outlet sides of all setups were connected gingle BPV which could be switched
between the different setups by valves. This remove necessity of disconnecting and
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connecting tubing often causing leaks. The BPV ques was controlled by a gas reservoir
filled with nitrogen. The composition of the producgas was measured by a GC as and a
MFM measured the mass flow rate before the gadedat® a ventilation chamber.

The implementation of the MFM provided the abilitlymeasure effluent gas flow and predict
recoveries with much better precision. The gas melulow however, still needed to be
controlled by a flow control valve, which is a weaks of the system due to the varying
volume flow caused by the vaporization of liquid £®hen passing through the pressure
regulator.

3.2 Experimental Procedures

The experimental procedure have been designedottupe hydrate bearing sandstone cores
with a uniform hydrate saturation where £€ould be injected in order to study the exchange
process. The procedures were based on the signigperience accumulated in-house in the
course of years of research on gas hydrate beaangstones. It was desired to achieve
varying hydrate saturations as well as cores wytlirdite and active water present in order to
study the effect on formation and exchange. Thenewexpected to be injection problems due
to loss of permeability in the highey;®ores and the use obidas was prepared to counter it.

3.2.1 Core Preparation

The core plugs were cut to approximately 14 cm ét@mand milled to 5.05 cm diameter
then left in a heating cabinet at 80 ° C for 24 risow dry before they were weighed. The
porosity was calculated on the basis of the corght@and average grain density.

In order to partially saturate the cores and ach@homogenous saturation, the cores were
put vertically in a box with a small amount of l&inrThe brine, consisting of distilled water
and NaCl, was allowed to spontaneously imbibe thinaine whole core. The cores were then
wrapped in paper towels and put into a vacuum cleamithe lowered pressure caused brine
to be drawn out of the core and into the paper toWee cores were taken out and weighed. If
the desired saturation wasn't reached the cores tuemed upside-down and vacuumed again.

In order to obtain cores with more active water &gher hydrate saturations some cores
were saturated aboveg;®f 0.7. To achieve this, dry cored were put irmauum-glass beaker
with the brine in a beaker on top. Both beakersewecuumed, carefully not to have water
evaporate, before the brine was let into the botbomto imbibed into the core. To reduce the
saturation to the desired level the cores was ve@gp paper towels and vacuumed as
described above.

When the desired saturation was reached the coees wrapped in plastic then aluminum
foil. The aluminum foil was fastened by aluminunpdain order to avoid problems when
mounting it in the sleeve. This was done to protieetrubber sleeve in the core-holder against
the CQ and reduce the amount of €€scaping in to the confinement oil. They were then

into the core-holder and sealed to prevent watanfevaporating and changing the water
saturation and salinity. The plastic spacers that lsze seen between the end pieces and the
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core in Figure 3.6C are wrapped in aluminum foithathe core in experiments with high
water saturations. This was done in order to hingster from going into the lines and form
hydrate plugs.

Figure 3.6: Core preparation. Core in the processfambibing brine (a), Core wrapped in plastic foil (b)
and core wrapped in aluminum foil laid out betweentwo end pieces as it would in the core holders of
setup B and C.

Some of the experiments were performed with arfic@ii fracture held open by a spacer as
seen in Figure 3.7A and B. These cores were cwtondown the length of the plug. The two
halves were then treated in the same manner awhbé core but with a plastic spacer
between them when wrapping in plastic and alumirfoilh The main goal was ensuring
permeability during C@injection, but it also provides the opportunitystody the effect of a
fracture on both formation and exchange.
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Figure 3.7: Core plug readied for spacer experiment(A) Shows the assembled core with spacer ready to
be mounted in sleeve while (b) shows the core cut half and displayed with the spacer. (C) The restihg
damage on a sleeve from expanding of G@iffused into it during the experiment.

3.2.2 Hydrate Formation

Hydrate formation was performed as an excess gaemmywith a limited amount of brine in

the sandstone core and an unlimited supply of methweeing provided by the pump. Before
pressurizing the system, the prepared core plugmasited in the core holder, isolated from
the system and a small confinement pressure wdgdppl MPa). The tubing and pump
volume was then vacuumed in order to remove unwlargie before beginning the

pressurization process.

The pore pressure system was pressurized dirgothy the methane cylinder via the pump.
The pressurization process started by slowly omgetiie pressure regulator at the methane
cylinder and opening to the core at both sidesntibenent the pressure hit 0.1 MPa. A big
pressure difference between the core and the pessyre system at this stage could disturb
the brine distribution and in worst case water dobk blown out into the tubing and
potentially form hydrate plugs later it the expegimh

The pore and confinement pressure was then inaegsd MPa increments until they

reached 8.3 and 12 MPa respectively. The confinemes kept at least 1 MPa above the
pore pressure at all times. In the later experisi@nth confinement buffer, the confinement
pressure was matched to the buffer pressure bleéang switched over.

The pump was set to hold a constant pressure dfiB&and the system was then checked for
leaks. When no more leaks were found, the systesiatatand for 24 hours to stabilize. The
pump data logged during this period were used koutze the leak rate which was used in
the mass balance calculations.

Hydrate formation was initiated by engaging thelicgpsystem, cooling the core to about 4 °
C and taking the system into the hydrate stableonegCumulative volume of methane
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consumed, core plug temperature, pore pressurénahe case of setup A, resistivity where
logged.

3.2.3 CO: - CH4 Exchange with Methane Production

A pump was vacuumed, filled with GOpressurized to 8.3Mpa and let stand overnight to
stabilize. The core was then isolated and the moessure system was vacuumed and
pressurized with C@to the set BPV pressure. This made it possiblgraduce gas through
the BPV immediately and the residual nitrogen i@ tlore could be used as a marker to that
showed when gas from the core reached the GC.

When the pressure had stabilized the core waspiesd to the BPV pressure in order to
avoid a sharp pressure drop when the outlet wasegpaVhen the BPV pressure had been
reached the bypass valve was closed, the outleev@gbened and COwas injected at a
constant rate. The gas was produced through tresymes regulator, regulating the pressure
down to about 0.15 MPa so the GC could make meamnes before it was produced out into
the ventilation cabinet. In later experiments tlas @vas produced through the MFM before
venting.

Injecting pure CQ@in the whole cores that had high initial watewusation were considered a
problem as secondary hydrate formation could rethiee@ermeability sufficiently to stop the
injection. In order to resolve this, a co-injectioin25 mol% CQ and 75 mol% B were used.
The ratio were decided based on the work done éefiod during the Ignik Sikumi field trial
(Schoderbek et al. 2012) which had similar pressmae temperature conditions as the ones
used in the experimental work for this thesis.

In the CQ - N, co-injection experiments a second pump was fied pressurized with
nitrogen gas. Nitrogen was typically used inste@©, to pressurize before injection start.
This made it possible to have better mass balano&rat of CQ. Nitrogen was injected
simultaneously as CQwith a rate calculated for the desiregd GO, mol-fraction.

The fractured cores would have problems with, ®@bassing the sandstone by going through
the fracture. C@would have to diffuse from the fracture into therec halves which were
expected to take a significant amount of time. @x@eriment was performed using diffusion
driven injection where COwas injected at a higher rate to flush out the igathe spacer
before the core was shut-in. The core was thestéetd to give the C{Qtime to diffuse into
the core halves and react with the methane hydRPaeiious experiments by (Graue et al.
2008) show that this procedure causes methane fardskiced out into the fracture. The
injection procedure was to be repeated until thexe no more methane production.

3.2.4 Dissociation

The CQ had a tendency to diffuse through the sleeve @atadtihe confinement making it hard
to make mass balance calculations on,.Cthis made it useful to perform a controlled
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dissociation of the hydrate after ¢© CH, exchange which could give an estimate of the
amount of gas in hydrate and the thermodynamic libgum of the hydrate. The
dissociations were performed either by temperatnoeease or by depressurization. Methane
was used to flush out the free £liefore dissociation was initiated.

The depressurization was performed by loweringpttlessure to a pressure slightly above the
expected equilibrium. When the system had stalilibe pressure was quickly lowered to a
set value and the pump set to hold constant pres3ine procedure was repeated until no
further dissociation was observed.

Dissociation by temperature was simply performedéiging the temperature of the cooling
bath to 20C while the pump held a constant pressure.

3.2.5 Depressurization

In order to support an ongoing simulation effort dissociation of methane hydrate an
experiment was performed by repeated formationdissciation of methane hydrate on a
whole core. Thermocouples were installed in thefibnement as well as both sides of the
core. The experiment could give insight into themmey effect, show if there were a
significant thermal gradient across the core amge ga baseline for the dissociations
performed after C® exchange. Hydrates formation and temperature deson were
performed by the procedures described in the pusvgection. The depressurizations were
performed by lowering the pressure quickly from 88 3.33 MPa. When no more
dissociation were visible, the pressure was tak®mndto 2.0 MPa. The core was heated to
20°C between dissociation and formation.

3.3 Resistivity

Resistivity logging is in conjunction with othergging methods a well-established method
for estimating fluid saturations in the geologifatmations. The method can among other
things be used to detect hydrate bearing interaats estimate hydrate saturations. In the
experimental work it can give indications of growthtterns and saturations distributions in
the core plug as well as indications of permeahilit

3.3.1 Basic Concept

Resistivity,R, is a measure of a mediums specific electricaV flesistance measured in ohm-
meter Qm) and is defined for a resistor of uniform crosst®n by Ohm’s law:

o A_EA -
“"TTTL '

Where r is the objects total resistance, | is lkeetacal current, E is the applied voltage, A is
the cross section and L is the length of the resist

Resistivity for a porous medium is dependent on geemetry of the pore space, the
resistivity of the matrix, the resistivity of theoqe fluids, the saturations and the saturation
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distribution. The matrix generally conducts elagtyi very poorly with exception for some
clay minerals but the Bentheimer sandstone contangsmall amounts of clay and could be
considered nonconductive. In order to charactetiee electrical properties for a pours
medium a series of empirical equations defined lsh# are used. The formation factor, F, is
a rock property relating the resistivity of the @as medium 100% saturated with bring, ®
the resistivity of the brine, R The formation factor is defined as:

F = Ho 3.2
“R, (3.2)
Based on experimental data, Archie related formdtator to porosity:
a
F = ¢—m (3.3)

Wherea is related to how tortuous the pore network ispatalled tortuosity, and the pore
size distribution. The cementation exponent, ngtes to the relation between pore size and
pore throat size and the number of closed chanAethie also defined the resistivity index,
RI, as:

RI =
Ry

(3.4)

Where R is the measured resistivity. The resistivity indexelated to the brine saturation
with the empirical equation:

RI = bS;™ (3.5)

Where b is a function of tortuosity and n is caltBd saturation exponent dependent on the
microscopic distribution of fluids and the amouhtonductive clays.

3.3.2 Resistivity measurements on core plugs

Resistivity measurements made on Setup A doeslityreneasure the impedance, Z, related
to the resistivity by the phase angte

R= Zécos(fp) (3.6)

The 2-pin method used in the experimental work nalble to measure the phase angle.
Previous experimental work has however shown thasg@hangle to be stable and small
(Birkedal et al. 2011) and the resistivity carl &t used qualitatively. When hydrate form,
salt ions are excluded increasing the overall ggliand possibly forming a concentration
gradient in the brine. The resistivity of the briisehighly dependent on salt concentration,
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decreasing with increasing salinity. The formatadrhydrate can also severely increase the
tortuosity of the conductive brine phase and hersbseases the mediums resistivity.

3.4 Calculations
Some basic premises for the calculations are preddr@low.

3.4.1 Formation

All saturation changes during formation were calted based on the amount of methane
consumed and the initial water saturation, whemgdaation number of 5.99 and an expansion
factor of 1.26 for water going into hydrate weredisThe hydration number was based on
work done by Circone et al. (2005) were a numbeexgeriments on the composition of
methane hydrate in bulk were reported to give adty@h number of 5.99(x0.07).

Induction times were measured from the moment eéhgerature measurements reached 9.3
°C to the time where a clear consumption of gas &hesible. This may be inaccurate on
shorter induction times as the bulk core tempeeatmay differ from the core surface
temperature during cooling and the rate of cooflifiigred between experiments.

Final brine salinities were calculated based ona$sumption of a non-changing amount of
salt and the calculated change in saturation dunmgate formation.

3.4.2 Recovery
The recovery factor, RF, is defined as:

RF =—2 (3.7)

Where N is the amount produced [mol] and N is the amouigirmally in place [mol]. The
recovery can either be presented as a fractionsam percentage. Two different types of
recovery are presented in this thesis; total mettiaoovery (REu410) Where N represents all
the methane in the core (both free and in hydraeyl methane recovery from hydrate
(RFchan), Where N represents the methane in hydrate. Theeecurrently no way to
differentiate between methane from hydrate and fne¢hane. The calculations on &kn
has for this reason assumed that all the free methad the methane in the line volume were
produced first and are set to zero until that anhawere produced. The total recovery assumes
all the methane in the line volume was producest &nd was set to zero until the estimated
amount of methane in the lines were produced. Tleulated recoveries come later than
expected because of this and it gives a pessinastimate for REq4 .

The recoveries presented were based on two differgres of data sets. The earlier
experiments assumed that the volume produced waasl ¢g the volume injected and the
mixed molar mass of the measured effluent commositvas used together with GC-data to
estimate the amount of each component produced. latee experiments have direct
measurements of mass flow through the MFM whichréioevery calculations were based on.
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Chapter 4 Experimental Results and Discussion

In this chapter the results of the experimentallkknare presented and discussed in three main
sections; hydrate formation, dissociation of purtimane hydrate and G& CH, exchange.
The experiments are named after the inn-houseipeasthere they are divided into three
categories based on the experimental method us@d.-CCH, exchange experiments
performed on setup B or C without resistivity measients are denoted @&, CQ — CH,
exchange experiments performed on setup A witlstiggly measurements are denoted HR_#
and depressurization experiments where methaneatey@re dissociated and produced by
depressurization are denoted DEP# n where n a numdberring to the formation —
dissociation cycle (how many times the formatiopréssurization has been performed on the
same core).

There have been performed a total of nine expefsndasigned to investigate how initial
saturations influence formation and subsequent €E@H, exchange and one experiment
(DEP5) which investigated formation and dissocrationetics. An experimental overview
with some key values is presented in Table 4.1vibelo

HR_47 and HR_48 can for comparison purposes beidemesl baseline experiments, since
the low salinity experiments have initial waterwsation (i) in the same range and the
higher S, experiments have the same salinity.

Table 4.1: Experimental overview.

Pre Formation Post Formation CO2 - CH4 exchange
Name Core Salinity S Sy St Injection RF cHa tot

[wt%o] [%]
DEP_5 Whole 0.1 0.43 0.46 0.06 CcO2 -
Cc02_20 Whole 0.1 0.42 0.53 0.00 CO2 -
C02_25 Whole 0.1 0.41 0.51 0.00 CcO2 45
HR_47 Whole 35 0.42 0.38 0.12 CO2 -
HR_48 Whole 3.5 0.40 0.42 0.08 CcOo2 23
HR_49 Whole 35 0.64 0.46 0.29 CO2 + N2 26
HR_50 Whole 3.5 0.65 0.47 0.28 - -
HR_51 Whole 35 0.67 0.51 0.27 CO2 + N2 61
HR_52 Fractured 3.5 0.74 0.35 0.47 CcO2 29
HR 53 Fractured 3.5 0.81 0.41 0.50 CO2 + N2 -
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4.1 Hydrate formation

Hydrate was formed 13 times during the work forstlihesis where the initial water
saturations used roughly can be divided into tluesgegories; low saturation (S0.4), high
saturation ($~0.6) and very high saturation .($0.7), where the cores with very high
saturation were fractured based on results fromagads et al. (2009) which reported
significant loss of gas permeability in cores whilgh hydrate saturation (S0.6). All of the
experiments with high and very high initial watetwgation were performed with 3.5 wt%
NacCl brine while the CO2- and DEP experiments werdormed with 0.1 wt% NacCl brine.
The goal with this approach was to study the eftdctarying initial water saturation and
salinity on formation while at the same time obteanes with high residual water saturation
and varying hydrate saturation to be used for stfdiie effect on C@— CH, exchange.

Hydrate formations are presented as cumulative anetltonsumed against time. As hydrate
form, gas in the pore space is consumed and the psehto hold constant pressure, supplies
new methane to the system. Cumulative volume gaswnoed can be considered a direct
measurement of hydrate growth rate and total amaoiumydrate formed.

An overview of the experiments with some key figunelated to hydrate formation is

presented in Table 4.2 below. Figure 4.1 and FiguBeare hydrate-formation comparison
plots for low water saturation with two differerdlimities and high salinity experiments with

varying initial water saturations respectively. Thaxis of these plots represents the time
from start of massive hydrate growth, where thaiatidn time has been removed for simpler
comparison. No clear correlations in induction tmeere observed but higher saturations
tended to have longer induction times.

Table 4.2: Overview of hydrate formation experimens. The salinity of the CO2- cores were considered
unknown as the saturation calculations becomes uniein at low residual water saturations (<0.01).

Pre Formation Post Formation

Name Core Salinity S Induction time Sq St Salinity
[wt9%] [h] [wt9%]

DEP5_1 Whole 0.1 0.43 1.2 0.46  0.06 0.7
DEP5_2 Whole 0.1 0.43 0.6 0.45 0.07 0.6
DEP5_3 Whole 0.1 0.43 0.5 0.44  0.09 0.5
DEP5_4 Whole 0.1 0.43 0.5 0.42 0.10 0.4
C02_20 Whole 0.1 0.42 11 0.53 0.00 -
C02_25 Whole 0.1 0.41 0 0.51 0.00 -
HR_47 Whole 35 0.42 0.7 0.38 0.12 11
HR_48 Whole 3.5 0.40 0.3 0.42 0.08 15
HR_49 Whole 35 0.64 0.3 0.46 0.29 7
HR_50 Whole 35 0.65 27.0 0.47 0.28 8
HR_51 Whole 35 0.67 10.2 051 0.27 8
HR_52 Fractured 35 0.74 15 0.35 0.47 5
HR 53 Fractured 3.5 0.81 9.2 0.41 0.50 6
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Fluctuations in the gas consumption curves wereseazhby fluctuating room temperature
influencing the temperature of the core and theigdse pump. These fluctuations followed
the day-night cycle to a large degree and were dégendent on the activity level in the
laboratory. The fluctuations were especially biginy hydrate formation in HR_53 due to a
large volume of gas in the pump and a big diffeeent the day-night temperature. Plots
where the impact of temperature fluctuations igdanave in most cases been displayed with
the horizontal axis divided into 24 hour intervdls, easier identification of changes caused
by the fluctuating temperature. The saturationsngba in HR_48 were calculated with the
assumption of no leakage. The formation curvensoat completely horizontal at the end of
hydrate formation which indicates that the acteakhge was small and the assumption did
not lead to large errors.

The formations were reproducible and showed a gtrependence on both initial brine
salinity and saturation. An exception was HR_51grehindications of a different growth
pattern were observed. This is discussed sepaiat8igction 4.1.3.

4.1.1 Effect of Salinity on Formation

Salts are as explained in section 1.1.5 a thermadyminhibitor and the inhibiting effect is

strongly dependent on concentration. When hydraten f salt are left behind in the brine,
increasing the overall salinity. Supersaturatiomhes driving force in hydrate formation and
salinity severely affects the thermodynamic stabilegion and thereby the size of the driving
force. This will cause a smaller driving force foydrate formation with higher salinity brine

and consequently a lower growth rate. The thermauhya equilibrium for methane hydrate at
the experimental conditions (8.5MPa arfC¥is reached at 14 wit% NaCl at which point
hydrate can no longer grow.

Previous in house investigations by Husebg et28l0%) found a strong correlation between
initial brine salinity and fill fraction, where th#ll fraction were defined as the amount of
methane in hydrate relative to the theoretical mmaxn of hydrate cages if all the methane
were part of the hydrate structure. This correfativas unaffected by initial saturation
distribution and core plug geometry. They also ole that higher salinity led to slower
growth rate.

Figure 4.1 below show a comparison of all the fdramaexperiments performed with initial
water saturations in the 0.4 range. The low sglifittmations were characterized by a very
high initial growth rate, lasting until approximbtel0 ml of methane were consumed, before
they were reduced to a slower almost constant dgroate. At a later stage the growth rate
decline until hydrate formation were complete. Timslicates that hydrate formation in
partially saturated sandstone can be divided inteet growth regimes; a fast initial growth
rate caused by hydrate formation on the gas-britegface, an intermediate constant growth
rate most likely limited by mass transfer and @ ldeclining growth rate limited by the
availability of hydrate former or active water. Thigh salinity formations declined steadily
after the initial growth until formation was comgaeindicating a limiting factor increasing as
more hydrate was formed.
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A clear indication of salinity affecting the initigrowth rate as well as the later, stable,

growth rate was identified. The initial growth ratas observed to be consequently higher for
the low salinity cores, as seen in Figure 4.2. Tinggy be a result of the lowered driving force

in the high salinity brine.

As seen in Figure 4.1, the reduction in growth taéveen initial and intermediate growth,
was significantly bigger for the 3.5 wt% cores. Thierence in initial growth rates are likely
a direct result of salinity affecting the drivingrée but it can also have been affected by
transport of salt ions away from the hydrate fororategion.

When hydrate form and salt ions are left behindhm brine, there is expected to be an ion
concentration gradient in the brine with high caortcation close to the brine — hydrate
interface where hydrate growth occurs. The loweateding force will have a significantly
bigger influence in the high salinity brine weree tincrease in salinity quickly can reach
equilibrium concentration (14 wt% NaCl) locally. i§hndicates that diffusion of salt ions can
be a limiting factor in the high salinity cores.elimcreasing salinity can also explain the less
linear nature of the high salinity core’s growthyddate growth rate would slow down, due to
lowered driving force and slower ion diffusion mtas the average brine salinity increases.
Growth would eventually cease when the brine redhdidewt% NacCl.

The increasing brine salinity in the low salinityres were expected to be negligible until very
low water saturation was reached. A sharp declmgrowth rates were observed before
salinity reached this point and is likely a respfitthe combination of a local lack of active

water, giving hydrate a progressively smaller a@ayrow in, and the increasing salinity

reducing the growth rate were water is available.
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Figure 4.1: Hydrate formation for experiments with initial water saturation in the 0.4 range. The fouth
formation in DEP5 has been excluded as it is a spatcase and will be discussed further in section2.1.

The high salinity experiments also achieved sigaiitly lower final hydrate saturation and

subsequently higher residual water saturation. Meance calculations indicated that the
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low salinity formations had close to no residuainér after hydrate formation. The
experimental results also indicate that the lowlrate saturation in high salinity cores were
a result of hydrate formation being halted by iasieg brine salinity, ending up at
equilibrium conditions with more residual water deds hydrate. Calculations show that the
two high salinity low saturation formations, HR_did HR_48, reached a brine salinity of
approximately 11 and 15 wt% NaCl respectively. Tdrenation curves also indicate that the
hydrate formation in HR_48 was not completed whsttengthens the hypothesis of brine
salinity being the controlling factor of residuairte at these saturations.

The results successfully reproduces some of thaltseseported by Husebg et al. (2008)
where the fill fractions for 0.1, 3 and 5 wt% Nadtine were observed to be in the 0.9, 0.85
and 0.65 area. Fill fractions for calculated foe fow saturation experiments are shown in
Table 4.3 below. There is some scatter in the &atied fill fractions, most likely caused by
the low resolution of the saturation calculations.

Table 4.3: Fill fraction for the low saturation experiments (as defined by Husebg et al. (2008))

Experiment Initial salinity [wt%] Fill Fraction
C02_20 0.1 0.96
C02_25 0.1 0.96
DEP5_1 0.1 0.83
HR_47 35 0.68
HR_ 48 35 0.79
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Figure 4.2: Initial gas consumption rate at different initial conditions. The growth rates presented & the
maximum slope of the formation curves averaged ovean hour.
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4.1.2 Effect of Saturation on Formation

Bentheimer sandstone is water wet and will caudernta have a preference to coat the pore
walls and completely saturate the smallest porss Higher initial saturations are expected
to result in a larger portion of the pores beingnptetely saturated by water, lower gas-
relative permeability and smaller water—gas intafa

Figure 4.3 below shows a comparison of all the &irom experiments performed with 3.5
wt% NaCl brine. These formations are characterinetthe same way as the low saturation,
high salinity experiments discussed above, withigh hnitial growth rate followed by a
slower declining rate. Higher water saturation weliserved to result in slower hydrate
growth both in the initial and the intermediate wtio regimes, and achieve higher residual
water saturation with more active water.

A correlation of the initial growth rate with vang initial water saturation is shown in Figure
4.2 above. The correlation hints at an almost fimekationship where lower saturations give
higher initial growth rate, but data for a widenge of saturations is needed. As mentioned
above, the fast initial growth was likely a resaft hydrate forming on the water — gas
interface, where nucleation is most likely to ocamd hydrate can grow rapidly due to an
abundant supply of both hydrate former and watethBhe initial growth rates and the
amount of hydrate formed during this growth regiweze likely a direct result of decreasing
water — gas interface area with increasing watera@on. A correlation between saturation
and these parameters would then be very dependeahieore size distribution and wetting
preference of the porous medium, as it would infaeethe surface area of the water phase.
The longer induction times observed with higherusstons supports this theory since
induction time also is dependent on the surfaca.are

The lower growth rates observed in the intermedieggme for higher saturations can also be
explained by the differences in water — gas int&rfarea. Mass-transport mechanisms like
diffusion is dependent on surface area and a snmligace will give a thicker boundary at
each a given hydrate saturation. The depth of patnat required for the limiting phase may
therefore also be increased for higher saturatiohis. will have a great impact on growth rate

if diffusion is the main transport mechanism, aohlition of Fick’s law states that the depth
of penetration for diffusion is proportional to tequare root of time (Cussler 2009). This
would greatly limit the mass-transport capabilisythe thickness increases. The decreased gas
saturation in the high,$cores would also lead to a lower gas relative paflity which
could slow down the gas flow especially to the $enadores.
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Figure 4.3: Formation curves for experiments with 3 wt% NaCl brine. The volume clearly fluctuates in
a 24 hour cycle.

A correlation between initial water saturation dimél water saturation were observed and are
plotted together with a correlation between initigter saturation and final hydrate saturation
in Figure 4.4a and b which includes relevant expental data from the in-house database.
The cores reached higher hydrate saturations gsribeed towards a,pof 0.6 and declined
again as the saturation increased further. Itaarcirom the experimental results that the low
Sui cores reached close to maximum hydrate saturdi@sed on the amount of brine and
brine salinity, illustrated for 3.5 wt% NaCl brity the dotted line in Figure 4.4a, while the
high S,i cores had active water present after formation.

The only way the cores could retain active watehwhe experimental procedure used were if
it the water became trapped without access to metia sufficient concentration to form
hydrate. Increasing,Swould cause a larger fraction of the pores to drapdetely saturated
by brine and subsequently a larger fraction of waecoming isolated from the gas phase
during hydrate formation.

It is natural to expect there to be a criticgl, ®elow which all the water will be used to form
hydrate and above which the saturation distributvonld cause a significant amount of water
to be isolated from the gas phase during hydratedtion and cause thgs30 deviate from
the dotted line. More data at different saturatiorese needed however, in order to find a
definite correlation. These correlations are alspeeted to be strongly dependent on pore
geometry and pore-size distribution.

It must be noted, that the two cores with highggtao were the only ones performed with
fractured cores. The lack of baseline experimenth Wwactured cores makes it difficult to
predict the effect this has on hydrate growth amtgarisons can be misleading.
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Figure 4.4: Correlation between initial water satuation and final water saturation (a) and initial water
saturation and final hydrate saturation (b).

4.1.3 HR_51: Indications of a Different Growth Pattern

There are reports in the literature (Husebg eR@D8, Ersland et al. 2010, Birkedal et al.
2011) of hydrate formation in sandstone cores aoty@s both a piston-like growth, from
one end of the core to the other, and as a morferamigrowth throughout the entire core
simultaneously. The growth behavior is among othergs reported to be dependent on the
initial brine saturation distribution, where a mdremogenous saturation distribution results
in a more uniform growth.

The resistivity measurements made during formasioould be able to indicate the growth
pattern. A piston-like growth would cause hydratednsume almost all the local water in a
cross section of the core, blocking the pore tilsr@atd cause a large increase in the local
resistivity which in turn would have a large impactthe global resistivity. As hydrate grows
through the core, the high-resistivity cross sectiould grow in length proportional to the
hydrate growth causing the resistivity to increakeost proportionally to the hydrate growth.

A uniform growth pattern should affect the resigyi\differently. A large amount of hydrate
could form while retaining a continuous water phasere the increasing brine salinity would
buffer the effect of a smaller area of electridahf causing a much small resistivity response
during the early growth phase. At a certain hydisdeuration, the conductive water film
would be expected to lose connectivity due to ploreats being blocked by hydrate and areas
where hydrate has consumed nearly all the wateis Would lead to a sharp increase in
resistivity over a small saturation interval. Tisssupported by Birkedal et al. (2011) who
measured resistivity and imaged by MRI during hyelfarmation in Bentheimer sandstone.
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Figure 4.5: Hydrate formation for HR_51. Resistivity, temperature and cumulative volume CH consumed
are displayed against time, where t = 0 corresponds the time when cool down was initiated.

The experiment was performed with the new, modiBagerimental setup, on a whole core
with initial water saturation of 0.67. Temperaturesistivity and cumulative volume GH
consumed during the formation was logged and layed in Figure 4.5 above. Figure 4.6 is
the same graphs but closed inn around the init@aith area.

The resistivity measurements are highly temperalependent since the increased activity of
ions with increasing temperature leads to a deereasesistivity. This effect can clearly be
seen in Figure 4.5 above, where the resistivityeases during the cool down process and
fluctuate inversely with the day-night temperatuagiations at the later stages of formation.
The effect may be bolstered by a slight increaseanfinement which can occur with
increased temperature, but the lack of a confinémesssure logging makes it difficult to
speculate on the size of this contribution. The bhewfer system is however expected to keep
the confinement pressure fairly stable.

Hydrate growth initiated aproximatlyl0 hours afteol down and were followed by a high
initial growth rate which gradually declined befamaching a somewhat stable rate after 20
hours. The growth rate increased again after abdutours, before slowly declining towards
zero. This may be a result of temperature fluctuntior a result of water previously isolated
coming in contact with methane. At approximatelyl®@rs the resistivity increased sharply.
This is irregular in that resistivity in the othlermations has tended to increase much sooner
and to a large extent follow the same pattern avthume curves. Mass balance calculations
shows that the core ended up with a hydrate saarat 0.51 which is significantly higher
than the other high salinity cores. The gas consiompas well as the resistivity graph
indicates that hydrate growth was not completet®athours.
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Figure 4.6: Hydrate formation for HR_51 zoomed in aound the start of hydrate growth.

As seen in Figure 4.6, the temperature increased 8.6 to 4.2C in the course of 0.10 hours
during the initial formation. This is a strong indtion of rapid hydrate growth as a result of
the exothermic nature of the hydrate formation ess¢ where the heat flux is unable to
transport the excess energy away quickly enougleiwtasults in a temperature increase. The
temperature increase is most likely higher in thkk lof the core where the heat flux is lower,
and if true this may be a factor influencing growvah the initial stage. There was also
observed a small drop in resistivity during thetiahi growth, most likely caused by a
combination of increasing salinity and increasimgnperature. These phenomena were
expected and were observed during all the formation

The hydrate formation in HR_51 was distinctly diéfet from the other cores with an increase
in growth rate late in the process and ending upigttificantly higher hydrate saturation.
Figure 4.7 below show a comparison of resistivitgasurements over time for different
experiments. The observed resistivity responséif®r51 was atypical with a late and abrupt
increase. There were also indications of very slomrate growth 1.5 hours before the
massive hydrate growth started. This was not oleseiv any of the other experiments and
may together with the atypical resistivity respoasel the high final $indicate a uniform
formation pattern. The observed resistivity respom®incides well with the response
observed by Birkedal et al. (2011) during uniformovgth. HR_47 and HR_48 showed a
response expected from a piston-like formation evhihe other cores had a response
somewhere in between.
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4.2 Dissociation of Pure Methane Hydrate

One experiment was performed by forming and dissmg hydrate repeatedly on the same
core. The core was a whole core saturated tq; af30.43 with 0.1 wt% NaCl brine. The
experimental procedures are chronologically ligtech Table 4.4 below. The time between
the different procedures (lag time) were variedbrder to study the effect of lag time on
formation and dissociation rates.

Table 4.4: Overview of phase-transition times. Tira delay is the time from completion of the previous
procedure to initiation of the current.

Procedure Induction time [h] Dissociation time [h] Time delay [days]
Formation 1 1.2 -

Pressure Dissociation 1 - 29 5
Formation 2 0.6 - 3
Pressure Dissociation 2 - 12 32
Formation 3 0.5 - 2
Temperature Dissociation - 14 5
Formation 4 0.5 - 4

Figure 4.8 below shows the formation curves offallr formations. The results from the
formations were relatively similar with exceptio the fourth, which were significantly
faster than any other formation previously obsemnetliding the formations in the in-house
database. This is discussed further in the Setigbow. There was observed a decline in the
final volume of methane consumed for each conseedtirmation indicating a small loss of
brine for each formation-dissociation cycle.

Figure 4.9 below shows pressure, temperature amilative volume received by the pump
during the two depressurizations. When hydrateodiated, methane was released and the
pump had to retract in order to hold a constantqanee. The cumulative volume received is a
direct measurement of the amount hydrate dissateddong as the pressure is constant. The
dissociation for the first and second depressuaaatook approximately 30 and 10 hours
respectively where the first dissociation was obsgrto release more gas. The different
amount of gas received at the end of the dissodistis evidence for more hydrate being
produced in the first formation. This was, as mamd above, likely caused by loss of water
during the first dissociation. The increase in wodureceived after the pressure was reduced
to 2.0 MPa were likely caused by expansion of gasgas going out of solution, not hydrate
dissociation. The difference in rates will be dssed in Section 4.2.2.
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Figure 4.8: Comparison of the four formations perfemed during DEP5. The fourth formation clearly
stands out with a faster rate. The pump delivered @s for up to an additional 100 hours but the plots
zoomed in around the first 50 hours to accentuatehe differences in early growth.

Figure 4.10 below show temperature, volume receaved pressure during the temperature
dissociation. The rate of dissociation were obskrie be much faster than during
depressurization with dissociation finished appmadely 1.5 hours after heating start and the
dissociation itself taking around 1 hour. The reador this is that the amount of
supersaturation (the driving force) is more sewsitowards temperature than pressure. In
other words, the temperature dissociation tookhiydrate farther outside the hydrate stable
region than the depressurizations.

The pressure curve indicates that the pump werbleta keep up with the large amount of
methane released. This experiment illustrates thellsensitivity of hydrate equilibrium to
temperature compared to pressure.
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4.2.1 The “Memory Effect”

Hydrate researchers has observed that hydrate imons easily from water and gas obtained
by melting hydrate than fresh water and gas. Thierhory effect” is reported to affect
induction time and morphology among others and dffect are dependent on the time
between dissociation and formation, and the tentpexaf the water during this time. There
are two different hypotheses explaining this eff€me states that the arrangement of water
molecules around the guests persisting after disisoie and one states that the gas remains in
solution after dissociation (Sloan and Koh 2008).

The induction times were very consistent with acb0rb hour for the re-formations and 1.2
hours for the first formation. This may have beeresult of the memory effect but more
likely an effect of the water distribution becomimgore uniform after a formation —
dissociation cycle.

The fourth formation stood out with a significantaster growth rate but no correlation with
lag times was observed. The main difference betwkisnand the two other re-formations
were the temperature dissociation preceding it. t€hgerature dissociation was significantly
faster than the pressure dissociations and may ¢ewvsed a major redistribution of water in
the core. This however cannot explain the diffeeeimcgrowth rates alone. Another perhaps
more significant difference was the pressure amdpe&Fature between dissociation and
hydrate re-formation. The temperature was increaged?CC during the temperature
dissociation and the pressure was maintained atMPa the whole time between the
dissociation and re-formation. In contrast were pinessure reduced to 2.0 MPa and the
temperature increased only a short time beforemadtion in the depressurizations. Since the
temperature should have had the opposite effent thee one observed were the pressure the
most likely suspect.

The solubility of gas in a liquid is strongly depglemt on pressure, with increasing solubility
with increasing pressure. The amount of methaneeddh the formation water may therefore
have been much higher before the fourth formatioth iis even possible it had retained a
level of oversaturation as one of the hypotheseshi® “memory effect” suggests. Lowering
the pressure as done in the two other cases waulsecmore methane to go out of solution
and at a much higher pace. There would also bege likelihood of under-saturation of
methane in the brine when the core was re-pressliand cooled as the pressure were not
held at 8.3 MPa for a long period before cooling.

The growth rate observed for the fourth formatisralimost as high as the fast initial growth
rate. This suggests that the mass-transport limitst limiting the growth rate of the other

formations, were overcome to a large degree. Ithareg has been available in sufficient
guantities in the majority of the brine phase wh@mation started, it could have caused a
completely different microscopic growth pattern.eTimemory effect” can explain this by an

elevated amount of methane in solution making diffa through hydrate to a large extent
unnecessary for hydrate growth.
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4.2.2 Redistribution of Hydrate

Hydrate has, as previously mentioned (section J.2Ben reported to redistribute after
formation both on short and long timescales. Whgrdte is at equilibrium conditions there
is a continuous dissociation - formation processcivimakes the hydrate able to “move”
towards a distribution with more favorable energgst hydrate formation with a large degree
of supersaturation has been observed to initiatpuse a branch-like dendritic growth
structure with a large surface area (Tohidi e2@01). The water wet hydrate surface can then
decreases the effective pore diameter which inesetiee capillary forces sufficiently to draw
water to the hydrate formation site, precipitatiadditional hydrate growth in the area.
Hydrate will over time reconfigure locally to a neoenergy efficient structure (often a smaller
surface area) which will lower the capillary foréeghe area and allow hydrate to redistribute
globally throughout the core. The global redisttib of hydrate have been observed to give
a more uniform distribution as seen in Figure 1.I8e resulting changes may have a
significant impact on the physical properties aptidvior of the sediment as hydrate becomes
more homogenously distributed throughout the cddéservations made during DEP5
indicate increasing hydrate surface area and magdme permeability for the hydrate
dissociated during the second depressurizationisRigdition has also been indicated during
other formations by resistivity response.

The two pressure dissociations, shown by volumeived and pressure in Figure 4.9, had
very different rates of dissociation. The first stisiation were performed 5 days after
formation were initiated and took approximatelyt&iurs, while the second were performed
32 days after formation and took approximately Idurk. The difference can best be
explained by a difference in hydrate distributidritee time of dissociation where the hydrate
in the second dissociation was more uniformly thsted with a larger surface area.
Redistribution would also cause better pressurporese throughout the core which would
help speed up the dissociation. The first dissmmnahad a slightly lower core temperature
than the second. This would have contributed tadtfierence in rates but were considered to
small to explain the larger difference in rates.

Redistribution of hydrate is also observed in #sgtivity of a number of formations (Figure
4.7), as resistivity changes without any additiogals being consumed. The dropping
resistivity observed during HR_47, HR_48 and HR $#®w the formation of a more

continuous water phase which indicates a more umifoydrate distribution with fewer areas
with very low water saturation and fewer blockedepthroats. The increasing resistivity
observed in HR_49, HR_50 and HR_51 are likely cdumsefurther hydrate growth. This was
supported by the measured cumulative volume (Fighu® which indicates that the

formations were not complete.

The findings are supported by observations madérégs et al. (2011) which showed a
continuous redistribution of hydrate throughout tbere towards a more homogenous
distribution at both a small and long time scale.
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4.3 CO: - CH4Exchange

Nine hydrate bearing sandstone cores were produr®djescribed in Section 4.1, with
hydrate saturations ranging from 0.35 to 0.53 amal fvater saturations ranging from 0.00 to
0.50. After hydrate formation, GG- CH, exchange were attempted for all the CO2 and HR
cores in an attempt to study the effect of theeddiit hydrate and water saturations. An
overview of the experiments with respect to thehaxge procedure is presented in Table 4.5
below, where the comments indicate problems duthg exchange procedure: Loss of
cooling led to dissociation of the hydrate and phecedure was terminated, loss of effluent
were caused by a malfunctioning pressure regulaiorfront of the GC causing an
underestimation of the recoveries, missing GC-da&ae caused by the GC losing its
connection to the computer and made extrapolatfcsome of the GC-data necessary, and
leakage and plugs were caused my many factors aumkd the termination of the exchange
procedures. HR_49 and HR_51 also experienced piggdut this was successfully solved
by the use of nitrogen.

Table 4.5: Experimental overview for CQ — CH, exchange. The salinity is the calculated averageibe
salinity prior to CO , injection. F signifies a fractured core and W a whle core in the core column.

Pre Injection CH4 - CO2 Exchange

Name Core Salinity Sy Sy Injection  RFchstr  RFchan Comments
[wt%] (%] [%0]

C02_20 wW - 0.53 0.00 CGo, - - Loss of cooling
co2 25t W - 0.51 0.00 CO, 45 14 Loss of effluent
HR_47 W 11 0.38 0.12 Cco, - - Plug
HR_48 W 15 0.42 0.08 Cco, 23 0 Missing GC-data
HR_49 W 7 0.46 0.29 CO, + N, 26 2 -
HR_50 W 8 0.47 0.28 - - - Leakage
HR 51° w 8 051 0.27 CO,+N, 61 52 Missing GC-data
HR 52 1'? F 5 0.35 0.47 CO, 21 0 -
HR 52 2'% F 5 0.35 0.47 Cco, 29 0 -
HR_52_ 32 F 5 0.35 0.47 Cco, - - Plug
HR_53 F 6 0.41 0.50 CO, + N, - - Plug

! Recovery calculated with mass flow meter
2 Core was flushed with CO2 in three steps with, veepare cumulative recovery including previousHu

A comparison of total methane recovery over timetfe 5 experiments where GO CH,
exchange where successful are presented in Figliteb&low. Methane in the HR_52 core
was produced by the diffusion driven injection noethvhere higher injection rates over much
shorter time intervals where used. This is cleagljected in its recovery curve, where the
time between the two flushes (shut-in time) hasnbekminated. The five experiments
differed both in initial conditions, experimentabpedures and in the course of events during
the exchange procedure. For this reason are a&ldrperiments presented with a more in
depth analysis of the results in separate sechetmv. The results are presented in the order
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of increasing initial water saturation, which alaere the chronological order they were
performed in, with exception for CO2_25 which wererformed later as a substitute for
C0O2_20 as it dissociated before £S0CH, exchange were completed.

0.7
= C02_25
= HR_52
0.6
= HR_51
- HR_49
0.5 = HR_48

0.4
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Figure 4.11: RRcpa ot and RFcug p OVer time for all experiments. Total CH, recovery are plotted fromt =0
while recovery from hydrate starts when all the fre& methane have been produced. The GC stopped
during CO, injection for HR_48 and HR_51 and the gas composiin had to be extrapolated.

4.3.1 HR 48: Baseline

The core had a hydrate saturation of 0.42 and arvgaturation of 0.08 with a salinity of 15
wt% NaCl prior to CQinjection. The salinity has most likely been ned4 wt% NaCl since
methane hydrate would dissociate in the presend® @ft% NaCl brine. This also indicates a
slight overestimation of hydrate which could beeault of the assumed absence of leakage.
CO, was injected with a constant rate of 0.02 ml/maith the BPV set to approximately 8.6
MPa. Figure 4.12 below show the composition ofgas produced and Rfa o during the
exchange, while Figure 4.13 show injection presstgsistivity and core temperature over
time.

The GC stopped working after 48 hours and wasesitirted before 78 hours. This was not a
critical part of the exchange and extrapolating filaetions was not considered a problem.
Pressure and temperature were stable throughouinjeetion process with only minor
fluctuations following the day — night cycle.

The large tubing volume and the large volume of B/ combined with the low injection

rate makes it possible for effluent fluids to mikealeaving the core. These factors made the

GC measurements not completely representativenfltiids produced out of the core at a
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specific time. The GC date were expected to somgredeto be an average of gas
compositions produced over a longer time intergallaids diffused and mixed in the tubing
and the BPV.

Nitrogen can as previously mentioned, be used &macar gas which marks the time when
production from the free gas in the core occurs lamt much of the produced gas comes
from the free gas in the core. The effluent comjpmsindicate that gas from the core reached
the GC at approximately 8 hours with a peak at @0r$ This is reflected in the methane
fraction curve which peaks at approximately the ssime as the Nfraction. The increase in
recovery is also at its highest around this pdaat,that may be an illusion created by the way
methane production was calculated without mass flata from the MFM. The Nraction in
the effluent were observed to follow the Chaction closely before the GC lost connection,
which can indicate that a large portion of the il methane came from free gas during
this interval.
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Figure 4.12: Composition of effluent gas and resistity of the core during CO, — CH,; exchange for
HR_48.

After 40 hours most of the easily accessible fre¢heine seemed to have been produced since
the amount of methane in the effluent had decreamguficantly. An increasing fraction of
the methane produced was expected to come fronexbleange process after this point.
Methane extraction from hydrate was expected td sthen CQ contacted the core and
increase as the GGsaturation in the core increased, before slowlglidieg as the CQ
fraction in the hydrate increased. The exchangegs® is time dependent and not strongly
dependent on injection rate as long as the Gidcentration in the core remains stable. The
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production rate of free methane from the core wameeted to be strongly dependent on the
injection rate since it was produced by displacemmen

The resistivity was at 40m and dropping after hydrate formation but incrdasteadily
when CQ contacted the core before dropped again afteroappately 25 hours. This is an
indication of CQ forming hydrate with the residual water which disied the electrical flow
path. Mass balance calculations show that the bwack salinity near 14 wit% NaCl after
formation. This means that the residual brine wasqailibrium with methane and methane
hydrate and not isolated from the gas phase. St@ehydrate are more stable than £H
hydrate, the C®would have been able to form ¢@ydrate with the brine as it moved
through the core. Simulations on the CSMGem softwpaves a C@hydrate equilibrium at
8.3 MPa, 4C and 16.7 wt% NaCl. The software had some problents the calculations
however making the result less reliable. The amofisecondary hydrate formed by €are
limited if the value is correct, but it was consiele sufficient to give the observed resistivity
response since the system would be sensitive aivker stations.

The later drop in resistivity was observed to lgmiicantly faster during C@injection than
after formation. The drop may have been a resutedistribution of hydrate, since a more
uniform brine distribution will decrease the resity. One hypothesis was that the
introduction of liquid CQ in the core led to a less stable methane hydragesep which
accelerated the rate of the continuously ongoisgatiiation - re-formation process, resulting
in faster redistribution.
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Figure 4.13: Resistivity, temperature and pressurever time.

Calculations estimate the total methane recoverg3& with no production from hydrate.
This may indicate that there was an underestimagforecovery since 23% of the methane

originally in place represents less than the amotiftee methane in the core and liquid £LO
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were expected to have an excellent sweep whenagdisgl methane in a small core plug. The
slope of the recovery curve suggests that the egowould have continued to rise if
production had been extended.

There could be a number of explanations for thevslad low recovery. The injection rate
was very low which could have made diffusion sigmiht. Methane could have continuously
diffused in the opposite direction of G@ow since there would have been a significant
methane concentration gradient in the core witimethane at the inlet. The result could be a
significantly slower exchange process. A more likekplanation is gravity segregation,
where buoyancy forces would have caused the metioaoecupy the upper part of the core
while the denser liquid CQOonly contacted the bottom part. The early,GlDsh however
should have contacted the entire core, making tyraagregation more of a problem when
considering C@— CH, exchange process. Some free methane may havebegpsulated by
hydrate in the center of the pores or trapped negpesolated by hydrate. This would make the
CO, unable to contact all the free methane and woaitdribute to lower recovery.

The core was stepwise depressurized aftep €EQ@H, exchange in an effort to find the
dissociation pressure and thereby the hydrate csitipo. The core was flushed with GH
prior to the depressurization to avoid confusintadaused by C{going from liquid to gas
phase. Cumulative volume received by the pump aedspre during depressurization are
displayed against time in Figure 4.14 below. Thiiwe plot indicates multiple dissociation
pressures which would be the case for a heterogerneairate composition.

Volume data for each pressure step between 3.12&%MPa are plotted against time in
Figure 4.15 below. The two volume plots from thesdciation indicate that dissociation
started at 3.17 MPa which corresponds to a hydmateposition of approximately 60 mol%
CO, and 40 mol% Ckl and continued at each pressure step down to B8 which
corresponds to almost pure €@ydrate. The volume fluctuations caused by fluiihga
temperature made interpretation of the data ditfiand the pressure steps would have to be
held for a longer period if more accurate estimatese to be made. This can clearly be seen
by the 2.89MPa step, where dissociation appeab® toompleted in Figure 4.14 but Figure
4.15 shows that gas still are being received byptlmap. In order to accurately estimate the
composition equilibrium has to be reached duringhestep, which takes time. The results
from the dissociation indicates that a significamount of CQ were in hydrate after the
exchange procedure in contrast to the calculateghiRF
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Figure 4.15: Volume consumed for each step duringegressurization of HR_48.
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4.3.2 CO2_25: Low Salinity

The low salinity, low saturation experiments weezfprmed in order to study the effect of

salinity on hydrate formation and GG- CH, exchange. CO2_25 achieved a hydrate
saturation of 0.51 and the calculated final watatustion was 0. This experiment was

performed with the MFM.

A total of 190 ml pure liquid COwere injected at a rate of 0.02 ml/min. Tempemiamd
pressure were stable throughout the exchange proeegind no significant differential
pressure were observed. Figure 4.16 below shows/eeg and composition of the effluent
gas during injection of pure liquid GOA malfunctioning pressure regulator made it
necessary to shut the core inn for a period of@pprately two days while repairs were being
made. Some gas escaped through a safety valveehefaching the MFM in a short period
during the early production. This may have causslight underestimation of recovery since
it happened during the period of highest methanedymstion but it should not have
significantly influenced the GC-data. There wasembsd a temporary increase in methane
fraction in the effluent 24 hours after the shut-ifthis may have been caused by,GCCH,
exchange taking place during the shut-in intervareasing the fraction of methane and
decreasing the fraction of G@n the core. The time lag of 24 hours is not uliséa as the
injection rate is low. The time with elevated methdraction however is very short indicating
that it might have been a random occurrence.

The GC-data were very similar to HR_48, but withigher fraction of methane during the
initial production. The main difference between tive GC-data plots are the duration, where
the effective time (discounting the shut-in) weppm@ximately 60 hours longer for CO2_25.
This corresponds to the entire calculatediifR in CO2_25, which were observed to still be
rising when the exchange were terminated. The t@Wed@ta plots hint at a potential for good
repeatability for these experiments if problems loamvoided.

The total methane recovery and the methane recdraryhydrate were calculated to be 45%
and 14% respectively. No significant differencesichcan be attributed to salinities were
observed.
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Figure 4.16: Composition of effluent gas and recovg over time. A malfunctioning pressure regulator
made it necessary to suspend injection and shut-the core for a period of approximately two days.

4.3.3 HR_49: Use of Nitrogen to Improve Injectivity

HR_49 was the first attempt to perform SOCH, exchange on a core with high initial water
saturation. Injection problems caused by plugging lack of permeability were successfully
solved by the injection of nitrogen gas.

Before CQ injection was initiated, the calculated hydratd arater saturations were 0.46 and
0.29 respectively. As such the hydrate saturatias im the same range as the loyw &@res
but with a higher s and a high likelihood of significant differenceshydrate distribution.

Figure 4.17 below shows resistivity and inlet- audet pressure during the work on injecting
CO, in HR_49. Three attempts were first made to inpote liquid CQ at a rate of 1ml/min
but the injections were stopped by the pump’s Inggssure alarm which was set at 9.0 MPa.
The inlet pressure dropped relatively quickly ansheall pressure response were observed at
the outlet, indicating low injectivity and a flowalrier close to- or at the inlet.

To evaluate the injectivity further the pump was teehold a constant pressure of 8.9 MPa
after the third injection attempt. The pressureatigad over two days but the injectivity was
considered too low for CO— CH,; exchange. Resistivity increased during this period
indicating further hydrate formation and/or redmition of the phases as g@oved through
the core.
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Figure 4.17: Pressure and resistivity measurementituring CO, — CH, exchange in HR_49.

The outlet was opened to the BPV at 143 hoursyderoto reduce the outlet pressure before
pure nitrogen was injected at a rate of 1ml/mine fiilgh pressure alarm stopped the injection
after 5 min. Another nitrogen injection was atteetpait 173 hours with the same result, but
with a significant pressure response at the outlditating reestablishment of injectivity. A
third attempt showed good injectivity with almosi differential pressure during injection.
The drop in resistivity during the last injectiotteanpt is a good indication of small scale
hydrate dissociation which would lead to an inceeiasbrine phase thickness and continuity.
There is no indication of large scale dissociatisrit would have resulted in a significant rise
in pressure.

Since injectivity had been successfully restoredh-énjection of 25 mol% C@and 75 mol%
N, at a total rate of 0.02 ml/min was initiated. Téf#uent gas was produced out through the
PBV at a pressure of 8.3 MPa while the GC meastimedjas composition, shown in Figure
4.18 together with the calculated total recovery.differential pressure were observed during
this process and resistivity continued to drop.

Between 366 and 427 hours pure liquid ;G&as injected at a rate of 0.02 ml/min. Good
injectivity was observed despite a rise in différ@npressure. Together with a simultaneous
increase in resistivity, this indicated that sont@, Gydrate were formed causing a decrease in
core permeability. This showed that the co-injecttioould effectively maintain a high
injectivity during CQ — CH, exchange where a pure gjection would have caused a
significant reduction in injectivity. It also illasted the resistivity’s ability to detect
redistribution of phases and its close relationitanges in permeability.
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Figure 4.18: Effluent composition and calculated CHl recovery during exchange. Pure C@was injected
after 2.9 pore volumes of M+ CO, had been injected

The effluent composition and the calculated recpwdrCH, over time are shown in Figure
4.18 above where the dotted vertical line indicates time when pure liquid GOwas
injected. Rlchator and Rkiysn Were estimated to 26% and 2% respectively. Théirdem
methane fraction when the G®action increase was caused by the high densitguid CO,
and does not mean that less methane was produced.

The results of this experiment show that Nitrogan be used to remove plugging under the
experimental conditions used. No indications of shashydrate dissociation as a result of the
N, injection were observed but the resistivity indésa a small scale dissociation or
redistribution of phases leading to higher perm@gbirhe change in resistivity was a good
indicator for permeability changes during the rgegn, CQ and CQ + N, injection. Direct
comparison with the baseline experiment would raatehgiven any indications of the effect
of the increased water saturation since the usH,afnd the many procedures performed
before CQ — CH, exchange were initiated influenced the core beytbedexpected effect of
saturation differences.

The core were step-wise depressurized after &0hange were completed in an effort to find
the dissociation pressure of the gas hydrate av ft, estimate the hydrate composition.
Figure 4.19 below show pressure, temperature antulative volume gas received by the
pump during the depressurization, and Figure 4t@@vscumulative volume recieved by the
pump during each pressure step. The core was ftushigh nitrogen before the
depressurization started.
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Dissociation were observed continuously from a gues of approximately 3.45 MPa, but
since the pressure were not held for a sufficiemitogl at each interval, it were not possible to
discern whether the hydrate composition were homage or not. A pressure of 3.45 MPa
corresponds to a hydrate composition of approxiip&® mol% CQ and 71.5 mol% CH
The nitrogen gas phase however would increaseifisedaation pressure which may indicate
that the amount of COwas underestimated. A concern with the composigstimates
presented for both HR_48 and HR_49 is that thespreswere not held for a sufficient time at
each interval which could have led to a severe rgstienation of the dissociation pressure as
the dissociation rates are expected to be low winemydrate are close to equilibrium.
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Figure 4.19: Pressure, Temperature and gas volumeceived during depressurization of HR_49. The
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4.3.4 HR_51: High saturation

Due to development of hydrate plugs during,G@@ection in previous high saturation cores
and the success in using nitrogen during HR_49a$ wecided to continue using the co-
injection with 75mol% N and 25 mol% C@on the cores with,$over 0.6. HR_51 had §4S
of 0.51 and a sof 0.27 after hydrate formation. This experimeséd the MFM to measure
mass flow during C®— CH, exchange. Inlet- and outlet pressure, resistiantgl cumulative
volume gas injected are shown in Figure 4.21 below.

Nitrogen and carbon dioxide were initially injectied 7 hours at a rate of 0.02 ml/min before
the pumps high pressure alarm, set at 9.0 MPapstbfhe injection. A pressure response
was observed at the outlet which indicated somenettion through the core. Resistivity
dropped soon after the injection started, indigamall scale dissociation as the NCO,
mix moved through the core. Purg Was then set to hold a constant pressure of 9.8 MP
order to ensure that injectivity was reestablishBuk resistivity continued to drop and the
differential pressure dropped toward zero. Co-inpec was resumed after 26 hours,
immediately followed by a spike in differential peaire of about 0.5 MPa which dropped to
zero without any intervention. The resistivity dpep throughout the injection process as in
the other experiments. The drop was not big inthgathat the N + CO, dioxide mix
dissociated and/or redistributed a small amounthef hydrate phase with no large scale
dissociation. Two large pressure drops, causecthhynatable BPV, were observed at 69 and
95 hours. The pressure drops were not big enauglissociate any hydrate and should not
have had any significant impact on calculationa@fluids were lost.
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Figure 4.21: Resistivity, pressure and total voluménjected during CO, — CH, exchange in HR_51. The
pressure dropped abruptly twice during co-injectionas a result of an unstable BPV.
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HR_51 confirmed the results from HR_49 on the useitoogen to dissociate hydrate plugs
and re-establishing injectivity, and the co-injens ability to hinder secondary hydrate
formation which in very high saturation cores caad to low gas permeability. The pressure
and resistivity responses followed the same pattern

The total methane recovery and the methane recdrm@ryhydrate were calculated to be 61%
and 52% respectively, but the GC had no connettidhe computer in an 80 hour interval, as
illustrated by the dotted lines in Figure 4.22 nmakihe estimates highly uncertain.
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Figure 4.22: Recovery and methane fraction in efflent over time. The GC lost connection to the compat
over a large time interval.

The mass flow was expected to increase as thadnact CQG, in the effluent decrease since
liquid CO; has a significantly higher density compared teega¥he mass flow measurements
obtained by the newly implemented MFM were lowerimy the 20 hours before GC-
connection was reestablished indicating a low foacdtf CG, during this interval, but the lack
of similar experiments and the presence of largeuwsnts of N makes it difficult to predict
the accuracy of the extrapolation. This core betiagidferently than the others during
formation (Section 4.1.3) were a different hydrgt®wth pattern was observed and an
unusually high hydrate saturation was obtained. ddve was therefore expected to behave
differently during CQ — CH; exchange since the hydrate distribution most yikeks
significantly different. The effluent compositionatd which were obtained indicates a
significant difference to HR_49 with higher methanactions in the effluent. A possible
explanation was the growth pattern which could heesvesed less free methane to be trapped
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by hydrate and a larger hydrate surface area aahgghmer exchange rate. Another hypothesis
was that the pure GOnjection in HR_49 caused a larger volume of,@®be produced in
the visible interval.

4.3.5 HR_52: Diffusion Driven Injection

Diffusion driven injection, where the core were shun after a CQflush, were performed on
the fractured cores. Injecting G@hrough a fractured core will to a large degremiltein the
CO, bypassing the core halves, making diffusion thennti@nsport mechanism in the core
halves. This method was also more time efficiethweéspect to the use of the mass balance
system and has the potential to give a differerdgetive on the exchange process.

Figure 4.23 shows pressure, cumulative volume @§&cted and amount of GHproduced
over time. The core was flushed with approximat@yml of liquid CQ at a rate of 0.25
ml/min. The pump was then set to hold constantsoumresfor approximately 20 hours before
the system was isolated from the pump. The systmswmned 30 ml of COduring the 20
hours in a manner characteristic to hydrate foromatiwhen the pressure support was
removed, the pressure declined and stabilizedaitah5 MPa again in a way reminiscent of
hydrate growth.

A second CQ flush was performed after 192 hours where theesyswvas isolated from the
pump immediately after injection. The pressure gempto 6.5 MPa over a period of 130
hours. A third flush was attempted, but pluggingdmainjection impossible and the
experiment was terminated.
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Figure 4.24: Composition of effluent and recovery dring CO, — CH, exchange for HR_52. The dotted line
represents the 8 days the core was shut-in betwe@0, flushes.

Effluent gas composition is plotted together withat methane recovery against time in
Figure 4.24 above. The dotted line represents Il i time and separates the two LLO
flushes. The calculated Bz otand Ricpa y Were 45 and 14% respectively.

The first flush were observed to result in a simé&luent composition over time as to the
normal injections, but much faster. The Secondhflssowed that a significant amount of
methane had entered the fracture during the shut-in

4.3.6 Effect of Initial Conditions

No apparent effects of varying initial water sationma or salinity were observed on the £O
CH, exchange process. The cores with high initial resitn had problems with loss of
injectivity when CQ injection was attempted. This was likely not callg low permeability
but rather hydrate plug formation at the end-piaréds the tubing.

Figure 4.25 below show a comparison plot of metHeaation in effluent over time for all the
continuous injections. The two experiments whichienigjected with pure C£Qndicate good
repeatability if the exchange procedures can bepteted without problems.

The co-injections were observed to have a higheleniaction of CH in the effluent
compared to the pure GOnjections. GC-data for HR_51 indicates a verygéahydrate
recovery despite the significant lack of data. Timight have been an effect of a different
growth pattern as it could lead to a significaritedence in phase distributions. It should also
be noted that the presence of dduld accelerate the exchange process since thardrob
supersaturation would be lowered, Mannot form simple hydrate at the experimental
conditions, but simulations with CSMGem show snfr@ttions of N in hydrate when CH
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CO; and N are in the presence of 3.5 wt% NaCl brine at tlveselitions. This indicates that
N2 may increase the maximum possible recovery asitldvcompete for the small cages in
the sl structure.

A comparison of recoveries is not presented, a&sttme of termination, measurement
methods and course of events has varied betweeexfferiments. An observed correlation
would therefore most likely be a random coincidenuet to be attributed to one of the
variables studied in this thesis.
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Figure 4.25: Comparison of the methane fraction ireffluent over time.
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4.4 Uncertainties

Calculations and measurements made during the iexgraial work for this thesis contain a
number of uncertainties and sources of errors. §pexific uncertainties are based on the
margin of error in the equipment used, which issprgéed in Table 4.6 below. A qualitative
discussion of possible sources of error is presentéhe sections below.

Table 4.6: Uncertainty for equipment used in the gxerimental work.

Equipment Measurement Uncertainty ()
Slide caliper Length & diameter 0.005 cm
AND GF-3000 Digital Balance Weight 0.02¢

ST Stigma 500 Flow 0.10 %
ST Stigma 500 Pressure 0.10 %
Temperature Gauge Temperature 0.1°C
Druck PMP Pressure 0.08 %

4.4.1 Sources of Error in Core Preparation

During the core preparation process, there wereynfaators which could have led to
erroneous results.

Heterogeneities in the cores were not taken intmwatt and were considered to be a far
bigger uncertainty than the Slide caliper. If tlmeecplugs were not dried or cleaned properly
it would lead to an underestimation of porosity.

Water would have evaporated out of the brine comtiisly after saturation of the core. A
major potential source for errors was if a sigm@ifitamount of water vaporized from the core
prior to it being weighed. This could have been ¢thse if the pressure were drawn to far
down during vacuuming of the core or if the procekseducing the water saturation took a
substantial amount of time. The result would beiaderestimation of the brine salinity and a
slight overestimation of the,S

The evaporation of water could be observed whenctive was on the scale by a steady
decreasing weight which clearly demonstrates tBgymficance of the scale uncertainty. An
overestimation of the water saturation could haveuaed if the core were not set into the
core holder and isolated fast enough.

4.4.2 Sources of error in Hydrate Formation

The leakage rates were between 0.003 and 0.02 umlé@ad were calculated based on the
amount of gas delivered to the system during a &4 period prior to formation where the
systems were pressurized to 8.3 MPa. This was dor@der to minimize the effect of
temperature fluctuations. Change in leakage rasea consequence of cooling and hydrate
formation were considered insignificant as soméhefrates were measured both before and
after formation and gave a satisfactory matchirsgllte The largest potential source for error
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in these calculations was considered to be a gdessibrease in leakage rate caused by
external factors, which could arise if the systerarevadequately disturbed. A potential

significant temperature difference over the 24 Bowhen the leakage estimate was made,
could also impact the leakage rate.

The room temperature fluctuations could have bedmgasource of errors since all the

saturation changes are calculated based on PVTfrdatathe pumps. The resulting density
changes in the gas would cause the volume to #eturhe error caused by temperature
would increase if the pump contained a large amotigas.

These sources of error make the margin of errdnerhigh precision pumps insignificant.

4.4.3 Sources of error in COz - CH4 Exchange

Calculations on the CO- CH, exchange were considered uncertain since errons &arlier
procedures would follow in addition to the probabpibf systematic errors being high.

Liquid CO, have vastly different properties than methane ayas the amount of fluids lost
due to leakage was expected to increase signifjcast liquid CQ was introduced to the
system. CQ has previously shown a tendency to diffuse throtlgh sleeve and into the
confinement. The loss of GQluring exchange was considered too high for massnbe
calculations on C&to be used.

4.4.4 Assumptions

The hydration number used to calculate how muclemais consumed during formation was
found from bulk experiments at equilibrium. The Bepof porous sediments is unknown but
a slight decrease in hydration number was reponteen methane hydrate was formed at
significant supersaturation (Circone et al. 2005)lower factual hydration number would
lead to an overestimation of the amount of wateingganto hydrate and a subsequent
overestimation of the hydrate saturation. The arhotimethane in hydrate would be slightly
underestimated (due to an underestimation of teesgturation), but this error was considered
to be insignificant. It should be noted that therdased solubility of methane in water as
salinity increases together with the reductionhiarinodynamic driving force could impact
the hydration number and cause it to change asteamslin the core changes.
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Chapter 5 Conclusions and Future Work

5.1 Conclusions

Nitrogen was found to effectively dissociate hydralugs without any large scale
dissociation or observable negative effects on aretlproduction.

A 75 mol% N + 25 mol% CQ co-injection were observed to effectively maintain
good connection through the core where purg €&ised reduction in permeability.
Hydrate formation kinetics in sandstone were ob=@ro be strongly dependent on
salinity and initial water saturation, where in@ieg salinity or & led to slower
hydrate growth.

Salinity was found to be the limiting factor fonél hydrate saturation in high salinity,
low saturation cores.

A linear correlation between initial water satuvatiand early growth rate were
observed.

Ten methane hydrate saturated cores were sucdggsfodiuced from cores with,S
ranging from 0.40 to 0.81 where the cores witgh&bove 0.6 retained an active water
phase.

CO, — CH, exchange were performed on five cores resultingalculated methane
recovery from hydrate between 0 and 52% and

Redistribution of hydrate was observed indirectjyrésistivity measurements and was
found to increase dissociation rate during depression.

Extremely fast hydrate growth were observed dufanmation in a core that five days
earlier had contained hydrate which had been dtsut by temperature. This was
attributed to the pressure which was held at 8.2 MiPall times and could have led to
an increased methane concentration in the core.

An observed correlation between initial water sation and residual water saturation
after hydrate formation hints at g; Svhere the salinity no longer are the only limiting
factor for the amount of hydrate formed.

5.2 Future work

The ability to analyze recovery with the currenfpestimental procedure on GG- CH,
exchange can easily be improved by performing allsmanber of experiments which
investigates the individual factors influencing tpeduction of methane. A short list of
suggestions is presented below followed by somelat@d suggestions for future work.

Production of a 100% methane saturated core wihstime experimental procedures used
during CQ — CH, would give a better picture of how the mass baasystem behaves and
increase the ability to interoperate results. Bodkinjection and pure liquid CQOnjection
would be beneficial.
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Results on production by gravity stable £6jection would answer the question of whether
the CQ contacts the entire core.

Depressurization of cores where exchange has bedormed with pure C@©could give a
good indication of the actual contribution to reepvfrom hydrate. The Depressurizations
has to be done with sufficient time at each presstep to give a usable value. GC analysis of
the dissociated fluids would also be beneficial.

Performing experiments on hydrate bearing coreshvhas stood for a long time to let the
hydrate redistribute could give a more realisticaggh distribution during CO— CH,
exchange.

The newly implemented MFM has proven to be reliabid a valuable addition to the mass
balance system. An effort should be made to furthgrove the reliability of the mass
balance system. More results are needed on theaegehprocess, and the experiments need
to be run for a longer period to obtain end-poiatad This would lead to a very low
experimental output rate with the current failuaeer
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Nomenclature

AG Gibbs free energy

) porosity

Vp pore volume

Vi bulk volume

K absolute permeability
q volumetric flow rate
A Cross sectional area
M viscosity

dp/dx pressure differential
Ki e effective permeability
Kri relative permeability
Pc Capillary pressure

I length

R resistivity

r resistance

I electrical current

E applied voltage

L length of the resistor
F The formation factor
Rw resistivity of the brine
RI resistivity index

Ri measured resistivity
b saturation exponent
Z impedance

) phase angle

RF The recovery factor
Np produced [mol]

N originally in place [mol]
Suwi initial water saturation
Swt final water saturation
Sy hydrate saturation
RFcha to total methane recovery
RFcHa - recovery from hydrate
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