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## Abstract

Modern cryptography is deeply founded on mathematical theory and vectorial Boolean functions play an important role in it. In this context, some cryptographic properties of Boolean functions are defined. In simple terms, these properties evaluate the quality of the cryptographic algorithm in which the functions are implemented.

One cryptographic property is the differential uniformity, introduced by Ny berg in 1993. This property is related to the differential attack, introduced by Biham and Shamir in 1990. The corresponding optimal functions are called Almost Perfect Nonlinear functions, shortly APN. APN functions have been constructed, studied and classified up to equivalence relations. Very important is their classification in infinite families, i.e. constructing APN functions that are defined for infinitely many dimensions. In spite of an intensive study of these maps, many fundamental problems related to APN functions are still open and relatively few infinite families are known so far.

In this thesis we present some constructions of APN functions and study some of their properties. Specifically, we consider a known construction, $L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$ with $L_{1}$ and $L_{2}$ linear maps, and we introduce two new constructions, the isotopic shift and the generalised isotopic shift. In particular, using the two isotopic shift constructing techniques, in dimensions 8 and 9 we obtain new APN functions and we cover many unclassified cases of APN maps. Here new stands for inequivalent (in respect to the so-called CCZ-equivalence) to already known ones.

Afterwards, we study two infinite families of APN functions and their generalisations. We show that all these families are equivalent to each other and they are included in another known family. For many years it was not known whether all the constructed infinite families of APN maps were pairwise inequivalent. With our work, we reduce the list to those inequivalent to each other.

Furthermore, we consider optimal functions with respect to the differential uniformity in fields of odd characteristic. These functions, called planar, have been valuable for the construction of new commutative semifields. Planar functions present often a close connection with APN maps. Indeed, the idea behind the isotopic shift construction comes from the study of isotopic equivalence, which is defined for quadratic planar functions. We completely characterise the mentioned equivalence by means of the isotopic shift and the extended affine equivalence. We show that the isotopic shift construction leads also to inequivalent planar functions and we analyse some particular cases of this construction.

Finally, we study another cryptographic property, the boomerang uniformity, introduced by Cid et al. in 2018. This property is related to the boomerang attack, presented by Wagner in 1999. Here, we study the boomerang uniformity for some known classes of permutation polynomials.
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## Chapter 1

## Introduction

Vectorial Boolean functions are fundamental objects in mathematics and information theory. These functions take as an input a sequence of $n$ bits and output a sequence of $m$ bits. One of the important applications of Boolean functions is modern cryptography and, in this context, some cryptographic properties of Boolean functions have been defined. Interestingly, functions with optimal cryptographic properties define optimal objects in many domains of mathematics and information theory, such as coding theory [44], projective geometry [104] and the theory of commutative semifields [49]. Hence, solutions for problems of optimal cryptographic functions contribute to all these domains.

For a prime number $p$ and positive integers $n, m$, an $(n, m, p)$-function $F$ is a map from $\mathbb{F}_{p}^{n}$ to $\mathbb{F}_{p}^{m}$, where $\mathbb{F}_{p}^{n}$ is identified with $\mathbb{F}_{p^{n}}$ when $m=n$. When $p$ equals 2 we call $F$ an $(n, m)$-function or a vectorial Boolean function. We focus on ( $n, n$ )-functions, which is the most interesting case for cryptographic applications. The differential uniformity is an important cryptographic property connected to the differential attack [12]: an $(n, n)$-function $F$ is differentially $\delta$ uniform if the equation $F(x+a)+F(x)=b$ admits at most $\delta$ solutions for every non-zero $a$ and every $b$ in $\mathbb{F}_{2^{n}}$. Optimal functions with respect to differential attacks have the smallest possible differential uniformity, that is $\delta=2$, and they are called almost perfect nonlinear (APN).

Differential uniformity is invariant under linear, affine, extended affine and CCZ-equivalence. The equivalence relations are listed in increasing order of generality. Two $(n, n)$-functions are called affine (linear) equivalent if one is equal to the other one, composed on the left and on the right with affine (linear) permutations. They are called extended affine equivalent (EA-equivalent) if one is affine equivalent to the sum of the other one with an affine function. They are called Carlet-Charpin-Zinoviev equivalent (CCZ-equivalent) if their
graphs are affine equivalent, where the graph of an $(n, n)$-function $F$ is the set $\left\{(x, F(x)): x \in \mathbb{F}_{2^{n}}\right\}$. Each of these equivalence relations has different applications, and much work has been done on the classification of functions with respect to these equivalences, see for instance [20, 21, 36, 53]. In spite of that, many important problems are still open.

The classification of APN functions over $\mathbb{F}_{2^{n}}$ with respect to EA and CCZequivalence is complete only for $n \leq 5$ [21]. Moreover, there are only a few classes of APN functions known. Up to now there are 6 known infinite families of APN power functions (see Table 2.1) with the last family being constructed in 2001 [61]. In 2008 some inequivalences between these families were shown [28] and only in 2016 it was proved that in general these families are all CCZinequivalent $[54,106]$. It is conjectured that the list of APN power functions is complete up to CCZ-equivalence [59].

For many years it was believed that all APN functions were EA-equivalent to power functions. It was only in 2006 that the first classes of APN functions EA-inequivalent to power functions were constructed by applying CCZequivalence to power APN maps [32]. The first infinite families of APN polynomials CCZ-inequivalent to power mappings were constructed in 2008 as a sum of two quadratic power APN functions [29]. Since then, few infinite families of quadratic APN polynomials have been constructed, see Table 2.2. Several methods for constructing quadratic APN functions have also been proposed; they led to the discovery of many new instances of APN functions in fields of small dimension $[66,102,109]$. In particular, for $6 \leq n \leq 9$ there are large lists of CCZ-inequivalent quadratic APN functions that have not yet been classified into infinite families. Remarkably, all known APN functions are CCZequivalent to power or quadratic functions, with only a single exception in dimension six [21, 66]. Constructing an infinite family of such functions is still an open problem.

This work is primarily dedicated to the analysis, construction and classification of APN functions. In particular, it focuses on quadratic APN maps. Three of the known classes of quadratic APN polynomials, constructed in [30, 31],

$$
\begin{aligned}
& F_{1}(x)=x^{3}+a^{-1} \operatorname{Tr}_{n}\left(a^{3} x^{9}\right) \\
& F_{2}(x)=x^{3}+a^{-1} \operatorname{Tr}_{n}^{3}\left(a^{3} x^{9}+a^{6} x^{18}\right) \\
& F_{3}(x)=x^{3}+a^{-1} \operatorname{Tr}_{n}^{3}\left(a^{6} x^{18}+a^{12} x^{36}\right)
\end{aligned}
$$

were obtained by investigating functions of the form $L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$, with $L_{1}$ and $L_{2}$ linear. The properties given in $[30,31]$ do not completely characterise APN functions of that type. In this thesis, we further investigate the APN property of maps of this form. For small dimensions, we computationally verify that all APN maps of the form $L_{1}\left(x^{3}\right)+x^{9}$ belong to the CCZ-class of an already known function. We show also that the extended Walsh spectrum of any APN map $L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$ admits at most 5 values and that, for $n$ odd and divisible by 3, $L_{1}$ must be a permutation. We analyse the lists of known APN functions presented in [66] and show that several of them are of the form $L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$.

Another important question in the study of cryptographically significant vectorial Boolean functions is the existence of an equivalence notion that preserves the differential uniformity and is more general than CCZ-equivalence. Equivalence notions are important since they make the study of APN functions simpler, reducing the list of all APN functions to one representative function for each equivalence class. Moreover, equivalence notions are construction methods for optimal Boolean functions; by applying an equivalence transformation to an APN function we obtain a (different) APN function. When considering a special class of quadratic $(n, n, p)$-functions with $p$ odd, such a notion does exist. It is called isotopic equivalence and is defined for quadratic planar functions, where a function $F$ is planar if the equation $F(x+a)-F(x)=b$ has at most one solution for every non-zero $a$ and every $b$ in $\mathbb{F}_{p^{n}}$. Isotopic equivalence is known to be more general than CCZ-equivalence [33] and, for planar functions, CCZ-equivalence coincides with EA-equivalence [33]. Isotopic equivalence cannot be extended directly to APN functions in fields of even characteristic. We study this equivalence and try to find an analogue for $(n, n)$-functions. As a result we obtain a new construction method for APN functions, which we call isotopic shift construction. Whether it can lead to an equivalence relation, by finding more restrictions, is a matter of further investigations.

For two ( $n, n, p$ )-functions $F$ and $L$, we define the isotopic shift of $F$ by $L$ as the map $F_{L}(x)=F(x+L(x))-F(x)-F(L(x))$. In this work we show that isotopic equivalence can be simply described by means of the isotopic shift: given two isotopic equivalent quadratic planar functions $F$ and $G$, there exists a linear permutation $L$ such that $G$ is EA-equivalent to $F_{L}$. There is a connection between quadratic planar functions in odd characteristic and quadratic APN functions in even characteristic. In the past years, families of quadratic planar
maps have been constructed by extension of known classes of quadratic APN families [33, 111]. The same has also been done in the opposite direction [112]. Motivated by the fact that for $p$ odd the isotopic shift is a construction method for CCZ-inequivalent planar maps, in this work we investigate the isotopic shift construction for APN $(n, n)$-functions. We show that, for a quadratic map $F$ and a linear map $L, F_{L}$ is APN only if $L$ is either a permutation or 2-to-1. We give some constructions of APN functions $F_{L}$ when $F$ is a Gold-like map, that is $F_{L}(x)=x^{2^{i}} L(x)+x L(x)^{2^{i}}$, in particular for $n=k m$ and $L$ a $2^{m}$-linear map. This particular construction provides a new CCZ-inequivalent APN function for $n=9$. We also show computationally that for any two quadratic APN functions $F$ and $G$ over $\mathbb{F}_{2^{6}}$, there exist a linear permutation $L$ and a linear 2-to-1 map $L^{\prime}$ such that $F_{L}$ and $F_{L^{\prime}}$ are EA-equivalent to $G$.

Further, we generalise the concept of isotopic shift in two different ways. First, we consider an isotopic shift applied to Gold-like functions and we allow the construction to use two different linear maps $L_{1}$ and $L_{2}$, that is $x^{2^{i}} L_{1}(x)+$ $x L_{2}(x)^{2^{i}}$. We study the APNness of these quadratic functions when $L_{1}$ and $L_{2}$ are $2^{m}$-linear and we experimentally search for functions of this form in dimensions 8 and 9. For $n=8$, we cover with this construction several APN functions given in $[66,102]$ which have not been previously identified as part of any APN family. For $n=9$, we obtain 15 new CCZ-inequivalent APN functions and, in addition, cover the only known example in this dimension of an APN function which has not been previously identified as part of an APN family.

As a second generalisation, we consider the function $F_{L}$ with $L$ not necessarily linear. When $n$ is even and $L$ has coefficients in $\mathbb{F}_{2}$, we prove that $F_{L}$ cannot be APN. We show that for odd $n$ and any known APN power function $F$ other than the Dobbertin function, there exist a monomial $L$ and a Gold function $x^{2^{i}+1}$ such that $x^{2^{i}} L(x)+x L(x)^{2^{i}}$ is EA-equivalent to $F$. Further investigation on the isotopic shift construction is a topic for future research.

In connection to the problem of determining whether two functions are equivalent, we introduce a new invariant for EA-equivalence. This invariant is particularly useful when studying quadratic APN functions since two quadratic APN functions are CCZ-equivalent if and only if they are EAequivalent [105]. Hence, for quadratic APN maps, an EA-invariant is also a CCZ-invariant. For an $(n, n)$-function $F$ we define $S(F)$ to be the set of all elements $b$ such that the Walsh transform of $F$ evaluated at $(a, b)$ is zero for some
element $a$. We show that the number of $\mathbb{F}_{2}$-vector subspaces of certain dimension contained in $S(F)$ is EA-invariant.

As already mentioned, an important aspect in the study of APN functions is their classification. Few classes of quadratic APN multinomials are known. Unlike for the classes of APN power functions, there are not many theoretical proofs of their inequivalence. Indeed, proving CCZ-inequivalence is a rather difficult problem. Some inequivalences are shown computationally for small dimensions [35]. The problem of determining whether all the constructed families are pairwise inequivalent was left open despite such results. In this work, we consider two families introduced in [17, 26],

$$
\begin{align*}
& c x^{2^{m}+1}+x^{2^{2 i}+2^{i}}+d x^{2^{m}\left(2^{2 i}+2^{i}\right)}  \tag{C3}\\
& c x^{2^{m}+1}+\sum_{s=1}^{m-1} \gamma_{s} x^{2^{s}\left(2^{m}+1\right)}+d x^{2^{i}+1}+d^{2^{m}} x^{2^{m}\left(2^{i}+1\right)} \tag{C11}
\end{align*}
$$

The computational work presented in [35] shows that in small dimensions the APN maps arising from family (C3) are CCZ-equivalent to the APN maps arising from family (C11). We show theoretically that, indeed, the two families are EA-equivalent. We consider also two generalisations of these families presented in [62]:

$$
\begin{align*}
& c x^{2^{m}+1}+\sum_{l=1}^{m-1} \gamma_{l} x^{2^{l}\left(2^{m}+1\right)}+x^{2^{i}+2^{j}}+d x^{2^{m}\left(2^{i}+2^{j}\right)}  \tag{*}\\
& c x^{2^{m}+1}+\sum_{l=1}^{m-1} \gamma_{l} x^{2^{l}\left(2^{m}+1\right)}+L\left(d x^{2^{i}+2^{j}}+d^{2^{m}} x^{2^{m}\left(2^{i}+2^{j}\right)}\right) \tag{*}
\end{align*}
$$

The families (C3*) and (C11*) also coincide with the original families. Further, we prove that all the mentioned classes are contained in the family of APN hexanomials introduced in [26]:

$$
\begin{equation*}
d x^{2^{i}\left(2^{m}+1\right)}+x^{2^{m}+1}+x^{2^{i}+1}+x^{2^{m}\left(2^{i}+1\right)}+c x^{2^{m+i}+1}+c^{2^{m}} x^{2^{i}+2^{m}} \tag{C4}
\end{equation*}
$$

According to the table of CCZ-inequivalent functions which arise from known APN families (in dimensions up to 11) [35], the remaining families of APN functions are pairwise inequivalent in general. Thus, we are able to reduce the list of known families of quadratic APN multinomials to pairwise CCZinequivalent families.

Going back to the isotopic shift construction in fields of odd characteristic, we have already mentioned that it completely characterises the isotopic equivalence of quadratic planar functions (up to EA-equivalence). In particular, when
restricting to CCZ-equivalence (which coincides with EA-equivalence for planar maps), the characterisation is trivially verified. Indeed, for a quadratic planar function $F$, every function CCZ-equivalent to $F$ is EA-equivalent to $F_{L}$ where $L$ is the identity map. Surprisingly, two functions connected by isotopic shift are not necessarily isotopic equivalent. Moreover, if $F$ is planar, then $F_{L}$ is not necessarily planar. We show that an isotopic shift with a linear map $L$ is planar only if $L$ is a permutation. A simple example of an isotopic shift leading to isotopic inequivalent functions is the following. Considering over $\mathbb{F}_{p^{n}}$ the planar function $F(x)=x^{2}$ and a linear permutation $L(x)=x^{p^{j}}$, the resulting function $F_{L}(x)=2 x^{p^{j}+1}$ is planar only if $n / \operatorname{gcd}(n, j)$ is odd and it is not isotopic equivalent to the original function $F$. This is encouraging, meaning that the isotopic shift is not only a useful tool for constructing new APN functions, but it may also lead to new planar functions. Some of the studies performed for APN functions in even characteristic are translated to the case of planar functions in odd characteristic. We study the generalised isotopic shift starting from an Albert-like map, that is $L_{1}(x)^{p^{i}} x+L_{2}(x) x^{p^{i}}$, and obtain similar constructions with $p^{m}$-linear polynomials. Some equivalence results are obtained when the starting function is $x^{2}$ : for $n=3 m$ all planar functions of the form $x\left(x^{p^{2 m}}+A x^{p^{m}}+B x\right)$ with $A, B$ in $\mathbb{F}_{p^{m}}$ are affine equivalent to either $x^{2}$ or to $x^{p^{m}+1}$.

Finally, a chapter is dedicated to the boomerang uniformity. This cryptographic property was introduced in 2018 [16, 46] and is connected to the boomerang attack [101]. A permutation $F$ has boomerang uniformity $\beta$ if for any non-zero elements $a, b$ the equation $F^{-1}(F(x)+b)+F^{-1}(F(x+a)+b)=a$ admits at most $\beta$ solutions. The boomerang uniformity is invariant only under affine equivalence and inverse transformation. The value of $\beta$ is always greater than or equal to the differential uniformity of $F$. Optimal functions with respect to boomerang uniformity are for $\beta=2$ and they coincide with APN functions. Hence APN permutations are optimal with respect to both differential and boomerang uniformity. Unfortunately, APN permutations are difficult to discover: very few classes are known for $n$ odd (these consist of all power APN functions and the APN binomials in [29]) and only a single function is known for $n$ even (discovered in 2009 for $n=6$ [23]). The search for and the construction of APN permutations is often referred to as the big APN problem. Another class of good functions are differentially 4-uniform permutations
with boomerang uniformity 4 . The boomerang uniformity has been already studied for some primary constructions of differentially 4 -uniform permutations (for $n$ even). In particular, the Gold function, the inverse function and the Bracken-Tan-Tan function $[16,91]$ have boomerang uniformity 4 only when the dimension $n$ is not a multiple of 4 . The other primary constructions are the Kasami function and the Bracken-Leander function. The boomerang uniformity of these maps is more complicated to study. In this work, we investigate the Bracken-Leander permutation $x^{2^{2 k}}+2^{k}+1$ [18]. We show that its boomerang uniformity is upper bounded by 24 and that, in small dimensions, the bound can be attained. Determining the boomerang uniformity of the Kasami function is still an open problem. Other differentially 4 -uniform permutations have been obtained by modifying the inverse function [85, 108]. We study these functions and we show that when swapping two points in the inverse function the boomerang uniformity $\beta$ is either 6,8 or 10 , and when swapping three points (all points in $\mathbb{F}_{4}$ ) $\beta$ is either 6 or 8 .

Structure of the thesis. In Chapter 2 we give preliminary notions on cryptography and on Boolean and discrete functions, providing the necessary background for the following chapters. In Chapter 3 we study quadratic APN functions of the particular form $L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$ where $L_{1}$ and $L_{2}$ are linear maps. In Chapter 4 we introduce the notion of linear isotopic shift and we construct and study APN functions through it. Chapter 5 studies some possible generalisations of this construction. In Chapter 6 we analyse some known infinite families of quadratic APN maps and show that they are all equivalent to each other. In Chapter 7 we consider functions defined over fields of odd characteristic and we study the isotopic shift construction in relation to planar maps. In Chapter 8 we analyse the boomerang uniformity of some permutation polynomials: the Bracken-Leander map and some cases of the modified inverse function.

## Chapter 2

## Preliminaries

Boolean functions and vectorial Boolean functions are basic mathematical objects: functions that take as an input a sequence of $n$ bits and give as an output a sequence of $m$ bits. Regardless of their simplicity, they have a fundamental role in many research areas and they are one of the most studied objects in pure and applied mathematics and in computer science. One of such areas is modern cryptography.

### 2.1 Cryptography and cryptographic primitives

In this section we give a brief introduction to cryptography. We focus in particular on block ciphers and on two attacks on block ciphers: the differential attack and the boomerang attack. This section is based on the following references [77, 97, 100].

Cryptography is a tool that can be used to achieve different security goals when communicating and exchanging information; its strength relies on the hardness of solving some mathematical problems. The need of secure communication has been present since the ancient times. One of the first examples of employment of cryptography is by Julius Caesar who used the now-called "Caesar cipher" to secretly communicate information. More recently, during World War II, the Enigma machine was used to securely establish communication within the German army. In nowadays society, the need of secure communication is not related to military and government communications only, but it impacts our everyday life. Cryptography has drastically evolved due to the technological advancement of the last century. All old ciphers cannot be securely used anymore. They are vulnerable since the difficult mathematical
problems upon which they rely can be easily solved with a powerful enough computer; sometimes even a personal computer is enough. Hence, modern cryptography combines mathematical knowledge and computer science expertise to design new hard problems.

One of the basic elements in cryptography is a cipher, which can be thought of as an algorithm to encrypt and decrypt information using two keys, i.e. to respectively make intelligible information into non-intelligible and vice-versa. Assume that two persons want to exchange a secret message. Then, the sender will encrypt the message, also called plaintext, using the encryption key and send it through an insecure channel. The receiver will take the encrypted message, also called ciphertext, and decrypt it with the decryption key. It is con-


Figure 2.1: A cipher's operating principle
sidered a good practice that the operations involved in the encryption and decryption algorithms are public. The decryption key involved is the only secret information. This assumption is also known as Kerckhoffs's principle [79]. A cryptosystem is characterised by the following:

- $\mathcal{P}$ is the set of possible plaintexts,
- $\mathcal{C}$ is the set of possible ciphertexts,
- $\mathcal{K}$ is the set of possible encryption and decryption keys,
- for any $\left(k_{E}, k_{D}\right) \in \mathcal{K}$ the encryption and decryption functions are respectively

$$
E_{k_{E}}: \mathcal{P} \rightarrow \mathcal{C} \text { and } D_{k_{D}}: \mathcal{C} \rightarrow \mathcal{P} \text { such that } D_{k_{D}} \circ E_{k_{E}}=I d_{\mathcal{P}}
$$

Cryptography can be classified into symmetric cryptography and asymmetric cryptography. In symmetric cryptography the encryption and decryption keys are the same, $k=k_{E}=k_{D}$. The key is supposed to be known only by the sender
and the receiver. One of the drawbacks of these cryptosystems is that the two parties need to agree on the shared secret key in a secure way before exchanging information. Symmetric-key ciphers are implemented as either stream ciphers or block ciphers.

In asymmetric cryptography or public-key cryptography there are two different keys, one that is public and one that is private. The public key can be freely distributed without affecting the security. The private key has to be known only by the owner. In these cryptosystems, the public key is used for encryption and the private key is used for decryption. Anybody can then encrypt a message but only the receiver, who owns the private key, is able to decrypt it. Asymmetric cryptography does not require previously shared keys to establish secure communication. Hence, it can be also used to securely agree on the secret key for a symmetric cryptosystem. However, it has some drawbacks. For instance, it requires larger keys and the efficiency of encryption/decryption is lower compared to the symmetric counterpart. Symmetric cryptography is then preferred for encrypting large amounts of information.

In this thesis we will focus on studying objects that can be applied in symmetric cryptography. In the following we give a brief introduction to stream ciphers, block ciphers and on some attacks on block ciphers.

### 2.1.1 Stream ciphers

Stream ciphers are based on the so-called Vernam cipher. The Vernam cipher is a simple cipher in which the plaintext is seen as a stream of elements and it is combined element-wise with the secret key $k$, which is another stream of elements. Assume for example that plaintexts, ciphertexts and keys are sequences of $n$ bits. Then the encryption function operates as follows:

$$
c=E_{k}(m)=m \oplus k
$$

where $\oplus$ is the bitwise addition. The decryption acts in the same way, $m=$ $D_{k}(c)=c \oplus k$. For the Vernam cipher, the secret key has the same length as the secret message. This cipher offers unconditional security ${ }^{1}$, assuming that the key is selected at random and renewed at every different encryption. However,

[^0]this is not feasible in practical applications. To overcome this problem, pseudorandom generators are used to generate a key stream, which is a sequence that is used instead of the random key. The pseudo-random generator uses a secret key to generate the key stream. This secret key is of a fixed length and corresponds to the key $k$ in the definition of cryptosystem above.

### 2.1.2 Block ciphers

Block ciphers are among the most extensively used cryptographic primitives. They combine simple operations to construct a complex encryption transformation. This concept has its roots in Shannon's paper [96] connecting cryptography with information theory. Shannon's idea was to apply simple components iteratively in a number of rounds to substantiate the so-called confusion and diffusion of data. Feistel, Notz and Smith were the first to implement Shannon's concepts in a practical architecture $[67,68]$.

Block ciphers encrypt and decrypt blocks of data of fixed length. The message $m \in \mathcal{P}$ is split into blocks as $m=m_{1}, m_{2}, \ldots, m_{r}$, where each $m_{i}$ is a sequence of $n$ bits. Each block is encrypted using the secret key $k, c_{i}=E_{k}\left(m_{i}\right)$, and the encrypted message $c$ is obtained as $c=c_{1}, c_{2}, \ldots, c_{r}$, see Figure 2.2. The cipher-


Figure 2.2: Block cipher's model
text is then decrypted by inverting the process. Most modern block ciphers are iterative ciphers: they are designed as the composition of a finite number $N$ of rounds,

$$
E_{k}=\tau_{k_{N}}^{N} \circ \ldots \circ \tau_{k_{2}}^{2} \circ \tau_{k_{1}}^{1} .
$$

The mappings involved in the rounds are vectorial Boolean functions. The $j$ th round takes as input the output of the previous round $(j-1)$ and a key $k_{j}$,
called round key. In general, the operation involving the round key is a bitwise sum. The round keys are generated from the original secret key $k$ by a key scheduling algorithm. Usually, every round consists of a non-linear substitution operation, called $S$-box, and a permutation. The $S$-box acts on disjoint parts of the input, whereas the permutation is generally a linear transformation and acts on the entire input. The goal of the S-box is to provide "confusion" inside the algorithm, i.e. to make the relationship between plaintext, ciphertext and key very complicated. The "diffusion" property is instead achieved by the permutation whose goal is to spread out the influence of any minor modifications of the input (plaintext or key) over all outputs.

As an example, Figure 2.3 describes an intermediate round of the Advanced Encryption Standard (AES) [52], a widely used block cipher. The figure depicts AES in its 128 -bit version. The input block is a string of 128 bits that is divided into 16 sub-strings of 8 bits. The S-box is the concatenation of 16 sub-S-boxes that operate on 8 bits. In this block cipher, the S-boxes have to be bijective (so the output of each S-box is an 8 -bit string). This allows to invert the process and make the decryption possible.


Figure 2.3: An AES round

### 2.1.3 On some attacks on block ciphers

Attacks on block ciphers can be classified according to the goal of the attacker. For example, in a key recovery attack the objective is to get the secret key. In a distinguishing attack, the goal is to distinguish whether the output is a random sequence or the result of the encryption process.

Attacks can also be classified based on the amount of information that the adversary has access to. In this case, three different models are defined.

- The black-box attacker model. In this scenario we assume that the attacker has complete knowledge of the algorithm used for encrypting (and decrypting) but it has no knowledge of the key used. We assume that the attacker can observe some pairs of inputs and/or corresponding outputs but he has no further knowledge beyond it. In some scenarios we assume furthermore that the attacker can choose the value of some inputs or outputs. Until recently, this model was the only one considered by cryptographers.
- The gray-box attacker model. An attack belonging to this model is also called a side-channel attack. In this scenario, the adversary has physical access to the device which performs the cryptographic operations. Therefore all the side channel information leaked during the execution of the algorithm can be collected and analysed. The leakages can correspond to power consumption, temperature change, running-time, electromagnetic emanation, etc. Usually, the attacker tries to perform an attack on the first or the last round of the block cipher.
- The white-box attacker model. In this scenario the attacker has knowledge of every information except the secret key. This includes all the intermediate values of the algorithms. The set of the intermediate values of a block cipher consists of the outputs of each function involved in every round of the block cipher.

Different techniques are required to make a block cipher robust against attacks from different models. In general, the security of a block cipher strongly depends on the S-boxes implemented in the algorithms. Many scientists and researchers have focused their work on these functions with particular interest on good cryptographic properties. They defined mathematical properties of the S-box that measure its resistance, and therefore that of the entire cipher, to some of these attacks. In the following we give a brief idea of two attacks from the black-box model, which have a connection with the work presented in the next chapters.

The differential attack, introduced by Biham and Shamir [12] in 1990, is among the most efficient attacks on block ciphers. The attack is based on the study of how differences between two inputs can affect the resulting differences at the output. To be effective, it assumes that there exists an ordered pair $(a, b), a \neq 0$, of sequences of bits satisfying the following property: for $m$ a random block of the plaintext, $c=E_{k}(m)$ and $c^{\prime}=E_{k}(m \oplus a)$, the sequence $c \oplus c^{\prime}$ has a larger probability to equal $b$ than if $c$ and $c^{\prime}$ are sequences of bits randomly chosen. In [92] Nyberg introduced the notion of differential uniformity, which measures the resistance of an S-box to this attack. The smaller the differential uniformity, the better resistance the S-box has. Such property is obtained by studying the behaviour of the S-box $S$ in the situation described in Figure 2.4. Boolean functions that achieve the best resistance are called al-


Figure 2.4: The differential attack at the S-box level
most perfect nonlinear, shortly APN. The role of APN functions is not restricted only to cryptography. For example, in coding theory such optimal functions define optimal, in a certain sense, binary error correcting codes [44]. In projective geometry, quadratic APN functions define dual hyperovals [104] and they also have connections with the theory of commutative semifields [49]. For functions defined over fields of odd characteristic, optimal differential uniformity is achieved by perfect nonlinear (PN) functions, also called planar functions.

In 1999 Wagner [101] introduced the boomerang attack, an important cryptanalysis technique against block ciphers. This attack can be seen as an extension of the differential attack. In fact, it combines two differentials for the upper part and the lower part of the cipher. More precisely, the cipher $E$ is considered as the composition of two sub-ciphers $E_{1}$ and $E_{2}$. For $E_{1}$ the attacker considers
a differential $(a, d)$ with probability $p$, for $E_{2}$ a differential $(c, b)$ with probability $q$, see Figure 2.5. Then the attack is based on the following estimation of probability:

$$
\begin{equation*}
\left.\operatorname{Pr}\left[E^{-1}(E(x) \oplus b) \oplus E^{-1}(E(x \oplus a) \oplus b)\right)=a\right] \approx p^{2} q^{2} \tag{2.1}
\end{equation*}
$$

Since Wagner's seminal paper, many improvements and variations of boomerang attacks have been proposed (see for instance [11, 13, 78]). One of them is the sandwich attack, proposed in [63]. In this attack the cipher is further decomposed as $E=E_{2} \circ E_{m} \circ E_{1}$, where $E_{m}$ is typically one round (or one S-box layer) of the cipher, see Figure 2.6. Then the sandwich attack is based on the estima-


Figure 2.5: The boomerang attack


Figure 2.6: The sandwich attack
tion of probability in (2.1) multiplied by

$$
\begin{equation*}
\operatorname{Pr}\left[E_{m}^{-1}\left(E_{m}(x) \oplus c\right) \oplus E_{m}^{-1}\left(E_{m}(x \oplus d) \oplus c\right)=d\right] \tag{2.2}
\end{equation*}
$$

In order to evaluate the feasibility of boomerang-style attacks, Cid et al. introduced in EUROCRYPT 2018 [46] a new cryptanalysis tool: the Boomerang Connectivity Table (BCT). Later in 2018, Boura and Canteaut [16] introduced a parameter for cryptographic S-boxes called boomerang uniformity. It is defined as the maximum value in the BCT and it measures the resistance of the S-box against the boomerang attack. Figure 2.7 shows how the BCT at entry $(a, b)$ is obtained for an invertible S-box $S$. Notice that it corresponds to the proba-


Figure 2.7: Computation of the BCT at point $(a, b)$ for an S-box $S$
bility studied in (2.2) when $E_{m}$ is an S-box. There is a strong relation between boomerang and differential uniformity. The former is always bigger than or equal to the latter and functions with optimal differential uniformity also have optimal boomerang uniformity.

Another rather powerful attack on symmetric cryptosystems is the linear attack, see [88]. This attack is effective when it is possible to find good linear approximations to the cipher up to a certain number of rounds. The nonlinearity property evaluates the resistance of the S-box to such attack.

As already mentioned, optimal cryptographic functions, are often optimal for other mathematical fields as well. Hence studying and getting a better understanding of such functions can lead to important results in other research areas. The work of this thesis is focused on the differential uniformity property and on the boomerang uniformity property. In particular it focuses on the study of optimal vectorial Boolean functions with respect to these properties.

### 2.2 Functions over finite fields

We present here necessary mathematical notions for understanding the content of the next chapters. Even though most of the results presented in this work concern finite fields of even characteristic, we prefer to introduce many mathematical objects in their general definition. This is done in particular for definitions that will be used also for the case of finite fields of odd characteris-
tic in Chapter 7.

For $p$ a prime number and $n$ a positive integer, we define $\mathbb{F}_{p^{n}}$ the finite field with $p^{n}$ elements, and $\mathbb{F}_{p}^{n}$ the $n$-dimensional vector space over $\mathbb{F}_{p}$, where an element $\lambda \in \mathbb{F}_{p}^{n}$ is of the form $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$. The $p$-weight of $\lambda \in \mathbb{F}_{p}^{n}$ is the integer $w_{p}(\lambda)=\sum_{i=1}^{n} \lambda_{i}$. Instead, the $p$-weight of a positive integer $k \leq p^{n}-1$ is the $p$-weight of the $p$-ary expansion $\sum_{i=0}^{n-1} p^{i} k_{i}$ of $k$, that is $w_{p}\left(k_{0}, \ldots, k_{n-1}\right)$. With $\mathbb{F}_{p^{n}}^{\star}=\langle\zeta\rangle$ we denote the multiplicative subgroup of $\mathbb{F}_{p^{n}}$, where $\zeta$ is a primitive element. In general, for any set $E, E^{\star}$ denotes its subset $E \backslash\{0\}$.

Definition 2.1. An ( $n, m, p$ )-function, or a vectorial function, is a map $F$ from the vector space $\mathbb{F}_{p}^{n}$ to the vector space $\mathbb{F}_{p}^{m}$. When $p=2$, such function is simply called an $(n, m)$-function or $a$ vectorial Boolean function.

Remark 2.1. We assume here and in the next chapters that, when referring to an ( $n, m, p$ )-function, we have $m \leq n$.

When $m=1$, the function is usually denoted by a lower case $f$ and it is called a Boolean function when $p=2$. In this last case we call $f$ also an $n$-variable Boolean function.

An $(n, m, p)$-function $F$ can be seen as a vector of $(n, 1, p)$-functions:

$$
F=\left(f_{1}, \ldots, f_{m}\right)
$$

where $f_{1}, \ldots, f_{m}$ are $(n, 1, p)$-functions called the coordinates of $F$. Given an element $\lambda \in \mathbb{F}_{p}^{m}, \lambda \neq 0$, the $\lambda$-component of $F$ is the $(n, 1, p)$-function

$$
f_{\lambda}=\lambda \cdot F=\sum_{i=1}^{m} \lambda_{i} f_{i}
$$

A vectorial function admits different representations. The algebraic normal form, shortly ANF, of an $(n, m, p)$-function $F$ is its representation as a polynomial with coefficients in $\mathbb{F}_{p}^{m}$. Hence the ANF representation of $F \in \mathbb{F}_{p}^{m}\left[x_{1}, \ldots, x_{n}\right]$ is of the form

$$
F\left(x_{1}, \ldots, x_{n}\right)=\sum_{u \in \mathbb{F}_{p}^{n}} a_{u} \prod_{i=1}^{n} x_{i}^{u_{i}}, \text { with } a_{u} \in \mathbb{F}_{p}^{m}
$$

The algebraic degree of $F$, denoted as $\operatorname{deg}(F)$, is the maximum value in the set $\left\{w_{p}(u): u \in \mathbb{F}_{p}^{n}\right.$ s.t. $\left.a_{u} \neq(0, \ldots, 0)\right\}$ and it corresponds to the maximum algebraic degree of the coordinate functions of $F$.

The value set or image set of $F$ is denoted by $\operatorname{Im}(F)$, i.e. $\operatorname{Im}(F)=\{F(c): c \in$ $\left.\mathbb{F}_{p}^{n}\right\}$, and the set of roots of $F$ over $\mathbb{F}_{p}^{n}$ is denoted by $\operatorname{Ker}(F)$. When $m=n$ the polynomial $F$ is a permutation polynomial $(\mathrm{PP})$ over $\mathbb{F}_{p}^{n}$ if $\operatorname{Im}(F)=\mathbb{F}_{p}^{n}$, and it is a complete mapping over $\mathbb{F}_{p}^{n}$ if both $F$ and $F+I d$ are PPs. With $I d$ we indicate the identity map, i.e. $\operatorname{Id}(u)=u$ for every $u \in \mathbb{F}_{p}^{n}$.

An $(n, m, p)$-function is called balanced if it takes every value of $\mathbb{F}_{p}^{m}$ the same number $p^{n-m}$ of times. It is equivalent to have all the non-zero components balanced. Obviously, for $m=n$, balanced functions are the permutations of $\mathbb{F}_{p}^{n}$.

When $m=n$ the univariate polynomial representation is often used. Indeed, the vector space $\mathbb{F}_{p}^{n}$ is identified with the finite field $\mathbb{F}_{p^{n}}$, and a function $F: \mathbb{F}_{p^{n}} \rightarrow$ $\mathbb{F}_{p^{n}}$ admits a unique representation as a polynomial over $\mathbb{F}_{p^{n}}$ of degree at most $p^{n}-1$,

$$
F(x)=\sum_{i=0}^{p^{n}-1} a_{i} x^{i}, \text { with } a_{i} \in \mathbb{F}_{p^{n}}
$$

In this case the algebraic degree can be expressed using the $p$-weight of the exponents. It corresponds to the maximal $p$-weight of $i$ such that $a_{i} \neq 0$, see [42, p. 404] for the case $p=2$.

Given an $(n, n, p)$-function $F$, we call $F$

- $p^{m}$-linear or a $p^{m}$-polynomial, for $m$ a positive divisor of $n$, if it is of the form $F(x)=\sum_{i=0}^{n / m-1} a_{i} x^{p^{m i}}$, with $a_{i} \in \mathbb{F}_{p^{n}} ;$
- linear if it is of the form $F(x)=\sum_{i=0}^{n-1} a_{i} x^{p^{i}}$, with $a_{i} \in \mathbb{F}_{p^{n}}$;
- affine if it is the sum of a linear function and a constant;
- DO polynomial (Dembowski-Ostrom polynomial) if it is of the form $F(x)=$ $\sum_{i, j=0}^{n-1} a_{i j} x^{p^{i}+p^{j}}$, with $a_{i j} \in \mathbb{F}_{p^{n}}($ if $p=2$ then $i<j)$;
- quadratic if it is the sum of a DO polynomial and an affine function. ${ }^{2}$

A well-known example of linear function is the trace function that maps $\mathbb{F}_{p^{n}}$ into $\mathbb{F}_{p}$ :

$$
\operatorname{Tr}_{n}(x)=\operatorname{Tr}(x)=x+x^{p}+x^{p^{2}}+\ldots+x^{p^{n-1}}=\sum_{k=0}^{n-1} x^{p^{k}}
$$

For $m$ a positive divisor of $n$, the map $\operatorname{Tr}_{n}^{m}$ denotes the trace function from $\mathbb{F}_{p^{n}}$ into $\mathbb{F}_{p^{m}}$ :

$$
\operatorname{Tr}_{n}^{m}(x)=\operatorname{Tr}^{m}(x)=x+x^{p^{m}}+x^{p^{2 m}}+\ldots+x^{p^{(n / m-1) m}}
$$

[^1]For the univariate representation, the $\lambda$-component of $F$ is the map $f_{\lambda}=\operatorname{Tr}(\lambda F)$.
Remark 2.2. If $m$ is a positive divisor of $n$, then a map $F: \mathbb{F}_{p^{n}} \rightarrow \mathbb{F}_{p^{m}}$ admits a univariate polynomial representation since it can be viewed as a function from $\mathbb{F}_{p^{n}}$ to itself.

### 2.2.1 The differential uniformity

Definition 2.2. For an $(n, m, p)$-function $F$ and $(a, b) \in \mathbb{F}_{p}^{n} \times \mathbb{F}_{p}^{m}$, let $\delta_{F}(a, b)$ be the number of solutions of the equation $F(x+a)-F(x)=b$. Then the value

$$
\begin{equation*}
\delta_{F}=\max _{a \in \mathbb{F}_{p}^{n} \backslash\{0\}, b \in \mathbb{F}_{p}^{m}} \delta_{F}(a, b) \tag{2.3}
\end{equation*}
$$

is called the differential uniformity of $F$ and $F$ is said to be differentially $\delta_{F}$ uniform. The function

$$
\Delta_{F}(x, y)=F(x+y)-F(x)-F(y) \in \mathbb{F}_{p}^{m}[x, y]
$$

is called the difference operator of $F$ and the map

$$
D_{a} F(x)=F(x+a)-F(x)=\Delta_{F}(x, a)+F(a)
$$

is the derivative of $F$ in the direction of $a$.
When the map $F$, considered in its univariate polynomial representation, is a power function, then the differential uniformity can be computed by fixing $a=1$. Indeed, for $F(x)=x^{d}, D_{a} F(x)=(x+a)^{d}-x^{d}=a^{d}\left[\left(\frac{x}{a}+1\right)^{d}-\left(\frac{x}{a}\right)^{d}\right]$. The number of solutions of $D_{a} F(x)=b$ equals the number of solutions of $D_{1} F(x)=$ $\frac{b}{a^{a}}$.

Differential uniformity measures the resistance of $F$, used as an S-box inside a cryptosystem, to the differential attack. To achieve a good resistance, the value of $\delta_{F}$ has to be small. Hence the best resistance is achieved when $\delta_{F}=$ $p^{n-m}$ and in this case the function $F$ is called perfect nonlinear (PN). A function $F$ is perfect nonlinear if and only if all its derivatives, except the one in the zero direction, are balanced, see Proposition 9.3 in [42] for the case $p=2$. For $m=n$ such functions, with $\delta_{F}=1$, that is, with all non-zero derivatives being permutations, are also called planar.

Clearly, for $p=2$, the smallest value achievable for $(n, n)$-functions is 2 . Indeed if $x^{\prime}$ is a solution of $D_{a} F(x)=b$, also $x^{\prime}+a$ satisfies the equation. In even characteristic, functions that achieve the best resistance are called almost perfect nonlinear (APN).

### 2.2.2 Equivalence relations

In order to study vectorial functions, it is important to use equivalence relations. This is especially true since the number of functions is so huge that it is not feasible to analyse each function. In this situation, it is easier to divide the set of all functions into equivalence classes and, for each class, study the properties of one representative function. For example, the total number of $(n, n)$ functions is $\left(2^{n}\right)^{2^{n}}$ but, when considering an equivalence relation, the number of classes may be considerably smaller. Even for small dimensions the equivalence relations give us a big advantage. Indeed for $n=4$ there are in total $2^{64}$ (4,4)-functions but, for the case of EA-equivalence, it has been computed that there are only 4713 different classes, see [20]. Since we are mainly interested in studying the differential property of vectorial functions, we introduce equivalence relations that preserve the differential uniformity.

Given $F, F^{\prime}$ two functions from $\mathbb{F}_{p}^{n}$ to $\mathbb{F}_{p}^{m}$, they are called

- linear equivalent if $F^{\prime}=A_{1} \circ F \circ A_{2}$, for $A_{1}, A_{2}$ linear permutations of $\mathbb{F}_{p}^{m}$ and $\mathbb{F}_{p}^{n}$ respectively;
- affine equivalent if $F^{\prime}=A_{1} \circ F \circ A_{2}$, for $A_{1}, A_{2}$ affine permutations of $\mathbb{F}_{p}^{m}$ and $\mathbb{F}_{p}^{n}$ respectively;
- extended affine equivalent (EA-equivalent) if $F^{\prime}=F^{\prime \prime}+A$, for $A(n, m, p)$ affine map and $F^{\prime \prime}(n, m, p)$-function affine equivalent to $F$;
- Carlet-Charpin-Zinoviev equivalent (CCZ-equivalent [44]) if there exists an affine permutation $\mathcal{L}$ of $\mathbb{F}_{p}^{n} \times \mathbb{F}_{p}^{m}$ that maps the graph of $F$ into the graph of $F^{\prime}\left(\mathcal{L}\left(\Gamma_{F}\right)=\Gamma_{F^{\prime}}\right)$, where $\Gamma_{F}=\left\{(x, F(x)): x \in \mathbb{F}_{p}^{n}\right\}$ and $\Gamma_{F^{\prime}}=\left\{\left(x, F^{\prime}(x)\right)\right.$ : $\left.x \in \mathbb{F}_{p}^{n}\right\}$.

These relations are connected to each other: linear equivalence is a particular case of affine equivalence, affine equivalence is contained in EA-equivalence and EA-equivalence is contained in CCZ-equivalence. Moreover, every permutation is CCZ-equivalent to its inverse, while, in general, a permutation and its inverse are not EA-equivalent. When a function is not affine, its algebraic degree is preserved via EA-equivalence but not via CCZ-equivalence. CCZequivalence is so far the most general notion of equivalence for which the differential uniformity is an invariant. Indeed, it has been proved to be more general than EA-equivalence together with taking the inverse of a permutation, see
[32]. However there are some specific cases for which these two equivalences coincide:

- for planar functions, in the case of DO planar functions they coincide also with linear equivalence, [33];
- for Boolean functions, [27];
- two quadratic APN functions are CCZ-equivalent if and only if they are EA-equivalent, as conjectured by Edel and proved by Yoshiara in [105].

Another notion of equivalence is known for planar quadratic functions which preserve differential uniformity and which is more general than CCZequivalence. This equivalence is called isotopic equivalence and it will be explained in Section 2.4.

### 2.3 Vectorial Boolean functions

We assume now that $F$ is an $(n, n)$-function

$$
F(x)=\sum_{i=0}^{2^{n}-1} a_{i} x^{i}, a_{i} \in \mathbb{F}_{2^{n}}
$$

As mentioned in the previous section, a well known linear map with image set $\mathbb{F}_{2}$ is the trace function

$$
\operatorname{Tr}_{n}(x)=\operatorname{Tr}(x)=\sum_{j=0}^{n-1} x^{2^{j}}
$$

For $m$ a positive divisor of $n$, the map

$$
\operatorname{Tr}_{n}^{m}(x)=\operatorname{Tr}^{m}(x)=\sum_{j=0}^{n / m-1} x^{2^{j m}}
$$

has $\mathbb{F}_{2^{m}}$ as image set.
Definition 2.3. For a Boolean function $f: \mathbb{F}_{2^{n}} \rightarrow \mathbb{F}_{2}$, the Walsh transform of $f$ is the map

$$
\mathcal{W}_{f}(u)=\sum_{x \in \mathbb{F}_{2^{n}}}(-1)^{f(x)+\operatorname{Tr}(u x)}
$$

with $u \in \mathbb{F}_{2^{n}}$. We indicate with the symbol $\mathcal{F}(f)$ the Walsh transform value in 0 ,

$$
\mathcal{F}(f)=\mathcal{W}_{f}(0)=\sum_{x \in \mathbb{F}_{2^{n}}}(-1)^{f(x)}
$$

A Boolean function $f$ is then balanced if and only if $\mathcal{F}(f)=0$.
The Walsh transform of $F$, for $F: \mathbb{F}_{2^{n}} \rightarrow \mathbb{F}_{2^{n}}$, is the function that maps $(u, v) \in$ $\mathbb{F}_{2^{n}} \times \mathbb{F}_{2^{n}}$ into the Walsh transform of the component function $\operatorname{Tr}(v F)$ evaluated in $u$, i.e.

$$
\mathcal{W}_{F}(u, v)=\sum_{x \in \mathbb{F}_{2^{n}}}(-1)^{\operatorname{Tr}(u x+v F(x))}
$$

The Walsh spectrum of $F$ is the multiset of all values of the Walsh transform of $F$. With extended Walsh spectrum we indicate the multiset of their absolute values.

The extended Walsh spectrum is invariant under CCZ-equivalence, see [66].

### 2.3.1 Almost perfect nonlinear functions

Several works have been focused on finding and constructing new families of APN functions. Table 2.1 shows all known values, up to CCZ-equivalence, for exponents $d$ such that the $(n, n)$-function $x^{d}$ is APN. Since EA-equivalence pre-

Table 2.1: Known APN power functions $x^{d}$ over $\mathbb{F}_{2^{n}}$

| Name | Exponent $d$ | Conditions | Degree | Proven |
| :---: | :---: | :---: | :---: | :---: |
| Gold | $2^{i}+1$ | $\operatorname{gcd}(i, n)=1$ | 2 | $[73,92]$ |
| Kasami | $2^{2 i}-2^{i}+1$ | $\operatorname{gcd}(i, n)=1$ | $i+1$ | $[75,76]$ |
| Welch | $2^{t}+3$ | $n=2 t+1$ | 3 | $[60]$ |
| Niho | $2^{t}+2^{\frac{t}{2}}-1, t$ even | $n=2 t+1$ | $\frac{t+2}{2}$ | $[59]$ |
|  | $2^{t}+2^{\frac{3++1}{2}}-1, t$ odd |  | $t+1$ |  |
| Inverse | $2^{2 t}-1$ | $n=2 t+1$ | $n-1$ | $[7,82,92]$ |
| Dobbertin | $2^{4 i}+2^{3 i}+2^{2 i}+2^{i}-1$ | $n=5 i$ | $i+3$ | $[61]$ |

serves the algebraic degree of a function and, in general, the functions listed in Table 2.1 have different algebraic degrees, it is easy to verify that these APN functions are EA-inequivalent. Instead the algebraic degree is not an invariant for CCZ-equivalence. But also for this case it was possible to prove the inequalities. In both [106] and [54] Yoshiara and Dempwolff show that two APN power functions are CCZ-equivalent if and only if they are cyclotomicequivalent, i.e. they are EA-equivalent or one is EA-equivalent to the inverse of the second one. To be more precise if we consider $x^{k}$ and $x^{l}$ defined over $\mathbb{F}_{2^{n}}$, these functions are cyclotomic-equivalent if there exists an integer $0 \leq a<n$ such that $l \equiv k 2^{a} \bmod \left(2^{n}-1\right)$ or $k l \equiv 2^{a} \bmod \left(2^{n}-1\right)$, when $k$ is coprime with $2^{n}-1$. Before these works, some inequivalences between families of APN
power functions were proved in [28]. The list in Table 2.1 was conjectured to be complete in [59] and this was confirmed computationally up to $n=25$, see [61].

Before [32] the only known APN functions were EA-equivalent to power functions and it was assumed that all APN functions were EA-equivalent to power functions. In [32] Budaghyan, Carlet and Pott showed the existence of classes of APN mappings EA-inequivalent to power functions. Such functions were constructed by applying CCZ-equivalence to the Gold APN mappings. In [65] Edel, Kyureghyan and Pott gave the first examples of APN functions CCZinequivalent to power functions. The first infinite families of such APN polynomials were constructed in [29]. In Table 2.2 one representative for each of these families is listed, considering also the other families discovered through the years. All these CCZ-equivalence classes contain quadratic maps. Besides quadratic and power APN functions, very little is known. Indeed, up to CCZequivalence, only one example of APN function CCZ-inequivalent to power and to quadratic mappings has been constructed. This function is defined over $\mathbb{F}_{26}$.

## APN permutations

As mentioned in Section 2.1, block ciphers need to be invertible for decrypting a ciphertext. For some constructions of block cipher (for example AES, PRESENT and SERPENT $[10,15,52]$ ) this implies that all the vectorial boolean functions implemented in the algorithm must be invertible, hence must be permutations. APN permutations are therefore of particular interest. Moreover, because of implementation reasons, it is often required to operate over fields of even degree extension. Therefore APN permutations over $\mathbb{F}_{2^{2 k}}$ are of great importance.

In odd dimension, few examples of APN permutations are available. In 1998, H. Dobbertin showed the following, see Proposition 9.19 in [42] for a proof.

Proposition 2.1. APN power functions over $\mathbb{F}_{2^{n}}$ are permutations if $n$ is odd, and are 3 -to-1 if $n$ is even.

Among the known families of APN functions presented in Table 2.2, the only permutations are the binomials introduced in [29] with $p=3$ and $k$ odd.

Table 2.2: Known classes of quadratic APN polynomial over $\mathbb{F}_{2^{n}}$ CCZ-inequivalent to power functions

| Function | Conditions | In |
| :---: | :---: | :---: |
| $x^{2^{s}+1}+\alpha^{2^{k}-1} x^{2^{i k}+2^{m k+s}}$ | $\begin{gathered} \hline \hline n=p k, \operatorname{gcd}(k, 3)=\operatorname{gcd}(s, 3 k)=1, \\ p \in\{3,4\}, i=s k \bmod p, m=p-i, \\ n \geq 12, \alpha \text { primitive in } \mathbb{F}_{2^{n}}^{*} \end{gathered}$ | [29] |
| $x^{2^{2 i}+2^{i}}+b x^{q+1}+c x^{q\left(2^{2 i}+2^{i}\right)}$ | $\begin{gathered} q=2^{m}, n=2 m, \operatorname{gcd}(i, m)=1, \\ \operatorname{gcd}\left(2^{i}+1, q+1\right) \neq 1, c b^{q}+b \neq 0, \\ c \notin\left\{\lambda^{\left(2^{i}+1\right)(q-1)}, \lambda \in \mathbb{F}_{2^{n}}\right\}, c^{q+1}=1 \end{gathered}$ | [26] |
| $\begin{gathered} x\left(x^{2^{i}}+x^{q}+c x^{2^{i} q}\right)+ \\ x^{x^{i}}\left(c^{q} x^{q}+s x^{i^{i} q}\right)+x^{\left(2^{i}+1\right) q} \end{gathered}$ | $\begin{gathered} q=2^{m}, n=2 m, \operatorname{gcd}(i, m)=1, \\ c \in \mathbb{F}_{2^{n}}, s \in \mathbb{F}_{2^{n}} \backslash \mathbb{F}_{q,}, \\ X^{2^{i}+1}+c X^{2^{i}}+c^{q} X+1 \end{gathered}$ <br> is irreducible over $\mathbb{F}_{2^{n}}$ | [26] |
| $x^{3}+a^{-1} \operatorname{Tr}_{n}\left(a^{3} x^{9}\right)$ | $a \neq 0$ | [30] |
| $x^{3}+a^{-1} \operatorname{Tr}_{n}^{3}\left(a^{3} x^{9}+a^{6} x^{18}\right)$ | $3 \mid n, a \neq 0$ | [31] |
| $x^{3}+a^{-1} \operatorname{Tr}_{n}^{3}\left(a^{6} x^{18}+a^{12} x^{36}\right)$ | $3 \mid n, a \neq 0$ | [31] |
| $\begin{gathered} u x^{2^{s}+1}+u^{2^{k}} x^{2^{-k}+2^{k+s}}+ \\ v x^{2^{-k}+1}+w u^{2^{k}+1} x^{2^{s}+2^{k+s}} \end{gathered}$ | $\begin{gathered} n=3 k, \operatorname{gcd}(k, 3)=\operatorname{gcd}(s, 3 k)=1, \\ v, w \in \mathbb{F}_{2^{k}}, v w \neq 1,3 \mid(k+s), \mathbb{F}_{2^{n}}^{\star}=\langle u\rangle \end{gathered}$ | [17] |
| $\begin{gathered} d x^{i^{i}+1}+d^{q} x^{q}\left(2^{i}+1\right)+ \\ c x^{q+1}+\sum_{s=1}^{m-1} \gamma_{s} x^{2^{s}(q+1)} \end{gathered}$ | $\begin{aligned} q= & 2^{m}, n=2 m, \operatorname{gcd}(i, m)=1, i, m \text { odd }, \\ & c \notin \mathbb{F}_{2^{m}}, \gamma_{s} \in \mathbb{F}_{2^{m}}, d \text { not a cube } \end{aligned}$ | [17] |
| $\begin{gathered} \left(x+x^{q}\right)^{2^{i}+1}+ \\ u^{\prime}\left(u x+u^{q} x^{q}\right)^{\left(2^{i}+1\right) 2^{j}}+ \\ u\left(x+x^{q}\right)\left(u x+u^{q} x^{q}\right) \end{gathered}$ | $\begin{gathered} q=2^{m}, n=2 m, m \geq 2 \text { even, } \\ \operatorname{gcd}(i, m)=1 \text { and } j \text { even } \\ \mathbb{F}_{2^{\star}}=\langle u\rangle, u^{\prime} \in \mathbb{F}_{2^{m}} \text { not a cube } \end{gathered}$ | [112] |
| $\begin{gathered} u t(x)\left(x^{q}+x\right)+t(x)^{2^{2 i}+2^{3 i}}+ \\ a t(x)^{2^{i}}\left(x^{q}+x\right)^{2^{i}}+b\left(x^{q}+x\right)^{2^{i}+1} \end{gathered}$ | $\begin{gathered} q=2^{m}, n=2 m, \operatorname{gcd}(i, m)=1 \\ a, b \in \mathbb{F}_{2^{m}}, u \notin \mathbb{F}_{2^{m}}, t(x)=u^{q} x+x^{q} u \text { and } \\ X^{2^{i}+1}+a X+b \text { has no solution over } \mathbb{F}_{2^{m}} \end{gathered}$ | [99] |
| $\begin{gathered} x^{3}+a x^{2^{k}\left(2^{i}+1\right)} \\ +b x^{3 \cdot 2^{m}}+c x^{2^{n+k}\left(2^{i}+1\right)} \end{gathered}$ | $\begin{gathered} n=2 m=10,(a, b, c)=(\beta, 1,0), i=3, k=2, \mathbb{F}_{4}^{*}=\langle\beta\rangle \\ n=2 m, m \text { odd, } 3 \nmid m,(a, b, c)=\left(\beta, \beta^{2}, 1\right), \\ \mathbb{F}_{4}^{*}=\langle\beta\rangle, i \in\left\{m-2, m, 2 m-1,(m-2)^{-1} \bmod n\right\} \end{gathered}$ | [34] |

Up to CCZ-equivalence, the binomials together with power APN functions are the only known cases of APN permutations in odd dimension.

The problem of the existence of APN permutations in even dimension has been first asked (at least in a printed form) in 1994 in [93]. Only in 2009, Dillon and his team discovered the first example of APN permutation over $\mathbb{F}_{2^{6}}$, see [23]. The map is obtained by applying a CCZ-equivalence transformation over the so-called Kim function $x^{3}+x^{10}+\zeta x^{24}$ (given in [22]). So far, this is the only example, up to CCZ-equivalence, of APN permutation in even dimension. The problem of finding an APN permutation in dimension $n \geq 8$, or better, an infinite class of APN permutations in even dimensions, has often been referred
to as the big APN problem.
Some partial non-existence results have been discovered during the years. In [74], Hou showed computationally that there are no APN permutations in dimension 4 (the first theoretical proof appeared later on in [37]). Given $F$ a permutation over $\mathbb{F}_{2^{2 k}}$, the following conditions are satisfied:

- if $k$ is even and $F \in \mathbb{F}_{2^{4}}[x]$ then $F$ is not APN, see [74];
- if $F \in \mathbb{F}_{2^{k}}[x]$ then $F$ is not APN, see [74];
- if $F$ is a power function then $F$ is not APN, see Proposition 2.1;
- if $F$ is plateaued ${ }^{3}$ then $F$ is not APN, see [6];
- if $F$ has a partially-bent ${ }^{4}$ component then $F$ is not APN, see [37].

As we explained before, the only example of APN permutation in even dimension was obtained by applying a CCZ-equivalent transformation to a quadratic APN function. Therefore many studies have been focused on APN maps of degree 2 . These functions are relatively easy to construct and to study and, even though a low algebraic degree is usually a bad quality for cryptographic purposes ${ }^{5}$, there might lay an APN permutation of high degree in their CCZ-equivalence classes. This possibility has been checked for many known quadratic APN functions in small dimensions, but, so far, in even dimensions the Kim function is the only one that is CCZ-equivalent to a permutation. In particular, in [109] the test has been performed over the list of 470 quadratic APN functions in dimension 7 and 8157 in dimension 8. Also some results on CCZ-inequivalence to permutations have been recently discovered for some of the known infinite families of APN functions. The Gold functions over $\mathbb{F}_{2^{n}}$ for $n$ even and the Kasami functions over $\mathbb{F}_{2^{n}}$ for $n=4 m$ are not CCZ-equivalent to permutations, see [71]. The map $x^{3}+\operatorname{Tr}\left(x^{9}\right)$ over $\mathbb{F}_{2^{4 m}}$ is not CCZ-equivalent to a permutation, see [72].

[^2]
## On equivalences and invariants

To determine whether two functions are CCZ-equivalent is usually mathematically and computationally difficult. In the following we report some properties of the CCZ-equivalence that can facilitate this problem.

The CCZ-equivalence between functions is often determined through the equivalence between the corresponding codes. Given an $(n, n)$-function $F$, consider the $(2 n+1) \times 2^{n}$ matrix

$$
H=\left[\begin{array}{cccccc}
1 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & \zeta & \zeta^{2} & \ldots & \zeta^{2^{n}-2} \\
F(0) & F(1) & F(\zeta) & F\left(\zeta^{2}\right) & \ldots & F\left(\zeta^{2^{n}-2}\right)
\end{array}\right]
$$

where $\zeta \in \mathbb{F}_{2^{n}}^{\star}$ is a primitive element and each symbol from the last two rows is in its vector representation (element of $\mathbb{F}_{2}^{n}$ ). Let $\widetilde{C}_{F}$ be the linear code admitting $H$ as parity-check matrix ${ }^{6}$. It is shown in [22] that two $(n, n)$-functions $F$ and $G$ are CCZ-equivalent if and only if the codes $\widetilde{C}_{F}$ and $\widetilde{C}_{G}$ are equivalent. However, to check whether two codes are equivalent can also be difficult. In these situations, invariants can help to determine whether two functions are equivalent. An invariant is a property, or a statistic, which is preserved under a specific equivalence relation. For example, as we mentioned before, the algebraic degree is invariant under EA-equivalence. Therefore if two functions have different algebraic degrees, we know that they are not EA-equivalent. However, functions belonging to different equivalence classes may have the same invariant property. So, the more invariants are discovered, the better we can study the equivalences. Constructing and analysing invariants for CCZequivalence and EA-equivalence is therefore important. We remind that, when considering quadratic maps, these two equivalences coincide. So, in this case, EA-invariants are also CCZ-invariants.

We recall here some notions of CCZ-invariants for APN functions that will be used in the next chapters: the $\Gamma$-rank, the $\Delta$-rank and $\left|\mathcal{M}\left(G_{F}\right)\right|$. For more details on the construction of these invariants, we refer the reader to [66].

Consider a function $F$ as a map from $\mathbb{F}_{2}^{n}$ to itself. We associate with $F$ a

[^3]group algebra element $G_{F} \in \mathbb{F}_{2}\left[\mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{n}\right]$,
$$
G_{F}=\sum_{v \in \mathbb{F}_{2}^{n}}(v, F(v))
$$

Recalling that the multiplication for group algebras over $\mathbb{F}[G]$ is as follow

$$
\sum_{g \in G} a_{g} g \cdot \sum_{g \in G} b_{g} g=\sum_{g \in G}\left(\sum_{h \in G} a_{h} \cdot b_{g-h}\right) g
$$

from [66] we have the following lemma.
Lemma 2.1. A function $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{n}$ is APN if and only if

$$
G_{F} \cdot G_{F}=2^{n} \cdot(0,0)+2 \cdot D_{F} \text { in } \mathbb{C}\left[\mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{n}\right]
$$

for some subset $D_{F} \in\left(\mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{n}\right) \backslash\{(0,0)\}$.
Definition 2.4. For an APN function $F$, the $\Gamma$-rank of $F$ is the dimension of the ideal generated by $G_{F}$ in $\mathbb{F}_{2}\left[\mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{n}\right]$. Similarly, the $\Delta$-rank of $F$ is the dimension of the ideal generated by $D_{F}$ in $\mathbb{F}_{2}\left[\mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{n}\right]$.
$\Gamma$-rank and $\Delta$-rank are invariant under CCZ-equivalence, see [66].
Definition 2.5. Let $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{n}$ be an APN function. We call the development of $G_{F}$, denoted by $\operatorname{dev}\left(G_{F}\right)$, the design over the point set $\mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{n}$ with blocks

$$
G_{F} \cdot(a, b)=\left\{(x+a, F(x)+b): x \in \mathbb{F}_{2}^{n}\right\}
$$

for $a, b \in \mathbb{F}_{2}^{n}$.
For two CCZ-equivalent APN functions $F$ and $H$, the $\operatorname{designs} \operatorname{dev}\left(G_{F}\right)$ and $\operatorname{dev}\left(G_{H}\right)$ are isomorphic, shown in [66]. Defined the multiplier group $\mathcal{M}\left(G_{F}\right)$ of $\operatorname{dev}\left(G_{F}\right)$ as the group of automorphisms $\varphi$ of $\mathbb{F}_{2}^{2 n}$ such that $\varphi\left(G_{F}\right)=G_{F} \cdot(u, v)$ for some $u, v \in \mathbb{F}_{2}^{n}$, then also $\left|\mathcal{M}\left(G_{F}\right)\right|$ is invariant under CCZ-equivalence.

## On known examples of APN functions

The construction of infinite families of APN functions is an important problem in the field of vectorial Boolean functions. Related to it, the computational search for examples of APN maps in different dimensions is of fundamental importance. Indeed, from the observation of computational results, it might be possible to notice a pattern and this could lead to the construction of an infinite
family of APN functions. Moreover, as mentioned before, constructing new APN functions might also lead to the discovery of an APN permutation.

Over small dimensions such computational search has been done exhaustively. Indeed the classification of APN functions over $\mathbb{F}_{2^{n}}$ is complete for $n \leq 5$ [21]: in these dimensions, up to CCZ-equivalence, the only APN maps are power functions. For $n=6$ the classification is complete for quadratic and cubic APN functions: up to CCZ-equivalence there exist 13 quadratic APN maps and 1 cubic APN map, see [22, 64]. In Table 2.3 we report these 14 CCZinequivalent APN polynomials over $\mathbb{F}_{2^{6}}$ (as listed in [66, Table 5]). We include the values of $\Gamma$-rank, $\Delta$-rank and $\left|\mathcal{M}\left(G_{F}\right)\right|$ from [66, Table 6]. Function no. 2.11

Table 2.3: APN functions over $\mathbb{F}_{2^{6}}$ presented in [66]

| no. | $F(x)$ | $\Gamma$-rank | $\Delta$-rank | $\left\|\mathcal{M}\left(G_{F}\right)\right\|$ |
| :---: | :---: | :---: | :---: | :---: |
| 1.1 | $x^{3}$ | 1102 | 94 | $2^{7} \cdot 3^{3} \cdot 7$ |
| 1.2 | (no. 1.1) $) \zeta$ ( $\left.\operatorname{Tr}\left(\zeta^{56} x^{3}\right)+\operatorname{Tr}_{3}\left(\zeta^{18} x^{9}\right)\right)$ | 1146 | 94 | $2^{6} \cdot 3^{2} \cdot 7$ |
| 2.1 | $x^{3}+\zeta x^{24}+x^{10}$ | 1166 | 96 | $2^{7} \cdot 7$ |
| 2.2 | (no. 2.1) $+\zeta^{3}\left(\operatorname{Tr}\left(\zeta^{10} x^{3}+\zeta^{53} x^{5}\right)+\operatorname{Tr}_{3}\left(\zeta^{36} x^{9}\right)\right.$ ) | 1168 | 96 | $2^{6}$ |
| 2.3 | (no. 2.1) $)\left(\operatorname{Tr}\left(\zeta^{34} x^{3}+\zeta^{48} x^{5}\right)+\operatorname{Tr}_{3}\left(\zeta^{9} x^{9}\right)\right)$ | 1170 | 96 | $2^{6}$ |
| 2.4 | (no. 2.1) $) \zeta^{2}\left(\operatorname{Tr}\left(\zeta^{24} x^{3}+\zeta^{28} x^{5}\right)+\operatorname{Tr}_{3}\left(x^{9}\right)\right)$ | 1172 | 96 | $2^{6}$ |
| 2.5 | (no. 2.3) $+\zeta^{42}\left(\operatorname{Tr}\left(\zeta^{10} x^{3}+\zeta^{51} x^{5}\right)+\operatorname{Tr}_{3}\left(\zeta^{9} x^{9}\right)\right.$ ) | 1158 | 96 | $2^{6} \cdot 5$ |
| 2.6 | (no. 2.3) $+\zeta^{23}\left(\operatorname{Tr}\left(\zeta^{31} x^{3}+\zeta^{49} x^{5}\right)+\operatorname{Tr}_{3}\left(\zeta^{9} x^{9}\right)\right)$ | 1170 | 96 | $2^{6} \cdot 5$ |
| 2.7 | $($ no. 2.3) $) \zeta^{12}\left(\operatorname{Tr}\left(\zeta^{42} x^{3}+\zeta^{13} x^{5}\right)+\operatorname{Tr}_{3}\left(\zeta^{54} x^{9}\right)\right)$ | 1170 | 96 | $2^{6}$ |
| 2.8 | (no. 2.3) $+\zeta\left(\operatorname{Tr}\left(\zeta^{51} x^{3}+\zeta^{60} x^{5}\right)+\operatorname{Tr}_{3}\left(\zeta^{18} x^{9}\right)\right)$ | 1170 | 96 | $2^{6}$ |
| 2.9 | (no. 2.3) $+\zeta^{14}\left(\operatorname{Tr}\left(\zeta^{18} x^{3}+\zeta^{61} x^{5}\right)+\operatorname{Tr}_{3}\left(\zeta^{18} x^{9}\right)\right)$ | 1172 | 96 | $2^{6}$ |
| 2.10 | (no. 2.3) $+\zeta^{17}\left(\operatorname{Tr}\left(\zeta^{50} x^{3}+\zeta^{56} x^{5}\right)\right)$ | 1174 | 96 | $2^{6}$ |
| 2.11 | $\begin{aligned} & (\text { no. } 2.3)+\zeta^{19}\left(\operatorname{Tr}\left(\zeta^{11} x^{3}+\zeta^{7} x^{5}+\zeta^{38} x^{7}+\zeta^{61} x^{11}+\zeta^{23} x^{13}\right)\right. \\ & \left.+\operatorname{Tr}_{3}\left(\zeta^{54} x^{9}\right)+\operatorname{Tr}_{2}\left(\zeta^{42} x^{21}\right)\right) \end{aligned}$ | 1300 | 152 | $2^{3}$ |
| 2.12 | (no. 2.4) $+\zeta\left(\operatorname{Tr}\left(\zeta^{54} x^{3}+\zeta^{47} x^{5}\right)+\operatorname{Tr}_{3}\left(\zeta^{9} x^{9}\right)\right)$ | 1166 | 94 | $2^{6} \cdot 7$ |

in Table 2.3 is the only known example of APN function not CCZ-equivalent to power and to quadratic maps, $[21,66]$.

In bigger dimensions, $n=7,8,9$, the classification is complete for quadratic APN functions with coefficients over $\mathbb{F}_{2}$, see [107]. Moreover, partial lists of CCZ-inequivalent APN functions were presented in [22] and in [66] for the same dimensions. In the last mentioned paper the authors listed 19 APN maps for $n=7,23$ APN maps for $n=8$ and 11 APN maps for $n=9$. In Tables 2.4, 2.5, 2.6 we report Tables $7,9,11$ from [66] respectively. We include the values of $\Gamma$-rank, $\Delta$-rank and $\left|\mathcal{M}\left(G_{F}\right)\right|$ from [66, Tables 8,10,12].

Table 2.4: APN functions over $\mathbb{F}_{2^{7}}$ presented in [66]

| no. | $F(x)$ | $\Gamma$-rank | $\Delta$-rank | $\left\|\mathcal{M}\left(G_{F}\right)\right\|$ |
| :---: | :--- | :---: | :---: | :---: |
| 1.1 | $x^{3}$ | 3610 | 198 | $2^{7} \cdot 7 \cdot 127$ |
| 1.2 | $x^{3}+\operatorname{Tr}\left(x^{9}\right)$ | 4026 | 212 | $2^{7} \cdot 7$ |
| 2.1 | $x^{34}+x^{18}+x^{5}$ | 4034 | 210 | $2^{7} \cdot 7$ |
| 2.2 | $($ no. 2.1 $)+\operatorname{Tr}\left(x^{3}+\zeta^{103} x^{5}+\zeta^{5} x^{9}\right)$ | 4040 | 212 | $2^{7} \cdot 7$ |
| 3.1 | $x^{5}$ | 3708 | 198 | $2^{7} \cdot 7 \cdot 127$ |
| 4.1 | $x^{9}$ | 3610 | 198 | $2^{7} \cdot 7 \cdot 127$ |
| 5.1 | $x^{13}$ | 4270 | 338 | $7 \cdot 127$ |
| 6.1 | $x^{57}$ | 4704 | 436 | $7 \cdot 127$ |
| 7.1 | $x^{-1}$ | 8128 | 4928 | $2 \cdot 7 \cdot 127$ |
| 8.1 | $x^{65}+x^{10}+x^{3}$ | 4038 | 212 | $2^{7} \cdot 7$ |
| 9.1 | $x^{66}+x^{18}+x^{9}+x^{3}$ | 4044 | 212 | $2^{7} \cdot 7$ |
| 10.1 | $x^{33}+x^{17}+x^{12}+x^{3}$ | 4048 | 210 | $2^{7} \cdot 7$ |
| 10.2 | $($ no. 10.1$)+\operatorname{Tr}\left(\zeta^{41} x^{3}+\zeta^{17} x^{5}+\zeta^{34} x^{9}\right)$ | 4040 | 210 | $2^{7} \cdot 7$ |
| 11.1 | $x^{66}+x^{34}+x^{20}+x^{3}$ | 4048 | 210 | $2^{7} \cdot 7$ |
| 12.1 | $x^{72}+x^{40}+x^{12}+x^{3}$ | 4048 | 210 | $2^{7} \cdot 7$ |
| 13.1 | $x^{34}+x^{33}+x^{10}+x^{5}+x^{3}$ | 4040 | 212 | $2^{7} \cdot 7$ |
| 14.1 | $x^{72}+x^{40}+x^{34}+x^{6}+x^{3}$ | 4048 | 212 | $2^{7} \cdot 7$ |
| 14.2 | $($ no. 14.1$)+\operatorname{Tr}\left(\zeta^{105} x^{3}+\zeta^{84} x^{5}+\zeta^{123} x^{9}\right)$ | 4050 | 210 | $2^{7} \cdot 7$ |
| 14.3 | $($ no. 14.1$)+\zeta^{27} \operatorname{Tr}\left(\zeta^{20} x^{3}+\zeta^{94} x^{5}+\zeta^{66} x^{9}\right)$ | 4046 | 212 | $2^{7}$ |

In a more recent work presented at WCC 2013, Yu et al. [109] introduced a new approach for constructing quadratic APN maps. With their method the authors extended the lists of CCZ-inequivalent APN functions for dimensions 7 and 8 , adding 471 maps for $n=7$ and 8157 for $n=8$. At the same conference, Weng et al. [102] presented a similar approach to construct quadratic APN functions. With their construction they obtained many quadratic APN functions in dimensions 7 and 8 and listed, for each dimension, 10 functions CCZ-inequivalent to those listed in [66]. Each function in the list for $n=7$ is EA-equivalent to a function presented in [109]. For $n=8$ the first nine functions in [102, Table 5] are EA-inequivalent to any of the functions listed in [66, 109] and the last one, no. 10, is EA-equivalent to a map from the family introduced by Zhou and Pott in [112]. Notice that Table 6 in [102], which presents some invariants for the 10 newly constructed APN maps in dimension 8, has some misprints. In the following we report the same table with the values corrected, see Table 2.7. Excluding the power functions, all the aforementioned APN functions listed for $n=7,8$ and 9 are quadratic.

Table 2.5: APN functions over $\mathbb{F}_{2^{8}}$ presented in [66]

| no. | $F(x)$ | Г-rank | $\Delta$-rank | $\left\|\mathcal{M}\left(G_{F}\right)\right\|$ |
| :---: | :---: | :---: | :---: | :---: |
| 1.1 | $x^{3}$ | 11818 | 420 | $2^{11} \cdot 255$ |
| 1.2 | (no. 1.1) $+\operatorname{Tr}\left(\zeta^{48} x^{3}+x^{9}\right) \quad$ (EA-eq. to $x^{3}+\operatorname{Tr}\left(x^{9}\right)$ ) | 13800 | 432 | $2^{11} \cdot 255$ |
| 1.3 | (no. 1.1) $+\zeta \operatorname{Tr}\left(\zeta^{63} x^{3}+\zeta^{252} x^{9}\right)$ | 13842 | 436 | $2^{10} \cdot 3$ |
| 1.4 | (no. 1.2) $+\zeta^{38} \operatorname{Tr}\left(\zeta^{84} x^{3}+\zeta^{213} x^{9}\right)$ | 14034 | 438 | $2^{8} \cdot 3$ |
| 1.5 | (no. 1.2) $+\zeta^{51} \operatorname{Tr}\left(\zeta^{253} x^{3}+\zeta^{102} x^{9}\right)$ | 14032 | 438 | $2^{10} \cdot 3$ |
| 1.6 | (no. 1.3) $+\zeta^{154} \operatorname{Tr}\left(\zeta^{68} x^{3}+\zeta^{235} x^{9}\right)$ | 14036 | 438 | $2^{10} \cdot 3$ |
| 1.7 | (no. 1.4) $+\zeta^{69} \operatorname{Tr}\left(\zeta^{147} x^{3}+\zeta^{20} x^{9}\right)$ | 14036 | 438 | $2^{9} \cdot 3$ |
| 1.8 | (no. 1.5) $+\zeta^{68} \operatorname{Tr}\left(\zeta^{153} x^{3}+\zeta^{51} x^{9}\right)$ | 14032 | 438 | $2^{10} \cdot 3$ |
| 1.9 | (no. 1.6) $+\zeta^{35} \operatorname{Tr}\left(\zeta^{216} x^{3}+\zeta^{116} x^{9}\right)$ | 14034 | 438 | $2^{10} \cdot 3$ |
| 1.10 | (no. 1.7) $+\zeta^{22} \operatorname{Tr}\left(\zeta^{232} x^{3}+\zeta^{195} x^{9}\right)$ | 14030 | 438 | $2^{9} \cdot 3$ |
| 1.11 | (no. 1.8) $+\zeta^{85} \operatorname{Tr}\left(\zeta^{243} x^{3}+\zeta^{170} x^{9}\right) \quad$ (EA-eq. to $x^{9}+\operatorname{Tr}\left(x^{3}\right)$ ) | 13804 | 434 | $2^{11} \cdot 3$ |
| 1.12 | (no. 1.9) $+\zeta^{103} \operatorname{Tr}\left(\zeta^{172} x^{3}+\zeta^{31} x^{9}\right)$ | 13848 | 438 | $2^{10} \cdot 3$ |
| 1.13 | $\left(\right.$ no. 1.10) $+\zeta^{90}\left(\operatorname{Tr}\left(\zeta^{87} x^{3}+\zeta^{141} x^{5}+\zeta^{20} x^{9}\right)+\operatorname{Tr}_{4}\left(\zeta^{51} x^{17}+\zeta^{102} x^{34}\right)\right)$ | 14046 | 454 | $2^{9}$ |
| 1.14 | (no. 1.11) $+\zeta^{5} \operatorname{Tr}\left(\zeta^{160} x^{3}+\zeta^{250} x^{9}\right)$ | 14036 | 438 | $2^{8} \cdot 3$ |
| 1.15 | (no. 1.11) $+\zeta^{102} \operatorname{Tr}\left(\zeta^{6} x^{3}+\zeta^{119} x^{9}\right) \quad$ (EA-eq. to $x^{9}$ ) | 12370 | 420 | $2^{11} \cdot 255$ |
| 1.16 | (no. 1.14) $+\zeta^{64} \operatorname{Tr}\left(\zeta^{133} x^{3}+\zeta^{30} x^{9}\right)$ | 14032 | 438 | $2^{9} \cdot 3$ |
| 1.17 | (no. 1.16) $+\zeta^{78} \operatorname{Tr}\left(\zeta^{235} x^{3}+\zeta^{146} x^{9}\right)$ | 14028 | 438 | $2^{9} \cdot 3$ |
| 2.1 | $x^{3}+x^{17}+\zeta^{16}\left(x^{18}+x^{33}\right)+\zeta^{15} x^{48}$ | 13200 | 414 | $2^{10} \cdot 3^{2} \cdot 5$ |
| 3.1 | $x^{3}+\zeta^{24} x^{6}+\zeta^{182} x^{132}+\zeta^{67} x^{192}$ | 14024 | 438 | $2^{10} \cdot 3$ |
| 4.1 | $x^{3}+x^{6}+x^{68}+x^{80}+x^{132}+x^{160}$ | 14040 | 454 | $2^{11}$ |
| 5.1 | $x^{3}+x^{5}+x^{18}+x^{40}+x^{66}$ | 14044 | 446 | $2^{11}$ |
| 6.1 | $x^{3}+x^{12}+x^{40}+x^{66}+x^{130}$ | 14046 | 438 | $2^{11}$ |
| 7.1 | $x^{57}$ | 15358 | 960 | $2^{3} \cdot 255$ |

### 2.3.2 The boomerang uniformity

In [46], Cid et al. introduced the concept of Boomerang Connectivity Table for a permutation $F$ over $\mathbb{F}_{2^{n}}$. Next, in [16] the authors presented the notion of boomerang uniformity.

Definition 2.6. Let $F$ be a permutation over $\mathbb{F}_{2^{n}}$, and $a, b$ in $\mathbb{F}_{2^{n}}$.
The Boomerang Connectivity Table (BCT) of F is a $2^{n} \times 2^{n}$ table $T_{F}$, also denoted by $T$ when there is no ambiguity on the function $F$, in which the entry for the position $(a, b)$ is given by

$$
T_{F}(a, b)=T(a, b)=\mid\left\{x \in \mathbb{F}_{2^{n}} \text { s.t } F^{-1}(F(x)+b)+F^{-1}(F(x+a)+b)=a\right\} \mid
$$

Moreover, the maximum value reached in the $B C T, T(a, b)$ for $a, b \in \mathbb{F}_{2^{n}}^{\star}$, i.e. the value

$$
\beta_{F}=\max _{a, b \in \mathbb{F}_{2^{n}}} \mid\left\{x \in \mathbb{F}_{2^{n}} \text { s.t. } F^{-1}(F(x)+b)+F^{-1}(F(x+a)+b)=a\right\} \mid
$$

is called the boomerang uniformity of $F$, or we call $F$ a boomerang $\beta_{F}$-uniform function.

Table 2.6: APN functions over $\mathbb{F}_{2^{9}}$ presented in [66]

| no. | $F(x)$ | $\Gamma$-rank | $\Delta$-rank | $\left\|\mathcal{M}\left(G_{F}\right)\right\|$ |
| :---: | :--- | :---: | :---: | :---: |
| 1.1 | $x^{3}$ | 38470 | 872 | $9 \cdot 2^{9} \cdot 511$ |
| 1.2 | $($ no. 1.1 $)+\operatorname{Tr}\left(x^{9}\right)$ | 47890 | 920 | $9 \cdot 2^{9}$ |
| 1.3 | $($ no. 1.2 $)+\zeta^{73} \operatorname{Tr}\left(\zeta^{426} x^{3}+\zeta^{292} x^{9}\right)$ | 48428 | 930 | $9 \cdot 2^{9}$ |
| 1.4 | $($ no. 1.2 $)+\zeta^{219} \operatorname{Tr}\left(\zeta^{303} x^{3}+\zeta^{365} x^{9}\right)$ | 48460 | 944 | $9 \cdot 2^{9}$ |
| 2.1 | $x^{5}$ | 41494 | 872 | $9 \cdot 2^{9} \cdot 511$ |
| 3.1 | $x^{17}$ | 38470 | 872 | $9 \cdot 2^{9} \cdot 511$ |
| 4.1 | $x^{13}$ | 58676 | 3086 | $9 \cdot 511$ |
| 5.1 | $x^{19}$ | 60894 | 3956 | $9 \cdot 511$ |
| 6.1 | $x^{241}$ | 61726 | 3482 | $9 \cdot 511$ |
| 7.1 | $x^{-1}$ | 130816 | 93024 | $2 \cdot 9 \cdot 511$ |
| 8.1 | $x^{3}+x^{10}+\zeta^{438} x^{136}$ | 48608 | 938 | $3 \cdot 7 \cdot 2^{9}$ |

Table 2.7: Invariants of the new APN functions of $\mathbb{F}_{2^{8}}$ presented in [102]

| No. | $\Gamma$-rank | $\Delta$-rank | $\left\|\mathcal{M}\left(G_{F}\right)\right\|$ |
| :---: | :---: | :---: | :---: |
| 1 | 14042 | 438 | $2^{8} \cdot 3$ |
| 2 | 14040 | 438 | $2^{8} \cdot 3$ |
| 3 | 14040 | 438 | $2^{8} \cdot 3$ |
| 4 | 14040 | 438 | $2^{8} \cdot 3$ |
| 5 | 14040 | 438 | $2^{8} \cdot 3$ |
| 6 | 14048 | 438 | $2^{8} \cdot 3$ |
| 7 | 14036 | 438 | $2^{8} \cdot 3$ |
| 8 | 14044 | 438 | $2^{8} \cdot 3$ |
| 9 | 14034 | 438 | $2^{10} \cdot 3$ |
| 10 | 13642 | 436 | $2^{10} \cdot 3^{2} \cdot 5$ |

The differential uniformity is invariant under all the previously mentioned equivalence relations, while the boomerang uniformity is invariant under affine equivalence and inverse transformation but, in general, not under EA and CCZ-equivalence (see [16]). Indeed let $F$ and $G$ be two affine-equivalent permutations of $\mathbb{F}_{2^{n}}, G=A_{2} \circ F \circ A_{1}$ for $A_{1}, A_{2}$ affine permutations of $\mathbb{F}_{2^{n}}$. Then $T_{G}(a, b)=T_{F}\left(L_{1}(a), L_{2}^{-1}(b)\right)$, where $L_{i}$ denotes the linear part of $A_{i}$, $i=1,2$, while $T_{F}(a, b)=T_{F^{-1}}(b, a)$.

As it was noted in [84], the entry $T_{F}(a, b)$ of the BCT can be given by the number of solutions of the system

$$
\left\{\begin{array}{l}
F^{-1}(x+a)+F^{-1}(y+a)=b \\
F^{-1}(x)+F^{-1}(y)=b
\end{array}\right.
$$

Since the BCT of $F$ and the BCT of $F^{-1}$ are such that $T_{F}(a, b)=T_{F^{-1}}(b, a)$, the boomerang uniformity of $F$ is given by the maximum number of solutions of the system

$$
\left\{\begin{array}{l}
F(x+a)+F(y+a)=b  \tag{2.4}\\
F(x)+F(y)=b
\end{array}\right.
$$

or equivalently

$$
\left\{\begin{array}{l}
F(x+a)+F(y+a)=F(x)+F(y) \\
F(x)+F(y)=b
\end{array}\right.
$$

Letting $y=x+\alpha$, it is equivalent to

$$
\left\{\begin{array}{l}
D_{a} D_{\alpha} F(x)=0  \tag{2.5}\\
D_{\alpha} F(x)=b
\end{array}\right.
$$

Thus, the boomerang uniformity of $F$ is given by

$$
\beta_{F}=\max _{a, b \in \mathbb{F}_{2^{\star}}} \mid\left\{(x, \alpha) \in \mathbb{F}_{2^{n}} \times \mathbb{F}_{2^{n}} \text { s.t. }(x, \alpha) \text { is a solution of }(2.5)\right\} \mid
$$

We denote by $S_{a, b}$ the number of solutions of the system (2.5) for any $a, b \in \mathbb{F}_{2^{n}}$.
When $F$ is a power function, as for the differential uniformity, the boomerang uniformity can be computed fixing $a=1$.

Proposition 2.2 ([84]). Let $F(x)=x^{d}$ be defined over $\mathbb{F}_{2^{n}}$. Then the boomerang uniformity of $F$ is given by $\max _{b \in \mathbb{F}_{2^{n}}^{\star}} S_{1, b}$.

It has been proved in [46] that $\delta_{F} \leq \beta_{F}$ for any permutation $F$. Moreover, $\delta_{F}=2$ if and only if $\beta_{F}=2$. So, APN permutations offer an optimal resistance to both differential and boomerang attacks.

As mentioned in Subsection 2.3.1, for odd values of $n$ there are few known families of APN permutations while, for $n$ even, up to CCZ-equivalence there is only one example of APN permutation (over $\mathbb{F}_{26}$ ). So, it is interesting to study the boomerang uniformity of non-APN permutations, and in particular of the differentially 4 -uniform permutations. For an even integer $n$ there are five primary constructions of differentially 4 -uniform permutations over $\mathbb{F}_{2^{n}}$, which are listed in Table 2.8.

The boomerang uniformity of Gold and Inverse functions have been determined in [16]. For the Bracken-Tan-Tan function the boomerang uniformity

Table 2.8: Primary constructions of differentially 4-uniform permutations over $\mathbb{F}_{2^{n}}$ ( $n$ even)

| Name | Function | deg | Conditions | In |
| :---: | :---: | :---: | :---: | :---: |
| Gold | $x^{2^{i}+1}$ | 2 | $n=2 k, k$ odd $\operatorname{gcd}(i, n)=2$ | [73] |
| Kasami | $x^{2^{2 i}-2^{i}+1}$ | $i+1$ | $n=2 k, k$ odd $\operatorname{gcd}(i, n)=2$ | $[76]$ |
| Inverse | $x^{2^{n}-2}$ | $n-1$ | $n=2 k, k \geq 1$ | [92] |
| Bracken-Leander | $x^{2^{2 k}+2^{k}+1}$ | 3 | $n=4 k, k$ odd | $[18]$ |
| Bracken-Tan-Tan | $\zeta x^{2^{i}+1}+\zeta^{2^{m}} x^{2^{-m}+2^{m+i}}$ | 2 | $n=3 m, m$ even, $m / 2$ odd, <br> $\operatorname{gcd}(n, i)=2,3 \mid m+i, \mathbb{F}_{2^{n}}^{\star}=\langle\zeta\rangle$ | $[19]$ |

was obtained from the results in [91]. In particular

$$
\beta_{F_{1}}=4, \beta_{F_{2}}=\left\{\begin{array}{ll}
4 \text { if } n \equiv 2 & \bmod 4 \\
6 \text { if } n \equiv 0 & \bmod 4
\end{array} \text { and } \beta_{F_{3}}=4\right.
$$

where $F_{1}, F_{2}$ and $F_{3}$ are the Gold function, the inverse function and the Bracken-Tan-Tan function respectively.

### 2.3.3 The nonlinearity

As mentioned in Section 2.1, another important cryptographic property is the nonlinearity. To achieve a good resistance to the linear attack [88], a high value of nonlinearity is required. Here we briefly introduce this property and its relation with the differential uniformity.

Consider $f$ an $n$-variable Boolean function. The nonlinearity of $f, \mathcal{N L}(f)$, is its distance to the set of affine functions, where the distance between two functions $f$ and $g$ is the size of the set $\left\{x \in \mathbb{F}_{2^{n}}\right.$ s.t. $\left.f(x) \neq g(x)\right\}$.

Definition 2.7. For an $(n, m)$-function $F$, the nonlinearity of $F$ is defined as

$$
\mathcal{N L}(F)=\min _{\lambda \in \mathbb{F}_{2^{n}}} \mathcal{N L}\left(f_{\lambda}\right)
$$

Functions achieving the maximal value, that is $2^{n-1}-2^{n / 2-1}$, are called bent. All bent functions are also PN, and vice versa, see [42, p. 410]. When $m=n$ these functions do not exist and in this case the nonlinearity is upper bounded by $2^{n-1}-2^{\frac{n-1}{2}}$. The functions that achieve this bound are called almost bent (AB) and exist only for odd values of $n$. All AB functions are APN, see [45], but the converse is not true in general. In odd dimension, if an APN function
is plateaued then it is AB [42, p. 426]. For $n$ even, the maximum for the nonlinearity of APN functions is still to be determined. In general, it is conjectured that for $n$ even the nonlinearity of an arbitrary function is upper bounded by $2^{n-1}-2^{\frac{n}{2}}$. All the maps listed in Table 2.8 have this nonlinearity. Similar to the differential uniformity, the nonlinearity is invariant under affine, EA and CCZ-equivalence [44]. The extended Walsh spectrum is strictly related to the notion of nonlinearity, indeed we have

### 2.4 Semifields and presemifields

Commutative presemifields are objects closely connected with planar functions. In this section we introduce them and show their connection with planar maps.

### 2.4.1 Definitions

Definition 2.8. Given a set $\mathbb{F}$ endowed with two binary operations, an addition + and a multiplication $*, S=(\mathbb{F},+, *)$ is a semifield if the following axioms are satisfied:

- $(\mathbb{F},+)$ is a group with identity 0 ;
- $(\mathbb{F}, *)$ is a quasigroup;
- $0 * x=x * 0=0$ for all $x \in \mathbb{F}$;
- the left and right distributivity laws hold;
- there is an element $e \in \mathbb{F}$ such that $e * x=x * e=x$ for all $x \in \mathbb{F}$.

If the last axiom is not required to be satisfied, then S is called a presemifield. Moreover, S is commutative if the multiplication $*$ is commutative.

Given a presemifield $S=(\mathbb{F},+, *)$, it is always possible to define a semifield $S^{\prime}=(\mathbb{F},+, \star)$ with

$$
(x * a) \star(y * a)=x * y
$$

for a fixed $a \in \mathbb{F}^{\star}$. The unit of $\mathbb{S}^{\prime}$ is the element $a * a$.

Any finite presemifield must have order a prime power $p^{n}$, and can be represented by $S=\left(\mathbb{F}_{p^{n}},+, *\right)$. A finite field is a trivial example of a commutative semifield. The first non-trivial examples of commutative semifields were constructed by Dickson in [55]. Since then commutative semifields have been intensively studied. They have applications in many different areas of mathematics, such as difference sets, coding theory, group theory and finite geometry.

The concept of isotopic equivalence was originally defined by Albert [2] in the study of presemifields and semifields. Given two finite presemifields with same order, $\mathrm{S}_{1}=\left(\mathbb{F}_{p^{n}},+, *\right)$ and $\mathrm{S}_{2}=\left(\mathbb{F}_{p^{n}},+, \star\right)$, they are isotopic if there exist $M, N, T \in \mathbb{F}_{p^{n}}[x]$ linear permutations such that, for any $x, y \in \mathbb{F}_{p^{n}}$,

$$
T(x * y)=M(x) \star N(y) .
$$

The triplet $(M, N, T)$ is referred to as the isotopism between $S_{1}$ and $S_{2}$. If $M=N$, then $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ are called strongly isotopic.

Clearly, a presemifield and its corresponding semifield are strongly isotopic with isotopism $\left(L_{a}, L_{a}, I d\right)$, where $L_{a}(x)=x * a$.

As mentioned above, there is a close connection between planar functions and presemifields. Indeed it was shown by Coulter and Henderson in [49] that there is a 1-to-1 correspondence between commutative presemifields of odd order and planar DO polynomials. Given a commutative presemifield S $=$ ( $\mathbb{F}_{p^{n},+, *}$ ) of odd order, the function

$$
F_{\mathrm{S}}(x)=\frac{1}{2}(x * x)
$$

is a planar DO polynomial. Conversely, given $F \in \mathbb{F}_{p^{n}}[x]$ a quadratic planar function, then $\mathrm{S}_{F}=\left(\mathbb{F}_{p^{n}},+, *\right)$ with

$$
x * y=F(x+y)-F(x)-F(y)
$$

is a commutative presemifield.
It is natural to extend the notion of isotopic equivalence to planar quadratic functions.

Definition 2.9. Given $F, F^{\prime} \in \mathbb{F}_{p^{n}}[x]$ quadratic planar functions, they are called isotopic equivalent if their corresponding presemifields $\mathrm{S}_{F}$ and $\mathrm{S}_{F^{\prime}}$ are isotopic equivalent.

The notion of isotopic equivalence is connected with the notion of CCZequivalence. Indeed we have the following:

- $F, F^{\prime}$ planar functions are CCZ-equivalent if and only if they are EAequivalent [33];
- $F, F^{\prime}$ planar DO functions are CCZ-equivalent if and only if they are linear equivalent [33];
- $F, F^{\prime}$ planar DO functions are $C C Z$-equivalent if and only if $S_{F}$ and $S_{F^{\prime}}$ are strongly isotopic [33];
- if $n$ is odd then isotopic equivalence coincides with strongly isotopic equivalence, and so with CCZ-equivalence [49];
- any commutative presemifields of odd order can generate at most two CCZ-equivalence classes of planar DO polynomials [49].

Moreover, an example of isotopism that is not strong is given in [94]. Therefore, for the case of planar DO polynomials, the isotopic equivalence is more general than the CCZ-equivalence.

### 2.4.2 Some known cases

Among the known examples of planar functions, the only ones that are not quadratic belong to the family

$$
x^{\frac{3^{t}+1}{2}}
$$

defined over $\mathbb{F}_{3^{n}}$, with $t$ odd such that $\operatorname{gcd}(t, n)=1$, [51]. The other known planar functions are DO polynomials, so they can either be identified with the polynomial representations or with the associated commutative semifields. Very few cases of commutative semifields of odd order are known so far. Further we list some of the known families.

For any $p$ odd we have the following planar functions:
(i) $x^{2}$, defined over $\mathbb{F}_{p^{n}}$, it corresponds to the finite field $\mathbb{F}_{p^{n}}$;
(ii) $x^{p^{t}+1}$, defined over $\mathbb{F}_{p^{n}}$, with $n / \operatorname{gcd}(n, t)$ odd, it corresponds to Albert's commutative twisted field [1];
(iii) $L\left(t^{2}(x)\right)+\frac{1}{2} x^{2}$, defined over $\mathbb{F}_{p^{2 k}}$ for $k=e r$, with $t(x)=x^{p^{k}}-x$ and $L(x)=$ $8^{-1}\left(x^{p^{r}}-x\right)$, it corresponds to the Dickson semifield [55];
(iv) $c\left(b x^{p^{s}+1}+\left(b x x^{p^{s}+1}\right)^{p^{k}}\right)+x p^{p^{k}+1}$, defined over $\mathbb{F}_{p^{2 k}}$, with $b \in \mathbb{F}_{p^{2 k}}^{\star}$ not a square, $c \in \mathbb{F}_{p^{2 k}} \backslash \mathbb{F}_{p^{k}}, \operatorname{gcd}(k+s, 2 k)=\operatorname{gcd}(k+s, k)$ (for any such $b$ different choices of $c$ lead to equivalent planar functions), it corresponds to Budaghyan-Helleseth (BH) semifield [9, 33];
(v) $\left(\left(a^{p^{k}} x+x x^{p^{k}} a\right)+\alpha\left(b^{p^{k}} y+y^{p^{k}} b\right)^{\sigma}, a y+b x\right)$, defined over $\mathbb{F}_{p^{m}}^{2}$, with $a, b \in$ $\mathbb{F}_{p^{m}}, \alpha \in \mathbb{F}_{p^{m}}$ non-square, $\frac{n}{\operatorname{gcd}(n, k)}$ odd and $\sigma \in \operatorname{Aut}\left(\mathbb{F}_{p^{m}}\right)$, it corresponds to the Zhou-Pott (ZP) semifield [112];
(vi) $x^{p^{s}+1}-a^{p^{t}+1} x^{p^{t}+p^{2 t+s}}$, defined over $\mathbb{F}_{p^{3 t}}$, with $a$ primitive element in $\mathbb{F}_{p^{3 t}}$, $\operatorname{gcd}(t, 3)=1, t-s \equiv 0 \bmod 3$ and $3 t / \operatorname{gcd}(s, 3 t)$ odd, it corresponds to Zha-Kyureghyan-Wang (ZKW) semifield [111];
(vii) $x^{p^{s}+1}-a^{p^{t}-1} x^{p^{3 t}+p^{t+s}}$, defined over $\mathbb{F}_{p^{4 t}}$, with $a$ primitive element in $\mathbb{F}_{p^{4 t}}$, $p^{s} \equiv p^{t} \equiv 1 \bmod 4,2 t / \operatorname{gcd}(2 t, s)$ odd, it corresponds to Bierbrauer semifield [8];

For $p=3$, there are:
(viii) $L\left(t^{2}(x)\right)+D(t(x))+\frac{1}{2} x^{2}$, defined over $\mathbb{F}_{3^{2 k}}$ for $k=$ er odd, with $t(x)=$ $x^{3^{k}}-x, \alpha=t(\beta)$ for $\beta \in \mathbb{F}_{3^{2 k}} \backslash \mathbb{F}_{3^{k}}, L(x)=\alpha^{-5} x^{3}+x$ and $D(x)=-\alpha^{-10} x^{10}$, it corresponds to the Ganley semifield [69];
(ix) $L\left(t^{2}(x)\right)+\frac{1}{2} x^{2}$, defined over $\mathbb{F}_{32 k}$ for $k=e r$, with $t(x)=x^{3^{k}}-x, \alpha=t(\beta)$ for $\beta \in \mathbb{F}_{3^{2 k}} \backslash \mathbb{F}_{3^{k}}$ and $L(x)=-x^{9}-\alpha x^{3}+\left(1-\alpha^{4}\right) x$, it corresponds to the Cohen-Ganley (CG) semifield [48];
(x) $x^{10} \pm x^{6}-x^{2}$, defined over $\mathbb{F}_{3^{n}}$, with $n$ odd, it corresponds to the CoulterMatthews and Ding-Yuan semifield [51, 58].

Note that another family of planar functions is presented in [86], which corresponds to Lunardon-Marino-Polverino-Trombetti (LMPT) semifield. In [87] it is shown that the semifield is isotopic equivalent to a BH semifield and the isotopism is strong if and only if $p \equiv 1 \bmod 4$.

### 2.4.3 Connection with APN functions

Observing the known planar DO polynomials listed above and the known families of APN maps presented in Table 2.2, we can notice some similarities in the univariate representation of some functions. For example, the BH semifield
$c\left(b x^{p^{s}+1}+\left(b x x^{p^{s}+1}\right)^{p^{k}}\right)+x^{p^{k}+1}$ over $\mathbb{F}_{p^{2 k}}$ and the second function in the table $x^{2^{2 i}+2^{i}}+b x^{2^{m}+1}+c x^{2^{m}\left(2^{2 i}+2^{i}\right)}$ over $\mathbb{F}_{2^{2 m}}{ }^{7}$ have a similar structure.

In the last decades, families of planar maps have been constructed by extension of known classes of quadratic APN families. This was firstly done with the BH semifield in 2008 [33]. This approach has been very useful since, after the work of Dickson in 1906 [55] and Albert in 1952 [1], these were the firstly found infinite families of commutative semifields defined for all odd primes $p$. Hence, new classes of APN functions over fields of even characteristic can serve as a source for further constructions of planar mappings (and semifields) over fields of odd characteristic.

The same has been done in the other direction. Zhou and Pott in [112] constructed a new family of semifields, and thus planar functions, then they extended the construction over fields of even characteristic, obtaining a new APN family. Therefore, new classes of planar functions over fields of odd characteristic may serve as a source for further construction of APN mappings over fields of even characteristic.
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## Chapter 3

## On APN functions $L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$ with linear $L_{1}$ and $L_{2}$

In this chapter we consider quadratic APN functions $F \in \mathbb{F}_{2^{n}}[x]$ of the form

$$
\begin{equation*}
F(x)=L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right) \tag{3.1}
\end{equation*}
$$

with $L_{1}$ and $L_{2}$ linear maps. These functions were introduced and studied by Budaghyan, Carlet and Leander in [30,31], where they derived several infinite families of APN functions of this particular form. However, this study was not complete. In particular, these infinite families did not cover all possible APN maps defined by (3.1). Below we present further investigations of such functions.

In Section 3.1 we recall the results of [30, 31]. In Section 3.2 we present new necessary and sufficient conditions for these functions to be APN. We focus on functions of the form $x^{9}+L_{1}\left(x^{3}\right)$ and, using the software MAGMA, we analyse some specific cases in small dimensions. Then we compare the obtained functions with the already known ones. Thanks to the conditions derived, it was possible for example to check computationally that the $(n, n)$-function $x^{9}+\operatorname{Tr}\left(x^{3}\right)$, for $3 \leq n \leq 200$, is APN only if $n=4,5,8$. In addition, we give some specific constructions for APN maps. In Subsection 3.2.3 we give some observations on the nonlinearity of the components for quadratic APN functions of the type (3.1). In particular, we show that their extended Walsh spectrum contains at most 5 values. In Section 3.3 we verify that, among the known APN functions, many have the form (3.1).

### 3.1 Some known results

Some results on the APN properties of $F$, defined by (3.1), have already been given in different papers by Budaghyan, Carlet and Leander. In [30] the function $x^{3}+\operatorname{Tr}\left(x^{9}\right)$ is proved to be APN for any dimension $n$. Moreover, for $n \geq 7$ it is proved to be CCZ-inequivalent to the Gold functions, to the inverse and Dobbertin functions and EA-inequivalent to power functions. For a quadratic APN function $F: \mathbb{F}_{2^{n}} \rightarrow \mathbb{F}_{2^{n}}$ and a quadratic Boolean function $f: \mathbb{F}_{2^{n}} \rightarrow \mathbb{F}_{2}$, under some conditions it is proved that the function ${ }^{1} F+f$ is APN [30, Theorem 1]. A similar theorem (Theorem 2 in [30]) is proved when $f: \mathbb{F}_{2^{n}} \rightarrow \mathbb{F}_{2^{m}}$, where $m$ is a divisor of $n$. Due to this result the following functions, defined over $\mathbb{F}_{2^{2 m}}$ where $m$ is an even positive integer, are APN ${ }^{2}$

- $x^{3}+\operatorname{Tr}^{m}\left(x^{2^{m}+2}\right)=x^{3}+x^{2^{m}+2}+x^{2^{m+1}+1}$,
- $x^{3}+\left(\operatorname{Tr}^{m}(x)\right)^{3}$.

These functions resulted to be EA-equivalent to $x^{2^{m-1}+1}$. When $F$ is a Gold function, all possible APN mappings $F+f$, where $f$ is a Boolean function, are computed until dimension 15 . The only possibilities, different from $x^{3}+\operatorname{Tr}\left(x^{9}\right)$, are for $n=5$ the function $x^{5}+\operatorname{Tr}\left(x^{3}\right)$ (CCZ-equivalent to Gold functions) and for $n=8$ the function $x^{9}+\operatorname{Tr}\left(x^{3}\right)$ (CCZ-inequivalent to power functions and to $x^{3}+\operatorname{Tr}\left(x^{9}\right)$.

Later, in [31] functions of a more general form (3.1) were studied. It was proven that for $n$ even a sufficient condition for $F$ as in (3.1) to be APN is $L_{1}(x)+L_{2}\left(x^{3}\right)$ being a permutation over $\mathbb{F}_{2^{n}}$ (see Proposition 2 in [31]). In odd dimensions, a similar but more complicated condition was obtained, see [31, Proposition 3]. In [31, Corollary 2] it is stated that for $n$ even, $L$ a linear function over $\mathbb{F}_{2^{n}}, a \in \mathbb{F}_{2^{n}}^{*}$ and $b \in \mathbb{F}_{2^{n}}$ if $x+L\left(x^{3}\right)$ is a permutation over $\mathbb{F}_{2^{n}}$, then the function $a x^{3}+L\left(a^{3} x^{9}+a^{2} b x^{6}+a b^{2} x^{3}\right)$ is APN over $\mathbb{F}_{2^{n}}$. This result gives new examples of APN functions in even dimensions. The following infinite families of functions are proved to be APN also in odd dimensions [31, Corollary 4]:

1. $x^{3}+a^{-1} \operatorname{Tr}\left(a^{3} x^{9}\right)$, with $a \in \mathbb{F}_{2^{n}}^{*}$ and any positive $n$;

[^5]2. $x^{3}+a^{-1} \operatorname{Tr}^{3}\left(a^{6} x^{18}+a^{12} x^{36}\right)$, with $a \in \mathbb{F}_{2^{n}}^{*}$ and $n$ divisible by 3 ;
3. $x^{3}+a^{-1} \operatorname{Tr}^{3}\left(a^{3} x^{9}+a^{6} x^{18}\right)$, with $a \in \mathbb{F}_{2^{n}}^{*}$ and $n$ divisible by 3 .

The above mentioned function $F(x)=x^{9}+\operatorname{Tr}\left(x^{3}\right)$ over $\mathbb{F}_{2^{8}}$, for which the map $x^{3}+\operatorname{Tr}(x)$ is not a permutation, leads us to the acknowledgement that Proposition 2 in [31] does not describe completely the APN functions of the form (3.1). This motivated us for further study of the APN property for functions of this form.

### 3.2 APN conditions

Let us recall the function defined by (3.1),

$$
F(x)=F^{\prime}\left(x^{3}\right)=L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)
$$

We refer to $L_{1}$ and $L_{2}$ as to the linear functions

$$
\begin{equation*}
L_{1}(x)=\sum_{i=0}^{n-1} b_{i} x^{2^{i}} \text { and } L_{2}(x)=\sum_{i=0}^{n-1} c_{i} x^{2^{i}} \tag{3.2}
\end{equation*}
$$

with $b_{i}, c_{i} \in \mathbb{F}_{2^{n}}$. We want to study conditions on $L_{1}$ and $L_{2}$ such that $F$ is APN.

### 3.2.1 Necessary and sufficient conditions

We introduce here some conditions for the APN property of $F$ as in (3.1). These conditions are rather helpful for checking more efficiently that some functions of this form are not APN.

By analysing the APN property for a quadratic function we can state the following theorem.

Theorem 3.1. For any positive integer $n$ and any linear functions $L_{1}$ and $L_{2}$ over $\mathbb{F}_{2^{n}}$, a function $F$ defined by (3.1) is APN if and only if for every $a \in \mathbb{F}_{2^{n}}^{*}$ one of the following equivalent conditions is satisfied:

1. for all $x \neq 0,1$

$$
\begin{equation*}
L_{1}\left(a^{3}\left(x^{2}+x\right)\right)+L_{2}\left(a^{9}\left(x^{8}+x\right)\right) \neq 0 \tag{3.3}
\end{equation*}
$$

2. for all $y \neq 0$ such that $\operatorname{Tr}(y)=0$

$$
\begin{equation*}
L_{1}\left(a^{3} y\right)+L_{2}\left(a^{9}\left(y^{4}+y^{2}+y\right)\right) \neq 0 \tag{3.4}
\end{equation*}
$$

Proof. Since $F$ is a quadratic function satisfying $F(0)=0$, the APN condition can be reformulated as the following:
for any $a \in \mathbb{F}_{2^{n}}^{*}$

$$
F(a x+a)+F(a x)+F(a)=0 \text { if and only if } x \in\{0,1\}
$$

The equation above is equivalent to $L_{1}\left(a^{3}\left(x^{2}+x\right)\right)+L_{2}\left(a^{9}\left(x^{8}+x\right)\right)=0$, therefore we have that

$$
L_{1}\left(a^{3}\left(x^{2}+x\right)\right)+L_{2}\left(a^{9}\left(x^{8}+x\right)\right) \neq 0 \text { if and only if } x \neq 0,1
$$

Let us denote now $y=x^{2}+x$. Since $x \neq 0,1$ we have that $y \neq 0$ and $\operatorname{Tr}(y)=0$. The second condition follows easily.

The following propositions are necessary conditions, for the APN property, derived from the previous theorem.

Proposition 3.1. Let F, defined as in (3.1), be APN and, referring to (3.2), construct the linear function $L_{3}(x)=\sum_{i=0}^{n-1} d_{i} x^{2^{i}}$ with coefficients

$$
\begin{aligned}
& d_{0}=b_{0}+b_{n-1}+c_{0}+c_{n-3} \\
& d_{1}=b_{1}+b_{0}+c_{1}+c_{n-2} \\
& d_{2}=b_{2}+b_{1}+c_{2}+c_{n-1} \\
& d_{i}=b_{i}+b_{i-1}+c_{i}+c_{i-3}, \quad \text { for } 3 \leq i \leq n-1
\end{aligned}
$$

Then $L_{3}$ is a 2-to- 1 map satisfying $L_{3}(x)=0$ if and only if $x=0,1$.
Proof. Using equation (3.3) with $a=1$, consider the following map: $L_{1}\left(x^{2}+\right.$ $x)+L_{2}\left(x^{8}+x\right)$. Analysing the two linear functions we have:

$$
\begin{aligned}
& L_{1}\left(x^{2}+x\right)=\left(b_{0}+b_{n-1}\right) x+\sum_{i=1}^{n-1}\left(b_{i}+b_{i-1}\right) x^{2^{i}} \\
& L_{2}\left(x^{8}+x\right)=\left(c_{0}+c_{n-3}\right) x+\left(c_{1}+c_{n-2}\right) x^{2}+\left(c_{2}+c_{n-1}\right) x^{2^{2}}+\sum_{i=3}^{n-1}\left(c_{i}+c_{i-3}\right) x^{2^{i}}
\end{aligned}
$$

Therefore $L_{1}\left(x^{2}+x\right)+L_{2}\left(x^{8}+x\right)$ corresponds to the linear function $L_{3}(x)$ described above. From Lemma 3.1 we have that $L_{3}(x)=0$ if and only if $x=0,1$.

Proposition 3.2. For $n$ even assume that $F$, defined by (3.1), is APN. Let $\zeta \in \mathbb{F}_{2^{n}}^{*}$ be a primitive element and $k=\frac{2^{n}-1}{3}$. Then $F(a) \neq 0$ for any $a \neq 0$ or equivalently $F^{\prime}\left(\zeta^{3 j}\right)=F\left(\zeta^{j}\right) \neq 0$ for $0 \leq j \leq k-1$.

Proof. For $n$ even we have $\operatorname{Tr}(1)=0$. Therefore using equation (3.4) with $y=1$ we get for any $a \neq 0$

$$
L_{1}\left(a^{3}\right)+L_{2}\left(a^{9}\right)=F^{\prime}\left(a^{3}\right)=F(a) \neq 0
$$

For $a \neq 0$ we have that $a=\zeta^{j}$ with $0 \leq j \leq 2^{n}-2$. Since we consider just cubic power of $a$, we can restrict the possibilities to $0 \leq j \leq k-1$. This concludes the proof.

Remark 3.1. If we consider $j=0$ in Proposition 3.2 then

$$
L_{1}(1)+L_{2}(1)=\sum_{i=0}^{n-1} b_{i}+\sum_{i=0}^{n-1} c_{i}=\sum_{i=0}^{n-1}\left(b_{i}+c_{i}\right) \neq 0
$$

Moreover, if we just consider linear functions with coefficients in $\mathbb{F}_{2}\left(b_{i}, c_{i} \in \mathbb{F}_{2}\right)$ then a fast way to check if $F$ is not APN is by verifying that $L_{1}$ and $L_{2}$ have the same parity number of monomials.

Proposition 3.3. Let $n$ be an even number multiple of 3 and $F$ defined by (3.1) be $A P N$. Then for any $a \neq 0 L_{1}\left(a^{3} \beta\right) \neq 0$, with $\beta \in \mathbb{F}_{2^{3}}^{*}$ such that $\operatorname{Tr}_{3}(\beta)=0$.

Proof. Consider such an element $\beta$ and call $m$ the integer $\frac{n}{3}$. We have that $\operatorname{Tr}_{n}(\beta)$ is equal to $\sum_{j=1}^{m} \sum_{i=0}^{2} \beta^{2^{i}}=\sum_{j=1}^{m} \operatorname{Tr}_{3}(\beta)=0$. Therefore we can apply (3.4) with $y=\beta$ and obtain

$$
L_{1}\left(a^{3} \beta\right)+L_{2}\left(a^{9}\left(\beta^{4}+\beta^{2}+\beta\right)\right)=L_{1}\left(a^{3} \beta\right) \neq 0 \text { for any } a \neq 0
$$

The following theorem gives another necessary and sufficient condition for the APN property of a function of the type $L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$.

Theorem 3.2. Consider a function $F$ from $\mathbb{F}_{2^{n}}$ to itself defined as in (3.1). F is APN if and only if it satisfies the following condition:
for every $a, y$, t with $a, y \neq 0, \operatorname{Tr}(y)=\operatorname{Tr}(t)=0$ and such that $L_{1}\left(a^{3} y\right)=L_{2}\left(a^{9} y^{3} t\right)$ then $L_{2}\left(a^{9}\left(y^{4}+t y^{3}+y^{2}+y\right)\right) \neq 0$.

Proof. By Theorem 3.1 we have that the APN property for $F$ is equivalent to

$$
\forall a, y \in \mathbb{F}_{2^{n}}^{*} \text { with } \operatorname{Tr}(y)=0 \Rightarrow L_{1}\left(a^{3} y\right)+L_{2}\left(a^{9}\left(y^{4}+y^{2}+y\right)\right) \neq 0
$$

First, let us assume that $F$ is APN and consider $a, y, t \in \mathbb{F}_{2^{n}}$ such that $a, y \neq 0$, $\operatorname{Tr}(y)=\operatorname{Tr}(t)=0$ and $L_{1}\left(a^{3} y\right)=L_{2}\left(a^{9} y^{3} t\right)$. Then we obtain $L_{2}\left(a^{9}\left(y^{4}+t y^{3}+\right.\right.$ $\left.\left.y^{2}+y\right)\right) \neq 0$ since

$$
\begin{aligned}
0 \neq & L_{1}\left(a^{3} y\right)+L_{2}\left(a^{9}\left(y^{4}+y^{2}+y\right)\right)= \\
& L_{2}\left(a^{9} y^{3} t\right)+L_{2}\left(a^{9}\left(y^{4}+y^{2}+y\right)\right)=L_{2}\left(a^{9}\left(y^{4}+t y^{3}+y^{2}+y\right)\right)
\end{aligned}
$$

Assume now that the second condition of the statement is satisfied, so for every $a, y, t$ with $a, y \neq 0, \operatorname{Tr}(y)=\operatorname{Tr}(t)=0$ and such that $L_{1}\left(a^{3} y\right)=L_{2}\left(a^{9} y^{3} t\right)$ then $L_{2}\left(a^{9}\left(y^{4}+t y^{3}+y^{2}+y\right)\right) \neq 0$. Assume that $F$ is not APN. So, there exist $a, y \neq 0$ with $\operatorname{Tr}(y)=0$ such that $L_{1}\left(a^{3} y\right)+L_{2}\left(a^{9}\left(y^{4}+y^{2}+y\right)\right)=0$. For $t=y+1 / y+$ $1 / y^{2}$ we have

$$
\begin{aligned}
0 & =L_{1}\left(a^{3} y\right)+L_{2}\left(a^{9}\left(y^{4}+y^{2}+y\right)\right) \\
& =L_{1}\left(a^{3} y\right)+L_{2}\left(a^{9} y^{3}\left(y+1 / y+1 / y^{2}\right)\right)=L_{1}\left(a^{3} y\right)+L_{2}\left(a^{9} y^{3} t\right)
\end{aligned}
$$

Hence $\operatorname{Tr}(t)=0$ and $L_{1}\left(a^{3} y\right)=L_{2}\left(a^{9} y^{3} t\right)$, which leads to a contradiction:

$$
0 \neq L_{2}\left(a^{9}\left(y^{4}+t y^{3}+y^{2}+y\right)\right)=L_{2}(0)=0
$$

So $F$ is APN and this concludes the proof.
Remark 3.2. Note that Theorem 3.2 is also valid without the condition $\operatorname{Tr}(t)=0$. However, this condition allows to restrict the set of elements $t$ to consider.

Lemma 3.1. Given $n \neq 2$, every element in $\mathbb{F}_{2^{n}}^{\star}$ is the product of a cube and an element of null trace.

Proof. Consider a general element $u \in \mathbb{F}_{2^{n}}^{\star}$. We want to show that $u=a^{3} y$, for some $a, y \in \mathbb{F}_{2^{n}}^{\star}$ with $\operatorname{Tr}(y)=0$. If $n$ is odd, then for any $y \neq 0$ with $\operatorname{Tr}(y)=0$ there exists an element $a$ such that $a^{3}=u y^{-1}$. If $n$ is even, consider $u=\zeta^{j}$ for $\zeta$ a primitive element of $\mathbb{F}_{2^{n}}^{\star}$ such that $\operatorname{Tr}(\zeta)=0$ (from [47] we know that such primitive element always exists for $n \neq 2$ ). If $j \equiv 0 \bmod 3$ then $a=\zeta^{j / 3}$ and $y=1$. If $j \equiv 1 \bmod 3$ then $a=\zeta^{(j-1) / 3}$ and $y=\zeta$. If $j \equiv 2 \bmod 3$ then $a=\zeta^{(j-2) / 3}$ and $y=\zeta^{2}$. This concludes the proof.

Given this result, it is possible to derive a corollary from Theorem 3.2.
Corollary 3.1. If for every $u \in \mathbb{F}_{2^{n}}^{\star}$ the equation $L_{1}(u)=L_{2}\left(u^{3} t\right)$ is satisfied only for $t$ with $\operatorname{Tr}(t)=1$, then the function $L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$ is APN.

Notice that, using Corollary 3.1, we can show in few lines that the map $x^{3}+a^{-1} \operatorname{Tr}\left(a^{3} x^{9}\right)$, with $a \in \mathbb{F}_{2^{n}}^{\star}$, is APN. Indeed, for $L_{1}(x)=x$ and $L_{2}(x)=$ $a^{-1} \operatorname{Tr}\left(a^{3} x\right)$, the equation $L_{1}(u)=L_{2}\left(u^{3} t\right)$ corresponds to $u=a^{-1} \operatorname{Tr}\left(a^{3} u^{3} t\right)$. This implies $u \in\left\{0, a^{-1}\right\}$ and, since we need to consider $u \neq 0$, for $u=a^{-1}$ we have $\operatorname{Tr}\left(a^{3} u^{3} t\right)=1$. Therefore $\operatorname{Tr}(t)=1$ and the map is APN.

## When $L_{1}$ and $L_{2}$ are permutations

We consider now a further assumption: we assume that the linear functions $L_{1}$ and $L_{2}$, used to construct $F$ defined by (3.1), are both permutations. As it will be shown in Section 3.3, APN functions of this form exist. Hence we want to further characterise the APN property for these maps.

Consider therefore the case $L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$ with $L_{1}$ and $L_{2}$ permutations. By applying the inverse of one of the two linear $L_{i}, F$ is linearly equivalent to a function of the form $x^{9}+L\left(x^{3}\right)$ with $L$ a linear permutation (or equivalently $x^{3}+L\left(x^{9}\right)$ ).

The theorem below gives a necessary and sufficient condition on $L$ such that $x^{9}+L\left(x^{3}\right)$ is APN (an equivalent formulation can be given also for $x^{3}+L\left(x^{9}\right)$ ).

Theorem 3.3. Let $n$ be an even integer and a function $F^{\prime}(x)=x^{3}+L(x)$ be defined over $\mathbb{F}_{2^{n}}$ where $L$ is a linear permutation. The function $F^{\prime}\left(x^{3}\right)$ is APN if and only if for any $u, x \in \mathbb{F}_{2^{n}}$ with $u \neq 0$, the equality $F^{\prime}(u x+u)=F^{\prime}(u x)$ implies that $x+x^{2} \neq$ $\frac{(y+1)^{3}}{y^{2}}$ where $y$ is any non-zero element of null trace such that $u y^{-1}$ is a cube.

Proof. From Theorem 3.1 we know that APN property for $F^{\prime}\left(x^{3}\right)$ is equivalent to:
for any $a, y \neq 0$ with $\operatorname{Tr}(y)=0$

$$
\begin{equation*}
a^{9}\left(y^{4}+y^{2}+y\right)+L\left(a^{3} y\right)=\left(a^{3} y\right)^{3}\left(y+1 / y+1 / y^{2}\right)+L\left(a^{3} y\right) \neq 0 \tag{3.5}
\end{equation*}
$$

Let assume that the second condition in the theorem is satisfied, we want to show that (3.5) holds.

Let $u=a^{3} y \neq 0$. As proved in Proposition 1 in [31], if for any element $x$, $F^{\prime}(u x+u) \neq F^{\prime}(u x)$ then condition (3.5) is always satisfied. Indeed $F^{\prime}(u x+$ $u) \neq F^{\prime}(u x)$ implies that $L(u) \neq u^{3}\left(x^{2}+x+1\right)$, so $L(u) \notin\left\{u^{3} z\right.$ s.t. $\left.\operatorname{Tr}(z)=0\right\}$. Relation (3.5) can be written as $L(u)+u^{3}\left(y+1 / y+1 / y^{2}\right) \neq 0$ and it is satisfied since $\operatorname{Tr}\left(y+1 / y+1 / y^{2}\right)=0$.
Assume therefore that there exists an element $x$ such that $F^{\prime}(u x)=F^{\prime}(u x+u)$.

Hence we have that

$$
\begin{align*}
0 & =F^{\prime}(u x+u)+F^{\prime}(u x) \\
& =u^{3}\left(x^{2}+x+1\right)+L(u) \\
& =\left(a^{3} y\right)^{3}\left(x^{2}+x+1\right)+L\left(a^{3} y\right) \tag{3.6}
\end{align*}
$$

Moreover the element $x$ is unique (up to adding 1). Indeed, assume there is another element $z$ such that $F^{\prime}(u z)=F^{\prime}(u z+u)$, then we have $u^{3}\left(z^{2}+z+1\right)+$ $L(u)=0$. So, considering both equations, $u^{3}\left(x+z+x^{2}+z^{2}\right)=0$ and therefore $(x+z)=(x+z)^{2}$, that has solutions $z=x$ and $z=x+1$.
If we now consider (3.5) and (3.6) we want $\left(a^{3} y\right)\left(y+1 / y+1 / y^{2}+x^{2}+x+1\right) \neq$ 0 . Hence

$$
\begin{aligned}
0 & \neq y+1 / y+1 / y^{2}+x^{2}+x+1 \\
& \neq \frac{y^{3}+y+1+y^{2}}{y^{2}}+x+x^{2} \\
& \neq \frac{(y+1)^{3}}{y^{2}}+x+x^{2}
\end{aligned}
$$

Since $u y^{-1}=a^{3}$ the APN condition is satisfied.
On the other side, assume $F^{\prime}\left(x^{3}\right)$ APN and contradict the statement. Hence let assume that there exist $u, x, y \in \mathbb{F}_{2^{n}}$ with $u \neq 0, y \neq 0, \operatorname{Tr}(y)=0, u y^{-1}$ a cube, $F^{\prime}(u x+u)=F^{\prime}(u x)$ and $x+x^{2}=\frac{(y+1)^{3}}{y^{2}}$. With $a^{3}=u y^{-1}$ and considering (3.5) and (3.6) we obtain a contradiction.

### 3.2.2 On APN functions of the form $x^{9}+L\left(x^{3}\right)$

Consider a linear map $L(x)=\sum_{i=0}^{n-1} b_{i} x^{2^{i}}$ and a quadratic map $F(x)=x^{9}+L\left(x^{3}\right)$ defined over $\mathbb{F}_{2^{n}}[x]$. Then

$$
\begin{aligned}
F(x) & =x^{9}+\sum_{i=0}^{n-1} b_{i} x^{2^{i} \cdot 3} \\
F\left(x^{2^{n-1}}\right)^{2} & =x^{9}+\sum_{i=0}^{n-1} b_{i}^{2} x^{2^{i} \cdot 3}=x^{9}+M\left(x^{3}\right)
\end{aligned}
$$

with $M(x)=\sum_{i=0}^{n-1} b_{i}^{2} x^{2^{i}}$. Moreover, for a primitive element $\zeta \in \mathbb{F}_{2^{n}}^{\star}$ and $N(x)=$ $\sum_{i=0}^{n-1} b_{i} \zeta^{3 \cdot 2^{i}-9} x^{2^{i}}$, we have

$$
\zeta^{-9} F(\zeta x)=\zeta^{-9}\left(\zeta^{9} x^{9}+L\left(\zeta^{3} x^{3}\right)\right)=x^{9}+\sum_{i=0}^{n-1} b_{i} \zeta^{3 \cdot 2^{i}-9} x^{3 \cdot 2^{i}}=x^{9}+N\left(x^{3}\right)
$$

By applying these two linear equivalence transformations iteratively, we obtain the following proposition.

Proposition 3.4. For a linear function $L(x)=\sum_{i=0}^{n-1} b_{i} x^{2^{i}}$ over $\mathbb{F}_{2^{n}}$, the map $x^{9}+$ $L\left(x^{3}\right)$ is linear equivalent to $x^{9}+M\left(x^{3}\right)$ where $M(x)=\sum_{i=0}^{n-1}\left(b_{i} \zeta^{k\left(3 \cdot 2^{i}-9\right)}\right)^{2^{t}} x^{2^{i}}$ for any $k, t$ integers.

This result allows us to perform a restriction over one coefficient of the linear function $L$. Consider therefore an integer $j$ with $0 \leq j \leq n-1$, without loss of generality, up to linear equivalence, we can consider a linear function $L$ with coefficient $b_{j}=0$ or $b_{j}=\zeta^{k}$, with $0 \leq k<\left|3 \cdot 2^{j}-9\right|$ and $k$ either 0 or odd ${ }^{3}$. Note that a similar result can be obtained when considering the quadratic function $x^{3}+L\left(x^{9}\right)$.

From [30] we know that in $\mathbb{F}_{2^{8}}$ the function $F(x)=x^{9}+\operatorname{Tr}\left(x^{3}\right)$ is APN. Below we give a nonexistence result for APN functions of this type for $n$ divisible by 3 .

Proposition 3.5. If $3 \mid n$ then the function $x^{9}+\operatorname{Tr}\left(x^{3}\right)$ is not APN over $\mathbb{F}_{2^{n}}$.
Proof. From Theorem 3.1 we have that $x^{9}+\operatorname{Tr}\left(x^{3}\right)$ is APN if and only if for any $a \neq 0$ and any $x \neq 0,1$

$$
\operatorname{Tr}\left(a^{3}\left(x^{2}+x\right)\right)+a^{9}\left(x^{8}+x\right) \neq 0
$$

If we now consider $n$ multiple of $3, x \in \mathbb{F}_{2^{3}} \backslash \mathbb{F}_{2}$ and $a=1$ we obtain

$$
\operatorname{Tr}\left(a^{3}\left(x^{2}+x\right)\right)+a^{9}\left(x^{8}+x\right)=0
$$

Using Theorem 3.2 we implemented, using the software MAGMA, an algorithm that checks a necessary condition for the APN property of $x^{9}+\operatorname{Tr}\left(x^{3}\right)$ over $\mathbb{F}_{2^{n}}$. Specifically, Theorem 3.2 states that $x^{9}+\operatorname{Tr}\left(x^{3}\right)$ is APN if and only if for any $a, y \neq 0$, with $\operatorname{Tr}(y)=0$ and such that $\operatorname{Tr}(t)=0$, for $t=\frac{\operatorname{Tr}\left(a^{3} y\right)}{a^{9} y^{3}}$, then $y^{4}+y^{2}+y+\frac{\operatorname{Tr}\left(a^{3} y\right)}{a^{9}} \neq 0$. The algorithm considers the cases $\operatorname{Tr}\left(a^{3} y\right)=1$, so with $t=\frac{1}{a^{9} y^{3}}$. It verifies that the hypothesis is satisfied, that is $\operatorname{Tr}(y)=0$ and $\operatorname{Tr}(t)=0$, and that the thesis is not, hence $y^{4}+t y^{3}+y^{2}+y=0$. See in the following the pseudo-code for the algorithm ${ }^{4}$.

[^6]```
for \(a \in \mathbb{F}_{2^{n}}^{\star}\) do
    \(f:=y^{4}+y^{2}+y+a^{-9} \in \mathbb{F}_{2^{n}}[y] ;\)
    for \(\bar{y} \in \operatorname{Roots}(f)\) do
        if \(\operatorname{Tr}(\bar{y})=\operatorname{Tr}\left(a^{-9} \bar{y}^{-3}\right)=0\) and \(\operatorname{Tr}\left(a^{3} \bar{y}\right)=1\) then
            return: \(f\) not APN;
        end
    end
end
return: \(f\) might be APN;
Algorithm 1: Pseudo-code for checking if \(x^{9}+\operatorname{Tr}\left(x^{3}\right)\) cannot be APN over \(\mathbb{F}_{2^{n}}\)
```

Running the algorithm for $n$ up to 200 the only dimensions for which the necessary APN condition is satisfied are $n=4,5,8$. In these dimensions the map $x^{9}+\operatorname{Tr}\left(x^{3}\right)$ is APN. For $n=4$ the map is CCZ-equivalent to the Gold function $x^{3}$ (equivalent to $x^{9}$ ). For $n=5$ the map is CCZ-equivalent to the Gold function $x^{3}$. For $n=8$ the map is not CCZ-equivalent to any function belonging to a known family of APN functions.

Let us consider now a more general form for $F, F(x)=x^{9}+L\left(x^{3}\right)$ with $L$ a linear function over $\mathbb{F}_{2^{n}}$. With some computational work, done with MAGMA, we search for more APN functions of this form in other dimensions.

Over $\mathbb{F}_{2^{n}}$, for $n=4, \ldots, 10$, we consider all functions of the form $x^{9}+L\left(x^{3}\right)$, with one of the coefficients of $L$ restricted using Proposition 3.4. We select those which are APN and divide them into CCZ-equivalence classes. A representative function for each class is shown in Table 3.1. Obviously for every $n$ not multiple of 3 , the Gold function $x^{9}$ (corresponding to the case $L=0$ ) is APN.

For $n=6$ we get:

- for $L(x)=\zeta^{44} x+\zeta x^{2}$ the function $x^{9}+L\left(x^{3}\right)$ is CCZ-equivalent to $x^{3}+$ $\zeta^{-1} \operatorname{Tr}\left(\zeta^{3} x^{9}\right) ;$
- for $L(x)=\zeta^{23} x+x^{2^{2}}$ the function $x^{9}+L\left(x^{3}\right)$ is CCZ-equivalent to $x^{3}$.

Both of these functions belong to the class of APN functions studied in [31], since in $\mathbb{F}_{2^{6}} \operatorname{Tr}\left(x^{9}\right)=0$, hence $x^{3}=x^{3}+\operatorname{Tr}\left(x^{9}\right)$.
For $n=8$ we compare the found APN mappings with the list of APN functions in dimension 8 in Table 2.5. We get the following:

- for $L(x)=x^{2}+x^{2^{4}}$ the function $x^{9}+L\left(x^{3}\right)$ is CCZ-equivalent to $x^{3}+$ $\operatorname{Tr}\left(x^{9}\right)$;

Table 3.1: APN functions (up to CCZ-equivalence) of the form $x^{9}+L\left(x^{3}\right)$ over $\mathbb{F}_{2^{n}}$
\(\left.\begin{array}{|c||c|c|}\hline n \& CCZ-eq \& Representatives <br>
\hline \hline 4 \& 1 \& L(x)=0 <br>
\hline 5 \& 2 \& L(x)=0, L(x)=\operatorname{Tr}(x) <br>
\hline 6 \& 2 \& L(x)=\zeta^{44} x+\zeta x^{2}, <br>

L(x)=\zeta^{23} x+x^{2^{2}}\end{array}\right]\)| $L(x)=0$ |
| :---: |
| 7 |
| 8 |

- for $L(x)=x^{2^{3}}+x^{2^{7}}$ the function $x^{9}+L\left(x^{3}\right)$ is CCZ-equivalent to $x^{3}$;
- for $L(x)=x^{2^{2}}+\zeta^{85} x^{2^{3}}+x^{2^{4}}$ the function $x^{9}+L\left(x^{3}\right)$ is not CCZ-equivalent to any function of the form $x^{3}+a^{-1} \operatorname{Tr}\left(a^{3} x^{9}\right)$ but it is CCZ-equivalent to function 1.12 in Table 2.5;
- for $L(x)=\zeta^{60} x+\zeta^{200} x^{2}+\zeta^{242} x^{4}+\zeta^{190} x^{8}+\zeta x^{16}$ the function $x^{9}+L\left(x^{3}\right)$ is CCZ-equivalent to function 1.6 in Table 2.5;
- for $L(x)=\zeta^{189} x+\zeta^{137} x^{2}+\zeta^{80} x^{8}+\zeta^{107} x^{32}+\zeta^{228} x^{64}$ the function $x^{9}+$ $L\left(x^{3}\right)$ is CCZ-equivalent to function no. 1.3 in Table 2.5;
- for $L(x)=\zeta^{146} x^{2}+\zeta^{194} x^{4}+\zeta^{25} x^{128}$ the function $x^{9}+L\left(x^{3}\right)$ is CCZequivalent to function no. 3.1 in Table 2.5.

For $n=10$, with $L(x)=\zeta^{1021} x+\zeta^{1022} x^{2}+\zeta x^{2^{2}}$ the function $x^{9}+L\left(x^{3}\right)$ is CCZequivalent to $x^{3}$.

Remark 3.3. The obtained computational results show us that, for $4 \leq n \leq 10$, all APN functions of the form $x^{9}+L\left(x^{3}\right)$, with $L \in \mathbb{F}_{2^{n}}[x]$ linear, are CCZ-equivalent to some already known APN functions.

For higher dimensions, we restrict the linear functions $L$ to having coefficients in $\mathbb{F}_{2}$. So, for $11 \leq n \leq 16$, we consider all functions of the form $x^{9}+L\left(x^{3}\right)$ with $L \in \mathbb{F}_{2}[x]$ linear. Among these, the only APN maps are the ones constructed with $L(x)=0$ over $\mathbb{F}_{2^{n}}$ with $n$ not multiple of 3 .

Analysing the obtained results we are able to construct a family of APN functions defined for any $n$ even:

$$
\text { the function } F(x)=x^{9}+L\left(x^{3}\right) \text { with } L(x)=\zeta x^{4}+\zeta^{-1} x^{2}+\zeta^{-2} x \text {, }
$$

where $\zeta \in \mathbb{F}_{2^{n}}^{*}$ is a primitive element, is APN over $\mathbb{F}_{2^{n}}$ for every $n$ even.
It is possible to generalise this family as follows.
Proposition 3.6. In $\mathbb{F}_{2^{n}}$ for $n$ even the function

$$
x^{9}+L\left(x^{3}\right) \text { with } L(x)=\gamma x^{4}+\gamma^{-1} x^{2}+\gamma^{-2} x
$$

is APN for any $\gamma \in \mathbb{F}_{2^{n}}^{*}$ not a cube. Moreover the obtained function is linearly equivalent to the Gold function $x^{3}$.

In order to prove it we need the following remark.
Remark 3.4. If $n$ is even and $\gamma$ is a non-cube element in $\mathbb{F}_{2^{n}}$, then for every non-zero element $b$ of the finite field we have $b^{3} \gamma \neq 1$. It trivially follows from the fact that $3 \mid\left(2^{n}-1\right)$ when $n$ is even.

Proof of Proposition 3.6. The obtained function $F(x)=x^{9}+L\left(x^{3}\right)$ is

$$
\begin{aligned}
F(x) & =x^{9}+\gamma x^{12}+\gamma^{-1} x^{6}+\gamma^{-2} x^{3} \\
& =\gamma^{-2} x^{3}\left[\gamma^{3} x^{9}+\gamma^{2} x^{6}+\gamma x^{3}+1\right]=\gamma^{-2} x^{3}\left[\gamma x^{3}+1\right]^{3} \\
& =\gamma^{-2}\left[x\left(\gamma x^{3}+1\right)\right]^{3}=\gamma^{-2}\left(\gamma x^{4}+x\right)^{3} .
\end{aligned}
$$

If $\gamma$ is not a cube then $\gamma x^{4}+x$ is a linear permutation, since $\gamma x^{3} \neq 1$. Hence the function $F$ is equivalent to $x^{3}$ and so it is APN.

Consider now the more general case $F(x)=x^{2^{3 i}+1}+L\left(x^{2^{i}+1}\right)$ with

$$
L(x)=\gamma x^{2^{2 i}}+\gamma^{1-2^{i}} x^{2^{i}}+\gamma^{-2^{i}} x \text { and } \gamma \neq 0 .
$$

We have

$$
\begin{aligned}
F(x) & =x^{2^{3 i}+1}+\gamma x^{2^{3 i}+2^{2 i}}+\gamma^{1-2^{i}} x^{2^{2 i}+2^{i}}+\gamma^{-2^{i}} x^{2^{i}+1}= \\
& =\gamma^{-2^{i}}\left(x+\gamma x^{2^{2 i}}\right)\left(x^{x^{i}}+\gamma^{2^{i}} x^{2^{3 i}}\right)=\gamma^{-2^{i}}\left(x+\gamma x^{2^{2 i}}\right)^{2^{i}+1} .
\end{aligned}
$$

Now, the linear function $x+\gamma x^{2^{2 i}}$ is a permutation if $\gamma x^{2^{2 i}-1} \neq 1$. Since $3 \mid\left(2^{2 i}-1\right)$ the condition that $\gamma$ is not a cube is a sufficient condition for $n$ even. Therefore the obtained function is linear equivalent to $x^{2^{i}+1}$ that is APN if $\operatorname{gcd}(i, n)=1$ (corresponding to a Gold function).
Therefore we can state the following:
Proposition 3.7. Over $\mathbb{F}_{2^{n}}$, with $n$ even, consider the function

$$
\begin{gathered}
F(x)=x^{2^{3 i}+1}+L\left(x^{2^{i}+1}\right) \text { with } \\
L(x)=\gamma x^{2^{2 i}}+\gamma^{1-2^{i}} x^{2^{i}}+\gamma^{-2^{i}} x \text { and } \gamma \neq 0 .
\end{gathered}
$$

Then the function $F$ is APN for every $\gamma$ not a cube and every $i$ coprime with $n$. In these cases the function is linearly equivalent to the Gold function $x^{2^{i}+1}$.

### 3.2.3 On the components with constant derivative and the Walsh spectrum

From [6] we get the following theorem.
Theorem 3.4. Let $F$ be a function from $\mathbb{F}_{2^{n}}$ to $\mathbb{F}_{2^{n}}$. Then for any non-zero $a \in \mathbb{F}_{2^{n}}$

$$
\sum_{\lambda \in \mathbb{F}_{2^{n}}} \mathcal{F}^{2}\left(D_{a} f_{\lambda}\right) \geq 2^{2 n+1}
$$

Moreover, $F$ is APN if and only if for every non-zero $a \in \mathbb{F}_{2^{n}}$

$$
\sum_{\lambda \in \mathbb{F}_{2^{n}}} \mathcal{F}^{2}\left(D_{a} f_{\lambda}\right)=2^{2 n+1}
$$

For an $(n, n)$-function $F$ and $a, \lambda \in \mathbb{F}_{2^{n}}$, consider the sets

$$
\begin{align*}
\Lambda_{a} & =\left\{\lambda \in \mathbb{F}_{2^{n}} \text { s.t. } D_{a} f_{\lambda} \text { is constant }\right\},  \tag{3.7}\\
\mathcal{L} \mathcal{S}\left(f_{\lambda}\right) & =\left\{a \in \mathbb{F}_{2^{n}} \text { s.t. } D_{a} f_{\lambda} \text { is constant }\right\} . \tag{3.8}
\end{align*}
$$

The set $\mathcal{L S}\left(f_{\lambda}\right)$ is often called the linear space of $f_{\lambda}$. Consider now a quadratic function $F \in \mathbb{F}_{2^{n}}[x]$. Every component of $F$ has at most algebraic degree 2 and, consequently, the Boolean function $D_{a} f_{\lambda}$ can be either affine or constant. If $D_{a} f_{\lambda}$ is affine then $\mathcal{F}\left(D_{a} f_{\lambda}\right)=0$. In the other case we have $\mathcal{F}\left(D_{a} f_{\lambda}\right)= \pm 2^{n}$ and $\mathcal{F}^{2}\left(D_{a} f_{\lambda}\right)=2^{2 n}$. Therefore

$$
\sum_{\lambda \in \mathbb{F}_{2^{n}}} \mathcal{F}^{2}\left(D_{a} f_{\lambda}\right)=2^{2 n} \cdot\left|\Lambda_{a}\right|
$$

From the previous theorem we have that $F$ is APN if and only if the sum is equal to $2^{2 n+1}$, hence if and only if $\left|\Lambda_{a}\right|=2$ for any non-zero $a$. Clearly we have always $0 \in \Lambda_{a}$, so $\left|\Lambda_{a}^{\star}\right|=1$.

Equivalently, we have that $F$ is APN if and only if for any two distinct elements $\lambda_{1}, \lambda_{2}$ in $\mathbb{F}_{2^{n}}^{\star}$,

$$
\mathcal{L S}\left(f_{\lambda_{1}}\right)^{\star} \cap \mathcal{L} \mathcal{S}\left(f_{\lambda_{2}}\right)^{\star}=\varnothing \text { and } \sum_{\lambda \neq 0}\left|\mathcal{L} \mathcal{S}\left(f_{\lambda}\right)^{\star}\right|=2^{n}-1
$$

According to Proposition 1 in [38] we have that the dimension of the kernel $K$ of $f_{\lambda}$ and $n$ have the same parity, where the kernel of a quadratic form $f$ is the subspace of $\mathbb{F}_{2^{n}}\left\{u \in \mathbb{F}_{2^{n}}\right.$ s.t. $f(u+v)+f(u)+f(v)=0$ for any $\left.v \in \mathbb{F}_{2^{n}}\right\}$. From Lemma 1 in [38] we know also that $K$ corresponds to the subspace $\mathcal{L} \mathcal{S}\left(f_{\lambda}\right)$. Therefore we have $\operatorname{dim}_{\mathbb{F}_{2}}\left(\mathcal{L S}\left(f_{\lambda}\right)\right) \equiv n \bmod 2$.

Consider now, for $0 \leq i \leq n$, the set

$$
\Omega_{i}=\left\{\lambda \neq 0 \text { s.t. } \operatorname{dim}\left(\mathcal{L} \mathcal{S}\left(f_{\lambda}\right)\right)=i\right\} .
$$

If $\Omega_{i}$ is not empty then $i$ has the same parity as $n$. It can be easily proved by considering a non-zero element $\lambda$ in the set, i.e. such that $\operatorname{dim}\left(\mathcal{L} \mathcal{S}\left(f_{\lambda}\right)\right)=i$. Since the dimension of $\mathcal{L} \mathcal{S}\left(f_{\lambda}\right)$ has the same parity as $n$, the same can be stated on $i$.

The set $\Omega_{0}$ corresponds to the set of all bent components. It is well known that, for $n$ even, a quadratic APN function has at least $\frac{2\left(2^{n}-1\right)}{3}$ bent components, see for example [93].

Hence, for a quadratic APN function $F$ defined over even dimension, the following relations are satisfied.

$$
\begin{aligned}
& 2^{n}-1=\sum_{j=0}^{n / 2}\left|\Omega_{2 j}\right| \\
& 2^{n}-1=\sum_{\lambda \neq 0}\left|\mathcal{L} \mathcal{S}\left(f_{\lambda}\right)^{\star}\right|=\sum_{j=0}^{n / 2}\left(2^{2 j}-1\right)\left|\Omega_{2 j}\right|=\sum_{j=1}^{n / 2}\left(2^{2 j}-1\right)\left|\Omega_{2 j}\right| .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \left|\Omega_{2}\right|=\frac{2^{n}-1}{3}-\sum_{j=2}^{n / 2} \frac{\left(2^{2 j}-1\right)}{3}\left|\Omega_{2 j}\right| \\
& \left|\Omega_{0}\right|=2 \frac{2^{n}-1}{3}+\sum_{j=2}^{n / 2} \frac{\left(2^{2 j}-4\right)}{3}\left|\Omega_{2 j}\right|
\end{aligned}
$$

Therefore $F$ has exactly $\frac{2\left(2^{n}-1\right)}{3}$ bent components if and only if for any $\lambda \in \mathbb{F}_{2^{n}}^{\star}$ $\operatorname{dim}\left(\mathcal{L S}\left(f_{\lambda}\right)\right) \leq 2$. The result just stated is a particular case of Corollary 3 in [6].

Let us apply now what we have obtained so far to functions of the form $F(x)=L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$, with $L_{1}$ and $L_{2}$ as in (3.2).

Proposition 3.8. $F(x)=L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$ is an APN function if and only if for any $a \in \mathbb{F}_{2^{n}}^{*}$ there exists one and only one $\lambda \in \mathbb{F}_{2^{n}}^{*}$ such that

$$
\begin{equation*}
\operatorname{Tr}\left(\lambda L_{1}\left(a x^{2}+a^{2} x\right)+\lambda L_{2}\left(a x^{8}+a^{8} x\right)\right) \equiv 0 \tag{3.9}
\end{equation*}
$$

Proof. Considering a component of the derivative function, we have the following formulation

$$
\begin{aligned}
D_{a} f_{\lambda}(x) & =\operatorname{Tr}(\lambda[F(x)+F(x+a)]) \\
& =\operatorname{Tr}\left(\lambda\left[L_{1}\left(a x^{2}+a^{2} x+a^{3}\right)+L_{2}\left(a x^{8}+a^{8} x+a^{9}\right)\right]\right) \\
& =\operatorname{Tr}\left(\lambda\left[L_{1}\left(a x^{2}+a^{2} x\right)+L_{2}\left(a x^{8}+a^{8} x\right)\right]\right)+\operatorname{Tr}\left(\lambda\left[L_{1}\left(a^{3}\right)+L_{2}\left(a^{9}\right)\right]\right)
\end{aligned}
$$

In order to determine whether it is constant, it is sufficient to study the function $g(x)=\operatorname{Tr}\left(\lambda\left[L_{1}\left(a x^{2}+a^{2} x\right)+L_{2}\left(a x^{8}+a^{8} x\right)\right]\right)$. Since $g(0)=0$, we have that if $g$ is constant then it is the constant zero function and this concludes the proof.

Remark 3.5. Equivalently, we can study the conditions for $\operatorname{Tr}\left(\lambda L_{1}\left(a^{3}\left[x^{2}+x\right]\right)+\right.$ $\left.\lambda L_{2}\left(a^{9}\left[x^{8}+x\right]\right)\right)$ to be the constant zero function. Due to the property of the trace function we can study the conditions for $\lambda L_{1}\left(a^{3}\left[x^{2}+x\right]\right)+\lambda L_{2}\left(a^{9}\left[x^{8}+x\right]\right)$ to be equal to $\eta+\eta^{2}$, with $\eta=\eta(a, \lambda, x)$.

From Proposition 3.8, we can obtain some observations on the possible dimensions of $\mathcal{L S}\left(f_{\lambda}\right)$. We recall that the dimension of $\mathcal{L S}\left(f_{\lambda}\right)$ is linked to the nonlinearity of $f_{\lambda}$. Indeed, since $f_{\lambda}$ is a quadratic map, $\mathcal{N L}\left(f_{\lambda}\right)=2^{n-1}-2^{\frac{n+k}{2}-1}$ where $k=\operatorname{dim}\left(\mathcal{L} S\left(f_{\lambda}\right)\right)^{5}$. Recall also that, in odd dimensions, all quadratic APN functions are AB. This implies that for a quadratic APN map $F$ in odd dimension $\operatorname{dim}\left(\mathcal{L S}\left(f_{\lambda}\right)\right)=1$ for every $\lambda \neq 0$.

Let $L_{1}^{*}$ and $L_{2}^{*}$ be the adjoint operators ${ }^{6}$ of $L_{1}$ and $L_{2}$ respectively. Set

$$
\begin{equation*}
\beta_{\lambda}=L_{1}^{*}(\lambda) \text { and } \gamma_{\lambda}=L_{2}^{*}(\lambda), \tag{3.10}
\end{equation*}
$$

[^7]and expand Equation (3.9), recalling that $\operatorname{Tr}(x)=\operatorname{Tr}\left(x^{2}\right)$.
\[

$$
\begin{aligned}
0 & \equiv \operatorname{Tr}\left(\lambda L_{1}\left(a x^{2}+a^{2} x\right)+\lambda L_{2}\left(a x^{8}+a^{8} x\right)\right) \\
& \equiv \operatorname{Tr}\left(L_{1}^{*}(\lambda)\left(a x^{2}+a^{2} x\right)+L_{2}^{*}(\lambda)\left(a x^{8}+a^{8} x\right)\right) \\
& \equiv \operatorname{Tr}\left(\beta_{\lambda}^{2^{n-1}} a^{2^{n-1}} x+\beta_{\lambda} a^{2} x+\gamma_{\lambda}^{2^{n-3}} a^{2^{n-3}} x+\gamma_{\lambda} a^{8} x\right) \\
& \equiv \operatorname{Tr}\left(x \cdot\left[\beta_{\lambda}^{2^{n-1}} a^{2^{n-1}}+\beta_{\lambda} a^{2}+\gamma_{\lambda}^{2^{n-3}} a^{2^{n-3}}+\gamma_{\lambda} a^{8}\right]\right) .
\end{aligned}
$$
\]

This implies that

$$
P_{\lambda}^{\prime}(a)=\beta_{\lambda} a^{2}+\beta_{\lambda}^{2^{n-1}} a^{2^{n-1}}+\gamma_{\lambda} a^{8}+\gamma_{\lambda}^{2^{n-3}} a^{2^{n-3}}=0
$$

Let $P_{\lambda}=\left(P_{\lambda}^{\prime}\right)^{8}$, then $D_{a} f_{\lambda}$ is constant if and only if $a$ is a root of the polynomial

$$
P_{\lambda}(x)=\gamma_{\lambda}^{8} x^{64}+\beta_{\lambda}^{8} x^{16}+\beta_{\lambda}^{4} x^{4}+\gamma_{\lambda} x=x \cdot\left(\gamma_{\lambda}^{8} x^{63}+\beta_{\lambda}^{8} x^{15}+\beta_{\lambda}^{4} x^{3}+\gamma_{\lambda}\right)
$$

Therefore we have the following proposition.
Proposition 3.9. Consider $F(x)=L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$, with $L_{1}$ and $L_{2}$ as in (3.2), an APN map defined over $\mathbb{F}_{2^{n}}$ with $n$ even. F has exactly $\frac{2\left(2^{n}-1\right)}{3}$ bent components if and only if for any $\lambda \in \mathbb{F}_{2^{n}}^{\star}$ the polynomial

$$
x \cdot\left(\gamma_{\lambda}^{8} x^{63}+\beta_{\lambda}^{8} x^{15}+\beta_{\lambda}^{4} x^{3}+\gamma_{\lambda}\right)
$$

admits at most 4 roots, with $\beta_{\lambda}$ and $\gamma_{\lambda}$ defined by (3.10).
Assume now that there exists an element $\lambda \neq 0$ s.t. $\operatorname{dim}\left(\mathcal{L} \mathcal{S}\left(f_{\lambda}\right)\right)>6$ then the polynomial $P_{\lambda}$ has to be the zero polynomial (hence $f_{\lambda}$ is linear). This is not possible for an APN map (see Proposition 9.15 in [42]).

Proposition 3.10. If $F$ as in (3.1) is APN then for any $\lambda \neq 0 \operatorname{dim}\left(\mathcal{L} \mathcal{S}\left(f_{\lambda}\right)\right) \leq 6$. In particular, for $n$ even, we need only to consider the sets $\Omega_{0}, \Omega_{2}, \Omega_{4}$ and $\Omega_{6}$.

Corollary 3.2. Let $n$ be an even integer. If $F$ as in (3.1) is APN then its Walsh spectrum is a subset of $\left\{0, \pm 2^{\frac{n}{2}}, \pm 2^{\frac{n+2}{2}}, \pm 2^{\frac{n+4}{2}}, \pm 2^{\frac{n+6}{2}}\right\}$.

Notice that $\beta_{\lambda}=0$ implies that $\operatorname{Tr}\left(\lambda L_{1}(x)\right)=\operatorname{Tr}\left(\beta_{\lambda} x\right) \equiv 0$, hence the $\lambda$ component of $L_{1}$ is the null function and $L_{1}$ is not a permutation. The same applies for $\gamma_{\lambda}$ and $L_{2}$. Moreover $L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$ being APN implies that the two linear functions cannot have common zero components (indeed if $\beta_{\lambda}=\gamma_{\lambda}=0$ then $\left.\mathcal{L} S\left(f_{\lambda}\right)=\mathbb{F}_{2^{n}}\right)$. We consider now some particular cases.

- If $\gamma_{\lambda}=0\left(\beta_{\lambda} \neq 0\right)$ then $P_{\lambda}(x)=x^{4} \beta_{\lambda}^{4} \cdot\left(\beta_{\lambda}^{4} x^{12}+1\right)=x^{4} \beta_{\lambda}^{4} \cdot\left(\beta_{\lambda} x^{3}+1\right)^{4}=0$.
- If $n$ is odd then $\operatorname{dim}\left(\mathcal{L} \mathcal{S}\left(f_{\lambda}\right)\right)=1$.
- If $n$ is even then $\operatorname{dim}\left(\mathcal{L S}\left(f_{\lambda}\right)\right)=2$ if $\beta_{\lambda}$ is a 3-rd power and $\operatorname{dim}\left(\mathcal{L S}\left(f_{\lambda}\right)\right)=$ 0 otherwise.
- If $\beta_{\lambda}=0\left(\gamma_{\lambda} \neq 0\right)$ then $P_{\lambda}(x)=x \gamma_{\lambda} \cdot\left(\gamma_{\lambda}^{7} x^{63}+1\right)=x \gamma_{\lambda} \cdot\left(\left(\gamma_{\lambda} x^{9}\right)^{7}+1\right)=0$.
- If $3 \nmid n$ then $7 \nmid\left(2^{n}-1\right)$, implying $x \gamma_{\lambda} \cdot\left(\gamma_{\lambda} x^{9}+1\right)=0$.

If $n$ is odd then $\operatorname{dim}\left(\mathcal{L} S\left(f_{\lambda}\right)\right)=1$.
If $n$ is even then $\operatorname{dim}\left(\mathcal{L} \mathcal{S}\left(f_{\lambda}\right)\right)=2$ if $\gamma_{\lambda}$ is a 3-rd power and $\operatorname{dim}\left(\mathcal{L S}\left(f_{\lambda}\right)\right)=$ 0 otherwise.

- If $3 \mid n$ then $7 \mid\left(2^{n}-1\right)$.

If $n$ is odd then $\operatorname{dim}\left(\mathcal{L S}\left(f_{\lambda}\right)\right)=3$ ( $F$ is not APN).
If $n$ is even then $9 \mid\left(2^{n}-1\right)$, hence $\operatorname{dim}\left(\mathcal{L S}\left(f_{\lambda}\right)\right)=6$ if $\gamma_{\lambda}$ is a 9-th power and $\operatorname{dim}\left(\mathcal{L S}\left(f_{\lambda}\right)\right)=0$ otherwise.

From the previous analysis, the following proposition is obtained.
Proposition 3.11. Consider $F(x)=L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$ as in (3.1) defined over $\mathbb{F}_{2^{3 m}}$, with $m$ an odd integer. If $L_{1}$ is not a permutation then $F$ is not APN.

Remark 3.6. Analysing $P_{\lambda}$ for $n=4$ we obtain that it has at most 4 roots, hence $\operatorname{dim}\left(\mathcal{L S}\left(f_{\lambda}\right)\right) \leq 2$. This implies that all APN functions defined by (3.1) have exactly $\frac{2\left(2^{n}-1\right)}{3}$ bent components. This fact is already known since in dimension 4 all APN functions are EA-equivalent to the Gold function, hence with $\frac{2\left(2^{n}-1\right)}{3}$ bent components.

## Computational Results

Using the software MAGMA we studied, for functions $F$ of form (3.1) defined over small dimensions, the relation between the APN property and the number of bent components. From the results obtained taking random linear functions $L_{1}, L_{2}$ and constructing $F$ for $n \in\{6,8\}$ the relation seems the following one:

Conjecture 3.1. For an even $n$, a function $F$ over $\mathbb{F}_{2^{n}}$ of the form (3.1) is APN if and only if it has exactly $\frac{2}{3}\left(2^{n}-1\right)$ bent components.

We know that this is not true for general quadratic functions. Indeed consider the quadratic APN function presented by Dillon in 2006 [57]

$$
F(x)=x^{3}+u^{11} x^{5}+u^{13} x^{9}+x^{17}+u^{11} x^{33}+x^{48}
$$

defined over $\mathbb{F}_{2^{6}}$ where $u$ is a primitive element, root of the polynomial $x^{6}+$ $x^{4}+x^{3}+x+1$. This function has 46 bent components and $46>\frac{2}{3}\left(2^{6}-1\right)=42$. Moreover it has the following characterisation: $\left|\Omega_{0}\right|=46,\left|\Omega_{2}\right|=16$ and $\left|\Omega_{4}\right|=$ 1.

### 3.3 Comparison with some lists of known APN functions

An interesting question is how often in the CCZ-classes of APN maps, there is a function of the form (3.1). To partially attack the problem, we consider the work done by Edel and Pott in [66], where the authors gave for $n=6,7,8$ a list of some known CCZ-inequivalent APN functions, reported in Tables 2.3, 2.4 and 2.5. Hence, in the following, we check if the construction $L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$ appears often in these lists.

In Table 2.3 for $\mathbb{F}_{2^{6}}$ there are 14 functions, 13 of which are quadratic, and the only ones in the form $L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$ are:

- $x^{3}$,
- $x^{3}+\zeta^{11} x^{6}+\zeta x^{9}$, where $L_{1}(x)=x+\zeta^{11} x^{2}$ and $L_{2}(x)=\zeta x$.

In Table 2.4 for $\mathbb{F}_{2^{7}}$ there are 19 functions and the only ones in the form $L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$ are:

- $x^{3}$,
- $x^{9}$,
- $x^{3}+\operatorname{Tr}\left(x^{9}\right)$.

Analysing Table 2.5 of the 23 APN functions in $\mathbb{F}_{2^{8}}$, we noticed the following:

- Exactly 17 of them are of the form $L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$, their corresponding positions in the list are $1.1-1.12,1.14-1.17,3.1$.
- Moreover, 11 of them are such that the linear function $L_{1}$ is a permutation. Their corresponding positions in the studied list are $1.1-1.6,1.8-1.12$. Therefore there exists an affine equivalent function of the form $x^{3}+L\left(x^{9}\right)$ where $L=L_{1}^{-1} \circ L_{2}$.
- Further, 2 of them are such that $L_{2}$ is a permutation. Therefore they are affine equivalent to functions of the form $x^{9}+L\left(x^{3}\right)$ where $L=L_{2}^{-1} \circ L_{1}$. They are the ones in positions 1.15 and 3.1.

The linear parts of the 11 obtained functions of the form $x^{3}+L\left(x^{9}\right)$ are listed in Table 3.2. The linear parts $L_{1}, L_{2}$ for the other functions $L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$ are

Table 3.2: List of linear function $L$ such that $x^{3}+L\left(x^{9}\right)$ is APN in $\mathbb{F}_{2^{8}}$, from Table 2.5.

| No. in Table 2.5 | $L(x)$ |
| :---: | :---: |
| 1.1 | 0 |
| 1.2 | $x^{128}+x^{64}+x^{32}+x^{16}+x^{8}+x^{4}+x^{2}+x$ |
| 1.3 | $\zeta^{127} x^{128}+\zeta^{64} x^{64}+\zeta^{160} x^{32}+\zeta^{208} x^{16}+\zeta^{232} x^{8}+\zeta^{244} x^{4}+\zeta^{250} x^{2}+\zeta^{253} x$ |
| 1.4 | $\zeta^{232} x^{128}+\zeta^{238} x^{64}+\zeta^{11} x^{32}+\zeta^{167} x^{16}+\zeta^{200} x^{8}+\zeta^{251} x^{4}+\zeta^{128} x^{2}+\zeta^{65} x$ |
| 1.5 | $\zeta^{221} x^{128}+\zeta^{187} x^{64}+\zeta^{119} x^{16}+\zeta^{221} x^{8}+\zeta^{187} x^{4}+\zeta^{119} x$ |
| 1.6 | $\zeta^{110} x^{128}+\zeta^{30} x^{64}+\zeta^{140} x^{16}+\zeta^{215} x^{8}+\zeta^{210} x^{4}+\zeta^{185} x$ |
| 1.8 | $\zeta^{136} x^{128}+\zeta^{17} x^{64}+x^{32}+\zeta^{34} x^{16}+\zeta^{136} x^{8}+\zeta^{17} x^{4}+x^{2}+\zeta^{34} x$ |
| 1.9 | $\zeta^{25} x^{128}+\zeta^{200} x^{64}+\zeta^{75} x^{32}+\zeta^{225} x^{16}+\zeta^{130} x^{8}+\zeta^{125} x^{4}+\zeta^{165} x^{2}+\zeta^{15} x$ |
| 1.10 | $\zeta^{60} x^{128}+\zeta^{226} x^{64}+\zeta^{76} x^{32}+\zeta^{34} x^{16}+\zeta^{192} x^{8}+\zeta^{214} x^{4}+\zeta^{251} x^{2}+\zeta^{11} x$ |
| 1.11 | $\zeta^{204} x^{128}+\zeta^{153} x^{64}+\zeta^{51} x^{16}+\zeta^{204} x^{8}+\zeta^{153} x^{4}+\zeta^{51} x$ |
| 1.12 | $\zeta^{161} x^{128}+\zeta^{217} x^{64}+\zeta^{160} x^{32}+\zeta^{4} x^{16}+\zeta^{11} x^{8}+\zeta^{142} x^{4}+\zeta^{250} x^{2}+\zeta^{49} x$ |

listed in Table 3.3.
Table 3.3: Remaining APN function of the form $L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$ from Table 2.5

| No. in Table 2.5 | $L_{1}(x)$ | $L_{2}(x)$ |
| :---: | :---: | :---: |
| 1.7 | $\begin{gathered} \hline \zeta^{143} x^{128}+\zeta^{151} x^{64}+\zeta^{110} x^{32}+\zeta^{26} x^{16} \\ +\zeta^{69} x^{8}+\zeta^{201} x^{4}+\zeta^{19} x^{2}+\zeta^{107} x \end{gathered}$ | $\begin{gathered} \hline \zeta^{58} x^{128}+\zeta^{244} x^{64}+\zeta^{8} x^{32}+\zeta^{13} x^{16} \\ +\zeta x^{8}+\zeta^{180} x^{4}+\zeta^{76} x^{2}+\zeta^{201} x \end{gathered}$ |
| 1.14 | $\begin{gathered} \zeta^{106} x^{128}+\zeta^{91} x^{64}+\zeta^{59} x^{32}+\zeta^{163} x^{16} \\ +\zeta^{32} x^{8}+\zeta^{45} x^{4}+\zeta^{241} x^{2}+\zeta^{157} x \end{gathered}$ | $\begin{gathered} \zeta^{214} x^{128}+\zeta^{138} x^{64}+\zeta^{100} x^{32}+\zeta^{124} x^{16} \\ +\zeta^{172} x^{8}+\zeta^{58} x^{4}+\zeta^{250} x^{2} \end{gathered}$ |
| 1.15 | 0 | $x$ |
| 1.16 | $\begin{gathered} \zeta^{77} x^{128}+\zeta^{155} x^{64}+\zeta^{88} x^{32}+\zeta^{142} x^{16} \\ +\zeta^{145} x^{8}+\zeta^{202} x^{4}+\zeta^{189} x^{2}+\zeta^{241} x \end{gathered}$ | $\begin{aligned} & \zeta^{223} x^{128}+\zeta^{69} x^{64}+x^{32}+\zeta^{96} x^{16} \\ & +\zeta^{232} x^{8}+\zeta^{168} x^{4}+\zeta^{234} x^{2}+\zeta^{94} x \end{aligned}$ |
| 1.17 | $\begin{gathered} \zeta^{188} x^{128}+\zeta^{132} x^{64}+\zeta^{76} x^{32}+\zeta^{252} x^{16} \\ +\zeta^{83} x^{8}+\zeta^{185} x^{4}+\zeta^{216} x^{2}+\zeta^{181} x \end{gathered}$ | $\begin{aligned} & \zeta^{91} x^{128}+\zeta^{46} x^{64}+\zeta^{81} x^{32}+\zeta^{37} x^{16} \\ & +\zeta^{162} x^{8}+\zeta^{42} x^{4}+\zeta^{13} x^{2}+\zeta^{163} x \end{aligned}$ |
| 3.1 | $\zeta^{25} x^{128}+\zeta^{194} x^{4}+\zeta^{146} x^{2}$ | $x$ |

To finish the analysis we add two linear functions evaluated in $x^{5}$ and $x^{17}$, i.e. of the form $F(x)=L_{1}\left(x^{3}\right)+L_{2}\left(x^{5}\right)+L_{3}\left(x^{9}\right)+L_{4}\left(x^{17}\right)$ (hence we consider now a generic quadratic function over $\mathbb{F}_{2^{8}}$ ).

When $L_{1}$ is a permutation we consider $L_{1}^{-1} \circ F(1.13$ and 5.1$)$ and when $L_{3}$ is a permutation, we consider $L_{3}^{-1} \circ F(4.1$ and 6.1$)$. Hence the last quadratic functions from the list are presented in Table 3.4 written in such form.

Table 3.4: Remaining APN function of the form $L_{1}\left(x^{3}\right)+L_{2}\left(x^{5}\right)+L_{3}\left(x^{9}\right)+L_{4}\left(x^{17}\right)$ from Table 2.5

| No. in Table 2.5 | $L_{1}(x)$ | $L_{2}(x)$ | $L_{3}(x)$ | $L_{4}(x)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1.13 | $x$ | $\zeta^{6} x^{128}+\zeta^{162} x^{64}$ |  |  |
| $+\zeta^{240} x^{32}+\zeta^{24} x^{16}$ |  |  |  |  |
| $+\zeta^{171} x^{8}+\zeta^{117} x^{4} x^{128}+\zeta^{226} x^{64}$ |  |  |  |  |
| $+\zeta^{76} x^{32}+\zeta^{34} x^{16}$ |  |  |  |  |
| $+\zeta^{192} x^{8}+\zeta^{214} x^{4}$ |  |  |  |  |
| $+\zeta^{90} x^{2}+\zeta^{204} x$ | $+\zeta^{251} x^{2}+\zeta^{128}+\zeta^{184} x x^{64}$ |  |  |  |
| $+\zeta^{87} x^{32}+\zeta^{225} x^{16}$ |  |  |  |  |
| $+\zeta^{162} x^{8}+\zeta^{241} x^{4}$ |  |  |  |  |
| $+\zeta^{44} x^{2}+\zeta^{105} x$ |  |  |  |  |$|$| $\zeta^{16} x^{32}+\zeta^{16} x^{2}$ | $x$ |  |
| :---: | :---: | :---: |
| 2.1 | $\zeta^{15} x^{16}+x$ | 0 |

We further analyse some results published in [109] by Yu, Wang and Li. In the cited paper, the authors gave a matrix approach to construct quadratic APN functions. They were able to extend previous lists of CCZ-inequivalent APN functions:

- For $\mathbb{F}_{2^{7}}$ Edel and Pott [66] listed 19 classes of CCZ-inequivalent APN functions. Yu , Wang and Li extended it to a list of 490 classes, none of the new ones is of the form $L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$.
- For $\mathbb{F}_{2^{8}}$, in addition to the previous list of 23 classes, the authors gave 8157 new classes, providing a new list of 8180 classes of CCZ-inequivalent APN functions. None of the new functions is of the form $L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$.

Regarding to the quadratic APN functions constructed in [102] by Weng, Tan and Gong, none of the 10 APN maps for $n=7$ and the 10 APN maps for $n=8$ is of the form $L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$.

We leave as an open question whether any of the functions listed in [109] (and in $[66,102]$ ) is EA-equivalent to an APN map of the form $L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$.

## Chapter 4

## Constructing APN functions through isotopic shifts

In this chapter we move to the study of isotopic equivalence with respect to APN functions in characteristic 2. In particular, we introduce a new construction method for APN functions based on isotopic equivalence. We make the following formal definition, which is the central concept considered in this chapter (and which will appear natural after we state Theorem 4.1).

Definition 4.1. Let $p$ be a prime and $n$ a positive integer. Let $F, L \in \mathbb{F}_{p^{n}}[x]$. The isotopic shift of $F$ by $L$, denoted by $F_{L}$, is the polynomial given by

$$
\begin{equation*}
F_{L}(x)=\Delta_{F}(x, L(x))=F(x+L(x))-F(x)-F(L(x)) \tag{4.1}
\end{equation*}
$$

In Section 4.1 we show how isotopic shifts arise naturally in the study of planar functions. This result acts as motivation for studying isotopic shifts in the parallel area of APN functions. Before narrowing our scope to APN maps, in Section 4.2 we make some general observations on isotopic shifts. We then restrict ourselves to considering isotopic shifts of APN functions. Firstly, in Section 4.3, we consider how we may obtain the same function by isotopically shifting a given APN map $F$ in characteristic 2 by different $L$. Then, in Subsection 4.3.1, we begin our main study, that of isotopic shifts of quadratic APN functions by linear maps. We show that only bijective or 2-to-1 linear maps can possibly produce an APN function from the isotopic shift of a quadratic APN function. We then proceed, in Subsection 4.3.2, to concentrate specifically on isotopic shifts of Gold functions in characteristic 2. In Theorem 4.6 we present a construction for quadratic APN functions over $\mathbb{F}_{2^{k m}}$ using the isotopic shift method with $2^{m}$-polynomials. For $k=m=3$, this construction provides an APN function which is not CCZ-equivalent to any APN function from the cur-
rently known infinite classes. For $k=4, m=2$, our construction covers the APN function $x^{9}+\operatorname{Tr}\left(x^{3}\right)$, known since $2006[22,57]$ and which has not been part of any known family of APN functions up to now. We show that an isotopic shift of an APN function can lead to APN functions CCZ-inequivalent to the original one, even if we shift only Gold functions by linear monomials, see Lemma 4.1. We show that every quadratic APN function over $\mathbb{F}_{26}$ is EA-equivalent to an isotopic shift of any other quadratic APN function, see Proposition 4.3. Some of the aforementioned equivalence/inequivalence results, together with more computational data, are provided in Section 4.4.

### 4.1 Isotopic equivalence for planar quadratic functions revisited

The following result shows that the concept of isotopic shift is, in fact, a very natural concept. Recall that the isotopic shift $F_{L}$ is defined in (4.1) and isotopic equivalence is defined in Section 2.4.

Theorem 4.1. For $p$ a prime and $n$ a positive integer, let $F, F^{\prime} \in \mathbb{F}_{p^{n}}[x]$ be quadratic planar functions (null at 0). If $F$ and $F^{\prime}$ are isotopic equivalent then $F^{\prime}$ is EA-equivalent to some isotopic shift $F_{L}$ of $F$ by a linear permutation polynomial $L \in \mathbb{F}_{p^{n}}[x]$.

Proof. By definition, quadratic planar functions are isotopic equivalent if the presemifields defined by them are isotopic. That is, the presemifields defined by multiplications $\star$ and $*$, with $x \star y=\Delta_{F^{\prime}}(x, y)$ and $x * y=\Delta_{F}(x, y)$, respectively, are isotopic. Note that the linear parts of $F$ and $F^{\prime}$ do not play a role in these operations. In the calculations below, we replace then the quadratic functions by their DO parts (that is, we erase their linear parts, without loss of generality up to EA-equivalence). Then we have $x \star x=2 F^{\prime}(x)$ and $x * x=2 F(x)$. For some linear permutations $T, M, N \in \mathbb{F}_{p^{n}}[x]$, we get

$$
T(x \star y)=M(x) * N(y)
$$

for all $x, y \in \mathbb{F}_{p^{n}}$. Hence we have

$$
\begin{aligned}
T(x \star x) & =T\left(2 F^{\prime}(x)\right)=2 T\left(F^{\prime}(x)\right) \\
& =M(x) * N(x)=\Delta_{F}(M(x), N(x))
\end{aligned}
$$

which leads to

$$
2 T\left(F^{\prime}\left(M^{-1}(x)\right)\right)=\Delta_{F}\left(x, N\left(M^{-1}(x)\right)\right)
$$

As this holds for all $x \in \mathbb{F}_{p^{n}}$, we see that this is, in fact, a polynomial identity, and $F^{\prime}$ is EA-equivalent to $F_{L}$ with $L=N \circ M^{-1}$, a linear permutation.

Theorem 4.1 shows that, when considering two quadratic planar functions that are isotopic equivalent, one is always EA-equivalent to an isotopic shift of the second one by a linear permutation. This trivially comprehends the case when the two maps are CCZ-equivalent, for which $N=M$ and so $L=I d$. More interesting, it tells us that, for isotopic equivalent quadratic planar functions, what takes us beyond CCZ-equivalence is the isotopic shift by a linear permutation $L$. In fields of even characteristic the isotopic equivalence cannot be defined for APN functions. However, in the past years classes of APN mappings were used for constructing planar functions. For this reason we investigate whether the isotopic shift, which can lead to planar functions in fields of odd characteristic, can also construct APN maps in fields of even characteristic. For linear shifts of APN functions, we do not restrict $L$ to being a permutation. As with planar quadratic functions, we will see that an isotopic shift of an APN map can lead to APN functions CCZ-inequivalent to the original map.

### 4.2 Generic results on isotopic shifts

With regards to isotopic shifts, an easy first observation is that for any $F \in$ $\mathbb{F}_{p^{n}}[x]$ and any permutation $L \in \mathbb{F}_{p^{n}}[x]$, we have

$$
\begin{equation*}
F_{L}\left(L^{-1}(x)\right)=F_{L^{-1}}(x) \tag{4.2}
\end{equation*}
$$

where $L^{-1}$ is the compositional inverse of $L$. In particular, thanks to EAequivalence, if $L$ is a linear permutation polynomial, then $F_{L}$ and $F_{L^{-1}}$ have the same differential uniformity. Along similar lines, we have the following theorem.

Theorem 4.2. For $p$ a prime and $n$ a positive integer let $F, F^{\prime} \in \mathbb{F}_{p^{n}}[x]$ be arbitrary polynomials. If $F$ and $F^{\prime}$ are $E A$-equivalent, say $F=A_{1} \circ F^{\prime} \circ A_{2}+A$, where $A_{1}, A_{2} \in$ $\mathbb{F}_{p^{n}}[x]$ are affine permutations and $A \in \mathbb{F}_{p^{n}}[x]$ is affine, in addition with the restriction $A_{2}(0)=0$, then for $L \in \mathbb{F}_{p^{n}}[x], F_{L}$ is affine equivalent to $F_{M}^{\prime}$ where $M=A_{2} \circ L \circ A_{2}^{-1}$.

Proof. Since $F=A_{1} \circ F^{\prime} \circ A_{2}+A$ with $A_{2}$ a linear permutation polynomial, we
have

$$
\begin{aligned}
F_{L}(x) & =\Delta_{F}(x, L(x))=F(x+L(x))-F(x)-F(L(x)) \\
& =A_{1}\left(F^{\prime}\left(A_{2}(x)+A_{2}(L(x))\right)-F^{\prime}\left(A_{2}(x)\right)-F^{\prime}\left(A_{2}(L(x))\right)\right)+A(0) \\
& =A_{1}\left(F^{\prime}\left(A_{2}(x)+M\left(A_{2}(x)\right)\right)-F^{\prime}\left(A_{2}(x)\right)-F^{\prime}\left(M\left(A_{2}(x)\right)\right)\right)+A(0)
\end{aligned}
$$

and with $A_{3}(x)=A_{1}(x)+A(0)$ we have $F_{L}=A_{3} \circ F_{M}^{\prime} \circ A_{2}$.
When considering quadratic maps, we derive from Theorem 4.2 a more general result by removing the restriction on $A_{2}$.

Corollary 4.1. If $F, F^{\prime} \in \mathbb{F}_{p^{n}}[x]$ are $E A$-equivalent and quadratic, say $F(x)=A_{1} \circ$ $F^{\prime} \circ A_{2}(x)+A(x)$, then for $L \in \mathbb{F}_{p^{n}}[x], F_{L}$ is EA-equivalent to $F_{M}^{\prime}$ where $M=\bar{A}_{2} \circ$ $L \circ{\overline{A_{2}}}^{-1}, \overline{A_{2}}(x)=A_{2}(x)+A_{2}(0)$.

Proof. If $F^{\prime}$ is quadratic then $F^{\prime} \circ A_{2}(x)=F^{\prime}\left(\bar{A}_{2}(x)\right)+N(x)$, with $N$ an affine map. Hence we have

$$
F_{L}(x)=A_{1} \circ F_{M}^{\prime} \circ \bar{A}_{2}(x)+A_{3}(x)
$$

with $A_{3}$ affine.
We note the following observations related to the isotopic shift construction.

- For $F, L \in \mathbb{F}_{p^{n}}[x]$, with $\operatorname{deg}(L)=1$, we have that $\operatorname{deg}\left(F_{L}\right) \leq \operatorname{deg}(F)$.
- For $F, L \in \mathbb{F}_{2^{n}}[x]$ we have that $F_{L}=F_{L^{\prime}}$, with $L^{\prime}=L+I d$.
- For $F$ quadratic and $L, M$ arbitrary polynomials over $\mathbb{F}_{p^{n}}$, we have that

$$
\begin{equation*}
F_{L}+F_{M}=F_{L+M} \tag{4.3}
\end{equation*}
$$

In the following sections we are mainly concerned with the case where $F$ is a quadratic APN function and $L$ is linear.

### 4.3 Isotopic shifts of APN functions

As already stated, we are mainly concerned with the case where $F$ is an APN function and $L$ is linear, both maps defined over $\mathbb{F}_{2^{n}}$. We first consider how an isotopic shift of an APN function may generate the zero polynomial. (We remind that throughout the chapter, we assume any APN function has zero constant term.)

Theorem 4.3. Let $F \in \mathbb{F}_{2^{n}}[x]$ be an APN function and $L \in \mathbb{F}_{2^{n}}[x]$. Then $F_{L}$ is the zero function if and only if $L(a) \in\{0, a\}$ for all $a \in \mathbb{F}_{2^{n}}^{\star}$. Furthermore, if $L$ is linear, then $F_{L}$ is the zero function if and only if $L$ is either the zero polynomial or the polynomial $x$.

Proof. Suppose $F_{L}(x)=0$. As $F$ is APN, we know that for all $a \in \mathbb{F}_{2^{n}}^{\star}, \Delta_{F}(x, a)=$ 0 if and only if $x \in\{0, a\}$. Now $F_{L}(x)=\Delta_{F}(x, L(x))$, so that for all $a \in \mathbb{F}_{2^{n}}{ }^{n}$, $L(a) \in\{0, a\}$ is forced. Conversely, if $L(a) \in\{0, a\}$ for all $a \in \mathbb{F}_{2^{n}}^{\star}$, then clearly $F_{L}(a)=\Delta_{F}(a, L(a))=0$, while $F_{L}(0)=\Delta_{F}(0, L(0))=0$. Hence $F_{L}(x)=0$.
Now suppose $L$ is linear. Since $L(a) \in\{0, a\}$ for all $a \in \mathbb{F}_{2^{n}}$, we have $\mathbb{F}_{2^{n}}=$ $\operatorname{Im}(L) \oplus \operatorname{Ker}(L)$. Suppose $0<\operatorname{dim}(\operatorname{Ker}(L))<n$. Then there exist $v \in \operatorname{Im}(L)$ (which implies $v=L(v)$ ) and $z \in \operatorname{Ker}(L)$ with $v z \neq 0$ and $v+z \neq 0$. Thus $v=v+0=L(v)+L(z)=L(v+z) \in\{0, v+z\}$, a contradiction. Hence $\operatorname{Ker}(L)=$ $\mathbb{F}_{2^{n}}$ or $\operatorname{Ker}(L)=\{0\}$. In the former case, $L(x)=0$, while in the latter case $L(x)=x$.

Our motivation for establishing this result is not directly related to being concerned with generating the zero polynomial, but with the more practical problem of understanding how distinct $L$ can yield the same isotopic shift of a given DO APN function.

Corollary 4.2. Let $F \in \mathbb{F}_{2^{n}}[x]$ be a $D O$ APN function and $L, M \in \mathbb{F}_{2^{n}}[x]$. The following statements hold.
(i) $F_{L}=F_{M}$ if and only if $L(a)+M(a) \in\{0, a\}$ for all $a \in \mathbb{F}_{2^{n}}^{\star}$.
(ii) Suppose $L, M$ are linear. Then $F_{L}=F_{M}$ if and only if $L=M$ or $L=M+I d$ as polynomials.

Proof. We have from (4.3) that $F_{L}=F_{M}$ if and only if $F_{N}(x)=0$, where $N=$ $L+M$. Both results now follow from Theorem 4.3.

Notice that one implication of (ii) is directly obtained by an observation in the previous section, that is $F_{L}=F_{L+I d}$.

We conclude with the observation that the isotopic shift can lead to an APN function also starting from a non-APN function. So, in general, the isotopic shift does not preserve the differential uniformity.

Remark 4.1. Consider $\mathbb{F}_{2^{6}}$ and the function $F(x)=x^{5}$, which is not APN. With $L(x)=\zeta x^{8}$ we construct the APN map

$$
F_{L}(x)=x^{4} L(x)+x L(x)^{4}=\zeta x^{12}+\zeta^{4} x^{33}
$$

where $F_{L}(x)=M\left(x^{3}\right)$ for the linear permutation $M(x)=\zeta x^{4}+\zeta^{4} x^{32}$.

### 4.3.1 Isotopic shifts of quadratic APN functions

In this subsection, we restrict ourselves to isotopic shifts of quadratic APN functions by linear polynomials. In the planar case, for the isotopic shift to be planar we require the linear polynomial involved to be a permutation polynomial, see Proposition 7.1 in Chapter 7. The corresponding result for the APN case is as follows.

Theorem 4.4. Let $F \in \mathbb{F}_{2^{n}}[x]$ be a quadratic APN function and $L \in \mathbb{F}_{2^{n}}[x]$ be linear. Set $M=L+I d$. If $F_{L}$ is APN, then both following statements hold.
(i) $L$ is either a permutation or 2-to-1, and $L$ is injective on $\operatorname{Im}(L)$.
(ii) $M$ is either a permutation or 2-to-1, and $M$ is injective on $\operatorname{Im}(M)$.

Proof. We need only establish (i), as the duality spelled out in Corollary 4.2 (ii) will then imply (ii). As $F$ is a quadratic polynomial, $\Delta_{F}(x, a)$ is a linear operator for all $a \in \mathbb{F}_{2^{n}}^{\star}$. Consequently, $\Delta_{F_{L}}(x, a)$ is also linear, and $F_{L}$ being APN is equivalent to $\operatorname{Ker}\left(\Delta_{F_{L}}(x, a)\right)=\{0, a\}$ for all $a \in \mathbb{F}_{2^{n}}^{\star}$. Applying the linear operator identity to the difference operators involved one can show that, for any $a \in \mathbb{F}_{2^{n}}^{\star}$,

$$
\begin{equation*}
\Delta_{F_{L}}(x, a)=\Delta_{F}(x, L(a))+\Delta_{F}(a, L(x)) \tag{4.4}
\end{equation*}
$$

Suppose $L$ is not a permutation polynomial, so that there exists some $z \in \operatorname{Ker}(L)$ with $z \neq 0$. Then $\Delta_{F_{L}}(x, z)=\Delta_{F}(z, L(x))$. Clearly, any $x \in \operatorname{Ker}(L)$ satisfies $\Delta_{F_{L}}(x, z)=0$, so that $\{0, z\} \subseteq \operatorname{Ker}(L) \subseteq \operatorname{Ker}\left(\Delta_{F_{L}}(x, z)\right)=\{0, z\}$. Thus $\operatorname{Ker}(L)=$ $\{0, z\}$ is forced and $L$ is 2-to-1. Furthermore, since $\Delta_{F_{L}}(x, z)=\Delta_{F}(z, L(x))$ and $\Delta_{F}(z, z)=0$, we must have $z \notin \operatorname{Im}(L)$. Thus, viewed as a vector space over $\mathbb{F}_{2}$, we have $\mathbb{F}_{2^{n}}=\operatorname{Im}(L) \oplus\langle z\rangle$. Since $L(x+z)=L(x)$ for all $x \in \mathbb{F}_{2^{n}}$, we must have $L(\operatorname{Im}(L))=\operatorname{Im}(L)$.

We have the following corollary, which eliminates some possibilities for $L$ when the field has square order.

Corollary 4.3. Set $n$ to be an even integer. Let $F \in \mathbb{F}_{2^{n}}[x]$ be a quadratic APN function and $L \in \mathbb{F}_{2}[x]$ be linear. If $F_{L}$ is $A P N$ over $\mathbb{F}_{2^{n}}$, then $L$ is 2-to-1.

Proof. Set $M(x)=L(x)+x$. Suppose, by way of contradiction, that $F_{L}$ is APN over $\mathbb{F}_{2^{n}}$ and $L$ is a permutation polynomial. Then $L(1)=1$ is forced. Thus $M(1)=M(0)=0$. Now $\mathbb{F}_{4}=\{0,1, \gamma, \gamma+1\}$ is a subfield of $\mathbb{F}_{2^{n}}$, and since $L \in \mathbb{F}_{2}[x]$ is a permutation polynomial, we must have either $L(\gamma)=\gamma$ or $L(\gamma)=$ $\gamma+1$.

If $L(\gamma)=\gamma$, then $M(\gamma)=0$, so that $M$ has more than two roots, and this contradicts Theorem 4.4 (ii). If $L(\gamma)=\gamma+1$, then $M(\gamma)=1$, and so $1 \in \operatorname{Im}(M)$. But then $0,1 \in \operatorname{Im}(M)$ and $M(0)=M(1)$, so that $M$ is not injective on $\operatorname{Im}(M)$, again contradicting Theorem 4.4 (ii). Thus, $L$ cannot be a permutation polynomial.

### 4.3.2 Isotopic shifts of Gold functions

We recall that the DO monomials in characteristic 2 which are APN are the socalled Gold functions over $\mathbb{F}_{2^{n}} \mathcal{G}_{i}(x)=x^{2^{i}+1}$, with $\operatorname{gcd}(i, n)=1$. First studied by Gold [73] in the context of sequence design and rediscovered in 1993 by Nyberg in [92], Gold functions have played an important role in the study of APN functions, and, in particular, in understanding CCZ-equivalence [32]. For $\mathcal{G}_{i}$ and any $L \in \mathbb{F}_{2^{n}}[x]$, we use $\mathcal{G}_{i, L}$ to denote the isotopic shift of $\mathcal{G}_{i}$ by $L$; that is

$$
\begin{equation*}
\mathcal{G}_{i, L}(x)=x^{2^{i}} L(x)+x L^{2^{i}}(x) \tag{4.5}
\end{equation*}
$$

It is an easy observation that $\mathcal{G}_{i}$ and $\mathcal{G}_{n-i}$ are linearly equivalent. In fact, this is a necessary and sufficient condition for Gold functions to be linear equivalent, and if they are not linear equivalent, then they are not CCZ-equivalent [106]. This linear equivalence extends to isotopic shifts as $\mathcal{G}_{i, L}(x)^{2^{n-i}}=\mathcal{G}_{n-i, L}(x)$.

## General restrictions on $L$

We expand on (4.5) further. Let the linear polynomial $L$ be represented as $L(x)=\sum_{j=0}^{n-1} b_{j} x^{2^{j}}$. Then expanding in (4.5) we have

$$
\begin{aligned}
\mathcal{G}_{i, L}(x) & =\sum_{j=0}^{n-1}\left(b_{j} x^{2^{i}+2^{j}}+b_{j}^{2^{i}} x^{2^{i+j}+1}\right) \\
\mathcal{G}_{i, L}\left(x^{2^{2 n-1}}\right)^{2} & =\sum_{j=0}^{n-1}\left(b_{j}^{2} x^{2^{i}+2^{j}}+b_{j}^{2^{i+1}} x^{2^{i+j}+1}\right)=x^{2^{i}} M(x)+x M^{2^{i}}(x)=\mathcal{G}_{i, M}(x)
\end{aligned}
$$

where $M(x)=\sum_{j=0}^{n-1} b_{j}^{2} x^{2^{j}}$. We also have, with $\zeta$ primitive and $N(x)=$ $\sum_{j=0}^{n-1} b_{j} \zeta^{2^{j}-1} x^{2^{j}}$,

$$
\begin{aligned}
& \zeta^{-\left(2^{i}+1\right)} \mathcal{G}_{i, L}(\zeta x)=\zeta^{-\left(2^{i}+1\right)} \sum_{j=0}^{n-1}\left(b_{j} \zeta^{2^{i}+2^{j}} x^{2^{i}+2^{j}}+b_{j}^{2^{i}} \zeta^{2^{i+j}+1} x^{2^{i+1}+1}\right) \\
& =\sum_{j=0}^{n-1}\left(b_{j} \zeta^{2^{j}-1} x^{2^{i}+2^{j}}+\left(b_{j} \zeta^{2^{j}-1}\right)^{2^{i}} x^{2^{i+1}+1}\right)=x^{2^{i}} N(x)+x N^{2^{i}}(x)=\mathcal{G}_{i, N}(x)
\end{aligned}
$$

From the above two equivalences we can perform a restriction over one non-zero coefficient of the linear function L. Fixing an integer $j$ such that $0<$ $j \leq n-1$, then we can restrict the search over all possible linear functions $L$ with $b_{j} \neq 0$ to those with $b_{j}=\zeta^{k}$ with $0 \leq k<2^{j}-1$ and $k$ either 0 or odd. We summarise with the following statement.

Proposition 4.1. Let $\mathbb{F}_{2^{n}}^{\star}=\langle\zeta\rangle$ and $\mathcal{G}_{i}(x)=x^{2^{i}+1}$ be APN over $\mathbb{F}_{2^{n}}$. Suppose $\mathcal{G}_{i, L}$ as (4.5) is constructed with $L(x)=\sum_{j=0}^{n-1} b_{j} x^{2^{j}}$. Then $\mathcal{G}_{i, L}$ is linear equivalent to $\mathcal{G}_{i, M}$, where $M(x)=\sum_{j=0}^{n-1}\left(b_{j} \zeta^{k\left(2^{j}-1\right)}\right)^{2^{t}} x^{2^{j}}$ for any $k, t$ integers.

When $L$ is a linear function, the linear operator of $\mathcal{G}_{i, L}$ has the following form:

$$
\begin{equation*}
\Delta_{a}(x)=\Delta_{\mathcal{G}_{i, L}}(x, a)=x L(a)^{2^{i}}+a L(x)^{2^{i}}+x^{2^{i}} L(a)+a^{2^{i}} L(x) \tag{4.6}
\end{equation*}
$$

The next result is related to Theorem 4.4 and shows that in certain situations we may obtain, for Gold functions, slightly stronger restrictions on $L$ than those outlined in Theorem 4.4. Recall the definition of a $q$-polynomial, presented in Section 2.2.

Definition 4.2. For $q$ a power of 2 , we call La q-polynomial over $\mathbb{F}_{q^{k}}$ if $L(x)=\sum b_{i} x^{q^{i}}$. Any q-polynomial over $\mathbb{F}_{q^{k}}$ is a linear transformation of $\mathbb{F}_{q^{k}}$ over $\mathbb{F}_{q}$.

Theorem 4.5. Let $q=2^{m}$, with $m>1$, and suppose $\mathcal{G}_{i}(x)=x^{2^{i}+1}$ is APN over $\mathbb{F}_{q^{k}}=\mathbb{F}_{2^{n}}$, with $n=k m$. If $\mathcal{G}_{i, L}$ as in (4.5) is APN over $\mathbb{F}_{2^{n}}$ with $L$ a q-polynomial, then $L$ is a complete mapping over $\mathbb{F}_{2^{n}}$.

Proof. Since $\mathcal{G}_{i, L}$ is a quadratic APN function, we have $\operatorname{Ker}\left(\Delta_{a}(a x)\right)=\{0,1\}$, for $a \in \mathbb{F}_{2^{n}}^{\star}$. For $x \in \mathbb{F}_{q}^{\star}$, we have $L(a x)=x L(a)$. So, if $x \in \mathbb{F}_{q}^{\star} \backslash\{0,1\}$, from (4.6) we
have

$$
\begin{aligned}
0 \neq & \Delta_{a}(a x)=a x L(a)^{2^{i}}+a x^{2^{i}} L(a)^{2^{i}}+(a x)^{2^{i}} L(a)+a^{2^{i}} x L(a) \\
& =a x L(a)\left(L(a)^{2^{i}-1}+x^{2^{i}-1} L(a)^{2^{i}-1}+a^{2^{i}-1} x^{2^{i}-1}+a^{2^{i}-1}\right) \\
& =a x L(a)\left(L(a)^{2^{i}-1}+a^{2^{i}-1}\right)\left(x^{2^{i}-1}+1\right)
\end{aligned}
$$

As $\mathcal{G}_{i}$ is APN over $\mathbb{F}_{2^{n}}$, we know $\operatorname{gcd}(i, n)=1$, so that $z \mapsto z^{2^{i}-1}$ is a bijection. Consequently, $x^{2^{i}-1}=1$ if and only if $x=1$, which we have excluded. Hence, for all $a \in \mathbb{F}_{2^{n}}^{\star}$, we must have $L(a) \neq 0$ and $L(a)^{2^{i}-1} \neq a^{2^{i}-1}$. This latter condition is equivalent to $L(a) \neq a$ for all $a \in \mathbb{F}_{2^{n}}^{\star}$, again because $z \mapsto z^{2^{i}-1}$ is a bijection. Since $L$ is a linear transformation, we conclude $L$ is a complete mapping over $\mathbb{F}_{2^{n}}$.

We now prove a theorem which provides a construction of quadratic APN functions containing new examples of such functions.

Theorem 4.6. Let $n=k m, \mathbb{F}_{2^{n}}^{\star}=\langle\zeta\rangle$ and $d=\operatorname{gcd}\left(q-1, \frac{q^{k}-1}{q-1}\right)$, where $q=2^{m}$. Let $d^{\prime}$ be the positive integer having the same prime factors as $d$, each being raised at the same power as in $\frac{q^{k}-1}{q-1}$, hence such that $\operatorname{gcd}\left(q-1, \frac{q^{k}-1}{(q-1) d^{\prime}}\right)=1$. Let $U=\left\langle\zeta^{d^{\prime}(q-1)}\right\rangle$ be the multiplicative subgroup of $\mathbb{F}_{q^{k}}^{\star}$ of order $\left(\frac{q^{k}-1}{(q-1) d^{1}}\right)$ and consider the set $W=\left\{y \zeta^{j}\right.$ : $\left.j=0, \ldots, d^{\prime}-1, y \in U\right\}$. Let $L \in \mathbb{F}_{q^{k}}[x]$ be a $q$-polynomial and let $\mathcal{G}_{i}(x)=x^{2^{i}+1}$ be an APN Gold function over $\mathbb{F}_{q^{k}}$ (i.e. such that $\operatorname{gcd}(i, n)=1$ ). Then $\mathcal{G}_{i, L}$ as in $(4.5)$ is APN over $\mathbb{F}_{q^{k}}$ if and only if the following conditions are satisfied:
(i) for any $u \in W, L(u) \notin\{0, u\}$;
(ii) if $n$ is even then $\left|\left\{\frac{L(u)}{u}: u \in W\right\} \cap \mathbb{F}_{2^{2}}\right| \leq 1$;
(iii) for distinct $u, v \in W$ satisfying $u^{2^{i}} L(v)+v L(u)^{2^{i}} \neq 0$, we have

$$
\frac{v^{2^{i}} L(u)+u L(v)^{2^{i}}}{u^{2^{i}} L(v)+v L(u)^{2^{i}}} \notin \mathbb{F}_{q}^{\star}
$$

Proof. Any element $x \in \mathbb{F}_{q^{k}}^{\star}$ can be expressed in the form $x=u t$ with $u \in W$ and $t \in \mathbb{F}_{q}^{\star}$. Indeed, since $\mathbb{F}_{q^{k}}^{\star}=\langle\zeta\rangle$, we have $x=\zeta^{d^{\prime} z+j}$, for some integers $z$ and $j$ where $0 \leq j \leq d^{\prime}-1$. For ease of notation, set $l=\frac{q^{k}-1}{(q-1) d^{\prime}}$. Since $\operatorname{gcd}(q-1, l)=1$, for any such $z$, there exist integers $r$ and $s$ such that $z=r(q-1)+s l$. Hence we have

$$
\begin{equation*}
x=\zeta^{d^{\prime} z+j}=\zeta^{d^{\prime} r(q-1)} \zeta^{j} \zeta^{d^{\prime} s l}=u t \tag{4.7}
\end{equation*}
$$

where, denoting $y=\zeta^{d^{\prime} r(q-1)} \in U$, we have $u=y \zeta^{j} \in W$ and $t=\zeta^{d^{\prime} s l}=\zeta^{s\left(\frac{q^{k}-1}{q-1}\right)} \in$ $\mathbb{F}_{q}^{\star}$. Since $\left|W \times \mathbb{F}_{q}^{\star}\right|=|W| \cdot\left|\mathbb{F}_{q}^{\star}\right|=\left(d^{\prime}|U|\right) \cdot(q-1)=d^{\prime} \cdot \frac{q^{k}-1}{d^{\prime}(q-1)} \cdot(q-1)=q^{k}-$ $1=\left|\mathbb{F}_{q^{k}}{ }^{k}\right|$, two distinct elements in $\mathbb{F}_{q^{k}}^{\star}$ cannot have the same representation, $u$ and $t$ are unique. Using the representation (4.7) for $x$, we have $L(x)=t L(u)$.

Let $a \in \mathbb{F}_{q^{k}}^{\star}$ and $\Delta_{a}$ from (4.6). Then $\mathcal{G}_{i, L}$ is APN over $\mathbb{F}_{q^{k}}$ if and only if $\operatorname{Ker}\left(\Delta_{a}\right)=\{0, a\}$ for all $a \in \mathbb{F}_{q^{k}}^{\star}$. Now apply the representation (4.7) for both $x=u t$ and $a=v s$ with $u, v \in W$ and $t, s \in \mathbb{F}_{q}$. Then

$$
\begin{aligned}
\Delta_{a}(x) & =u^{2^{i}} t^{2^{i}} s L(v)+v^{2^{i}} s^{2^{i}} t L(u)+u t s^{2^{i}} L(v)^{2^{i}}+v s t^{2^{i}} L(u)^{2^{i}} \\
& =t s\left(t^{2^{i}-1}\left(u^{2^{i}} L(v)+v L(u)^{2^{i}}\right)+s^{2^{i}-1}\left(v^{2^{i}} L(u)+u L(v)^{2^{i}}\right)\right)
\end{aligned}
$$

So in this representation, $\mathcal{G}_{i, L}$ is APN over $\mathbb{F}_{q^{k}}$ if and only if the only solutions to $\Delta_{v s}(u t)=0$ are $t=0$, or $u=v$ and $t=s$.

Assume $\mathcal{G}_{i, L}$ is APN over $\mathbb{F}_{q^{k}}$. Then $L$ is a complete mapping on $\mathbb{F}_{q^{k}}$ by Theorem 4.5; hence Condition (i) is satisfied. For showing Condition (ii), suppose that $n$ is even and $\left|\left\{\frac{L(u)}{u}: u \in W\right\} \cap \mathbb{F}_{2^{2}}\right|>1$. Since $L$ is a complete linear mapping, the elements of $\left\{\frac{L(u)}{u}: u \in W\right\} \cap \mathbb{F}_{2^{2}}$ cannot be in $\mathbb{F}_{2}$ and since $\left|\left\{\frac{L(u)}{u}: u \in W\right\} \cap \mathbb{F}_{2^{2}}\right|>1$ these elements are then $\alpha$ and $\alpha^{2}$, where $\alpha$ is a primitive element of $\mathbb{F}_{2^{2}}^{\star}$. There exist then two (distinct) elements $u, v \in W$ such that $L(u)=\alpha u$ and $L(v)=\alpha^{2} v$. In this case we have $u^{2^{i}} L(v)+v L(u)^{2^{i}}=u^{2^{i}} \alpha^{2} v+v \alpha^{2} u^{2^{i}}=0$, because $i$ being odd ( $n$ being even), we have $\alpha^{2^{i}}=\alpha^{2}$, and similarly $v^{2^{i}} L(u)+u L(v)^{2^{i}}=0$. Hence $\Delta_{v s}(u t)=0$ for any $s, t \in \mathbb{F}_{q}$. Therefore Condition (ii) must hold. To establish Condition (iii), assume $u^{2^{i}} L(v)+v L(u)^{2^{i}} \neq 0$. As $\operatorname{Ker}\left(\Delta_{v s}\right)=\{0, v s\}$, we know that for all $t \in \mathbb{F}_{q}^{\star}$, we must have

$$
t^{2^{i}-1}+s^{2^{i}-1}\left(\frac{v^{2^{i}} L(u)+u L(v)^{2^{i}}}{u^{2^{i}} L(v)+v L(u)^{2^{i}}}\right) \neq 0
$$

As $\mathcal{G}_{i}$ is APN over $\mathbb{F}_{q^{k}}$ by hypothesis, we know $\operatorname{gcd}\left(2^{i}-1, q-1\right)=1$, and so $t^{2^{i}-1}$ ranges over all of $\mathbb{F}_{q}^{\star}$ as $t$ does. Consequently, we must have

$$
\frac{v^{2^{i}} L(u)+u L(v)^{2^{i}}}{u^{2^{i}} L(v)+v L(u)^{2^{i}}} \notin \mathbb{F}_{q}^{\star}
$$

which is Condition (iii).
Conversely, assume that Conditions (i), (ii) and (iii) hold. Since $L(u t)=$ $t L(u)$, we have that $L$ is a complete mapping by (i). Assume that $\Delta_{v s}(u t)=0$.

We must show $t=0$, or $u=v$ and $t=s$. Assume that $t \neq 0$, we have:

$$
\begin{equation*}
t^{2^{i}-1}\left(u^{2^{i}} L(v)+v L(u)^{2^{i}}\right)+s^{2^{i}-1}\left(v^{2^{i}} L(u)+u L(v)^{2^{i}}\right)=0 \tag{4.8}
\end{equation*}
$$

Firstly, suppose $u=v$. Then (4.8) becomes $\left(t^{2^{i}-1}+s^{2^{i}-1}\right)\left(u^{2^{i}} L(u)+u L(u)^{2^{i}}\right)=$ 0 . Thus $t^{2^{i}-1}=s^{2^{i}-1}$ or $u^{2^{i}} L(u)=u L(u)^{2^{i}}$. By (i), $L(u) \neq 0$, so the latter reduces further to $L(u)^{2^{i}-1}=u^{2^{i}-1}$. But this is equivalent to $L(u)=u$, which cannot hold by (i). Thus $t^{2^{i}-1}=s^{2^{i}-1}$, from which we deduce $t=s$, as required.

It remains to show that $\Delta_{v s}(u t)=0$ has no solutions when $t \neq 0$ and $u \neq v$. Suppose $x=u t$ is a solution such that $u^{2^{i}} L(v)+v L(u)^{2^{i}}=0$. Then (4.8) forces $v^{2^{i}} L(u)+u L(v)^{2^{i}}=0$ also. So we have

$$
\frac{L(v)}{v}+\frac{L(u)^{2^{i}}}{u^{2^{i}}}=0 \text { and } \frac{L(u)}{u}+\frac{L(v)^{2^{i}}}{v^{2^{i}}}=0 .
$$

Combining, we find

$$
\frac{L(u)}{u}=\frac{L(u)^{2^{2 i}}}{u^{2 i}}
$$

so $\frac{L(u)}{u} \in \mathbb{F}_{2^{2 i}}$. If $n$ is odd we have $\mathbb{F}_{2^{2 i}} \cap \mathbb{F}_{2^{n}}=\mathbb{F}_{2}$, which implies that $\frac{L(u)}{u}$ is equal to 0 or 1 . This is not possible due to Condition (i). On the other hand, if $n$ is even then $\mathbb{F}_{2^{2 i}} \cap \mathbb{F}_{2^{n}}=\mathbb{F}_{2^{2}}$. Hence $\frac{L(u)}{u}=\alpha$, primitive element in $\mathbb{F}_{2^{2}}^{\star}$, and $\frac{L(v)}{v}=\left(\frac{L(u)}{u}\right)^{2^{i}}=\alpha^{2^{i}}=\alpha^{2}$. This leads to a contradiction for Condition (ii). Hence, if $x=u t$ is a solution, then $u^{2^{i}} L(v)+v L(u)^{2^{i}} \neq 0$. Now dividing by $u^{2^{i}} L(v)+v L(u)^{2^{i}}$ in (4.8) yields

$$
t^{2^{i}-1}+s^{2^{i}-1}\left(\frac{v^{2^{i}} L(u)+u L(v)^{2^{i}}}{u^{2^{i}} L(v)+v L(u)^{2^{i}}}\right)=0
$$

However, there are no solutions to this equation by (iii). This proves $\mathcal{G}_{i, L}$ is APN over $\mathbb{F}_{q^{k}}$.

Following the same steps of Theorem 4.6 we can extend the previous result as follows.

Corollary 4.4. Let $n=k m$ and $d=\operatorname{gcd}\left(q-1, \frac{q^{k}-1}{q-1}\right)$, where $q=2^{m}$. Let $d^{\prime}, U$ and $W$ be defined as in Theorem 4.6. Let $L \in \mathbb{F}_{q^{k}}[x]$ be a q-polynomial and let $\mathcal{G}_{i}(x)=x^{2^{i}+1}$ be a Gold function over $\mathbb{F}_{q^{k}}$ (even not APN), with $n / \operatorname{gcd}(n, i)$ odd. Then $\mathcal{G}_{i, L}$ as in (4.5) is differentially $2^{j}$-uniform over $\mathbb{F}_{q^{k}}$, where $j=\operatorname{gcd}(i, m)$, if and only if the following conditions are satisfied:
(i) for any $u \in W, L(u)^{2^{i}-1} \notin\left\{0, u^{2^{i}-1}\right\}$;
(ii) for distinct $u, v \in W$ satisfying $u^{2^{i}} L(v)+v L(u)^{2^{i}} \neq 0$, we have

$$
\frac{v^{2^{i}} L(u)+u L(v)^{2^{i}}}{u^{2^{i}} L(v)+v L(u)^{2^{i}}} \notin U^{\prime}
$$

where $U^{\prime}=\left\langle\bar{\zeta}^{\frac{q-1}{d}}\right\rangle, \bar{\zeta}=\zeta^{\frac{q^{k}-1}{q-1}}$ and $\bar{d}=\operatorname{gcd}\left(2^{i}-1, q-1\right)$.
Proof. Let $a \in \mathbb{F}_{q^{k}}^{\star}$ and $\Delta_{a}$ as (4.6). If we consider $x \in \mathbb{F}_{q}$, then we have

$$
\Delta_{a}(a x)=a x L(a)\left(L(a)^{2^{i}-1}+a^{2^{i}-1}\right)\left(x^{2^{i}-1}+1\right)
$$

implying that $a \mathbb{F}_{2^{j}} \subseteq \operatorname{Ker}\left(\Delta_{a}\right)$. Then $\mathcal{G}_{i, L}$ is differentially $2^{j}$-uniform over $\mathbb{F}_{q^{k}}$ if and only if $\operatorname{Ker}\left(\Delta_{a}\right)=a \mathbb{F}_{2^{j}}$ for all $a \in \mathbb{F}_{q^{k}}{ }^{k}$. Moreover, if $\mathcal{G}_{i, L}$ is differentially $2^{j}$-uniform then we have that Condition (i) holds.

Now, consider any $x \in \mathbb{F}_{q^{k}}$, and apply the representation (4.7) for both $x=u t$ and $a=v s$ with $u, v \in W$ and $t, s \in \mathbb{F}_{q}$. Then

$$
\begin{aligned}
\Delta_{a}(x) & =u^{2^{i}} t^{2^{i}} s L(v)+v^{2^{i}} s^{2^{i}} t L(u)+u t s^{2^{i}} L(v)^{2^{i}}+v s t^{2^{i}} L(u)^{2^{i}} \\
& =t s\left(t^{2^{i}-1}\left(u^{2^{i}} L(v)+v L(u)^{2^{i}}\right)+s^{2^{i}-1}\left(v^{2^{i}} L(u)+u L(v)^{2^{i}}\right)\right)
\end{aligned}
$$

So, $\mathcal{G}_{i, L}$ is differentially $2^{j}$-uniform if and only if the only solutions to $\Delta_{v s}(u t)=$ 0 are $t=0$, or $u=v$ and $t \in s \mathbb{F}_{2 j}^{\star}$. For establishing Condition (ii), assume $u^{2^{i}} L(v)+v L(u)^{2^{i}} \neq 0$. As $\operatorname{Ker}\left(\Delta_{v s}\right)=v s \mathbb{F}_{2}{ }^{j}$, we know that for all $t \in \mathbb{F}_{q}^{\star}$, we must have

$$
t^{2^{i}-1}+s^{2^{i}-1}\left(\frac{v^{2^{i}} L(u)+u L(v)^{2^{i}}}{u^{2^{i}} L(v)+v L(u)^{2^{i}}}\right) \neq 0
$$

Since $U^{\prime}=\left\{t^{t^{i}-1}: t \in \mathbb{F}_{q}^{\star}\right\}$, we must have

$$
\frac{v^{2^{i}} L(u)+u L(v)^{2^{i}}}{u^{2^{i}} L(v)+v L(u)^{2^{i}}} \notin U^{\prime}
$$

which is Condition (ii).
Conversely, assume that Conditions (i), (ii) hold. Assume that $\Delta_{v s}(u t)=0$. We must show $t=0$, or $u=v$ and $t \in s \mathbb{F}_{2^{\star}}^{\star}$. Assume that $t \neq 0$, we have:

$$
\begin{equation*}
t^{2^{i}-1}\left(u^{2^{i}} L(v)+v L(u)^{2^{i}}\right)+s^{2^{i}-1}\left(v^{v^{i}} L(u)+u L(v)^{2^{i}}\right)=0 \tag{4.9}
\end{equation*}
$$

Supposing $u=v$, (4.9) becomes $\left(t^{2^{i}-1}+s^{2^{i}-1}\right)\left(u^{2^{i}} L(u)+u L(u)^{2^{i}}\right)=0$. Thus $t^{2^{i}-1}=s^{2^{i}-1}$ or $u^{2^{i}} L(u)=u L(u)^{2^{i}}$. By (i), $u^{2^{i}} L(u) \neq u L(u)^{2^{i}}$, so $t^{2^{i}-1}=s^{2^{i}-1}$, from which we deduce $t \in s \mathbb{F}_{2^{j}}^{\star}$, as required.

Now, we need to show that $\Delta_{v s}(u t)=0$ has no solutions when $t \neq 0$ and $u \neq v$. Suppose $x=u t$ is a solution such that $u^{2^{i}} L(v)+v L(u)^{2^{i}}=0$. Then (4.9) implies $v^{2^{i}} L(u)+u L(v)^{2^{i}}=0$ also. So, as in Theorem 4.6 we obtain $\frac{L(u)}{u} \in$ $\mathbb{F}_{2^{2 i}}$, which contradicts Condition (i) since $\mathbb{F}_{2^{2 i}} \cap \mathbb{F}_{2^{n}}=\mathbb{F}_{2^{i}}$. Thus, if $x=u t$ is a solution, $u^{2^{i}} L(v)+v L(u)^{2^{i}} \neq 0$. Dividing by $u^{2^{i}} L(v)+v L(u)^{2^{i}}$ in (4.9) we obtain

$$
t^{2^{i}-1}+s^{2^{i}-1}\left(\frac{v^{2^{i}} L(u)+u L(v)^{2^{i}}}{u^{2^{i}} L(v)+v L(u)^{2^{i}}}\right)=0
$$

However, there are no solutions to this equation by (ii).
Proposition 4.2. Set $n$ an even integer. Suppose $\mathcal{G}_{i}(x)=x^{2^{i}+1}$ is APN over $\mathbb{F}_{2^{n}}$. Then for any $L \in \mathbb{F}_{2}[x]$ linear function, $\mathcal{G}_{i, L}$ defined as in (4.5) is not APN.

Proof. Let $L(x)=\sum_{j \in J} x^{2^{j}}$, for some $J \subseteq\{0, \ldots, n-1\}$. Then

$$
\mathcal{G}_{i, L}(x)=\sum_{j \in J}\left[x^{2^{j+i}+1}+x^{2^{j}+2^{i}}\right]
$$

Let $\Delta_{1}$ from (4.6), so that $\Delta_{1}(x)=\sum_{j \in J}\left[\left(x^{2^{j+i}}+x\right)+\left(x^{2^{j}}+x^{2^{i}}\right)\right]$. It is easy to check that $\mathbb{F}_{4} \subset \operatorname{Ker}\left(\Delta_{1}\right)$. Indeed, let $\mathbb{F}_{4}=\{0,1, \alpha, \alpha+1\}$, we have that $0,1 \in$ $\operatorname{Ker}\left(\Delta_{1}\right)$. Since $\mathcal{G}_{i}$ is APN then $i$ is odd, $\alpha^{2^{i}}=\alpha+1$ and

$$
\left(\alpha^{2^{j+i}}+\alpha\right)+\left(\alpha^{2^{j}}+\alpha^{2^{i}}\right)=\left((\alpha+1)^{2^{j}}+\alpha\right)+\left(\alpha^{2^{j}}+\alpha+1\right)=0
$$

Thus, $\Delta_{1}(\alpha)=0$, which implies $\mathbb{F}_{4} \subset \operatorname{Ker}\left(\Delta_{1}\right)$.

## Restricting $L$ to having 1 term

First we consider the case when the linear map is just a monomial, $L(x)=u x^{2^{j}}$. It follows from (4.2) that we need only to consider $j$ where $j \leq n / 2$.

Lemma 4.1. Let $\mathcal{G}_{i}(x)=x^{2^{i}+1}$ be APN over $\mathbb{F}_{2^{n}}, L(x)=u x^{2^{j}} \in \mathbb{F}_{2^{n}}[x]$ and $\mathcal{G}_{i, L}$ as in (4.5). The following statements hold.
(i) If $j=0$ and $u \in \mathbb{F}_{2^{n}} \backslash \mathbb{F}_{2}$, then $\mathcal{G}_{i, L}$ is linearly equivalent to $\mathcal{G}_{i}$.
(ii) If $n$ is odd, $j=i$, and $u \in \mathbb{F}_{2^{n}}^{\star}$, then $\mathcal{G}_{i, L}$ is linearly equivalent to $\mathcal{G}_{2 i}$ and (provided $n>3$ ) CCZ-inequivalent to $\mathcal{G}_{i}$.
(iii) If $n=2 j$, then $\mathcal{G}_{i, L}$ is linearly equivalent to $\mathcal{G}_{|j-i|}$ whenever $u x^{2^{i}}+u^{2^{i}} x^{2^{j+i}}$ is a permutation. In such cases, $\mathcal{G}_{i, L}$ is CCZ-equivalent to $\mathcal{G}_{i}$ if and only if $j=2 i$ or $2 i-j=n$.
(iv) If $\operatorname{gcd}(j, n)=1$, then $\mathcal{G}_{i, L}$ is not APN over $\mathbb{F}_{2^{n}}$. Except for the case when $n$ odd and $j=i$.
(v) If $\operatorname{gcd}(j+i,|j-i|, n)>1$, then $\mathcal{G}_{i, L}$ is not $A P N$ over $\mathbb{F}_{2^{n}}$. In particular, if $n$ is even and $j$ is odd $\mathcal{G}_{i, L}$ is not APN.

Proof. Firstly, set $L(x)=u x$ with $u \notin \mathbb{F}_{2}$. Then $\mathcal{G}_{i, L}=\left(u+u^{2^{i}}\right) \mathcal{G}_{i}$, which is clearly linearly equivalent to $\mathcal{G}_{i}$. Now let $L(x)=u x^{2^{j}}, u \in \mathbb{F}_{2^{n}}^{\star}$. Then

$$
\begin{equation*}
\mathcal{G}_{i, L}(x)=u x^{2^{i}+2^{j}}+u^{2^{i}} x^{2^{i+j}+1} \tag{4.10}
\end{equation*}
$$

If $i=j$, then (4.10) becomes $\mathcal{G}_{i, L}(x)=u x^{2^{i+1}}+u^{2^{i}} \mathcal{G}_{2 i}(x)$, which is equivalent to $\mathcal{G}_{2 i}$ and APN provided $\operatorname{gcd}(2 i, n)=1$; i.e. provided $n$ is odd. It was shown by Budaghyan, Carlet and Leander [28] that these two functions are CCZinequivalent provided $n>3$. This proves (ii). For (iii), it is easily checked that

$$
\mathcal{G}_{i, L}(x)=\left(u x^{2^{i}}+u^{2^{i}} x^{2^{j+i}}\right) \circ \mathcal{G}_{|j-i|}(x)
$$

The statement in (iii) on equivalence is clear.
Now, let $\operatorname{gcd}(j, n)=1$. For $a \in \mathbb{F}_{q}^{\star}$, set $\Delta_{a}$ as in (4.6). Then

$$
\Delta_{a}(a x)=u a^{2^{j}+2^{i}}\left(x^{2^{j-i}}+x\right)^{2^{i}}+u^{2^{i}} a^{2^{j+i}+1}\left(x^{2^{j+i}}+x\right) .
$$

Now, $\mathcal{G}_{i, L}$ is APN if and only if $\operatorname{Ker}\left(\Delta_{a}(a x)\right)=\{0,1\}$ for all $a \in \mathbb{F}_{q}^{\star}$. Let $L_{1}(x)=$ $x^{2^{j-i}}+x$ and $L_{2}(x)=x^{2^{j+i}}+x$, so that

$$
\Delta_{a}(a x)=u a^{2^{j}+2^{i}} L_{1}(x)^{2^{i}}+u^{2^{i}} a^{2^{j+i}+1} L_{2}(x)
$$

If $n$ is even, $j$ and $i$ are odd numbers and the obtained function cannot be APN since $\mathbb{F}_{4} \subseteq \operatorname{Ker}\left(L_{1}\right) \cap \operatorname{Ker}\left(L_{2}\right)$, and for all $x \in \operatorname{Ker}\left(L_{1}\right) \cap \operatorname{Ker}\left(L_{2}\right)$ we have that $x$ is a solution of $\Delta_{a}(a x)=0$. If $n$ is odd, from (ii) we have that for $j=i, \mathcal{G}_{i, L}$ is APN. Then, let us consider $j \neq i$. In this case, $\operatorname{Ker}\left(L_{1}\right) \subsetneq \mathbb{F}_{2^{n}}$ and $\operatorname{Ker}\left(L_{2}\right) \subsetneq \mathbb{F}_{2^{n}}$ since $0<|j-i|<n$ and $0<j+i<n$, so there exists some element $\bar{x} \in \mathbb{F}_{2^{n}}^{\star} \backslash\{1\}$ (note that $\mathbb{F}_{2} \subseteq \operatorname{Ker}\left(L_{1}\right) \cap \operatorname{Ker}\left(L_{2}\right)$ ) such that $L_{1}(\bar{x}) L_{2}(\bar{x}) \neq 0$. Now $\Delta_{a}(a x)=0$ is equivalent to

$$
L_{1}(x)^{2^{i}}+u^{2^{i}-1} a^{\left(2^{j}-1\right)\left(2^{i}-1\right)} L_{2}(x)=0
$$

Since $a \mapsto a^{\left(2^{j}-1\right)\left(2^{i}-1\right)}$ is a permutation of $\mathbb{F}_{2^{n}}$ (both $i$ and $j$ are coprime with $n$ ), there exists $a$ such that $a^{\left(2^{j}-1\right)\left(2^{i}-1\right)}=\frac{L_{1}(\bar{x})^{2^{i}}}{u^{2^{i}-1} L_{2}(\bar{x})}$, implying $\bar{x} \in \operatorname{Ker}\left(\Delta_{a}(a x)\right)$. So $\mathcal{G}_{i, L}$ is not APN. Then, statement (iv) is proved.

Let us consider statement (v). From the proof of (iv), we have that for all $x \in \operatorname{Ker}\left(L_{1}\right) \cap \operatorname{Ker}\left(L_{2}\right), x$ is a solution of $\Delta_{a}(a x)=0$. Then, since $\operatorname{gcd}(j+i, \mid j-$ $i \mid, n)=d>1$, for some integer $d$, we have $\mathbb{F}_{2^{d}} \subseteq \operatorname{Ker}\left(L_{1}\right) \cap \operatorname{Ker}\left(L_{2}\right)$ and so $\mathcal{G}_{i, L}$ cannot be APN.

## Restricting $L$ to having 2 terms

Consider now $L$ as a linear binomial.
Lemma 4.2. Let $m$ be a positive integer, $n=2 m$ and

$$
\begin{equation*}
L(x)=u x^{2^{m}}+v x \tag{4.11}
\end{equation*}
$$

with $u, v \in \mathbb{F}_{2^{n}}^{\star}$ and $v \neq 1$. Set $z=v+v^{2^{i}}$. If $\mathcal{G}_{i, L}$ is $A P N$, then $\mathcal{G}_{i, M}$ is an $A P N$ function EA-equivalent to $\mathcal{G}_{i, L}$ for the following choices of linear $M \in \mathbb{F}_{2^{n}}[x]$ :
(i) $M(x)=u \zeta^{2^{m}-1} x^{2^{m}}+v x$.
(ii) $M(x)=u x^{2^{m}}+w x$, where $w+w^{2^{i}}=z^{2^{m}}$;
(iii) $M(x)=u^{2} x^{2^{m}}+w x$ where $w+w^{2^{i}}=z^{2}$.

Proof. Given linear $L$ as in (4.11), equation (4.5) is of the form

$$
\begin{equation*}
\mathcal{G}_{i, L}(x)=u^{2^{i}} x^{2^{m+i}+1}+u x^{2^{m}+2^{i}}+z x^{2^{i}+1} \tag{4.12}
\end{equation*}
$$

We want to prove that in each case the obtained function is EA-equivalent to the original map.
(i). If instead of $u$ we consider $u \zeta^{2^{m}-1}$ in (4.12), then we obtain
$\mathcal{G}_{i, M}(x)=u^{2^{i}} \zeta^{2^{i}\left(2^{m}-1\right)} x^{2^{m+i}+1}+u \zeta^{2^{m}-1} x^{2^{m}+2^{i}}+z x^{2^{i}+1}$, which is linear equivalent to $\mathcal{G}_{i, L}$ as $\mathcal{G}_{i, M}\left(\zeta^{-1} x\right)=\zeta^{-2^{i}-1} \mathcal{G}_{i, L}(x)$.
(ii). For $M$ as specified, we have $\mathcal{G}_{i, M}$ is linear equivalent to $\mathcal{G}_{i, L}$ since

$$
\begin{aligned}
& \mathcal{G}_{i, M}(x)=u^{2^{i}} x^{2^{m+i}+1}+u x^{2^{m}+2^{i}}+z^{2^{m}} x^{2^{i}+1}, \\
& \mathcal{G}_{i, M}\left(u^{-2^{m}} x^{2^{m}}\right)^{2^{m}}=u^{-2^{i}-1} \mathcal{G}_{i, L}(x) .
\end{aligned}
$$

(iii). In this last case we obtain $\mathcal{G}_{i, M}\left(x^{2}\right)^{2^{2 m-1}}=\mathcal{G}_{i, L}(x)$ since

$$
\mathcal{G}_{i, M}(x)=u^{2^{i+1}} x^{2^{m+i}+1}+u^{2} x^{2^{m}+2^{i}}+z^{2} x^{2^{i}+1}
$$

Lemma 4.3. Let $m$ be an even positive integer and $n=2 m$. Suppose $\mathcal{G}_{i}$ is APN over $\mathbb{F}_{2^{n}}$. Set $L(x)=u x^{2^{m}}+v x$ with $v \in \mathbb{F}_{2^{n}}$ satisfying $v+v^{2^{i}}=1$ and $u=w^{2^{m}-1}$ for $w \in \mathbb{F}_{2^{n}}^{\star}$. Then $\mathcal{G}_{i, L}$ is an APN function over $\mathbb{F}_{2^{n}}$ EA-equivalent to $\mathcal{G}_{m-i}$.

Proof. In this case the isotopic shift of $\mathcal{G}_{i}$ by $L$ is given by
$\mathcal{G}_{i, L}(x)=u^{2^{i}} x^{2^{m+i}+1}+u x^{2^{m}+2^{i}}+x^{2^{i}+1}=w^{2^{m+i}-2^{i}} x^{2^{m+i}+1}+w^{2^{m}-1} x^{2^{m}+2^{i}}+x^{2^{i}+1}$.
Now note $w^{2^{i}+1} \mathcal{G}_{i, L}\left(x w^{-1}\right)=x^{2^{m+i}+1}+x^{2^{m}+2^{i}}+x^{2^{i}+1}$, and this latter function was shown to be EA-equivalent to $x^{2^{m-i}+1}$ in [35].

We end this subsection by deriving a necessary condition for specific $\mathcal{G}_{i, L}$ in certain restricted settings.

Lemma 4.4. Let $m$ be a positive integer and $n=2 m$. Let $u, v \in \mathbb{F}_{2^{n}}^{\star}$. If $\mathcal{G}_{i, L}$ is APN over $\mathbb{F}_{2^{n}}$ with $L(x)=u x^{2^{m}}+v x$, then $u^{2^{i}} x^{2^{i}}+u x+v^{2^{i}}+v=0$ has no solution $x$ such that $x^{2^{m}+1}=1$.

Proof. From the given $L$ we obtain in (4.5) that

$$
\mathcal{G}_{i, L}(x)=u^{2^{i}} x^{2^{m+i}+1}+u x^{2^{m}+2^{i}}+\left(v^{2^{i}}+v\right) x^{2^{i}+1}
$$

If $\mathcal{G}_{i, L}$ is APN, then

$$
\begin{aligned}
0 & \neq a^{-\left(2^{i}+1\right)} \Delta_{a}(a x) \\
& \neq\left(u a^{2^{m}-1}\right)^{2^{i}}\left(x^{2^{m+i}}+x\right)+\left(u a^{2^{m}-1}\right)\left(x^{2^{m}}+x^{2^{i}}\right)+\left(v^{2^{i}}+v\right)\left(x^{2^{i}}+x\right)
\end{aligned}
$$

for any $a \neq 0$ and $x \neq 0,1$. Assume $x \in \mathbb{F}_{2^{m}}$. Then we have

$$
a^{-\left(2^{i}+1\right)} \Delta_{a}(a x)=\left(u^{2^{i}} a^{\left(2^{m}-1\right) 2^{i}}+u a^{2^{m}-1}+v^{2^{i}}+v\right)\left(x^{2^{i}}+x\right) \neq 0
$$

Let $y=a^{2^{m}-1}$, then $u^{2^{i}} y^{2^{i}}+u y+v^{2^{i}}+v \neq 0$ for all $y \in \mathbb{F}_{q}$ such that $y^{2^{m}+1}=$ 1.

In particular when we consider the function $\mathcal{G}_{1}(x)=x^{3}$ we obtain the following.

Lemma 4.5. Let $m$ be an even positive integer and $n=2 m$. Set $u=\zeta^{i}$, with $0 \leq i<$ $2^{m}-1$. If $v \in \mathbb{F}_{2^{n}}$ is such that $v(v+1)=\zeta^{j\left(2^{m}+1\right)}$ for some $0 \leq j<2^{m}-1$ and $\mathcal{G}_{1, L}$ is APN over $\mathbb{F}_{2^{n}}$ with $L(x)=u x^{2^{m}}+v x$, then $\zeta^{\left(2^{m}+1\right)(2 j-i)}+\zeta^{i\left(2^{m}+1\right)} \neq 1$. Moreover, if there exists a positive integer $l$ such that $\zeta^{i+l\left(2^{m}-1\right)}+\zeta^{2^{m} i+l\left(1-2^{m}\right)}=1$, then $i \neq j$.

Proof. From the given $L$ we obtain in (4.5) that

$$
\mathcal{G}_{1, L}(x)=\zeta^{2 i} x^{2^{m+1}+1}+\zeta^{i} x^{2^{m}+2}+\zeta^{j\left(2^{m}+1\right)} x^{3}
$$

If $\mathcal{G}_{1, L}$ is APN, then
$a^{-3} \Delta_{a}(a x)=\left(\zeta^{i} a^{2^{m}-1}\right)^{2}\left(x^{2^{m+1}}+x\right)+\left(\zeta^{i} a^{2^{m}-1}\right)\left(x^{2^{m}}+x^{2}\right)+\zeta^{j\left(2^{m}+1\right)}\left(x^{2}+x\right) \neq 0$ for any $a \neq 0$ and $x \neq 0,1$. Assume $x \in \mathbb{F}_{2^{m}}$. Then we have

$$
a^{-3} \Delta_{a}(a x)=\left(\left(\zeta^{i} a^{2^{m}-1}\right)^{2}+\zeta^{i} a^{2^{m}-1}+\zeta^{j\left(2^{m}+1\right)}\right)\left(x^{2}+x\right) \neq 0 .
$$

Let $a=\zeta^{l}$ for a positive integer $l$. Then

$$
\begin{equation*}
a^{-3} \Delta_{a}(a x)=\left(\zeta^{2\left(i+l\left(2^{m}-1\right)\right)}+\zeta^{i+l\left(2^{m}-1\right)}+\zeta^{j\left(2^{m}+1\right)}\right)\left(x^{2}+x\right) \neq 0 \tag{4.13}
\end{equation*}
$$

Suppose that $\zeta^{\left(2^{m}+1\right)(2 j-i)}+\zeta^{i\left(2^{m}+1\right)}+1=0$. Multiplying this equality by $\zeta^{i\left(2^{m}+1\right)}$ and then taking its $2^{n-1}$ th power we get $\zeta^{i\left(2^{m}+1\right)}+\zeta^{2^{n-1} i\left(2^{m}+1\right)}+$ $\zeta^{j\left(2^{m}+1\right)}=0$. For $l=2^{n-1} i$, we have $i+l\left(2^{m}-1\right)=i 2^{n-1}\left(2^{m}+1\right)$, and so we have a choice of $a$ for which $a^{-2} \Delta_{a}(a x)=0$, contradicting the hypothesis.

Assume now that there exists an integer $l$ such that $\zeta^{i+l\left(2^{m}-1\right)}+\zeta^{2^{m} i+l\left(1-2^{m}\right)}=$ 1. Then using (4.13) we find

$$
\begin{aligned}
0 & \neq \zeta^{2\left(i+l\left(2^{m}-1\right)\right)}+\zeta^{\left(i+l\left(2^{m}-1\right)\right)}+\zeta^{j\left(2^{m}+1\right)}=\zeta^{i+l\left(2^{m}-1\right)}\left(\zeta^{i+l\left(2^{m}-1\right)}+1\right)+\zeta^{j\left(2^{m}+1\right)} \\
& \neq \zeta^{i+l\left(2^{m}-1\right)} \zeta^{2^{m} i+l\left(1-2^{m}\right)}+\zeta^{j\left(2^{m}+1\right)}=\zeta^{i\left(2^{m}+1\right)}+\zeta^{j\left(2^{m}+1\right)}
\end{aligned}
$$

implying $i \neq j$.

## Restricting $L$ to having 3 terms

From the computational analysis performed for the Gold function $\mathcal{G}_{1}(x)=x^{3}$, see Section 4.4 below, we observed that, when $L$ has 3 terms and $n=3 m$, the linear polynomial

$$
\begin{equation*}
L(x)=a x^{2^{2 m}}+b x^{2^{m}}+c x \tag{4.14}
\end{equation*}
$$

is a good generator of APN functions via shifts of $\mathcal{G}_{1}$. In this case, we have

$$
\begin{equation*}
\mathcal{G}_{1, L}(x)=a^{2} x^{2^{2 m+1}+1}+b^{2} x^{2^{m+1}+1}+a x^{2^{2 m}+2}+b x^{2^{m}+2}+\left(c^{2}+c\right) x^{3} \tag{4.15}
\end{equation*}
$$

As proved in Proposition 4.1, the polynomial $L$ generates an isotopic shift of $\mathcal{G}_{i}$ equivalent to the one generated by

$$
\begin{equation*}
M(x)=\left(a \zeta^{\left(2^{2 m}-1\right) j}\right)^{2^{k}} x^{2^{2 m}}+\left(b \zeta^{\left(2^{m}-1\right) j}\right)^{2^{k}} x^{2^{m}}+c^{2^{k}} x \tag{4.16}
\end{equation*}
$$

Consideration of this case led to Theorem 4.6. The case with $q=2^{m}, n=3 m$, in Theorem 4.6 is exactly the situation that we observed in our computational results. As we shall note in Section 4.4, this specific case provides a new APN function when $n=9$ which is CCZ-inequivalent to any known APN function.

### 4.4 Computational results

We studied the possible linear functions $L$ for which $\mathcal{G}_{i, L}$, as in (4.5), is an APN function over $\mathbb{F}_{2^{n}}$. The obtained APN functions have been compared, using CCZ-equivalence, to those presented in tables of [66]. For purposes of comparison, we will refer to the numbering given in those lists. In [102, 109] many more quadratic APN functions are constructed, however, none of our newly constructed functions is equivalent to any of them.

Note that, since for any linear $L$ isotopic shifts by $L$ and $L+I d$ give the same function $F_{L}$, whenever we have $L(x)=\sum_{j=0}^{n-1} b_{j} x^{j^{j}}$ with $b_{0}=1$ we can consider $L^{\prime}(x)=\sum_{j=1}^{n-1} b_{j} x^{2 j}$ instead.

## Data for $\mathcal{G}_{i, L}$ where $L$ has $\mathbf{1}$ or 2 terms

When $L$ has just one term, all possible cases with $3 \leq n \leq 12$ considering all APN Gold functions $\mathcal{G}_{i}(x)=x^{2^{i}+1}$, with $\operatorname{gcd}(i, n)=1$, have been analysed and the only APN functions arising are those presented in Lemma 4.1.

When $L$ has exactly two terms, we determined those isotopic shifts of $\mathcal{G}_{i}$ by $L$ that are APN over $\mathbb{F}_{2^{n}}$ for $6 \leq n \leq 11$. Apart from the $n=6$ case, we obtained APN functions only for $n=2 m$ and $L(x)=u x^{2^{m}}+v x$. For $n \in\{12,14,16\}$ we only considered $L$ of the form $u x^{2^{m}}+v x$. In particular, we found that if $n \in$ $\{8,12,16\}$, then $\mathcal{G}_{i, L}$ from (4.5) is either equivalent to $\mathcal{G}_{i}$ or to $\mathcal{G}_{m-i}$. In the other cases, $n \in\{10,14\}$, the obtained APN maps are all equivalent to the original Gold function $\mathcal{G}_{i}$.

When $n=6$, with $\mathbb{F}_{2^{6}}^{\star}=\langle\zeta\rangle$, considering $\mathcal{G}_{L, 1}$ more APN cases occur:

- $L(x)=u x^{8}+v x=u x^{2^{m}}+v x$ can give functions equivalent to $\mathcal{G}_{1}$ or to function number 2.1 in Table $2.3\left(x^{3}+x^{10}+\zeta x^{24}\right)$.
- $L(x)=u x^{16}+v x$, where $u$ is not a cube and $v+v^{2}=1$, gives a function equivalent to number 1.2 in Table $2.3\left(x^{3}+\zeta^{11} x^{6}+\zeta x^{9}\right)$.
- $L(x)=u x^{16}+v x^{4}$, where $u$ is not a cube and $v=u^{26}$, gives a function equivalent to number 1.2 in Table 2.3.


## Data for $\mathcal{G}_{i, L}$ where $L$ has 3 terms and new APN functions

When the function $L$ has 3 terms, none of them equal to $x$, we analysed $\mathcal{G}_{i, L}$ for the cases $n \in\{6,7,8,9\}$. For $n=7$ no valid trinomial was found. For the cases $n=6,8,9$, all the trinomials found are $2^{m}$-polynomials, where $n=k m$ with $k>1$, and thus instances of Theorem 4.6. In particular we obtain:
$n=6:(k=3, m=2)$ from $\mathcal{G}_{1}$ we can construct APN functions CCZ-equivalent to $\mathcal{G}_{1}$ and to number 1.2 in Table $2.3\left(x^{3}+\zeta^{-1} \operatorname{Tr}\left(\zeta^{3} x^{9}\right)\right)$.
$n=8:(k=4, m=2)$ from $\mathcal{G}_{1}$ we can construct APN functions CCZ-equivalent to number 1.2 in Table $2.5\left(x^{3}+\operatorname{Tr}\left(x^{9}\right)\right)$; from $\mathcal{G}_{3}$ we can construct APN functions CCZ-equivalent to number 1.11 in Table $2.5\left(x^{9}+\operatorname{Tr}\left(x^{3}\right)\right)$, map not in any known family of APN functions until now.
$n=9:(k=3, m=3)$ from $\mathcal{G}_{1}$ we can construct APN functions not CCZequivalent to any function from the known APN families (all CCZequivalent to N. 12 in Table 4.1).

Due to the inequivalence result obtained for $\mathbb{F}_{2^{9}}$, for $n=3 m$, we analysed the possible APN functions $\mathcal{G}_{i, L}$ as in (4.5) constructed using the linear function $L$ of the form $a x^{2^{2 m}}+b x^{2^{m}}+c x$. Considering Proposition 4.1 and setting to $d=c^{2^{i}}+c$, we obtained, up to EA-equivalence, the following results:
$m=2$ : The obtained $\mathcal{G}_{1, L}$ 's APN cases are equivalent to $\mathcal{G}_{1}$ or to $x^{3}+\zeta^{-1} \operatorname{Tr}\left(\zeta^{3} x^{9}\right)$. $m=3$ : We obtain for $\mathcal{G}_{1, L}$ the values $\left\{\left[\zeta^{424}, \zeta, \zeta^{34}\right],\left[\zeta^{263}, \zeta, \zeta^{272}\right],\left[\zeta^{508}, \zeta, \zeta^{132}\right]\right\}$. Using iteratively Proposition 4.1 it is possible to prove that the three cases are EA-equivalent to each other and, as mentioned above, $\mathcal{G}_{1, L}$ is not equivalent to any APN function from the known APN families. For $\mathcal{G}_{i, L}$ with $i \neq 1$ no APN map can be constructed.
$m=4: \mathcal{G}_{1, L}$ is APN for $[a, b, d] \in\left\{\left[\zeta^{1962}, \zeta^{3}, \zeta^{1365}\right],\left[\zeta^{290}, \zeta, \zeta^{2184}\right],\left[\zeta^{904}, \zeta^{5}, \zeta^{546}\right]\right\}$. For these cases, it is possible to prove that they are equivalent to $\mathcal{G}_{1}$. In particular, for any of these shifts $\mathcal{G}_{1, L}$ it is possible to find $L_{1}$ and $L_{2} 2^{4}$ polynomials such that $L_{1}\left(\mathcal{G}_{1, L}(x)\right)=\mathcal{G}_{1}\left(L_{2}(x)\right)$. Using the same $L$ 's, identical results are obtained for $\mathcal{G}_{i, L}$ with $i=5$.

With the restriction on the subfield $\mathbb{F}_{2^{m}}$ no choice was found for $m=5$ but for $m=6$ we obtain that $\mathcal{G}_{1, L}$ is APN for $[a, b, d] \in\left\{\left[\zeta^{37449}, 1, \zeta^{112347}\right],\left[\zeta^{149796}, 1, \zeta^{187245}\right]\right.$, $\left.\left[\zeta^{74898}, 1, \zeta^{224694}\right]\right\}$. The same results, using the identical $L$ 's, can be obtained also for $\mathcal{G}_{i, L}$ for $i=5,7$.

Remark 4.2. As shown above, the conditions of Theorem 4.6 are satisfied for many functions in dimensions $n=6,8,9,12,18$. In particular with $k=m=3$ we obtain a map $\mathcal{G}_{1, L}$ not CCZ-equivalent to any known map so far. In addition for $k=4$ and $m=2$ we obtain a map $\mathcal{G}_{3, L}$ equivalent to $x^{9}+\operatorname{Tr}\left(x^{3}\right)$, an APN map known since 2006 [22,57] which has not been part of any known family of APN functions up to now. Both functions have classical Walsh spectrum (the same as Gold functions). Computations for larger $n$ are complicated and we leave this as an open problem indicated in a conjecture below.

Conjecture 4.1. The conditions of Theorem 4.6 are satisfied by infinitely many APN functions. That is, Theorem 4.6 covers APN functions for an infinite number of dimensions $n$.

In Table 4.1 we list, up to CCZ-equivalence, all known quadratic APN maps defined over $\mathbb{F}_{2^{9}}$ (with references to families to which they belong). Note that we also have families of non-quadratic power APN functions defined over $\mathbb{F}_{2^{9}}$ but, as proven in [106], if a quadratic APN function is CCZ-equivalent to a power function then it is EA-equivalent to a Gold functions, and, therefore, we do not need to compare the constructed functions with these power functions. In the table we also list $\Gamma$-rank, $\Delta$-rank and $\left|\mathcal{M}_{G_{F}}\right|$ of the functions (CCZinvariant parameters, see Subsection 2.3.1). To this list we added the new function found with Theorem 4.6.

The cases $3 \leq n \leq 5$
For these cases, all APN functions are classified [21] and they are all CCZequivalent to the Gold functions and to the inverse function. So, from Lemma 4.1 we have that all quadratic APN functions can be obtained from the isotopic shifts of $\mathcal{G}_{1}$.

The case $n=6$
From the linear isotopic shift of the Gold function $\mathcal{G}_{1}$, with both choices for $L$ being a permutation and a 2-to-1 map, we obtained (computationally) all

Table 4.1: CCZ-inequivalent quadratic APN polynomials over $\mathbb{F}_{2^{9}}$ and their relation to previously known families of APN functions

| N. | Function | Family | no. in Table 2.6 | $\Gamma$-rank | $\Delta$-rank | $\left\|\mathcal{M}_{G_{F}}\right\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $x^{3}$ | Gold | 1.1 | 38470 | 872 | $9 \cdot 2^{9} \cdot 511$ |
| 2 | $x^{5}$ | Gold | 2.1 | 41494 | 872 | $9 \cdot 2^{9} \cdot 511$ |
| 3 | $x^{17}$ | Gold | 3.1 | 38470 | 872 | $9 \cdot 2^{9} \cdot 511$ |
| 4 | $x^{13}$ | Kasami | 4.1 | 58676 | 3086 | $9 \cdot 511$ |
| 5 | $x^{241}$ | Kasami | 6.1 | 61726 | 3482 | $9 \cdot 511$ |
| 6 | $x^{19}$ | Welch | 5.1 | 60894 | 3956 | $9 \cdot 511$ |
| 7 | $x^{255}$ | Inverse | 7.1 | 130816 | 93024 | $2 \cdot 9 \cdot 511$ |
| 8 | $\operatorname{Tr}_{1}^{9}\left(x^{9}\right)+x^{3}$ | $[30]$ | 1.2 | 47890 | 920 | $9 \cdot 2^{9}$ |
| 9 | $\operatorname{Tr}_{3}^{9}\left(x^{18}+x^{9}\right)+x^{3}$ | $[31]$ | 1.3 | 48428 | 930 | $9 \cdot 2^{9}$ |
| 10 | $\operatorname{Tr}_{3}^{9}\left(x^{36}+x^{18}\right)+x^{3}$ | $[31]$ | 1.4 | 48460 | 944 | $9 \cdot 2^{9}$ |
| 11 | $x^{3}+x^{10}+\zeta^{438} x^{136}$ | - | 8.1 | 48608 | 938 | $3 \cdot 7 \cdot 2^{9}$ |
| 12 | $\zeta^{337} x^{129}+\zeta^{424} x^{66}+\zeta^{2} x^{17}+\zeta x^{10}+\zeta^{34} x^{3}$ | Theorem 4.6 | - | 48596 | 944 | $3 \cdot 7 \cdot 2^{9}$ |

the quadratic APN functions over $\mathbb{F}_{2^{6}}$ (up to EA-equivalence). That is, for any given quadratic APN function $F$ over $\mathbb{F}_{2^{6}}$ there exist a linear permutation $L$ and a 2-to-1 linear map $L^{\prime}$ such that the isotopic shifts $\mathcal{G}_{1, L}$ and $\mathcal{G}_{1, L^{\prime}}$ are EA-equivalent to $F$. The same result was computationally obtained for any quadratic APN map over $\mathbb{F}_{2^{6}}$ listed in [57] in place of $\mathcal{G}_{1}$. The computations can be seen in Appendix A. Up to EA-equivalence (and thus CCZ-equivalence) the list is complete and, since for two quadratic maps EA-equivalence implies EAequivalence of the isotopic shifts (see Corollary 4.1), we can state the following result.

Proposition 4.3. Over $\mathbb{F}_{2^{6}}$ for any two quadratic APN maps $F$ and $G$, there exist a linear permutation $L$ and a linear 2-to-1 map $L^{\prime}$ such that $F_{L}$ and $F_{L^{\prime}}$ are $E A$-equivalent to $G$.

Note that, in general, the number of all the DO-polynomials over $\mathbb{F}_{2^{n}}$ is $q^{\binom{n}{2}}$, where $q=2^{n}$, and the number of all the possible shifts of a fixed function $F$ is $q^{n}$. So, also for small values of $n$ the number of the linear shifts that we can obtain from one fixed function is much smaller than the number of the DO-polynomials. Moreover, for isotopic shifts we are restricted to only shifts by linear permutation or 2-to-1 maps which further constrains the search area. Hence, obtaining all possible quadratic APN functions for $n=6$ as an isotopic shift of a single function, indicates that the isotopic shift is a powerful method for constructing APN functions.

Additional data for isotopic shifts of $x^{3}+\operatorname{Tr}\left(x^{9}\right)$
In this case, the isotopic shift of $F$ by a linear function $L$ is of the form

$$
\begin{equation*}
F_{L}(x)=x L(x)(x+L(x))+\operatorname{Tr}\left(x L(x)\left(x^{7}+L^{7}(x)\right)\right) \tag{4.17}
\end{equation*}
$$

We may immediately observe some trivial constructions.
For $n$ even, set $L(x)=u x$ with $u$ a primitive cubed root of unity in $\mathbb{F}_{2^{n}}$, so that $u^{2}+u+1=0$. Then we have $F_{L}(x)=x^{3}+\operatorname{Tr}\left(x^{9}\right)$.

Remark 4.3. For $n$ a multiple of 3 , the APN function $x^{3}$ can be obtained as an isotopic shift of $x^{3}+\operatorname{Tr}\left(x^{9}\right)\left(\right.$ set $L(x)=u x$ with u primitive 7 -th root of unity, $F_{L}(x)=u(u+$ 1) $x^{3}$ ).

Computational results, which are different from the two cases above, can be summarised as follows. When the function $L$ has 1 term:
$n=7$ : the obtained $F_{L}$ 's are CCZ-equivalent to number 2.2 in Table $2.4\left(x^{3}+\right.$ $\left.x^{17}+x^{33}+x^{34}\right)$;
$n=8$ : the obtained $F_{L}$ 's are CCZ-equivalent to $F$ or to $x^{9}+\operatorname{Tr}\left(x^{3}\right)$;
$n=11:$ no valid monomial was found.
When the function $L$ has 2 terms, different from $x$ :
$n=8$ : the obtained $F_{L}$ 's are CCZ-equivalent to $x^{9}+\operatorname{Tr}\left(x^{3}\right)$.

## Restricting the coefficients of $L$ to $\mathbb{F}_{2}$

Proposition 4.2 shows that a linear function $L$ with coefficients in $\mathbb{F}_{2}$ cannot generate an APN function from isotopic shift of Gold functions over extension fields of even degree. This was investigated further computationally, over extension fields of odd degree. We looked at $\mathcal{G}_{i, L}$ for valid $\mathcal{G}_{i}$ and $L \in \mathbb{F}_{2}[x]$. Except the case $n=5$, for $3 \leq n \leq 11$ we obtained APN shifts only for $L(x)=x^{2^{i}}$ which is the case (ii) in Lemma 4.1. For $n=5$ there are several polynomials which take $\mathcal{G}_{i}$ to $\mathcal{G}_{j}$ for $1 \leq i, j \leq 2$.

We also looked at isotopic shifts of $x^{3}+\operatorname{Tr}\left(x^{9}\right)$ by linear $L \in \mathbb{F}_{2}[x]$. For $7 \leq n \leq 12$, the only linear functions for which APN functions were obtained were for $n=7$, with $L(x)=x^{8}$ or $L(x)=x^{16}$. In both cases, the obtained APN functions are CCZ-equivalent to $x^{3}+x^{17}+x^{33}+x^{34}$, number 2.2 in Table 2.4.

## Chapter 5

## Generalised isotopic shift construction for APN functions

From the concept of isotopic shift presented in Chapter 4, in the following we introduce two different constructions that can be seen as generalisations of the linear isotopic shift construction when the starting function is a monomial with a Gold exponent,

$$
\begin{equation*}
\mathcal{G}_{i, L}(x)=x L(x)^{2^{i}}+x^{2^{i}} L(x) \tag{5.1}
\end{equation*}
$$

with $L$ a linear function. There are different possibilities to generalise function (5.1). One of them is to consider $x L_{1}(x)^{2^{i}}+x^{2^{i}} L_{2}(x)$, with $L_{1}$ and $L_{2}$ linear maps, while another one is to consider $\mathcal{G}_{i, L}$ with $L$ not linear.

The first generalisation is studied in Section 5.1. In particular, in Theorem 5.1 we give a construction for APN functions with $L_{1}$ and $L_{2} q$-polynomials. From this construction we obtain fifteen new APN functions for $n=9$. Moreover, we cover some of the functions in the lists given in [66] and [102] which are not contained in any of the known infinite families.

To show the inequivalence between some of the obtained maps, we introduce in Proposition 5.2 a new EA-invariant (this invariant was also noticed independently in [72]). We recall that for quadratic APN functions CCZequivalence coincides with EA-equivalence. Hence EA-invariants are useful for determining CCZ-inequivalence for quadratic APN functions.

For the case when $L$ is not necessarily linear, all known APN power functions in odd dimensions, except the Dobbertin function, can be obtained as nonlinear shifts of Gold functions, see Theorem 5.2.

### 5.1 On generalisations of the form $x L_{1}(x)^{2^{i}}+x^{2^{i}} L_{2}(x)$

In this section we consider the generalised isotopic shift of the form

$$
\begin{equation*}
F(x)=x L_{1}(x)^{2^{i}}+x^{2^{i}} L_{2}(x) \tag{5.2}
\end{equation*}
$$

for $L_{1}, L_{2}$ linear functions. It is possible, for some results presented in Chapter 4 , to get a similar result for this construction.

Given two positive integers $k, m$, let us consider the finite field $\mathbb{F}_{2^{n}}$ with $n=k m$. Denoting $d=\operatorname{gcd}\left(2^{m}-1, \frac{2^{k m}-1}{2^{m}-1}\right)$, let $d^{\prime}$ be the positive integer with the same prime factors as $d$, satisfying $\operatorname{gcd}\left(2^{m}-1, \frac{2^{k m}-1}{\left(2^{m}-1\right) d^{\prime}}\right)=1$. Now, let $U=$ $\left\langle\zeta^{d^{\prime}\left(2^{m}-1\right)}\right\rangle$ be the multiplicative subgroup of $\mathbb{F}_{2^{n}}^{\star}$ of order $\left(\frac{2^{k m}-1}{2^{m}-1}\right) / d^{\prime}$. Note that it is possible to write every element $x \in \mathbb{F}_{2^{n}}^{\star}$ as $x=u t$ with $u \in W$ and $t \in \mathbb{F}_{2^{m}}^{\star}$, where $W=\left\{\zeta^{s} y: y \in U, 0 \leq s \leq d^{\prime}-1\right\}$.
Then it is possible to obtain the following generalisation of Theorem 4.6.
Theorem 5.1. Let $n=k m$ for $m>1$. Let $L_{1}(x)=\sum_{j=0}^{k-1} A_{j} x^{2^{j m}}$ and $L_{2}(x)=$ $\sum_{j=0}^{k-1} B_{j} x^{j^{m}}$ be two $2^{m}$-polynomials. Fix $i$ so that $\operatorname{gcd}(i, m)=1$ and $F \in \mathbb{F}_{2^{n}}[x]$ the function given by (5.2). Then $F$ is APN over $\mathbb{F}_{2^{n}}$ if and only if each of the following statements holds for any $v \in W$ :

- $\left(\frac{L_{1}(v)}{v}\right)^{2^{i}} \neq \frac{L_{2}(v)}{v} ;$
- If $u \in W \backslash\{1\}$ and $\left(\frac{L_{1}(u v)}{u v}\right)^{2^{i}}=\frac{L_{2}(v)}{v}$, then $\left(\frac{L_{1}(v)}{v}\right)^{2^{i}} \neq \frac{L_{2}(u v)}{u v}$;
- If $u \in W \backslash\{1\}$ and $\left(\frac{L_{1}(u v)}{u v}\right)^{2^{i}} \neq \frac{L_{2}(v)}{v}$, then $\frac{L_{1}(v)^{2^{i}}(u v)+L_{2}(u v) v^{2^{i}}}{L_{1}(u v)^{2^{i}} v+L_{2}(v)(u v)^{2^{i}}} \notin \mathbb{F}_{2^{m}}^{\star}$.

Proof. We need that, for any $a \in \mathbb{F}_{2^{n}}^{\star}$, the function $\Delta_{a}(x)=F(x+a)+F(x)+$ $F(a)$ is a 2-to-1 map, or equivalently, that $\operatorname{ker}\left(\Delta_{a}(a x)\right)=\{0,1\}$. Since $\mathbb{F}_{2^{n}}^{\star}=$ $W \times \mathbb{F}_{2^{m}}^{\star}$, we can rewrite $a=s t$ and $x=u v$ with $s, u \in \mathbb{F}_{2^{m}}^{\star}$ and $t, v \in W$. Since $L_{1}$ and $L_{2}$ are $2^{m}$-polynomials, we have:

$$
\begin{aligned}
\Delta_{a}(a x) & =L_{1}(a)^{2^{i}} a x+L_{2}(a)(a x)^{2^{i}}+L_{1}(a x)^{2^{i}} a+L_{2}(a x) a^{2^{i}} \\
& =s^{2^{i}} L_{1}(t)^{2^{i}} s t \cdot u v+s L_{2}(t) s^{2^{i}} t^{2^{i}} \cdot u^{2^{i}} v^{2^{i}}+s^{2^{i}} u^{2^{i}} L_{1}(t v)^{2^{i}} s t+s u L_{2}(t v) s^{2^{i}} t^{2^{i}} \\
& =u s^{2^{i}+1}\left[\left(L_{1}(t){2^{i}}^{{ }^{i}} t v+L_{2}(t v) t^{2^{i}}\right)+u^{2^{i}-1}\left(L_{2}(t) t^{2^{i}} v^{2^{i}}+L_{1}(t v)^{2^{i}} t\right)\right] .
\end{aligned}
$$

Without loss of generality we can assume that $s=1$. So, $F$ is APN over $\mathbb{F}_{2^{n}}$ if and only if $u=0$ or $u=v=1$ are the only solutions to $\Delta_{t}(u v t)=0$ for any $t \in U$.

If $v=1$, then

$$
\Delta_{t}(t x)=u\left(L_{1}(t)^{2^{i}} t+L_{2}(t) t^{2^{i}}\right)\left[1+u^{2^{i}-1}\right]
$$

Since $\operatorname{gcd}(i, m)=1, x^{2^{i}-1}$ is a permutation over $\mathbb{F}_{2^{m}}$ and thus $\operatorname{ker}\left(\Delta_{t}(t x)\right)=$ $\{0,1\}$ if and only if $\frac{L_{1}(t)^{2^{i}}}{t^{2^{i}}} \neq \frac{L_{2}(t)}{t}$.

Assume now that $v \neq 1$. If $L_{2}(t) t^{2^{i}} v^{2^{i}}+L_{1}(t v)^{2^{i}} t=0$, then we have:

$$
\Delta_{t}(t x)=u\left[\left(L_{1}(t)^{2^{i}} t v+L_{2}(t v) t^{2^{i}}\right)\right]
$$

This implies $\frac{L_{1}(t)^{2^{i}}}{t^{2^{i}}} \neq \frac{L_{2}(t v)}{t v}$.
If $L_{2}(t) t^{2^{i}} v^{2^{i}}+L_{1}(t v)^{2^{i}} t \neq 0$, then

$$
\left[\left(L_{1}(t)^{2^{i}} t v+L_{2}(t v) t^{2^{i}}\right)+u^{2^{i}-1}\left(L_{2}(t) t^{2^{i}} v^{2^{i}}+L_{1}(t v)^{2^{i}} t\right)\right]=0
$$

implies $u^{2^{i}-1}=\frac{L_{1}(t)^{2^{i}} t v+L_{2}(t v) t^{2^{i}}}{L_{2}(t) t^{2^{i}} v^{2^{i}}+L_{1}(t v)^{2^{i}} t}$. Since $x^{2^{i}-1}$ is a permutation over $\mathbb{F}_{2^{m}}$ this equation admits a solution different from zero if and only if $\frac{L_{1}(t)^{2^{i}} t v+L_{2}(t v) t^{i}}{L_{2}(t) t^{2^{i}} v^{i^{i}}+L_{1}(t v)^{2^{i}} t}$ is contained in $\mathbb{F}_{2^{m}}^{\star}$.

The obtained APN function (5.2) is of the form

$$
F(x)=\left(A_{0}^{2^{i}}+B_{0}\right) x^{2^{i}+1}+\sum_{j=1}^{k-1}\left[A_{j}^{2^{i}} x^{2^{i+j m}+1}+B_{j} x^{2^{j m}+2^{i}}\right]
$$

Let us see now necessary conditions on the linear functions $L_{1}$ and $L_{2}$ for $F$ to be APN.

Proposition 5.1. Let $n, L_{1}, L_{2}$ and $F$ be as in Theorem 5.1. If $F$ is $A P N$ over $\mathbb{F}_{2^{n}}$, then the following statements hold:

(ii) $\left|\operatorname{ker}\left(L_{1}(x)^{2^{i}}+r x\right) \cap \operatorname{ker}\left(L_{2}(x)+w^{2^{i}} x^{2^{i}}\right)\right| \leq 2$ for any $r, w \in \mathbb{F}_{2^{n}}$;
(iii) If $\operatorname{ker}\left(L_{1}\right) \cap \operatorname{ker}\left(L_{2}(x)+x\right) \neq\{0\}$, then $\operatorname{ker}\left(L_{1}(x)+x\right) \cap \operatorname{ker}\left(L_{2}\right)=\{0\}$;
(iv) $\operatorname{ker}\left(L_{1}(x)+r x^{2^{j}}\right) \cap \operatorname{ker}\left(L_{2}(x)+r^{2^{i}} x^{\left(2^{j}-1\right) 2^{i}+1}\right)=\{0\}$ for any $r \in \mathbb{F}_{2^{n}}$ and $j \geq 0$.

Proof. For any non-zero $a$, we define the function $\Delta_{a}(x)=F(x+a)+F(x)+$ $F(a)$. Suppose there exists a non-zero $a \in \operatorname{ker}\left(L_{1}(x)+r x\right) \cap \operatorname{ker}\left(L_{2}(x)+{\left.r^{2^{i}} x\right) .}\right.$ As

$$
\Delta_{a}(x)=a L_{1}(x)^{2^{i}}+x L_{1}(a)^{2^{i}}+x^{2^{i}} L_{2}(a)+a^{2^{i}} L_{2}(x)
$$

we clearly have $a \mathbb{F}_{2^{m}} \subseteq \operatorname{ker}\left(\Delta_{a}\right)$, but since $m>1$, this contradicts $\left|\operatorname{ker}\left(\Delta_{a}\right)\right|=2$. This establishes (i).

For (ii), suppose $\{0, a, b\} \subseteq \operatorname{ker}\left(L_{1}(x)^{2^{i}}+r x\right) \cap \operatorname{ker}\left(L_{2}(x)+w^{2^{i}} x^{2^{i}}\right)$. Then

$$
\Delta_{a}(b)=a(r b)+b(r a)+a^{2^{i}}\left(w^{2^{i}} b^{2^{i}}\right)+b^{2^{i}}\left(w^{2^{i}} a^{2^{i}}\right)=0
$$

Next suppose $a \in \operatorname{ker}\left(L_{1}\right) \cap \operatorname{ker}\left(L_{2}(x)+x\right)$. Then we have $\Delta_{a}(x)=a\left(L_{1}(x)+\right.$ $x)^{2^{i}}+a^{2^{i}} L_{2}(x)$. Clearly any $b \in \operatorname{ker}\left(L_{1}(x)+x\right) \cap \operatorname{ker}\left(L_{2}\right)$ satisfies $\Delta_{a}(b)=0$. Since $f$ is APN, $\operatorname{ker}\left(\Delta_{a}\right)=\{0, a\}$, so that $\operatorname{ker}\left(L_{1}(x)+x\right) \cap \operatorname{ker}\left(L_{2}\right) \subset\{0, a\}$. However, $\operatorname{ker}\left(L_{1}\right) \cap \operatorname{ker}\left(L_{1}(x)+x\right)=\{0\}$, so that no non-zero element of $\mathbb{F}_{2^{n}}$ can lie in both $\operatorname{ker}\left(L_{1}\right) \cap \operatorname{ker}\left(L_{2}(x)+x\right)$ and $\operatorname{ker}\left(L_{1}(x)+x\right) \cap \operatorname{ker}\left(L_{2}\right)$. This establishes (iii).

For (iv), suppose $a \in \operatorname{ker}\left(L_{1}(x)+r x^{2^{j}}\right) \cap \operatorname{ker}\left(L_{2}(x)+r^{2^{i}} x^{\left(2^{j}-1\right) 2^{i}+1}\right)$ is nonzero. Then for any $t \in \mathbb{F}_{2^{m}}$ we have

$$
\begin{aligned}
\Delta_{a}(t a) & =a r^{2^{i}} t^{2^{i}} a^{2^{j+i}}+\operatorname{tar}^{2^{i}} a^{2^{j+i}}+(t a)^{2^{i}} r^{2^{i}} a^{\left(2^{j}-1\right) 2^{i}+1}+a^{2^{i}} r^{2^{i}} t a^{\left(2^{j}-1\right) 2^{i}+1} \\
& =r^{2^{i}} a^{2^{j+i}+1}\left(t^{2^{i}}+t+t^{2^{i}}+t\right)=0
\end{aligned}
$$

so that $a \mathbb{F}_{2^{m}} \subseteq \operatorname{ker}\left(\Delta_{a}\right)$, a contradiction.

### 5.1.1 The case $n=8$

Applying the construction of Theorem 5.1 in dimension 8 with $k=4$ and $m=2$, restricting the coefficients of $L_{1}$ and $L_{2}$ to the subfield $\mathbb{F}_{2^{4}}$, we obtained several APN functions given in Table 2.5 and one in [102, Table 5] which have not been previously identified as a part of any APN family. The functions mentioned are listed in Table 5.1.

The following results were obtained for $n=8$.

- Considering generalised isotopic shifts of $x^{3}$ it is possible to obtain maps EA-equivalent to nos. 1.2, 1.5, 1.7, 1.8, 1.10, 1.11, 1.12, 1.16, 1.17, 3.1 in Table 2.5 and to no. 9 in Table 5 [102].
- Considering generalised isotopic shifts of $x^{9}$ it is also possible to obtain maps EA-equivalent to no. 1.3 in Table 2.5.

Remark 5.1. Function no. 9 in Table 5 [102] has the same CCZ-invariants ( $\Gamma$-rank, $\Delta$-rank and $\left|\mathcal{M}_{G_{F}}\right|$ ) as function number 1.9 in Table 2.5 (we note that the value of the $\Gamma$-rank given in [102, Table 6] is not correct, indeed the function has $\Gamma$-rank=14034,

Table 5.1: APN polynomials over $\mathbb{F}_{2^{8}}$ derived from Theorem 5.1. They all correspond to known but unclassified cases.

| Functions | equiv. to no. in Table 2.5 |
| :---: | :---: |
| $\zeta^{136} x^{66}+\zeta^{85} x^{33}+\zeta^{85} x^{18}+\zeta^{102} x^{9}+\zeta^{221} x^{6}+x^{3}$ | no. 9 in Table 5 [102] |
| $\zeta^{102} x^{66}+\zeta^{204} x^{9}+x^{3}$ | 1.2 |
| $\zeta^{153} x^{129}+\zeta^{204} x^{66}+\zeta^{170} x^{33}+\zeta^{85} x^{18}+\zeta^{204} x^{6}+x^{3}$ | 1.5 |
| $\zeta^{102} x^{129}+\zeta^{153} x^{66}+\zeta^{170} x^{33}+\zeta^{221} x^{18}+\zeta^{221} x^{9}+\zeta^{187} x^{6}+x^{3}$ | 1.7 |
| $x^{66}+\zeta^{85} x^{33}+x^{18}+x^{9}+x^{3}$ | 1.8 |
| $\zeta^{204} x^{129}+\zeta^{170} x^{66}+\zeta^{153} x^{33}+\zeta^{85} x^{18}+\zeta^{153} x^{9}+\zeta^{17} x^{6}+x^{3}$ | 1.10 |
| $\zeta^{204} x^{66}+x^{33}+x^{18}+\zeta^{153} x^{9}+x^{3}$ | 1.11 |
| $\zeta^{170} x^{129}+\zeta^{204} x^{66}+\zeta^{17} x^{33}+\zeta^{68} x^{18}+\zeta^{221} x^{9}+\zeta^{204} x^{6}+x^{3}$ | 1.12 |
| $\zeta^{238} x^{129}+\zeta^{204} x^{66}+\zeta^{119} x^{33}+\zeta^{68} x^{18}+\zeta^{85} x^{9}+\zeta^{119} x^{6}+x^{3}$ | 1.16 |
| $\zeta^{17} x^{129}+\zeta^{85} x^{66}+\zeta^{34} x^{33}+\zeta^{34} x^{18}+\zeta^{187} x^{9}+\zeta^{187} x^{6}+x^{3}$ | 1.17 |
| $\zeta^{17} x^{129}+\zeta^{238} x^{66}+\zeta^{153} x^{33}+\zeta^{85} x^{18}+\zeta^{238} x^{9}+\zeta^{102} x^{6}+x^{3}$ | 3.1 |
| $\zeta^{153} x^{129}+\zeta^{221} x^{72}+\zeta^{170} x^{33}+\zeta^{102} x^{24}+x^{12}+x^{9}+\zeta^{136} x^{3}$ | 1.3 |

see Table 2.7 for the correct values).
Since two quadratic APN functions are CCZ-equivalent if and only if they are EAequivalent [105], the CCZ-inequivalence between these two functions can be obtained by checking another invariant with respect to EA-equivalence that we shall introduce in the next subsection.

### 5.1.2 A new EA-equivalence invariant

Let $S(F)=\left\{b \in \mathbb{F}_{2^{n}}: \exists a \in \mathbb{F}_{2^{n}}\right.$ s.t. $\left.\mathcal{W}_{F}(a, b)=0\right\}$, where $\mathcal{W}_{F}(a, b)$ is the Walsh coefficient of $F$ in $a$ and $b$. This set was used in [25] to study some relations between CCZ-equivalence and EA-equivalence.

It is easy to check that:

- if $F^{\prime}=F+L$ with $L$ linear, then $S(F)=S\left(F^{\prime}\right)$.
- If $F^{\prime}=A_{1} \circ F \circ A_{2}$ with $A_{1}, A_{2}$ affine permutations, then $S\left(F^{\prime}\right)=\bar{A}_{1}^{*}(S(F))$, where $\bar{A}_{1}^{*}$ is the adjoint operator of the linear map $A_{1}(x)+A_{1}(0)$.

From this we have the following.
Proposition 5.2. Let $N_{i}$ be the number of the $\mathbb{F}_{2}$-vector subspaces of $\mathbb{F}_{2^{n}}$ contained in $S(F)$ of dimension $i$. Then, the values $N_{i}$ for $i=1, \ldots, n$ are $E A$-invariant.

Proof. If $F^{\prime}$ is EA-equivalent to $F$, then there exist $A_{1}, A_{2}$ affine permutations and $L$ linear such that $F^{\prime}(x)=A_{1} \circ F \circ A_{2}(x)+L(x)$. From the arguments above, denoting $\bar{A}_{1}(x)=A_{1}(x)+A_{1}(0)$ we have that $S\left(F^{\prime}\right)=\bar{A}^{*}(S(F))$.

Remark 5.2. We computed the values $N_{i}$ for the two functions and we got $N_{1}=86$, $N_{2}=340$ and $N_{3}=4$ for function no. 9 in [102, Table 5], and $N_{1}=86, N_{2}=340$ and $N_{3}=8$ for function no. 1.9 in Table 2.5. Thus from Proposition 5.2 we have that the two functions are not EA-equivalent.

Remark 5.3. Note that when $n$ is odd, a quadratic APN function $F$ is $A B$ (i.e. for all $b \in \mathbb{F}_{2^{n}}^{\star}$ we have $\left.\left\{\mathcal{W}_{F}(a, b): a \in \mathbb{F}_{2^{n}}\right\}=\left\{0, \pm 2^{(n+1) / 2}\right\}\right)$, which implies $S(F)=\mathbb{F}_{2^{n}}$. Thus, this new invariant cannot be used for testing the CCZ-equivalence of quadratic APN functions in the case $n$ odd.

Remark 5.4. In fact, this EA-invariant was tackled independently by Göloğlu and Pavliu in [72]. In their work, they focused on plateaued functions and looked at the subspaces in the set $\left\{b\right.$ s.t. $\left.\mathcal{W}_{F}(0, b) \neq \pm 2^{n / 2}\right\}$ ( $n$ even). For plateaued functions, this set coincides with $S(F)$.

Remark 5.5. A similar invariant was introduced in [39] where the authors consider the set

$$
\mathcal{Z}_{F}=\left\{(\alpha, \beta) \in \mathbb{F}_{2^{n}} \times \mathbb{F}_{2^{n}} \text { s.t. } \mathcal{W}_{F}(\alpha, \beta)=0\right\} \cup\{0,0\}
$$

Lemma 2 in [39] states that for two CCZ-equivalent functions $F$ and $G$, there exists a linear permutation $\mathcal{L}$ of $\mathbb{F}_{2^{n}} \times \mathbb{F}_{2^{n}}$ such that $\mathcal{L}\left(\mathcal{Z}_{F}\right)=\mathcal{Z}_{G}$. Therefore the number of vector subspaces of $\mathcal{Z}_{F}$ of a fixed dimension $i$ is invariant under CCZ-equivalence. Notice that the set $S(F)$ is the projection, over one coordinate, of the set $Z_{F}$ and the invariants introduced in Proposition 5.2 could be not invariant under CCZ-equivalence. From [39] we have also the following: setting $\mathcal{V}^{\perp}=\left\{(0, x): x \in \mathbb{F}_{2^{n}}\right\}$ and $\Sigma_{F}$ the set of all vector spaces of dimension $n$ in $z_{F}$, the values

$$
n_{i}=\left|\left\{V \in \Sigma_{F}: \operatorname{dim}\left(V^{\prime}\right)=i\right\}\right|
$$

are $E A$-invariants, where $V^{\prime}$ is its projection of $V$ on $\mathcal{V}^{\perp} 1$.

[^8]
### 5.1.3 The case $n=9$

For the case $k=m=3$ we consider the generalised linear shift as in (5.2) with $L_{1}$ and $L_{2}$ having coefficients in the subfield $\mathbb{F}_{2^{3}}$. In Table 4.1 we have listed all known APN functions for $n=9$. In Table 5.2, we list all new APN functions obtained from Theorem 5.1. We observe that the family of Theorem 5.1 covers the only known example of an APN function for $n=9$, function N. 11 of Table 4.1, which had not been previously identified as part of an APN family. Hence, currently, all known APN functions for $n=9$ are now covered by an APN family. Note that this latter function was not obtained from the approach studied in [66] (it does not belong to a switching class of a previously known APN map). Moreover, Table 5.2 indicates 15 new CCZ-inequivalent APN functions, all obtained from Theorem 5.1. We include, for each function, the CCZ-invariants $\Gamma$-rank, $\Delta$-rank and $\left|\mathcal{M}_{G_{F}}\right|$.

Table 5.2: CCZ-inequivalent APN polynomials over $\mathbb{F}_{2^{9}}$ derived from Theorem 5.1. All, except for the first one, are either new or correspond to the one known but unclassified case.

| $\mathcal{G}_{i}$ | Function | Eq. to known ones | $\Gamma$-rank | $\Delta$-rank | $\left\|\mathcal{M}_{G_{F}}\right\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $i=1$ | $x^{129}+\zeta^{146} x^{66}+x^{17}+\zeta^{365} x^{10}+x^{3}$ | eq. to N. 12 in Table 4.1 | 48596 | 944 | $2^{9} \cdot 3 \cdot 7$ |
| $i=1$ | $\zeta^{219} x^{129}+\zeta^{292} x^{66}+\zeta^{292} x^{17}+\zeta^{219} x^{10}+x^{3}$ | new | 48506 | 936 | $2^{9} \cdot 3 \cdot 7$ |
| $i=1$ | $\zeta^{365} x^{129}+\zeta^{292} x^{66}+\zeta^{365} x^{17}+\zeta^{73} x^{10}+x^{3}$ | new | 48610 | 938 | $2^{9} \cdot 3 \cdot 7$ |
| $i=1$ | $\zeta^{365} x^{129}+\zeta^{365} x^{66}+\zeta^{146} x^{17}+\zeta^{365} x^{10}+x^{3}$ | new | 48612 | 938 | $2^{9} \cdot 3 \cdot 7$ |
| $i=1$ | $\zeta^{365} x^{129}+\zeta^{219} x^{66}+\zeta^{292} x^{17}+\zeta^{73} x^{10}+x^{3}$ | new | 48548 | 928 | $2^{9} \cdot 3 \cdot 7$ |
| $i=1$ | $\zeta^{73} x^{129}+\zeta^{365} x^{66}+\zeta^{73} x^{17}+\zeta^{73} x^{10}+x^{3}$ | new | 48548 | 928 | $2^{9} \cdot 3 \cdot 7$ |
| $i=1$ | $\zeta^{365} x^{129}+\zeta^{438} x^{66}+\zeta^{292} x^{10}+x^{3}$ | new | 48506 | 936 | $2^{9} \cdot 3 \cdot 7$ |
| $i=1$ | $\zeta^{365} x^{129}+x^{66}+\zeta^{438} x^{10}+x^{3}$ | new | 48604 | 928 | $2^{9} \cdot 3 \cdot 7$ |
| $i=1$ | $\zeta^{73} x^{129}+\zeta^{292} x^{66}+x^{10}+x^{3}$ | new | 48564 | 942 | $2^{9} \cdot 3 \cdot 7$ |
| $i=1$ | $\zeta^{73} x^{129}+x^{66}+\zeta^{219} x^{17}+x^{3}$ | new | 48546 | 938 | $2^{9} \cdot 3 \cdot 7$ |
| $i=2$ | $\zeta^{146} x^{257}+\zeta^{438} x^{68}+\zeta^{438} x^{12}+x^{5}$ | new | 4864 | 928 | $2^{9} \cdot 3 \cdot 7$ |
| $i=2$ | $\zeta^{146} x^{257}+\zeta^{365} x^{33}+\zeta^{365} x^{12}+x^{5}$ | eq. to 8.1 in Table 2.6 | 48608 | 938 | $2^{9} \cdot 3 \cdot 7$ |
| $i=2$ | $\zeta^{73} x^{257}+\zeta^{146} x^{68}+x^{33}+x^{5}$ | new | 48564 | 942 | $2^{9} \cdot 3 \cdot 7$ |
| $i=2$ | $\zeta^{365} x^{257}+\zeta^{438} x^{68}+\zeta^{365} x^{33}+\zeta^{438} x^{12}+x^{5}$ | new | 48594 | 944 | $2^{9} \cdot 3 \cdot 7$ |
| $i=2$ | $\zeta^{146} x^{257}+\zeta^{219} x^{68}+\zeta^{73} x^{33}+x^{12}+x^{5}$ | new | 48520 | 932 | $2^{9} \cdot 3 \cdot 7$ |
| $i=2$ | $\zeta^{73} x^{257}+\zeta^{219} x^{68}+\zeta^{365} x^{33}+x^{5}$ | new | 48602 | 938 | $2^{9} \cdot 3 \cdot 7$ |
| $i=4$ | $\zeta^{292} x^{3}+\zeta^{146} x^{80}+\zeta^{73} x^{24}+x^{17}$ | new | 932 | $2^{9} \cdot 3 \cdot 7$ |  |

The CCZ-inequivalence of some of these functions was obtained by checking with MAGMA the equivalence of some linear code which can be associated to an APN function (see [22]).

### 5.2 Isotopic shifts with nonlinear functions

In this section we consider the case when the function $L$ used in the shift is not necessarily linear.

In Proposition 4.2, it has been proved that, in even dimension, an isotopic shift of the Gold function with a linear function defined over $\mathbb{F}_{2}[x]$ cannot be APN. In the following, we show that for any quadratic function $F$ in even dimension, we cannot obtain APN functions by shifting $F$ with a polynomial whose coefficients belong to $\mathbb{F}_{2}$.
Proposition 5.3. For two integers $k$ and $m$ let $n=k m$ and $q=2^{k}$. Consider a function $F \in \mathbb{F}_{2^{n}}[x]$ of the form

$$
F(x)=\sum_{i<j} b_{i j} x^{q^{i}+q^{j}}+\sum_{i} b_{i} x^{2^{i}}+c
$$

If $\mathbb{F}_{4} \subseteq \mathbb{F}_{2^{n}}$ or $k>1$, then any isotopic shift $F_{L}$ with $L \in \mathbb{F}_{2^{k}}[x]$ cannot be APN. In particular, this holds for any quadratic function $F \in \mathbb{F}_{2^{n}}[x]$ with $n$ even and $L \in \mathbb{F}_{2}[x]$. Proof. For $F$ and $L$ as outlined, we have

$$
F_{L}(x)=\sum_{i<j} b_{i j}\left[x^{q^{i}} L(x)^{q^{j}}+x^{q^{j}} L(x)^{q^{i}}\right]+c
$$

and $L\left(x^{q}\right)=L(x)^{q}$. Note that for any $x \in \mathbb{F}_{2^{k}}, F_{L}(x)=c$. For $a \in \mathbb{F}_{2^{n}}$, we set $\Delta_{a}(x)=F_{L}(x+a)+F_{L}(x)+F_{L}(a)$.

If $k>1$, then $\Delta_{a}(x)=c$ for all $x, a \in \mathbb{F}_{2^{k}}$, so that $F_{L}$ is not APN. If $\mathbb{F}_{4}=$ $\{0,1, \alpha, \alpha+1\} \subseteq \mathbb{F}_{2^{n}}$, then consider $\Delta_{\alpha}(x)$. Clearly $\Delta_{\alpha}(0)=c$, while it is easily observed that $\Delta_{\alpha}(\alpha+1)=\Delta_{\alpha}(1)$. We have

$$
\begin{aligned}
& \Delta_{\alpha}(\alpha+1)= F_{L}(\alpha+1)+F_{L}(\alpha)+c \\
&= c+\sum_{i<j} b_{i j}\left[L(\alpha+1)^{q^{i}}(\alpha+1)^{q^{j}}+(\alpha+1)^{q^{i}} L(\alpha+1)^{q^{j}}\right. \\
&\left.\quad \quad+L(\alpha)^{q^{i}} \alpha^{q^{j}}+\alpha^{q^{i}} L(\alpha)^{q^{j}}\right] \\
&=c+\sum_{i<j} b_{i j}\left[L(\alpha+1)(\alpha+1)^{q^{j-i}}+(\alpha+1) L(\alpha+1)^{q^{j-i}}\right. \\
&\left.\quad \quad+L(\alpha) \alpha^{q^{j-i}}+\alpha L(\alpha)^{q^{j-i}}\right]^{q^{i}} .
\end{aligned}
$$

When $j-i$ is odd and $\mathbb{F}_{4} \nsubseteq \mathbb{F}_{2^{k}}$, the term in the sum is zero as $\alpha^{q^{j-i}}=\alpha^{2}=\alpha+1$, $L(\alpha)^{q^{j-i}}=L(\alpha+1)$ and $L(\alpha+1)^{q^{j-i}}=L(\alpha)$. If $j-i$ even or $\mathbb{F}_{4} \subseteq \mathbb{F}_{2^{k}}$, then the term in the sum is again zero due to the fact that $\alpha^{q^{j-i}}=\alpha$ and $L(\alpha)^{q^{j-i}}=L(\alpha)$. In either case, we have $\Delta_{\alpha}(x)=c$ for $x=0,1, \alpha+1$, so $F_{L}$ is not APN.

### 5.2.1 Nonlinear shift for the Gold functions

If we consider an isotopic shift of a Gold function without the restriction that $L$ is a linear function, then $L(x)=\sum_{j=0}^{2^{n}-1} c_{j} x^{j}$ and the isotopic shift will be of the form

$$
\begin{equation*}
\mathcal{G}_{i, L}(x)=x^{2^{i}} L(x)+x L(x)^{2^{i}} \tag{5.3}
\end{equation*}
$$

We have $\mathcal{G}_{i, L}\left(x^{2}\right)^{2^{-1}}=x^{2^{i}} M(x)+x M(x)^{2^{i}}$, where $M(x)=\sum c_{j}^{2^{-1}} x^{j}$, and also $\zeta^{-2^{i}-1} \mathcal{G}_{i, L}(\zeta x)=x^{2^{i}} N(x)+x N(x)^{2^{i}}$, where $N(x)=\sum c_{j} \zeta^{j-1} x^{j}$. Hence we obtain the following.

Proposition 5.4. Let $\mathbb{F}_{2^{n}}^{\star}=\langle\zeta\rangle$. Assume that $\mathcal{G}_{i, L}$ is constructed with $L(x)=$ $\sum_{j=0}^{2^{n}-1} c_{j} x^{j}$. Then, for any integers $k, t$, we have that $\mathcal{G}_{i, L}$ is linear equivalent to $\mathcal{G}_{i, M}$, where $M(x)=\sum_{j=0}^{2^{n}-1}\left(c_{j} \zeta^{k(j-1)}\right)^{2^{t}} x^{j}$.

As for the linear shifts, it is possible to restrict the search of one possible non-zero coefficient of the function.

In the following table we recall the list of known APN power maps (already presented in Table 2.1). In odd dimension it is possible to obtain all power

Table 5.3: Known APN power functions $x^{d}$ over $\mathbb{F}_{2^{n}}$

| Name | Exponent $d$ | Conditions | Degree | Proven |
| :---: | :---: | :---: | :---: | :---: |
| Gold | $2^{i}+1$ | $\operatorname{gcd}(i, n)=1$ | 2 | $[73,92]$ |
| Kasami | $2^{2 i}-2^{i}+1$ | $\operatorname{gcd}(i, n)=1$ | $i+1$ | $[75,76]$ |
| Welch | $2^{t}+3$ | $n=2 t+1$ | 3 | $[60]$ |
| Niho | $2^{t}+2^{\frac{t}{2}}-1, t$ even | $n=2 t+1$ | $\frac{t+2}{2}$ | $[59]$ |
|  | $2^{t}+2^{\frac{3 t+1}{2}}-1, t$ odd |  | $t+1$ |  |
| Inverse | $2^{2 t}-1$ | $n=2 t+1$ | $n-1$ | $[7,92]$ |
| Dobbertin | $2^{4 i}+2^{3 i}+2^{2 i}+2^{i}-1$ | $n=5 i$ | $i+3$ | $[61]$ |

APN functions, except the Dobbertin functions, as the isotopic shifts of a Gold function by a monomial.

Theorem 5.2. Over $\mathbb{F}_{2^{n}}$ with $n$ an odd integer, let $F$ be any known APN power function outside the class of Dobbertin functions. Then there exists a monomial $L(x)=a x^{d}$ and a Gold function $\mathcal{G}_{i}=x^{2^{i}+1}$ such that the shift $\mathcal{G}_{i, L}$ is $E A$-equivalent to $F$.

Proof. As shown in Table 5.3, excluding the Dobbertin function, the known APN power functions are the Gold functions, the Kasami functions, the Welch
function, the Niho functions and the inverse function. In the following we show that it is possible for any of the mentioned functions, to construct an isotopic shift of a Gold function that is EA-equivalent to it.

1. Consider the Kasami function $x^{2^{2 t}-2^{t}+1}$. If $t$ is odd, then let $i$ be an integer such that $n=2 i+t$. Then, considering $L(x)=a x^{2^{n-i}+2^{n-i+1} \ldots+2^{n-i+t-1}}$ we have

$$
\begin{aligned}
\mathcal{G}_{i, L}(x) & =a^{2^{i}} x^{2^{t}}+a x^{2^{n-i}+2^{n-i+1} \ldots+2^{n-i+t-1}+2^{i}} \\
& =a^{2^{i}} x^{2^{t}}+a x^{2^{i}\left(2^{t}+2^{t+1} \ldots+2^{2 t-1}+1\right)} \\
& =a^{2^{i}} x^{2^{t}}+a x^{2^{i}\left(2^{2 t}-2^{t}+1\right)} .
\end{aligned}
$$

If $t$ is even, let $i$ be an integer such that $t=2 i$. Then, with $L(x)=$ $a x^{2^{i}+2^{i+1}+\ldots+2^{3 i-1}}$ we have $\mathcal{G}_{i, L}(x)=a^{2^{i}} x^{2^{2 t}-2^{t}+1}+a x^{2^{3 i}}$.
2. For the inverse function, $x^{2^{n}-2}$, considering $L(x)=a x^{2^{2 t}-2}$, where $t$ is such that $n=2 t+1$, we have $\mathcal{G}_{1, L}(x)=a^{2} x^{2\left(2^{n}-2\right)}+a x^{2^{2 t}}$.
3. Let $n=2 t+1$ and consider the Welch function $x^{2^{t}+3}$. If $t$ is odd, then consider $i$ such that $t=2 i-1$. With $L(x)=a x^{2^{i}+2^{i+1}}$ we obtain $\mathcal{G}_{i, L}(x)=$ $a^{2^{i}} x^{2^{2 i}\left(2^{2 i-1}+3\right)}+a x^{2^{i+2}}$. If $t$ is even, then consider $i$ such that $t=2 i$. Using $L(x)=a x^{2^{3 i+1}+2^{3 i+2}}$ we obtain $\mathcal{G}_{i, L}(x)=a^{2^{i}} x^{4}+a x^{2^{3 i+1}\left(2^{2 i}+3\right)}$.
4. For $n=2 t+1$, with $t$ odd, let $t=2 i-1$. Then, with $L(x)=a x^{2^{n}-2^{i}}$ we obtain that

$$
\begin{aligned}
\mathcal{G}_{i, L}(x) & =a^{2^{i}} x^{2^{i}-2^{2 i}+1}+a x=a^{2^{i}} x^{2^{2 i}\left(2^{-i}+2^{-2 i}-1\right)}+a x \\
& =a^{2^{i}} x^{2^{2 i}\left(2^{3 i-1}+2^{2 i-1}-1\right)}+a x=a^{2^{i}} x^{2^{2 i}\left(2^{(3 t+1) / 2}+2^{t}-1\right)}+a x
\end{aligned}
$$

is equivalent to the Niho function (indeed $(3 t+1) / 2=(6 i-3+1) / 2=$ $3 i-1$ ). If $t$ is even, let $t=2 i$. Then with $L(x)=a x^{2^{n-i}+2^{n-i+1} \ldots+2^{n-1}}$

$$
\begin{array}{rlr}
\mathcal{G}_{i, L}(x) & =a^{2^{i}} x^{2^{i}}+a x^{2^{n-i}+2^{n-i+1} \ldots+2^{n-1}+2^{i}} \\
& =a^{2^{i}} x^{2^{i}}+a x^{2^{n-i}\left(1+2 \ldots+2^{i-1}+2^{2 i}\right)} \\
& = & a^{2^{i}} x^{2^{i}}+a x^{2^{n-i}\left(2^{i}-1+2^{2 i}\right)}
\end{array}
$$

is equivalent to the Niho function.
5. Let $n=2 i+1$ and $j$ be an integer such that $\operatorname{gcd}(n, j)=1$. Then with $L(x)=$ $a x^{2^{i+j}-2^{i}}$

$$
\begin{aligned}
\mathcal{G}_{i, L}(x) & =a^{2^{i}} x^{2^{2 i+j}-2^{2 i}+1}+a x^{2^{i+j}}=a^{2^{i}} x^{2^{2 i}\left(2^{j}+2^{-2 i}-1\right)}+a x^{2^{i+j}} \\
& =a^{2^{i}} x^{2^{2 i}\left(2^{j}+1\right)}+a x^{2^{i+j}}
\end{aligned}
$$

is equivalent to the Gold function with parameter $j$.

Remark 5.6. From computational results, for $n$ even, it seems that it is not possible to obtain APN functions as the isotopic shifts of a Gold map by (non-linear) monomials. The search has been performed for $n=4,6,8,10$, considering also non-APN Gold exponents.

## Chapter 6

## On equivalence between known families of quadratic APN functions

In Table 6.1 we recall the fifteen known infinite families of quadratic APN polynomials CCZ-inequivalent to power functions, listed previously in Table 2.2, with the addition of the results from Chapter 4 and Chapter 5 (family C13). Note that there is also a family of APN functions constructed by Göloǧlu [70] which was proven to be CCZ-equivalent to Gold power functions in [35]. In this chapter we reduce the list of known families of polynomial APN functions by excluding all equivalent cases. Indeed, we show that the class of trinomial APN functions introduced in [26], family C3, and the class of multinomials studied in [17], family C11, are equivalent. Moreover, we prove that also their generalisations given in [62] coincide with the original ones. Finally we show that these classes can be reduced to the hexanomials introduced in [26], family C4. Note that CCZ-equivalence between APN quadratic functions reduces to EA-equivalence [105], so all the equivalences that we prove in the next sections are EA-equivalences. According to the table of CCZ-inequivalent functions which arise from known APN families (in dimensions up to 11) [35], the remaining families of APN functions are pairwise inequivalent in general. We present a complete list of the 13 known families of APN polynomials, which are pairwise CCZ-inequivalent, in Table 6.2.

### 6.1 On some known families

Note that functions in Table 6.1 are given with different choices for parameters and coefficients, which in some cases can provide a huge number of different functions. In [35], the authors present a table of all possible pairwise CCZ-

Table 6.1: Known classes of quadratic APN polynomial over $\mathbb{F}_{2^{n}}$ CCZ-inequivalent to power functions

| $\mathrm{N}^{\circ}$ | Functions | Conditions | In |
| :---: | :---: | :---: | :---: |
| C1-C2 | $x^{2^{s}+1}+u^{2^{k}-1} x^{i^{k}+2^{m k+s}}$ | $\begin{gathered} \hline n=p k, \operatorname{gcd}(k, p)=\operatorname{gcd}(s, p k)=1, \\ p \in\{3,4\}, i=s k \bmod p, m=p-i, \\ n \geq 12, u \text { primitive in } \mathbb{F}_{2^{n}}^{*} \end{gathered}$ | [29] |
| C3 | $x^{22^{2 i}+2^{i}}+c x^{q+1}+d x^{q\left(2^{2 i}+2^{i}\right)}$ | $\begin{gathered} q=2^{m}, n=2 m, \operatorname{gcd}(i, m)=1, \\ \operatorname{gcd}\left(2^{i}+1, q+1\right) \neq 1, d c^{q}+c \neq 0, \\ d \notin\left\{\lambda \lambda^{\left(2^{i}+1\right)(q-1)}: \lambda \in \mathbb{F}_{2^{n}}\right\}, d^{q+1}=1 \end{gathered}$ | [26] |
| C4 | $\begin{gathered} x\left(x^{2^{i}}+x^{q}+c x^{2^{i} q}\right) \\ +x^{2^{2}}\left(c^{q} x^{q}+s x^{x^{i} q}\right)+x^{\left(2^{i}+1\right) q} \end{gathered}$ | $\begin{gathered} q=2^{m}, n=2 m, \operatorname{gcd}(i, m)=1, \\ c \in \mathbb{F}_{2^{n}}, s \in \mathbb{F}_{2^{n}} \backslash \mathbb{F}_{q}, \\ X^{X^{i}+1}+c X^{i}+c^{q} X+1 \end{gathered}$ <br> has no solution $x$ s.t. $x^{q+1}=1$ | [26] |
| C5 | $x^{3}+a^{-1} \operatorname{Tr}\left(a^{3} x^{9}\right)$ | $a \neq 0$ | [30] |
| C6 | $x^{3}+a^{-1} T_{n}^{3}\left(a^{3} x^{9}+a^{6} x^{18}\right)$ | $3 \mid n, a \neq 0$ | [31] |
| C7 | $x^{3}+a^{-1} T_{n}^{3}\left(a^{6} x^{18}+a^{12} x^{36}\right)$ | $3 \mid n, a \neq 0$ | [31] |
| C8-C10 | $\begin{aligned} & u x^{2^{s}+1}+u^{2^{k}} x^{2^{-k}+2^{k s}}+ \\ & v x^{2-k}+1+w u^{2^{k}+1} x^{2^{s}+2^{k+s}} \end{aligned}$ | $\begin{gathered} n=3 k, \operatorname{gcd}(k, 3)=\operatorname{gcd}(s, 3 k)=1, \\ v, w \in \mathbb{F}_{2^{k}}, v w \neq 1, \\ 3 \mid(k+s) u \text { primitive in } \mathbb{F}_{2^{n}}^{*} \end{gathered}$ | [17] |
| C11 | $\begin{gathered} d x^{2^{i}+1}+d^{q} x^{q\left(2^{i}+1\right)}+ \\ c x^{q+1}+\sum_{s=1}^{m-1} \gamma_{s} x^{x^{s}(q+1)} \end{gathered}$ | $\begin{gathered} q=2^{m}, n=2 m, \operatorname{gcd}(i, m)=1, i, m \text { odd, } \\ c \notin \mathbb{F}_{\mathbb{F}^{m}, \gamma_{s} \in \mathbb{F}_{2} m,} \\ d \text { not a cube } \end{gathered}$ | [17] |
| C12 | $\begin{gathered} \left(x+x^{q}\right)^{i^{i}+1}+ \\ u^{\prime}\left(u x+u^{q} x^{q}\right)\left(2^{(i+1) 2^{j}}+\right. \\ u\left(x+x^{q}\right)\left(u x+u^{q} x^{q}\right) \end{gathered}$ | $\begin{gathered} q=2^{m}, n=2 m, m \geq 2 \text { even, } \\ \operatorname{gcd}(i, m)=1 \text { and } j \text { even } \\ u \text { primitive in } \mathbb{F}_{2^{n}}^{*}, u^{\prime} \in \mathbb{F}_{2^{m}} \text { not a cube } \end{gathered}$ | [112] |
| C13 | $L_{1}(x)^{2 i} x+L_{2}(x) x^{2^{i}}$ | $\begin{gathered} n=k m, \operatorname{gcd}(n, i)=1 \\ L_{1}(x), L_{2}(x) 2^{m} \text {-polynomials satisfing the } \\ \text { conditions in Theorem 5.1, Chapter } 5 \end{gathered}$ | [24] |
| C14 | $\begin{gathered} u t(x)\left(x^{q}+x\right)+t(x)^{2^{2 i}+2^{3 i}}+ \\ a t(x)^{22^{i}}\left(x^{q}+x\right)^{2^{i}}+b\left(x^{q}+x\right)^{2^{i}+1} \end{gathered}$ | $\begin{gathered} q=2^{m}, n=2 m, \operatorname{gcd}(i, m)=1 \\ a, b \in \mathbb{F}_{2^{m}}, X^{2^{i}+1}+a X+b \end{gathered}$ <br> has no solution over $\mathbb{F}_{2^{m}}$, $u \notin \mathbb{F}_{2^{m}} \text { and } t(x)=u^{q} x+x^{q} u$ | [99] |
| C15 | $\begin{gathered} x^{3}+a x^{2^{k}\left(2^{i}+1\right)} \\ +b x^{3 \cdot 2^{m}}+c x^{2^{n+k}\left(2^{i}+1\right)} \end{gathered}$ | $\begin{gathered} n=2 m=10,(a, b, c)=(\beta, 1,0), i=3, k=2, \mathbb{F}_{4}^{*}=\langle\beta\rangle \\ n=2 m, m \text { odd, } 3 \nmid m,(a, b, c)=\left(\beta, \beta^{2}, 1\right), \\ \mathbb{F}_{4}^{*}=\langle\beta\rangle, i \in\left\{m-2, m, 2 m-1,(m-2)^{-1} \bmod n\right\} \end{gathered}$ | [34] |

inequivalent functions which can be derived from the known families of APN functions, up to dimension $n=11$. According to this table, families C3 and C11 coincide on small dimensions and are contained in C4.

We recall the conditions for the families C3 and C11 in the following results.

Theorem 6.1 ([26]). Let $n=2 m$ with $m>1$. Let $i$ be such that $\operatorname{gcd}(i, m)=1$. Let $F$
be the function over $\mathbb{F}_{2^{n}}$ defined by

$$
\begin{equation*}
c x^{2^{m}+1}+x^{2^{2 i}+2^{i}}+d x^{2^{m}\left(2^{2 i}+2^{i}\right)} \tag{C3}
\end{equation*}
$$

where $c, d \in \mathbb{F}_{2^{n}}$ are such that $d^{2^{m}+1}=1, d \notin\left\{\lambda^{\left(2^{i}+1\right)\left(2^{m}-1\right)}: \lambda \in \mathbb{F}_{2^{n}}\right\}$ and $d c^{2^{m}}+$ $c \neq 0$. Then, $F$ is $A P N$ over $\mathbb{F}_{2^{n}}$.

Theorem 6.2 ([17]). Let $n=2 m$ with $m$ an odd integer. Let $i$ be an odd integer such that $\operatorname{gcd}(i, m)=1$. Let $F$ be the function over $\mathbb{F}_{2^{n}}$ defined by

$$
\begin{equation*}
c x^{2^{m}+1}+\sum_{s=1}^{m-1} \gamma_{s} x^{2^{s}\left(2^{m}+1\right)}+d x^{2^{i}+1}+d^{2^{m}} x^{2^{m}\left(2^{i}+1\right)} \tag{C11}
\end{equation*}
$$

where $c \notin \mathbb{F}_{2^{m}}, d \in \mathbb{F}_{2^{n}}$ not a cube and $\gamma_{s} \in \mathbb{F}_{2^{m}}$ for each $s$. Then, $F$ is $A P N$ over $\mathbb{F}_{2^{n}}$.
Remark 6.1. Note that, considering family C11, for $i$ such that $\operatorname{gcd}(i, m)=1$, with $m$ odd, the condition given in Theorem 6.2, that is $i$ odd and $d$ not a cube, is equivalent to requesting just $d \notin\left\{x^{2^{i}+1}: x \in \mathbb{F}_{2^{2 m}}\right\}$. Indeed, if $i$ is odd, then $\left\{x^{2^{i}+1}: x \in \mathbb{F}_{2^{2 m}}\right\}=$ $\left\{x^{3}: x \in \mathbb{F}_{2^{2 m}}\right\}$. If $i$ is even, recalling that (cf. Lemma 11.1 in [89])

$$
\operatorname{gcd}\left(2^{i}+1,2^{n}-1\right)= \begin{cases}1 & \text { if } \operatorname{gcd}(i, n)=\operatorname{gcd}(2 i, n) \\ 2^{\operatorname{gcd}(i, n)}+1 & \text { if } 2 \operatorname{gcd}(i, n)=\operatorname{gcd}(2 i, n)\end{cases}
$$

we get $\left\{x^{2^{i}+1}: x \in \mathbb{F}_{2^{2 m}}\right\}=\mathbb{F}_{2^{2 m}}$, implying existence of no choice for $d$.

Moreover, for family C3 we have that coefficients $c$ and $d$, satisfying the constraints in Theorem 6.1, exist if and only if $\operatorname{gcd}\left(2^{i}+1,2^{m}+1\right) \neq 1$ (see [26]). This implies that $m$ is odd since $i$ and $m$ are coprime (it can be easily deduced from $\operatorname{gcd}\left(2^{2 i}-1,2^{2 m}-\right.$ $1)=2^{\operatorname{gcd}(2 i, 2 m)}-1=3$ ). Moreover, as above, if $i$ is even we have no choice for $d$, so also $i$ must be odd.

In [62], the authors generalise these two families. In the following, we report the statements of the results given in [62]. However, as we will show in the next section, the parameters of these functions need some adjustments.

Family C11*: Let $n=2 m$, with $m>1$. Let $i, j$ be such that $i>j$ and $\operatorname{gcd}(i-$ $j, m)=1$. Let $F$ be the function over $\mathbb{F}_{2^{n}}$ defined by

$$
\begin{equation*}
c x^{2^{m}+1}+\sum_{\ell=1}^{m-1} \gamma_{\ell} x^{2^{\ell}\left(2^{m}+1\right)}+L\left(d x^{2^{i}+2^{j}}+d^{2^{m}} x^{2^{m}\left(2^{i}+2^{j}\right)}\right) \tag{6.1}
\end{equation*}
$$

where $c \notin \mathbb{F}_{2^{m}}, d$ is not in $\left\{x^{2^{i}+2^{j}}: x \in \mathbb{F}_{2^{n}}\right\}, \gamma_{\ell} \in \mathbb{F}_{2^{m}}$ for all $\ell$ and $L(x)=$ $\sum_{k \in K} x^{2^{k}}$ such that $\{0,1\} \neq K \subseteq\{0, \ldots, n\}$ and $\sum_{k \in K} x^{2^{k}-1}$ is irreducible over $\mathbb{F}_{2^{n}}$. Then, $F$ is APN over $\mathbb{F}_{2^{n}}$.

Family C3*: Let $n=2 m$, with $m>1$. Let $i, j$ be such that $i>j$ and $\operatorname{gcd}(i-j, m)=$ 1. Let $F$ be the function over $\mathbb{F}_{2^{n}}$ defined by

$$
\begin{equation*}
c x^{2^{m}+1}+\sum_{\ell=1}^{m-1} \gamma_{\ell} x^{2^{\ell}\left(2^{m}+1\right)}+L\left(x^{2^{i}+2^{j}}\right)+d L\left(x^{2^{m}\left(2^{i}+2^{j}\right)}\right) \tag{6.2}
\end{equation*}
$$

where $c, d, \gamma_{\ell} \in \mathbb{F}_{2^{n}}$ are such that $d^{2^{m}+1}=1, d \notin\left\{\lambda\left(2^{\left(2^{i}+2^{j}\right)\left(2^{m}-1\right)}: \lambda \in \mathbb{F}_{2^{n}}\right\}\right.$, $d c^{q}+c \neq 0, d=\gamma_{\ell}^{1-2^{m}}$ for all $\ell$ and $L(x)=\sum_{k \in K} x^{2^{k}}$ such that $\{0,1\} \neq K \subseteq$ $\{0, \ldots, n\}$ and $\sum_{k \in K} x^{2^{k}-1}$ is irreducible over $\mathbb{F}_{2^{n}}$. Then, $F$ is APN over $\mathbb{F}_{2^{n}}$.

Note that, these types of functions are of the form (or can be reduced to)

$$
\begin{equation*}
F(x)=w x^{2^{m}+1}+Q(x) \tag{6.3}
\end{equation*}
$$

where $Q$ is a quadratic function from $\mathbb{F}_{2^{n}}$ into $\mathbb{F}_{2^{m}}$ and $w \notin \mathbb{F}_{2^{m}}$. This type of construction for APN and differentially 4-uniform functions has been further studied in [41, 43].

Remark 6.2. The general idea used in this chapter for proving the equivalence between these families is based on the fact that for any element w not in $\mathbb{F}_{2^{m}}$ we have $\mathbb{F}_{2^{n}}=$ $w \mathbb{F}_{2^{m}} \oplus \mathbb{F}_{2^{m}}$. At this point, considering two functions as in (6.3)

$$
F_{1}(x)=w_{1} x^{2^{m}+1}+Q_{1}(x), \quad F_{2}(x)=w_{2} x^{2^{m}+1}+Q_{2}(x)
$$

to prove the equivalence we need to individuate a linear permutation $L$ for which $L\left(F_{1}(x)\right)=F_{2}(x)$. Since $\mathbb{F}_{2^{n}}=w_{1} \mathbb{F}_{2^{m}} \oplus \mathbb{F}_{2^{m}}=w_{2} \mathbb{F}_{2^{m}} \oplus \mathbb{F}_{2^{m}}$ the action of $L$ can be given by defining the images of $w_{1} \mathbb{F}_{2^{m}}$ and of $\mathbb{F}_{2^{m}}$ separately. In particular, $L$ should be such that the vector space $w_{1} \mathbb{F}_{2^{m}}$ is mapped into $w_{2} \mathbb{F}_{2^{m}}$ with the trivial action $w_{1} y \mapsto w_{2} y\left(f o r ~ a n y ~ y \in \mathbb{F}_{2^{m}}\right)$ and $L\left(Q_{1}(x)\right)=Q_{2}(x)$.

Before proving the equivalence of these families, we correct the results of [62]. Indeed, the first family when $m$ is even cannot be APN. While, the second one, in addition to restriction of $m$ to be odd, in general is not APN if $L(x) \neq x^{2^{k}}$ (tested by MAGMA in small dimensions).

### 6.1.1 Correction of family $\mathrm{C} 11^{*}$ and family C3*

For the family $\mathrm{C} 11^{*}$ we have the following result.
Proposition 6.1. Let $n=2 m$. Let $F$ be a function defined over $\mathbb{F}_{2^{n}}$ as in (6.1). Then, if $m$ is even $F$ cannot be APN.

Proof. Consider the function

$$
F(x)=c x^{2^{m}+1}+\sum_{\ell=1}^{m-1} \gamma_{l} x^{2^{\ell}\left(2^{m}+1\right)}+L\left(d x^{2^{i}+2^{j}}+d^{2^{m}} x^{2^{m}\left(2^{i}+2^{j}\right)}\right)
$$

satisfying the properties given in (6.1).
By hypothesis, $L(x)=x\left(\sum_{k \in K} x^{2^{k}-1}\right)$ where $\{0,1\} \neq K \subseteq\{0, \ldots, n\}$ and $\sum_{k \in K} x^{2^{k}-1}$ is irreducible over $\mathbb{F}_{2^{n}}$. Since $\operatorname{deg}\left(\sum_{k \in K} x^{2^{k}-1}\right)>1$ we have that 0 is the only root of $L(x)=0$. This implies that $L$ is a linear permutation and, moreover, $L\left(x^{2^{m}}\right)=L(x)^{2^{m}}$. To prove that $F$ cannot be APN for $m$ even we need to prove that there exists $a \in \mathbb{F}_{2^{n}}$ non-zero such that

$$
\begin{equation*}
\Delta_{a}(x)=F(x)+F(x+a)+F(a)=0 \tag{6.4}
\end{equation*}
$$

admits more than two solutions.
Suppose that $x$ is a solution of (6.4). Then we obtain

$$
\Delta_{a}(x)+\Delta_{a}(x)^{2^{m}}=\left(c+c^{2^{m}}\right)\left(x^{2^{m}} a+a^{2^{m}} x\right)=0 .
$$

Since $c \notin \mathbb{F}_{2^{m}}$ we have $x^{2^{m}} a+a^{2^{m}} x=0$, which implies $x=a t$ for some $t \in \mathbb{F}_{2^{m}}$. Substituting $x=$ at in (6.4) we have

$$
L\left(\left(d a^{2^{i}+2^{j}}+d^{2^{m}} a^{2^{m}\left(2^{i}+2^{j}\right)}\right)\left(t^{2^{i}}+t^{2^{j}}\right)\right)=0
$$

Since $L$ is a linear permutation, this implies that $\left(d a^{2^{i}+2^{j}}+d^{2^{m}} a^{2^{m}\left(2^{i}+2^{j}\right)}\right)\left(t^{2^{i}}+\right.$ $\left.t^{2^{j}}\right)=0$. Now, from the fact that $d \notin\left\{x^{2^{i}+2^{j}}: x \in \mathbb{F}_{2^{n}}\right\}$ the authors in [62] claim that $\left(d a^{2^{i}+2^{j}}+d^{2^{m}} a^{2^{m}\left(2^{i}+2^{j}\right)}\right) \neq 0$ for all non-zero $a$. However, while for $m$ odd the condition $d \notin\left\{x^{2^{i}+2^{j}}: x \in \mathbb{F}_{2^{n}}\right\}$ is sufficient to guarantee $d a^{2^{i}+2^{j}} \notin \mathbb{F}_{2^{m}}$, such claim is incorrect when $m$ is even.
Indeed, if $m$ is even, then $3 \mid\left(2^{m}-1\right)$ and $3 \nmid\left(2^{m}+1\right)$. Now, let $d=\alpha^{k}$, with $\alpha$ a primitive element of $\mathbb{F}_{2^{n}}$, and $k$ some integer. Since $\operatorname{gcd}(i-j, m)=1$ we have that $i-j$ is odd and thus $\operatorname{gcd}\left(2^{i-j}+1,2^{n}-1\right)=3$. So, finding $a$ such that $d a^{2^{i}+2^{j}} \in \mathbb{F}_{2^{m}}$ is equivalent to finding $a^{\prime}$ such that $d a^{\prime 3} \in \mathbb{F}_{2^{m}}$. Let $a^{\prime}=\alpha^{h}$, we want to determine $h$ such that $\left(2^{m}+1\right) \mid(3 h+k)$. Suppose $d \notin \mathbb{F}_{2^{m}}$, otherwise
$a^{\prime}$ can be just 1 . We have two cases, $k \equiv 1,2 \bmod 3$. If $k \equiv 1 \bmod 3$, then $3 h+k=3\left(h+k^{\prime}\right)+1$ for some $k^{\prime}$. Since $m$ is even $2^{m+1}+1$ is equal to $3 h^{\prime}$ for some $h^{\prime}$, thus considering $h=h^{\prime}-k^{\prime}$ we would have $3 h+k=3\left(h+k^{\prime}\right)+1=$ $3 h^{\prime}+1=2\left(2^{m}+1\right)$. If $k \equiv 2 \bmod 3$, then $3 h+k=3\left(h+k^{\prime}\right)+2$ for some $k^{\prime}$. Since $m$ is even $2^{m}-1$ is equal to $3 h^{\prime}$ for some $h^{\prime}$, thus considering $h=h^{\prime}-k^{\prime}$ we would have $3 h+k=3\left(h+k^{\prime}\right)+2=3 h^{\prime}+2=2^{m}+1$. This concludes our proof.

We can note that, in the previous proof, for analysing the solutions of (6.4), we used only the fact that $L$ is a linear permutation with coefficients over $\mathbb{F}_{2^{m}}$. So, we restate the conditions for family $\mathrm{C} 11^{*}$ as follows.

Theorem 6.3. Let $n=2 m$ with $m$ odd. Let $i, j$ be such that $i>j$ and $\operatorname{gcd}(i-j, m)=1$. Let $F$ be the function over $\mathbb{F}_{2^{n}}$ defined by

$$
\begin{equation*}
c x^{2^{m}+1}+\sum_{\ell=1}^{m-1} \gamma_{\ell} x^{2^{\ell}\left(2^{m}+1\right)}+L\left(d x^{2^{i}+2^{j}}+d^{2^{m}} x^{2^{m}\left(2^{i}+2^{j}\right)}\right) \tag{*}
\end{equation*}
$$

where $c \notin \mathbb{F}_{2^{m}}, d$ is not in $\left\{x^{2^{i}+2^{j}}: x \in \mathbb{F}_{2^{2 m}}\right\}, \gamma_{\ell} \in \mathbb{F}_{2^{m}}$ for all $\ell$ and $L$ a linear permutation with coefficients over $\mathbb{F}_{2^{m}}$. Then, $F$ is $A P N$ over $\mathbb{F}_{2^{n}}$.

Remark 6.3. For the second family C3*, some steps of the proof in [62, Theorem 2] do not work in general. When $L(x)=x^{2^{k}}$, family $\left(C 3^{*}\right)$ results to be APN, this can be proved following the steps given in [62], which became legit when $L$ has only one monomial.
While if $L$ is not of type $x^{2^{k}}$, from computational tests done using MAGMA in small dimensions, the function in (6.2) in general is not APN.

More precisely, let

$$
F(x)=c x^{2^{m}+1}+\sum_{\ell=1}^{m-1} \gamma_{\ell} x^{2^{\ell}\left(2^{m}+1\right)}+L\left(x^{2^{i}+2^{j}}\right)+d L\left(x^{2^{m}\left(2^{i}+2^{j}\right)}\right)
$$

satisfying the properties given in (6.2). Then, $F$ is $A P N$ if and only if the equation $\Delta_{a}(x)=F(x)+F(x+a)+F(a)=0$ admits at most two solutions for any non-zero $a \in \mathbb{F}_{2^{n}}$. It is is easy to check that $\Delta_{a}(x)+d \Delta_{a}(x)^{2^{m}}=\left(c+d c^{2^{m}}\right)\left(x^{2^{m}} a+a^{2^{m}} x\right)$. Thus, if $x$ is a solution of $\Delta_{a}(x)=0$ we have that $x=$ at for some $t \in \mathbb{F}_{2^{m}}$. Substituting $x=a t$, we obtain

$$
L\left(a^{2^{i}+2^{j}}\left(x^{2^{i}}+x^{2^{j}}\right)\right)+d L\left(a^{2^{m}}\left(2^{i}+2^{j}\right)\left(x^{2^{i}}+x^{2^{j}}\right)^{2^{m}}\right)=0
$$

At this point, in [62, Theorem 2] the authors claim that
$L\left(a^{2^{i}+2^{j}}\left(t^{2^{i}}+t^{j}\right)\right)+d L\left(a^{2^{m}\left(2^{i}+2^{j}\right)}\left(t^{2^{i}}+t^{2^{j}}\right)\right)=L\left(\left(a^{2^{i}+2^{j}}+d a^{2^{m}\left(2^{i}+2^{j}\right)}\right)\left(t^{2^{i}}+t^{2^{j}}\right)\right)$,
which is not true in general. For the case of $L(x)=x^{2^{k}}$ for some $k$, we have that

$$
\begin{aligned}
& L\left(a^{2^{i}+2^{j}}\left(t^{2^{i}}+t^{2^{j}}\right)\right)+d L\left(a^{2^{m}}\left(2^{i}+2^{j}\right)\left(t^{2^{i}}+t^{2^{j}}\right)\right) \\
& =L\left(\left(a^{2^{i}+2^{j}}+d^{2^{2-k}} a^{2^{m}\left(2^{i}+2^{j}\right)}\right)\left(t^{2^{i}}+t^{2^{j}}\right)\right) .
\end{aligned}
$$

So, in this case we would obtain

$$
\left.\Delta_{a}(x)=L\left(a^{2^{i}+2^{j}}+d^{2^{n-k}} a^{2^{m}\left(2^{i}+2^{j}\right)}\right)\left(t^{2^{i}}+t^{2^{j}}\right)\right)=0,
$$

which is equivalent to $\left(a^{2^{i}+2^{j}}+d^{2^{n-k}} a^{2^{m}}\left(2^{i}+2^{j}\right)\right)\left(t^{2^{i}}+t^{2^{j}}\right)=0$. Now, $d^{2^{n-k}} \notin$ $\left\{\lambda^{\left(2^{i}+2^{j}\right)\left(2^{m}-1\right)}: \lambda \in \mathbb{F}_{2^{n}}\right\}$ implies $2^{2^{i}+2^{j}}+d^{2^{n-k}} a^{2^{m}\left(2^{i}+2^{i}\right)} \neq 0$ and so we can have at most two solutions.

Thus, we consider C3 ${ }^{*}$ only with $L(x)=x^{2^{k}}$, and in this case the exponent $k$ can be included in $i$ and $j$. Moreover, as for the family C3, from the constraints on $c$ and $d$ we need $m$ odd. So, in this case we have the following.

Theorem 6.4. Let $n=2 m$ with $m$ odd. Let $i, j$ be such that $i>j$ and $\operatorname{gcd}(i-j, m)=1$. Let $F$ be the function over $\mathbb{F}_{2^{n}}$ defined by

$$
\begin{equation*}
c x^{2^{m}+1}+\sum_{\ell=1}^{m-1} \gamma_{\ell} x^{\ell^{\ell}\left(2^{m}+1\right)}+x^{i^{i}+2^{j}}+d x^{2^{m}\left(2^{i}+2^{j}\right)}, \tag{C3*}
\end{equation*}
$$

where $c, d, \gamma_{\ell} \in \mathbb{F}_{2^{n}}$ are such that $d^{2^{m}+1}=1, d \notin\left\{\lambda \lambda^{\left(2^{i}+2^{j}\right)\left(2^{m}-1\right)}: \lambda \in \mathbb{F}_{2^{n}}\right\}, d c^{2^{m}}+$ $c \neq 0, d=\gamma_{\ell}^{1-2^{m}}$ for all $\ell$. Then, $F$ is APN over $\mathbb{F}_{2^{n}}$.

### 6.2 Equivalence between known families

### 6.2.1 $\quad \mathrm{C} 11$ and C 3 are equivalent

Computational results performed in [35] for $m=3,4,5$ show that all APN functions of family C 11 are equivalent to functions of C 3 . This led us to the idea that family C11 is contained in family C3. In the following we are going to show that it is true, firstly showing that family C 11 without the $\operatorname{sum} \sum_{\ell=1}^{m-1} \gamma_{\ell} x^{2^{\ell}\left(2^{m}+1\right)}$ is equivalent to family C3, secondly that every function in family C11 is equivalent to a function in the same family without the sum.

Lemma 6.1. Let $n=2 m$, with $m$ odd. Let $i$ odd be such that $\operatorname{gcd}(i, m)=1$ and consider the APN function

$$
\begin{equation*}
F(x)=c x^{2^{m}+1}+d x^{2^{i}+1}+d^{2^{m}} x^{2^{m}\left(2^{i}+1\right)} \tag{6.5}
\end{equation*}
$$

where $c \in \mathbb{F}_{2^{2 m}} \backslash \mathbb{F}_{2^{m}}$ and $d \notin\left\{x^{2^{i}+1}: x \in \mathbb{F}_{2^{2 m}}\right\}$. That is, $F$ belongs to C11. Then, $F$ is $E A$-equivalent to a function $F^{\prime}$ of C3.

Proof. Since $c \in \mathbb{F}_{2^{2 m}} \backslash \mathbb{F}_{2^{m}}$ we have $\mathbb{F}_{2^{2 m}}=c \mathbb{F}_{2^{m}} \oplus \mathbb{F}_{2^{m}}$. Let $L$ be the linear permutation which is the identity map on $c \mathbb{F}_{2^{m}}$ and the power linear function $x^{2^{i}}$ on $\mathbb{F}_{2^{m}}$, that is $L(c y+z)=c y+z^{2^{i}}$ for all $y, z \in \mathbb{F}_{2^{m}}$. Then, we obtain

$$
F^{\prime}(x)=\frac{L(F(x))}{d^{2^{i}}}=c^{\prime} x^{2^{m}+1}+x^{2^{2 i}+2^{i}}+d^{\prime} x^{2^{m}\left(2^{2 i}+2^{i}\right)}
$$

with $c^{\prime}=\frac{c}{d^{2^{i}}}$ and $d^{\prime}=d^{2^{i}\left(2^{m}-1\right)}$. Since, $m$ is odd and $d \notin\left\{x^{2^{i}+1}: x \in \mathbb{F}_{2^{2 m}}\right\}=$ $\left\{x^{3}: x \in \mathbb{F}_{2^{2 m}}\right\}$ (recall that $i$ is odd) we have $d^{\prime} \notin\left\{x^{\left(2^{i}+1\right)\left(2^{m}-1\right)}: x \in \mathbb{F}_{2^{2 m}}\right\}$. Indeed, if $d^{\prime} \in\left\{x^{\left(2^{i}+1\right)\left(2^{m}-1\right)}: x \in \mathbb{F}_{2^{2 m}}\right\}$ we have that $d^{\prime}$ is a cube, but $3 \nmid\left(2^{m}-1\right)$ and $d$ is not a cube.

Moreover, since $c \notin \mathbb{F}_{2^{m}}$

$$
c^{\prime 2^{m}} d^{\prime}+c^{\prime}=\frac{c^{2^{m}}}{d^{2^{i}}}+\frac{c}{d^{2^{i}}} \neq 0,
$$

implying that $F$ in (6.5) is EA-equivalent to an APN function contained in C3 ( $F^{\prime}$ satisfies the conditions of Theorem 6.1).

Lemma 6.2. Let $n=2 m$, with $m$ odd. Let $i$ odd be such that $\operatorname{gcd}(i, m)=1$ and consider an APN function

$$
F(x)=c x^{2^{m}+1}+\sum_{\ell=1}^{m-1} \gamma_{\ell} x^{2^{\ell}\left(2^{m}+1\right)}+d x^{x^{i}+1}+d^{2^{m}} x^{2^{m}\left(2^{i}+1\right)}
$$

as in Theorem 6.2. Then, $F$ is $E A$-equivalent to a function as in (6.5)

$$
F^{\prime}(x)=c^{\prime} x^{2^{m}+1}+d^{\prime} x^{x^{i}+1}+d^{\prime 2^{m}} x^{2^{m}\left(2^{i}+1\right)}
$$

where $c^{\prime}$ and $d^{\prime}$ satisfy the conditions in Theorem 6.2.
Proof. Assume $1 \leq t \leq m-1$ be such that $\gamma_{t} \neq 0$. We can suppose that $\gamma_{t}=1$. Indeed, since $\gamma_{t} \in \mathbb{F}_{2^{m}}$, dividing $F$ by $\gamma_{t}$ the function $F / \gamma_{t}$ would satisfy the hypothesis of Theorem 6.2. Consider the following linear function with $w \in \mathbb{F}_{2^{m}}^{*}$ (we will study its permutation property later)

$$
\begin{equation*}
L(x)=\left(w+\left(c+c^{2^{m}}\right)^{2^{t}}\right) x+x^{2^{t}}+w x^{2^{m}}+x^{2^{m+t}} . \tag{6.6}
\end{equation*}
$$

Let $u=d x^{2^{i}+1}+d^{2^{m}} x^{2^{m}\left(2^{i}+1\right)} \in \mathbb{F}_{2^{m}}$, then we obtain

$$
\begin{aligned}
L(F(x))= & \left(w+\left(c+c^{2^{m}}\right)^{2^{t}}\right)\left[u+c x^{2^{m}+1}+\sum_{l=1}^{m-1} \gamma_{l} x^{2^{l}\left(2^{m}+1\right)}\right] \\
& +u^{2^{t}}+c^{2^{t}} x^{2^{t}\left(2^{m}+1\right)}+\sum_{l=1}^{m-1} \gamma_{l}^{2^{t}} x^{2^{l+t}\left(2^{m}+1\right)} \\
& +w\left[u+c^{2^{m}} x^{2^{m}+1}+\sum_{l=1}^{m-1} \gamma_{l} x^{2^{l}\left(2^{m}+1\right)}\right] \\
& +u^{2^{t}}+c^{2^{m+t}} x^{2^{t}\left(2^{m}+1\right)}+\sum_{l=1}^{m-1} \gamma_{l}^{2^{t}} x^{2^{l+t}\left(2^{m}+1\right)} \\
= & \left(w+\left(c+c^{2^{m}}\right)^{2^{t}}+w\right) u+\left(\left(w+\left(c+c^{2^{m}}\right)^{2^{t}}\right) c+w c^{2^{m}}\right) x^{2^{m}+1} \\
& +\left(c+c^{2^{m}}\right)^{2^{t}} x^{2^{t}\left(2^{m}+1\right)}+\sum_{l=1}^{m-1} \gamma_{l}\left(w+\left(c+c^{2^{m}}\right)^{2^{t}}+w\right) x^{2^{l}\left(2^{m}+1\right)} \\
= & \left(c+c^{2^{m}}\right)^{2^{t}} u+\left(w\left(c+c^{2^{m}}\right)+c\left(c+c^{2^{m}}\right)^{2^{t}}\right) x^{2^{m}+1} \\
& +\sum_{l=1, l \neq t}^{m-1} \gamma_{l}\left(c+c^{2^{m}}\right)^{2^{t}} x^{2^{l}\left(2^{m}+1\right)}
\end{aligned}
$$

Hence

$$
\frac{L(F(x))}{\left(c+c^{2^{m}}\right)^{2^{t}}}=u+\left(w\left(c+c^{2^{m}}\right)^{1-2^{t}}+c\right) x^{2^{m}+1}+\sum_{l=1, l \neq t}^{m-1} \gamma_{l} x^{2^{l}\left(2^{m}+1\right)}
$$

Let $c^{\prime}=w\left(c+c^{2^{m}}\right)^{1-2^{t}}+c$, also the condition on $c^{\prime}$, that is $c^{\prime} \notin \mathbb{F}_{2^{m}}$, is satisfied since we have

$$
\begin{aligned}
{c^{2^{m}}}_{+c^{\prime}} & =w^{2^{m}}\left(c+c^{2^{m}}\right)^{1-2^{t}}+c^{2^{m}}+w\left(c+c^{2^{m}}\right)^{1-2^{t}}+c \\
& =\left(w^{2^{m}}+w\right)\left(c+c^{2^{m}}\right)^{1-2^{t}}+\left(c+c^{2^{m}}\right)=\left(c+c^{2^{m}}\right)
\end{aligned}
$$

Therefore we managed, from the original general formula C11, to obtain a similar one in which the monomial $x^{2^{t}\left(2^{m}+1\right)}$ is not present any more and the rest of the components of the sum is left unchanged. If the same procedure is applied for any $j$ such that $\gamma_{j} \neq 0$ we are able to obtain a function of the form (6.5).

Now we only need to show that $L$ of equation (6.6) is a permutation, where

$$
L(x)=\left(x+x^{2^{m}}\right)^{2^{t}}+w\left(x+x^{2^{m}}\right)+\left(c+c^{2^{m}}\right)^{2^{t}} x .
$$

Assume that $x \in \mathbb{F}_{2^{m}}$ then $L(x)=\left(c+c^{2^{m}}\right)^{2^{t}} x$ is null if and only if $x=0$. Otherwise consider $x \notin \mathbb{F}_{2^{m}}$ and let $y=x+x^{2^{m}} \in \mathbb{F}_{2^{m}}$, obtaining $L(x)=y^{2^{t}}+w y+$
$\left(c+c^{2^{m}}\right)^{2^{t}} x$. If $L(x)=0$ then

$$
x=\frac{y^{2^{t}}+w y}{\left(c+c^{2^{m}}\right)^{2^{2}}}
$$

Since $w \in \mathbb{F}_{2^{m}}$ then also the right hand-side of the above equation belongs to $\mathbb{F}_{2^{m}}$, that leads to a contradiction. Therefore $L$ is a linear permutation.

Also C3 can be reduced to C11 reversing the computation done for (6.5) (an explicit computation is given in the subsection where we prove that $\mathrm{C} 3^{*}$ is included in $\mathrm{C} 11^{*}$ ). So we have proved:

Proposition 6.2. Families $C 3$ and $C 11$ are EA-equivalent.

### 6.2.2 $\mathrm{C} 11^{*}$ is equivalent to C 11

Using Remark 6.2 the equivalence is almost straightforward, however we want to make clear to the reader how to construct such equivalence. Obviously, C11 is a particular case of C11*. We show that also C11* can be reduced to C11.

Without loss of generality, we can consider C11* with $j=0$. From both functions it is possible, using the same technique as in Subsection 6.2.1, to remove the summation $\sum_{l=1}^{m-1} \gamma_{l} x^{2^{l}\left(2^{m}+1\right)}$. Hence we end up with

$$
\begin{gather*}
F_{1}(x)=c x^{2^{m}+1}+d x^{2^{i}+1}+d^{2^{m}} x^{2^{m}\left(2^{i}+1\right)}=c x^{2^{m}+1}+Q(x)  \tag{C11}\\
F_{2}(x)=c x^{2^{m}+1}+L\left(d x^{2^{i}+1}+d^{2^{m}} x^{2^{m}\left(2^{i}+1\right)}\right)=c x^{2^{m}+1}+Q^{\prime}(x), \tag{*}
\end{gather*}
$$

where $c \notin \mathbb{F}_{2^{m}}, d \notin\left\{x^{2^{i}+1}: x \in \mathbb{F}_{2^{2 m}}\right\}$ and $L$ a linear permutation with coefficients over $\mathbb{F}_{2^{m}}$.

Therefore, as explained in Remark 6.2, with the linear map $L^{\prime}$ which acts as the identity map on $c \mathbb{F}_{2^{m}}$ and as the linear function $L^{-1}$ on $\mathbb{F}_{2^{m}}$, we obtain

$$
L^{\prime} \circ F_{2}(x)=F_{1}(x)
$$

Since the constraints on the coefficients are the same for C11* and C11, we have obtained our claim.

Proposition 6.3. Families $C 11^{*}$ and $C 11$ are $E A$-equivalent.

### 6.2.3 $\mathrm{C} 3^{*}$ is equivalent to C 11

Now we prove that family C3* as in Theorem 6.4, which contains C3, is equivalent to C11.

Let $n=2 m$ with $m$ odd and consider the APN function defined over $\mathbb{F}_{2^{n}}$

$$
F(x)=c x^{2^{m}+1}+\sum_{\ell=1}^{m-1} \gamma_{\ell} x^{2^{\ell}\left(2^{m}+1\right)}+x^{2^{i}+2^{j}}+d x^{2^{m}\left(2^{i}+2^{j}\right)}
$$

where $c, d, \gamma_{\ell} \in \mathbb{F}_{2^{n}}$ satisfy the constraints of Theorem 6.4.
Since $d^{2^{2}+1}=1$, there exists $d^{\prime}$ such that $d^{2^{m}-1}=d$. Moreover, since $d$ is not contained in $\left\{x^{\left(2^{i}+2^{j}\right)\left(2^{m}-1\right)}: x \in \mathbb{F}_{2^{2 m}}\right\}$ we have $d^{\prime} \notin\left\{x^{\left(2^{i}+2^{j}\right)}: x \in \mathbb{F}_{2^{2 m}}\right\}$. Multiplying $F$ by $d^{\prime}$, we obtain

$$
F^{\prime}(x)=d^{\prime} F(x)=d^{\prime} c x^{2^{m}+1}+\sum_{\ell=1}^{m-1} d^{\prime} \gamma_{\ell} x^{2^{\ell}\left(2^{m}+1\right)}+d^{\prime} x^{2^{i}+2^{j}}+d^{\prime 2^{m}} x^{2^{m}\left(2^{i}+2^{j}\right)}
$$

Since $c+c^{2^{m}} d \neq 0$ we have that $d^{\prime} c+\left(d^{\prime} c\right)^{2^{m}}=d^{\prime}\left(c+c^{2^{m}} d\right) \neq 0$, so $d^{\prime} c \notin \mathbb{F}_{2^{m}}$. Moreover, since $d=\gamma_{\ell}^{1-2^{m}}$ for all $\ell$ such that $\gamma_{\ell} \neq 0$, we have that $\left(d^{\prime} \gamma_{\ell}\right)^{2^{m}}=$ $d^{\prime}\left(d \gamma_{\ell}^{2^{m}}\right)=d^{\prime}\left(\gamma_{\ell}^{1-2^{m}} \gamma_{\ell}^{2^{m}}\right)$ which implies $d^{\prime} \gamma_{\ell} \in \mathbb{F}_{2^{m}}$ for all $\gamma_{\ell} \neq 0$. Thus, $F^{\prime}$ is an element of C11*, which is EA-equivalent to C11 from Proposition 6.3. Then, from Proposition 6.2 we can conclude the following.

Proposition 6.4. Families C 11 and $\mathrm{C} 3 *$ are EA-equivalent.
We summarise our results in the following theorem.
Theorem 6.5. Families C3, C11, C3* and C11* are all $E A$-equivalent to each other.
We conclude showing that for any fixed $i$, all the functions contained in these families are EA-equivalent to each other.

Proposition 6.5. Let $n=2 m$ with $m$ odd and let $i$ be such that $\operatorname{gcd}(n, i)=1$. Let $F(x)=c x^{2^{m}+1}+d x^{2^{i}+1}+d^{2^{m}} x^{2^{m}\left(2^{i}+1\right)}, F^{\prime}(x)=c^{\prime} x^{2^{m}+1}+d^{\prime} x^{2^{i}+1}+d^{\prime 2^{m}} x^{2^{m}\left(2^{i}+1\right)}$. be two APN functions of family C11, that is, $c, c^{\prime} \notin \mathbb{F}_{2^{m}}$ and $d, d^{\prime} \notin\left\{x^{2^{i}+1}: x \in \mathbb{F}_{2^{n}}\right\}$. Then, $F$ and $F^{\prime}$ are affine equivalent.

Proof. Let us fix $d$ not a cube, consider $c, c^{\prime} \in \mathbb{F}_{2^{n}} \backslash \mathbb{F}_{2^{m}}$ and the functions

$$
F(x)=c x^{2^{m}+1}+d x^{2^{i}+1}+d^{2^{m}} x^{2^{m}\left(2^{i}+1\right)}, F^{\prime}(x)=c^{\prime} x^{2^{m}+1}+d x^{2^{i}+1}+d^{2^{m}} x^{2^{m}\left(2^{i}+1\right)}
$$

Then, considering the linear permutation $L$ which is the identity on $\mathbb{F}_{2^{m}}$ and that maps $c \mathbb{F}_{2^{m}}$ into $c^{\prime} \mathbb{F}_{2^{m}}$, we immediately have $L \circ F=F^{\prime}$.

Now, let us fix the coefficient $c \in \mathbb{F}_{2^{n}} \backslash \mathbb{F}_{2^{m}}$ and $d$ not a cube. Consider the two functions

$$
\begin{aligned}
F(x) & =c x^{2^{m}+1}+d x^{2^{i}+1}+d^{2^{m}} x^{2^{m}}\left(2^{i}+1\right) \\
F^{\prime}(x) & =c x^{2^{m}+1}+d^{2} x^{2^{i}+1}+\left(d^{2}\right)^{2^{m}} x^{2^{m}\left(2^{i}+1\right)}
\end{aligned}
$$

Then, we have that

$$
F\left(x^{1 / 2}\right)^{2}=c^{2} x^{2^{m}+1}+d^{2} x^{2^{i}+1}+\left(d^{2}\right)^{2^{m}} x^{2^{m}\left(2^{i}+1\right)}
$$

is equivalent to $F^{\prime}$ from the argument above. Thus, $F$ is equivalent to $F^{\prime}$.
Now, let $U:=\left\{x^{2^{i}+1}: x \in \mathbb{F}_{2^{n}}^{*}\right\}=\left\{x^{3}: x \in \mathbb{F}_{2^{n}}^{*}\right\}$ ( $i$ is odd), for any $u \in U$,

$$
F(x)=c x^{2^{m}+1}+d x^{2^{i}+1}+d^{2^{m}} x^{2^{m}\left(2^{i}+1\right)}
$$

and

$$
F^{\prime}(x)=c x^{2^{m}+1}+d u x^{2^{i}+1}+(d u)^{2^{m}} x^{2^{m}\left(2^{i}+1\right)}
$$

are equivalent. Indeed, we can apply the substitution $x \mapsto \lambda x$ for some $\lambda \in$ $\mathbb{F}_{2^{n}}^{*}$ such that $\lambda^{2^{i}+1}=u$, and we have that $F(\lambda x)=c \lambda^{2^{m}+1} x^{2^{m}+1}+d u x^{2^{i}+1}+$ $(d u)^{2^{m}} x^{2^{m}\left(2^{i}+1\right)}$ is equivalent to $F^{\prime}$.

Now, since we can partition all non-cube elements as $d U \cup d^{2} U$ for some $d$ not a cube, from the arguments above we have our claim.

### 6.2.4 Equivalence with hexanomials (family C4)

The following family of APN hexanomials was constructed in [26].
Theorem 6.6. Let $n$ and $i$ be any positive integers, $n=2 m, \operatorname{gcd}(i, m)=1$, and $\bar{c}, \bar{d} \in$ $\mathbb{F}_{2^{n}}$ be such that $\bar{d} \notin \mathbb{F}_{2^{m}}$. Then, the function

$$
H(x)=\bar{d} x^{2^{i}\left(2^{m}+1\right)}+x^{\left(2^{m}+1\right)}+\left(x^{2^{i}+1}+x^{2^{m}\left(2^{i}+1\right)}+\bar{c} x^{2^{m+i}+1}+\bar{c}^{2^{m}} x^{2^{i}+2^{m}}\right)
$$

is APN if and only if the equation

$$
x^{2^{i}+1}+\bar{c} x^{2^{i}}+\bar{c}^{2^{m}} x+1=0
$$

has no solution $x$ such that $x^{2^{m}+1}=1$.

The existence of coefficients $\bar{c}$ satisfying the conditions of the theorem above has been studied in [14]. In [70], Göloğlu characterised and compute the number of such $\bar{c}^{\prime}$ s.

We are going to show below that C11 (and thus C3) is contained in C4.
Without loss of generality, from the arguments given in Lemma 6.2, we can consider functions of the form

$$
\begin{equation*}
F(x)=c x^{2^{m}+1}+x^{2^{i}\left(2^{m}+1\right)}+d x^{2^{i}+1}+d^{2^{m}} x^{2^{m}\left(2^{i}+1\right)} \tag{6.7}
\end{equation*}
$$

with $c \in \mathbb{F}_{2^{2 m}} \backslash \mathbb{F}_{2^{m}}$ and $d \notin\left\{x^{2^{i}+1}: x \in \mathbb{F}_{2^{2 m}}\right\}$.
Consider a linear permutation of the type $x+\gamma x^{2^{m}}\left(\gamma^{2^{m}+1} \neq 1\right)$. Evaluating $F\left(x+\gamma x^{2^{m}}\right)$ and deleting terms of algebraic degree less than 2 , we obtain

$$
\left.\begin{array}{rl}
\widetilde{F}(x)= & \left(c+c \gamma^{2^{m}+1}\right) x^{2^{m}+1}+\left(1+\gamma^{2^{i}\left(2^{m}+1\right)}\right) x^{2^{i}\left(2^{m}+1\right)} \\
& +\left(d+d^{2^{m}} \gamma^{2^{m}\left(2^{i}+1\right)}\right) x^{2^{i}+1}+\left(d^{2^{m}}+d \gamma^{2^{i}+1}\right) x^{2^{m}\left(2^{i}+1\right)} \\
& +\left(d \gamma^{2^{i}}+d^{2^{m}} \gamma^{2^{m}}\right) x^{2^{m+i}+1}+\left(d^{2^{m}} \gamma^{2^{m+i}}+d \gamma\right) x^{2^{i}+2^{m}}
\end{array}\right\}=u .
$$

Now, using a linear permutation as in (6.6), it is possible to delete the monomial $\left(1+\gamma^{2^{i}\left(2^{m}+1\right)}\right) x^{2^{i}\left(2^{m}+1\right)}$ since $\left(1+\gamma^{2^{i}\left(2^{m}+1\right)}\right)$ and $u$ are in $\mathbb{F}_{2^{m}}$. Indeed, let $\gamma^{\prime}=\left(1+\gamma^{2^{i}\left(2^{m}+1\right)}\right)$ and $L(x)=\left(w+\left(c+c^{2^{m}}\right)^{2^{i}} \frac{\gamma^{\prime}}{\gamma^{2^{i}}}\right) x+x^{2^{i}}+w x^{2^{m}}+x^{2^{m+i}}$ for some $w \in \mathbb{F}_{2^{m}}^{*}$. Then, following the same steps as in Lemma 6.2, we have

$$
F^{\prime}(x)=\frac{L\left(\widetilde{F}(x) / \gamma^{\prime}\right)}{\left(\frac{c}{\gamma^{\prime}}+\frac{c^{2} m}{\gamma^{\prime}}\right)^{2^{i}}}=c^{\prime} x^{2^{m}+1}+u
$$

for some $c^{\prime} \notin \mathbb{F}_{2^{m}}$ depending on $L$. Denoting by $a=\left(d+d^{2^{m}} \gamma^{2^{m}}\left(2^{i}+1\right)\right)$ and $b=\left(d \gamma^{2^{i}}+d^{2^{m}} \gamma^{2^{m}}\right)$ we get

$$
\begin{equation*}
F^{\prime}(x)=c^{\prime} x^{2^{m}+1}+\left(a x^{2^{i}+1}+a^{2^{m}} x^{2^{m}\left(2^{i}+1\right)}+b x^{2^{m+i}+1}+b^{2^{m}} x^{2^{i}+2^{m}}\right) \tag{6.8}
\end{equation*}
$$

Now, since $i$ and $m$ are odd and $\operatorname{gcd}(i, m)=1$ then $x^{2^{m+i}+1}$ is a permutation of $\mathbb{F}_{2^{n}}$, which means that there exists $\lambda \in \mathbb{F}_{2^{n}}^{*}$ such that $\lambda^{2^{m+i}+1}=b$. Then, substituting $x \mapsto \lambda^{-1} x$ in (6.8) we obtain

$$
F^{\prime \prime}(x)=\underbrace{c^{\prime \prime} x^{2^{m}+1}}_{c^{\prime \prime} \mathbb{F}_{2} m}+\underbrace{\frac{a}{\lambda^{2^{i}+1}} x^{2^{i}+1}+\left(\frac{a}{\lambda^{2^{i}+1}}\right)^{2^{m}} x^{2^{m}\left(2^{i}+1\right)}+x^{2^{m+i}+1}+x^{2^{i}+2^{m}}}_{\mathbb{F}_{2^{m}}},
$$

where $c^{\prime \prime}=c^{\prime} / \lambda^{2^{m}+1}$. Since $\mathbb{F}_{2^{n}}=c^{\prime \prime} \mathbb{F}_{2^{m}} \oplus \mathbb{F}_{2^{m}}$ we can perform a substitution $x \mapsto x^{2^{m-i}}$ and then apply a linear map $L$ which is $x^{2^{m+i}}$ on $c^{\prime \prime} \mathbb{F}_{2^{m}}$ and the identity on $\mathbb{F}_{2^{m}}$. Thus, denoting by $\tilde{c}=\left(c^{\prime \prime}\right)^{2^{m+i}}$, we obtain the EA-equivalent function

$$
\begin{align*}
\bar{F}(x) & =L\left(F^{\prime \prime}\left(x^{2^{m-i}}\right)\right) \\
& =\tilde{c} x^{2^{m}+1}+\frac{a}{\lambda^{2^{i}+1}} x^{2^{m}+2^{j}}+\left(\frac{a}{\lambda^{2^{i}+1}}\right)^{2^{m}} x^{\left(2^{m+j}+1\right)}+x^{2^{j}+1}+x^{2^{m}\left(2^{j}+1\right)}, \tag{6.9}
\end{align*}
$$

where $j=m-i$ is even and $\operatorname{gcd}(j, m)=1$.

On the other hand, let $i$ be an integer with $\operatorname{gcd}(i, m)=1$ and consider a hexanomial

$$
H(x)=\bar{d} x^{2^{i}\left(2^{m}+1\right)}+x^{\left(2^{m}+1\right)}+\left(x^{2^{i}+1}+x^{2^{m}\left(2^{i}+1\right)}+\bar{c} x^{2^{m+i}+1}+\bar{c}^{2^{m}} x^{2^{i}+2^{m}}\right)
$$

with $\bar{c}$ and $\bar{d}$ satisfy the condition given in Theorem 6.6.
Applying the linear permutation (as in (6.6)) $L(x)=\left(w+\left(\bar{d}+\bar{d}^{2 m}\right)^{2^{n-i}}\right) x+$ $w x^{2^{m}}+x^{2^{n-i}}+x^{2^{m-i}}$ for some $w \in \mathbb{F}_{2^{m}}{ }^{m}$, we obtain

$$
H^{\prime}(x)=\frac{L(H(x))}{\left(\bar{d}+\bar{d}^{2^{m}}\right)^{2^{n-i}}}=\bar{d}^{\prime} x^{2^{i}\left(2^{m}+1\right)}+\left(x^{2^{i}+1}+x^{2^{m}\left(2^{i}+1\right)}+\bar{c} x^{2^{m+i}+1}+\bar{c}^{2^{m}} x^{2^{i}+2^{m}}\right)
$$

where $\bar{d}^{\prime}=w\left(\bar{d}+\bar{d}^{2^{m}}\right)^{1-2^{n-i}}+\bar{d} \notin \mathbb{F}_{2^{m}}$. Since $\mathbb{F}_{2^{2 m}}=\bar{d}^{\prime} \mathbb{F}_{2^{m}} \oplus \mathbb{F}_{2^{m}}$ we can apply a linear permutation which is $x^{2^{n-i}}$ on $\bar{d}^{\prime} \mathbb{F}_{2^{m}}$ and the identity on $\mathbb{F}_{2^{m}}$ in order to obtain the EA-equivalent function

$$
\begin{equation*}
H^{\prime \prime}(x)=d^{\prime \prime} x^{2^{m}+1}+x^{2^{i}+1}+x^{2^{m}\left(2^{i}+1\right)}+\bar{c} x^{2^{m+i}+1}+\bar{c}^{2^{m}} x^{2^{i}+2^{m}} \tag{6.10}
\end{equation*}
$$

where $d^{\prime \prime}=\bar{d}^{\prime 2^{n-i}}$. Then, the family of the hexanomials can be expressed as pentanomials and the constraint on the coefficient $\bar{c}$ is the same of the hexanomials. Indeed, following the same steps of the proof of [26, Theorem 2], a function $H^{\prime \prime}$ as in (6.10), with $d^{\prime \prime} \notin \mathbb{F}_{2^{m}}$ and $\operatorname{gcd}(i, m)=1$, is APN if and only if

$$
x^{2^{i}+1}+\bar{c} x^{2^{i}}+\bar{c}^{2^{m}} x+1=0
$$

has no solution $x$ such that $x^{2^{m}+1}=1$.

Coming back to our function in (6.9), from the arguments above, since $\bar{F}$ is APN and $c^{\prime \prime} \notin \mathbb{F}_{2^{m}}$, denoting $\bar{a}=\left(\frac{a}{\lambda^{2^{i}+1}}\right)^{2^{m}}$, we have that

$$
x^{2^{j}+1}+\bar{a} x^{2^{j}}+\bar{a}^{2^{m}} x+1=0
$$

has no non-zero solution such that $x^{2^{m}+1}=1$. So, the function $\bar{F}$ is equivalent to a hexanomials.

Hence we have proved the following result:
Theorem 6.7. The families $C 3, C 3^{*}, C 11$ and $C 11^{*}$ coincide and they are included in C4. In particular, the hexanomials admit a representation as pentanomials in the following form

$$
H^{\prime}(x)=\bar{d} x^{2^{m}+1}+x^{2^{i}+1}+x^{2^{m}\left(2^{i}+1\right)}+\bar{c} x^{2^{m+i}+1}+\bar{c}^{2^{m}} x^{2^{i}+2^{m}}
$$

with $\bar{d} \notin \mathbb{F}_{2^{m}}$ and $\bar{c}$ such that the equation

$$
x^{2^{i}+1}+\bar{c} x^{2^{i}}+\bar{c}^{2^{m}} x+1=0
$$

has no solution $x$ such that $x^{2^{m}+1}=1$.
Moreover, when $m$ and $i$ are odd, $H^{\prime}$ is EA-equivalent to a pentanomial of type

$$
\bar{H}(x)=d x^{2^{m}+1}+x^{2^{j}+1}+x^{2^{m}\left(2^{j}+1\right)}+c x^{2^{m+j}+1}+c^{2^{m}} x^{2^{j}+2^{m}}
$$

where $d$ and $c$ satisfy the same conditions as $\bar{d}$ and $\bar{c}$ above, and $j=m-i$.
Proof. We need to prove only that when $m$ is odd the pentanomial $H^{\prime}$ with $i$ odd is equivalent to a pentanomial $\bar{H}$ with $j=m-i$ even. This can be done with the same steps as used above to compute $\bar{F}$ in (6.9) from $F^{\prime \prime}$ of (6.8), with the only difference that in this case the coefficient $a$ of $F^{\prime \prime}$ is equal to 1.

### 6.3 The updated list

Using the obtained results we reduce the list of known families of APN polynomials (which are CCZ-inequivalent to power functions) to those pairwise CCZ-inequivalent to each other. This refined list is presented in Table 6.2.

Table 6.2: Known classes of quadratic APN polynomial over $\mathbb{F}_{2^{n}}$ CCZ-inequivalent to power functions

| $N^{\circ}$ | Functions | Conditions | In |
| :---: | :---: | :---: | :---: |
| F1-F2 | $x^{2^{s}+1}+u^{2^{k}-1} x^{2^{i k}+2^{m k+s}}$ | $\begin{gathered} n=p k, \operatorname{gcd}(k, p)=\operatorname{gcd}(s, p k)=1, \\ p \in\{3,4\}, i=s k \bmod p, m=p-i \\ n \geq 12, u \text { primitive in } \mathbb{F}_{2^{n}}^{*} \end{gathered}$ | [29] |
| F3 | $\begin{gathered} s x^{q+1}+x^{2^{i}+1}+x^{q\left(2^{i}+1\right)} \\ \quad+c x^{2^{i} q+1}+c^{q} x^{2^{i}+q} \end{gathered}$ | $\begin{gathered} q=2^{m}, n=2 m, \operatorname{gcd}(i, m)=1, \\ c \in \mathbb{F}_{2^{n}}, s \in \mathbb{F}_{2^{n}} \backslash \mathbb{F}_{q}, \\ X^{2^{i}+1}+c X^{2^{2}}+c^{q} X+1 \end{gathered}$ <br> has no solution $x$ s.t. $x^{q+1}=1$ | [26] |
| F4 | $x^{3}+a^{-1} \operatorname{Tr}\left(a^{3} x^{9}\right)$ | $a \neq 0$ | [30] |
| F5 | $x^{3}+a^{-1} \operatorname{Tr}_{n}^{3}\left(a^{3} x^{9}+a^{6} x^{18}\right)$ | $3 \mid n, a \neq 0$ | [31] |
| F6 | $x^{3}+a^{-1} \operatorname{Tr}_{n}^{3}\left(a^{6} x^{18}+a^{12} x^{36}\right)$ | $3 \mid n, a \neq 0$ | [31] |
| F7-F9 | $\begin{gathered} u x^{2^{s}+1}+u^{2^{k}} x^{2^{-k}+2^{k+s}}+ \\ v x^{2^{-k}+1}+w u^{2^{k}+1} x^{2^{s}+2^{k+s}} \end{gathered}$ | $\begin{gathered} n=3 k, \operatorname{gcd}(k, 3)=\operatorname{gcd}(s, 3 k)=1, \\ v, w \in \mathbb{F}_{2^{k}, v w}, v=1, \\ 3 \mid(k+s) u \text { primitive in } \mathbb{F}_{2^{n}}^{*} \end{gathered}$ | [17] |
| F10 | $\begin{gathered} \left(x+x^{2^{m}}\right)^{2^{i}+1}+ \\ u^{\prime}\left(u x+u^{2^{m}} x^{2^{m}}\right)^{\left(2^{i}+1\right) 2^{j}}+ \\ u\left(x+x^{2^{m}}\right)\left(u x+u^{2^{m}} x^{2^{m}}\right) \end{gathered}$ | $\begin{gathered} n=2 m, m \geq 2 \text { even, } \\ \operatorname{gcd}(i, m)=1 \text { and } j \geq 2 \text { even } \\ u \text { primitive in } \mathbb{F}_{2^{n}}^{*}, u^{\prime} \in \mathbb{F}_{2^{m}} \text { not a cube } \end{gathered}$ | [112] |
| F11 | $L_{1}(x)^{2^{i}} x+L_{2}(x) x^{2^{i}}$ | $n=k m, \operatorname{gcd}(n, i)=1$ <br> $L_{1}(x), L_{2}(x) 2^{m}$-polynomials satisfing the conditions in Theorem 5.1, Chapter 5 | [24] |
| F12 | $\begin{gathered} u t(x)\left(x^{q}+x\right)+t(x)^{2^{2 i}+2^{3 i}}+ \\ a t(x)^{2^{2 i}}\left(x^{q}+x\right)^{2^{i}}+b\left(x^{q}+x\right)^{2^{i}+1} \end{gathered}$ | $\begin{gathered} q=2^{m}, n=2 m, \operatorname{gcd}(i, m)=1 \\ a, b \in \mathbb{F}_{2^{m}}, X^{2^{i}+1}+a X+b \\ \text { has no solution over } \mathbb{F}_{2^{m}}, \\ u \notin \mathbb{F}_{2^{m}} \text { and } t(x)=u^{q} x+x^{q} u \end{gathered}$ | [99] |
| F13 | $\begin{gathered} x^{3}+a x^{2^{k}\left(2^{i}+1\right)} \\ +b x^{3 \cdot 2^{m}}+c x^{2^{n+k}\left(2^{i}+1\right)} \end{gathered}$ | $\begin{gathered} n=2 m=10,(a, b, c)=(\beta, 1,0), i=3, k=2, \mathbb{F}_{4}^{*}=\langle\beta\rangle \\ n=2 m, m \text { odd, } 3 \nmid m,(a, b, c)=\left(\beta, \beta^{2}, 1\right), \\ \mathbb{F}_{4}^{*}=\langle\beta\rangle, i \in\left\{m-2, m, 2 m-1,(m-2)^{-1} \bmod n\right\} \end{gathered}$ | [34] |

## Chapter 7

## Isotopic shift construction for planar functions

In this chapter we consider fields of odd characteristic. In particular we extend some of the results on the isotopic shift

$$
\begin{equation*}
F_{L}(x)=\Delta_{F}(x, L(x))=F(x+L(x))-F(x)-F(L(x)) \tag{7.1}
\end{equation*}
$$

of Chapter 4 to the case of $p$ odd. In Theorem 4.1, it is proved that if $F$ and $G$ are isotopic equivalent quadratic planar functions, then $G$ is EA-equivalent to an isotopic shift of $F$ by some linear permutation $L$. We show in Section 7.1 that the converse does not hold, that is, an isotopic shift of a quadratic planar function by a linear permutation does not necessarily produce an isotopic equivalent function (and it is not always planar either). Moreover, we extend the isotopic shift construction of APN functions given in Chapter 4 for the even characteristics to the case of odd characteristics for PN functions. For an Albert-like planar function (i.e $x^{p^{i}+1}$ ) we study the planarity for some particular functions of the type

$$
F(x)=L_{1}(x)^{p^{i}} x+L_{2}(x) x^{p^{i}}
$$

with $L_{1}$ and $L_{2}$ linearised polynomials, see Theorem 7.1. When $x^{p^{i}+1}=x^{2}$, this result gives some conditions on planar functions of the type $x L(x)$ with $L$ linear. This characterisation permits to determine that the planar functions classified in [5] are affine equivalent to the function $x^{2}$ or to an Albert function, see Proposition 7.9.

### 7.1 On the linear shifts over fields of odd characteristic

In even characteristics, the isotopic shift of an APN function can produce a CCZ-inequivalent APN function (see for example Lemma 4.1). This is also true
for the case of planar functions. For example, consider the planar quadratic function $F(x)=x^{2}$, defined over a finite field of characteristic $p>2$. Consider its isotopic shift by the linear permutation $L(x)=x^{p^{j}}$,

$$
F_{L}(x)=F(x+L(x))-F(x)-F(L(x))=2 x^{p^{j}+1}
$$

Now, $F_{L}$ is planar over $\mathbb{F}_{p^{n}}$ if and only if $\frac{n}{\operatorname{gcd}(n, j)}$ is odd (Albert function [1]). Therefore we have an example of isotopic shift $F_{L}$ that is not planar and also an example of isotopic shift that is planar and isotopic inequivalent to $F$. As for the case of APN maps in even characteristic, see Remark 4.1, in general the isotopic shift does not preserve the differential uniformity.

In even characteristic, we have some restrictions on $L$ so that the isotopic shift of a function $F$ is APN. This is also the case in odd characteristic for obtaining planar functions.

Proposition 7.1. Given $F, L \in \mathbb{F}_{p^{n}}[x]$, where $L$ is a linear function which is not a permutation, the map $F_{L}$ is not planar.

Proof. Without loss of generality assume $F(0)=0$. Given $F_{L}$ as in (7.1), the function is planar if and only if for any element $e \neq 0$

$$
D_{e} F_{L}(x)=F_{L}(x+e)-F_{L}(x)
$$

is a permutation. Equivalently, we can consider $\Delta_{e}(x)=D_{e} F_{L}(x)-F_{L}(e)$ to be a permutation. Since $L$ is not a permutation, there exists $z \neq 0$ such that $L(z)=0$. Then,

$$
\Delta_{z}(z)=F_{L}(2 z)-2 F_{L}(z)=0=\Delta_{z}(0)
$$

since $F_{L}(2 z)=F_{L}(z)=0$. Thus $\Delta_{z}$ is not a permutation.
Remark 7.1. Note that $F$ does not need to be planar in order to obtain a planar function from a shift. Indeed, consider the finite field $\mathbb{F}_{3^{4}}$ and the non-planar function $F(x)=$ $x^{3+1}=x^{4}$. With the linear permutation $L(x)=x^{27}+\zeta^{4} x^{3}$ we construct

$$
F_{L}(x)=x^{3} L(x)+x L(x)^{3}=x^{30}+\zeta^{4} x^{6}+x^{2}+\zeta^{12} x^{10}
$$

that is planar. This function is CCZ-equivalent to the Dickson function $L\left(t^{2}(x)\right)+$ $\frac{1}{2} x^{2}$ with $L(x)=\frac{1}{8}\left(x^{3}-x\right)$ and $t(x)=x^{3^{2}}-x$.

Similarly to the case of finite fields with even characteristic we have the following proposition.

Proposition 7.2. For a monomial DO polynomial $F$ and a linear function $L(x)=$ $\sum_{j=0}^{n-1} b_{j} x^{p^{j}}$, the isotopic shift $F_{L}$ is affine equivalent to the isotopic shift $F_{M}$ constructed with the linear function

$$
M(x)=\sum_{j=0}^{n-1}\left(b_{j} \zeta^{k\left(p^{j}-1\right)}\right)^{p^{t}} x^{p^{j}}
$$

where $k$ and $t$ can be any integers. Moreover, for any function $F$, if $L$ is a permutation, then $F_{L}$ is affine equivalent to $F_{L^{-1}}(x)$.

Proof. Without loss of generality let $F(x)=x^{p^{i}+1}$. Then, we have

$$
F_{M}(x)=\sum_{j=0}^{n-1}\left[\left(b_{j} \zeta^{k\left(p^{j}-1\right)}\right)^{p^{t}} x^{p^{i}+p^{j}}+\left(b_{j} \zeta^{k\left(p^{j}-1\right)}\right)^{p^{i+t}} x^{p^{j+i}+1}\right]
$$

and

$$
\begin{aligned}
& \left(\zeta^{k p^{t}\left(1+p^{i}\right)} F_{M}\left(\zeta^{-k p^{t}} x^{p^{t}}\right)\right)^{p^{-t}}= \\
= & \left.\left.\zeta^{k\left(1+p^{i}\right)}\left[\zeta^{-k p^{i}} x^{p^{i}} M\left(\zeta^{-k p^{t}} x^{p^{t}}\right)\right)^{p^{-t}}+\zeta^{-k} x M\left(\zeta^{-k p^{t}} x^{p^{t}}\right)\right)^{p^{i-t}}\right] \\
= & \zeta^{k\left(1+p^{i}\right)} \sum\left[\zeta^{-k p^{i}} x^{p^{i}} b_{j} \zeta^{k\left(p^{j}-1\right)} \zeta^{-k p^{j}} x^{p^{j}}+\zeta^{-k} x b_{j}^{p^{i}} \zeta^{k\left(p^{j}-1\right) p^{i}} \zeta^{-k p^{j} p^{i}} x^{p^{j} p^{i}}\right] \\
= & \zeta^{k\left(1+p^{i}\right)} \sum\left[\zeta^{-k\left(p^{i}+1\right)} b_{j} x^{p^{j}+p^{i}}+\zeta^{-k\left(p^{i}+1\right)} b_{j}^{p^{i}} x^{p^{j} p^{i}+1}\right] \\
= & \sum\left[b_{j} x^{p^{j}+p^{i}}+b_{j}^{p^{i}} x^{p^{j+i}+1}\right]=F_{L}(x) .
\end{aligned}
$$

For the last part, it is easy to check that if $L$ is a permutation, then $F_{L}\left(L^{-1}(x)\right)=$ $F_{L^{-1}}(x)$.

### 7.1.1 The reciprocity of the isotopic shift

We consider here the following question.
Question 7.1. Given $F, G \in \mathbb{F}_{p^{n}}[x]$ quadratic maps, does the existence of an isotopic shift connecting $F$ to $G$ imply the existence of an isotopic shift connecting $G$ to $F$ ?

We refer to the property mentioned in the above question as to the reciprocity of the isotopic shift. With the existence of an isotopic shift connecting $F$ to $G$ we refer to the existence of a linear permutation $L$ such that $F_{L}$ is EAequivalent to $G$. Recall that, from Corollary 4.1, if $F$ and $F^{\prime}$ are EA-equivalent quadratic maps then for any $M \in \mathbb{F}_{p^{n}}[x]$ there exists a map $N \in \mathbb{F}_{p^{n}}[x]$ such that $F_{M}$ is EA-equivalent to $F_{N}^{\prime}$. Hence, if $G$ is EA-equivalent to $F_{L}$, then given $M$ there exists $N$ such that $G_{M}$ is EA-equivalent to $\left(F_{L}\right)_{N}$. Therefore Question 7.1 is equivalent to the following question.

Question 7.2. Given $F, L \in \mathbb{F}_{p^{n}}[x]$ with $L$ linear permutation, $F$ quadratic map and such that $F_{L}$ is quadratic too, does there exist a linear permutation $M \in \mathbb{F}_{p^{n}}[x]$ such that $\left(F_{L}\right)_{M}$ is EA-equivalent to $F$ ?

If $F$ and $G$ are isotopic equivalent quadratic planar functions, Theorem 4.1 implies that Question 7.1 has a positive answer. In particular, for $F$ a quadratic planar map, if $F_{L}$ is isotopic equivalent to $F$ then there exists a linear permutation $M$ such that $\left(F_{L}\right)_{M}$ is EA-equivalent to $F$.

In general, considering $F$ and $G$ quadratic maps not isotopic equivalent, the reciprocity of the isotopic shift is not always satisfied. Indeed there are cases in which the isotopic shift is reciprocal and cases in which it is not. In the following we report some computational results obtained, which show the different behaviours of the isotopic shift. Over $\mathbb{F}_{p^{n}}$, we consider $F(x)=x^{2}$ and $G(x)=x^{p^{j}+1}$, for which $F_{L}$ is EA-equivalent to $G$ with $L(x)=x^{p^{j}}$. Without loss of generality, we can always assume $j \leq n / 2$. We analyse then whether there exists also an isotopic shift connecting $G$ to $F$ and, in small dimensions, we obtained the following results.

- Over $\mathbb{F}_{p^{3}}$ (with $p=3,5,7$ ) for $G(x)=x^{p+1}$ there exists a linear permutation $M$ such that $G_{M}$ is EA-equivalent to $x^{2} .{ }^{1}$
- Over $\mathbb{F}_{3^{4}}$ for both $G(x)=x^{p+1}$ and $G(x)=x^{p^{2}+1}$ no isotopic shift of $G$ is EA-equivalent to $x^{2}$.
- Over $\mathbb{F}_{3^{5}}$ for both $G(x)=x^{p+1}$ and $G(x)=x^{p^{2}+1}$ no isotopic shift of $G$ is EA-equivalent to $x^{2} .^{2}$

Notice that, over $\mathbb{F}_{3^{4}}, x^{p+1}$ and $x^{p^{2}+1}$ are not planar. Instead, over $\mathbb{F}_{3^{5}}$, both maps are planar. Hence there are cases of isotopic shift not reciprocal when $F, G$ are both quadratic planar maps and cases when $F$ is planar and $G$ is not.

Remark 7.2. The obtained results imply that the isotopic shift (together with EAtransformation), even when restricted to planar maps, does not represent an equivalence notion.

[^9]
### 7.1.2 Comparison on linear shifts in odd and even characteristic

Assume $F$ is a quadratic polynomial satisfying $F(0)=0$ and $L$ a linear function over $\mathbb{F}_{p^{n}}$ where $p$ is odd. Let $\Delta(x, y)$ be the symmetric bilinear operator

$$
\Delta(x, y)=F(x+y)-F(x)-F(y)
$$

Then

$$
F_{L}(x)=F(x+L(x))-F(x)-F(L(x))=\Delta(x, L(x))
$$

is an isotopic shift of a quadratic polynomial and then is a DO polynomial itself, and its differential property is given by $\Delta(c, L(x))+\Delta(L(c), x)$ for $c \neq 0$. Indeed, since $\Delta(x, y)$ is symmetric and bilinear we have

$$
\begin{aligned}
F_{L}(x+c)-F_{L}(x)-F_{L}(c)= & \Delta(L(x+c), x+c)-\Delta(L(x), x)-\Delta(L(c), c) \\
= & \Delta(L(x), x)+\Delta(L(c), x)+\Delta(L(x), c)+ \\
& \Delta(L(c), c)-\Delta(L(x), x)-\Delta(L(c), c) \\
= & \Delta(c, L(x))+\Delta(L(c), x) .
\end{aligned}
$$

In order $F_{L}$ to be planar we want that

$$
\text { for any } c \neq 0 \quad|\operatorname{Im}(\Delta(c, L(x))+\Delta(L(c), x))|=p^{n}
$$

In particular, combining it with Proposition 7.1, we have the following.
Proposition 7.3. Given $F, L: \mathbb{F}_{p^{n}} \rightarrow \mathbb{F}_{p^{n}}$ where $F$ is a quadratic polynomial satisfying $F(0)=0$ and $L$ is a linear map, consider the isotopic shift of $F$ by $L, F_{L}$ defined as in (7.1). If the map $F_{L}$ is planar then for any element $c \neq 0$ we have

$$
\operatorname{Ker}(\Delta(c, L(x))) \cap \operatorname{Ker}(\Delta(L(c), x))=\{0\} .
$$

Moreover, $L$ is a permutation.
In the following table we compare the characteristics of the linear functions $L$ for the case $p$ even (taken from Chapter 4) and $p$ odd.

|  | $p$ even | $p$ odd |
| :---: | :---: | :---: |
| if | $F_{L}$ is APN | $F_{L}$ is PN |
| then |  |  |
| $\forall c \in \mathbb{F}_{p^{n}}^{\star}$ | $\Delta(c, L(x))+\Delta(L(c), x)$ 2-to-1 | $\Delta(c, L(x))+\Delta(L(c), x)$ 1-to-1 |
|  | $L$ 1-to-1 or 2-to-1 | $L$ 1-to-1 |
|  | if $\operatorname{Ker}(L)=\{0, z\}$ then $\Delta(z, L(c)) \neq 0 \forall c \notin \operatorname{Ker}(L)$ | $\Delta(c, L(c)) \neq 0\left(F_{L}(c) \neq 0\right)$ |
|  | $\operatorname{Ker}(\Delta(c, L(x))) \cap \operatorname{Ker}(\Delta(L(c), x))=\{0, c\}$ | $\operatorname{Ker}(\Delta(c, L(x))) \cap \operatorname{Ker}(\Delta(L(c), x))=\{0\}$ |

### 7.1.3 Shifting Albert-like functions by monomials

Starting from an Albert like function $x^{p^{i}+1}$ over $\mathbb{F}_{p^{n}}$ by a linear monomial $L(x)=a x p^{t}$ we obtain the map

$$
F_{L}(x)=a^{p^{i}} x^{p^{i+t}+1}+a x^{p^{i}+p^{t}}
$$

For this case we can obtain the following result.
Proposition 7.4. Let $p$ be an odd prime, $a \in \mathbb{F}_{p^{n}}^{\star}$ and $F_{L}(x)=a^{p^{i}} x^{p^{i+t}+1}+a x x^{p^{i}+p^{t}}$ be an isotopic shift of $x^{p^{i}+1}$ over $\mathbb{F}_{p^{n}}$. Then:
(i) If $i=0$, then $F_{L}$ is planar if and only if $n / \operatorname{gcd}(n, t)$ is odd, moreover $F_{L}$ is linear equivalent to an Albert-like function;
(ii) If $t=0$, then $F_{L}$ is planar if and only if $n / \operatorname{gcd}(n, i)$ is odd and $a \notin \mathbb{F}_{p^{i}}$, moreover $F_{L}$ is linear equivalent to an Albert-like function;
(iii) If $n=2 m$ with $m$ odd and $t=m$, then for any $i \leq m$ odd the shift $F_{L}$ is planar if and only if $a$ is such that $a^{p^{m}+1} \notin \mathbb{F}_{p^{m}} \cap \mathbb{F}_{p^{i}}$. Moreover, $F_{L}$ is affine equivalent to the planar function $x^{p^{m-i}+1}$;
(iv) If $n=4 k$ for some integer $k, p^{k} \equiv 1 \bmod 4$ and $L(x)=\zeta^{s} x p^{p^{k}}$ with sodd, then the isotopic shift of $x p^{p^{k}+1}, F_{L}(x)=\zeta^{s} \cdot p^{k} x^{p^{2 k}+1}+\zeta^{s} x^{2 p^{k}}$ is planar and isotopic equivalent to the planar function of a Dickson semifield.
Proof. For the first two cases we have, when $i=0, F_{L}(x)=2 a x p^{p^{t}+1}$ and $F_{L}(x)=$ $\left(a^{p^{i}}+a\right) x^{p^{i}+1}$ for $t=0$, so these are planar if and only if $n / \operatorname{gcd}(n, t)$ and $n / \operatorname{gcd}(n, i)$ are odd.

For the third case we have that

$$
F_{L}(x)=a^{p^{i}} x^{p^{i+m}+1}+a x^{p^{i}+p^{m}}=a^{p^{i}}\left(x^{p^{i}+p^{m}}\right)^{p^{m}}+a x^{p^{i}+p^{m}}
$$

Then, $F_{L}(x)=L_{1} \circ x^{p^{m-i}+1} \circ L_{2}(x)$ where $L_{1}(x)=a^{p^{i}} x p^{p^{m}}+a x$ and $L_{2}(x)=x^{p^{i}}$.
Since $x^{p^{m}+p^{i}}$ is planar $\left(n / \operatorname{gcd}(m-i, n)\right.$ is odd) $F_{L}$ can be planar if and only if $L_{1}$ is a permutation. From $a^{p^{m}+1} \notin \mathbb{F}_{p^{m}} \cap \mathbb{F}_{p^{i}}$ we have that $L_{1}$ is a permutation. Indeed, $L_{1}$ is a permutation if and only if

$$
A=\left[\begin{array}{cc}
a & a^{p^{m+i}} \\
a^{p^{i}} & a^{p^{m}}
\end{array}\right]
$$

is full rank, which is equivalent to $\operatorname{det}(A)=a^{p^{m}+1}-a^{p^{i}\left(p^{m}+1\right)} \neq 0$.

For the last case, $F_{L}(x)=\zeta^{s \cdot p^{k}} x x^{p^{2 k}+1}+\zeta^{s} x^{2 p^{k}}$ is equivalent to $x x^{p^{2 k}+1}+$ $\frac{1}{\zeta^{s\left(p^{k}-1\right)}} x^{2 p^{k}}=x^{p^{2 k}+1}+\zeta^{s \cdot p^{4 k-2}\left(p^{k}-1\right)} x^{2 p^{k}}$. Since $s \cdot p^{4 k-2}$ is odd we have from Theorem 4.2 in [50] that $F_{L}$ is planar. From Theorem 4.3 in [50] we have that the semifield associated to $x^{p^{2 k}+1}+\zeta^{p^{4 k-2}\left(p^{k}-1\right)} x^{2 p^{k}}$ is isotopic to the Dickson semifield $-\frac{1}{8} L^{\prime}\left(t^{2}(x)\right)+\frac{1}{2} x^{2}$, with $L^{\prime}(x)=x^{p^{k}}+x$ and $t(x)=x^{p^{2 k}}-x$.

### 7.2 Generalised isotopic shift

### 7.2.1 For general Albert-like functions

If we consider an Albert-like function $x^{p^{i}+1}$, an isotopic shift by a linear function $L$ is given by

$$
x^{p^{i}} L(x)+x L(x)^{p^{i}}
$$

In the following we consider a slight generalisation of such functions, as in Section 5.1. That is, we consider two linear maps

$$
L_{1}(x)=\sum_{j=0}^{k-1} A_{j} x^{p^{j m}} \text { and } L_{2}(x)=\sum_{j=0}^{k-1} B_{j} x^{p^{j m}}
$$

defined over the finite field $\mathbb{F}_{p^{k m}}$ and construct the function

$$
F(x)=L_{1}(x)^{p^{i}} x+L_{2}(x) x^{p^{i}}
$$

A necessary condition for $F$ to be planar is the following.
Proposition 7.5. For two positive integers $m, k$, consider the function

$$
F(x)=L_{1}(x)^{p^{i}} x+L_{2}(x) x^{p^{i}}
$$

defined over $\mathbb{F}_{p^{k m}}$, where $L_{1}, L_{2} \in \mathbb{F}_{p^{k m}}[x]$ are $p^{m}$-linear polynomials. Then, $F$ can be planar only if $\frac{m}{\operatorname{gcd}(i, m)}$ is odd.

Proof. Since $F$ is planar then for any $e \in \mathbb{F}_{p^{k m}}^{\star}$ the function $\Delta_{e}(x)=F(x+e)-$ $F(x)-F(e)$ is a permutation. In particular, for any $e \in \mathbb{F}_{p^{m}}^{\star}$ we have

$$
\Delta_{e}(1)=\left(L_{1}(1)^{p^{i}}+L_{2}(1)\right)\left(e^{p^{i}}+e\right)
$$

Since $\Delta_{e}(0)=0$, in order to be a permutation, $\Delta_{e}(1)$ must be different from 0 , implying that $e^{p^{i}} \neq-e$, for any $e \in \mathbb{F}_{p^{m}}^{\star}$. This implies that $\frac{m}{\operatorname{gcd}(i, m)}$ is odd.

Remark 7.3. Note that for this construction the necessary condition $\frac{m}{\operatorname{gcd}(i, m)}$ odd implies that $x^{p^{i}+1}$ is planar over the subfield $\mathbb{F}_{p^{m}}$, but it does not necessarily mean planarity over $\mathbb{F}_{p^{k m}}$.

Let $W=\left\{y \zeta^{j}: y \in U, 0 \leq j \leq d^{\prime}-1\right\}$, where $U=\left\langle\zeta^{d^{\prime}\left(p^{m}-1\right)}\right\rangle, d=\operatorname{gcd}\left(p^{m}-\right.$ $1, \frac{p^{k m}-1}{p^{m}-1}$ ) and $d^{\prime}$ is an integer with the same prime factor as $d$, each being raised at the power as in $\frac{p^{k m}-1}{p^{m}-1}$ (hence such that $\operatorname{gcd}\left(p^{m}-1, \frac{p^{k m}-1}{d^{\prime}\left(p^{m}-1\right)}\right)=1$ ). We obtain the following result.

Theorem 7.1. Let $k, m$ and $i$ be positive integers and consider two $p^{m}$-linear polynomials $L_{1}, L_{2}$ over $\mathbb{F}_{p^{k m}}$. Then, the function $F(x)=L_{1}(x)^{p^{i}} x+L_{2}(x) x^{p^{i}}$ is planar over $\mathbb{F}_{p^{k m}}$ if and only if $\frac{m}{\operatorname{gcd}(m, i)}$ is odd and the following conditions are satisfied:
(i) $F(t) \neq 0$ for any $t \in W$;
(ii) $L_{1}(v)^{p^{i}} t+L_{2}(t) v^{p^{i}} \neq 0$ for any $t, v \in W$ such that $L_{1}(t)^{p^{i}} v+L_{2}(v) t^{p^{i}}=0$;
(iii) $\frac{L_{1}(v)^{p^{i}} t+L_{2}(t) v^{p^{i}}}{L_{1}(t)^{p^{i} v+L_{2}(v) t p^{i}}} \neq-r^{p^{i}-1}$ for any $t, v \in W$ and any $r \in \mathbb{F}_{p^{m}}^{\star}$ such that $L_{1}(t)^{p^{i}} v+$ $L_{2}(v) t p^{i} \neq 0$.

Proof. From Proposition 7.5 we have the condition on the parity of $\frac{m}{\operatorname{gcd}(m, i)}$. Moreover, for planarity, we need that for any $e \in \mathbb{F}_{p^{k m}}^{\star}$ the function $\Delta_{e}(x)=$ $F(x+e)-F(x)-F(e)$ is a permutation (or equivalently 0 is the only root of $\Delta_{e}(x)$ ). Since $\mathbb{F}_{p^{k m}}^{\star}=W \times \mathbb{F}_{p^{m}}^{\star}$ we can rewrite $e=s t$ and $x=u v$ with $s, u \in \mathbb{F}_{p^{m}}^{\star}$ and $t, v \in W$. Hence,

$$
\begin{aligned}
\Delta_{e}(x) & =L_{1}(e)^{p^{i}} x+L_{2}(e) x^{p^{i}}+L_{1}(x)^{p^{i}} e+L_{2}(x) e^{p^{i}} \\
& =s^{p^{i}} L_{1}(t)^{p^{i}} u v+s L_{2}(t) u^{p^{i}} v^{p^{i}}+u^{p^{i}} L_{1}(v)^{p^{i}} s t+u L_{2}(v) s^{p^{i}} t^{p^{i}} \\
& =u s\left[s^{p^{i}-1}\left(L_{1}(t)^{p^{i}} v+L_{2}(v) t^{p^{i}}\right)+u^{p^{i}-1}\left(L_{1}(v)^{p^{i}} t+L_{2}(t) v^{p^{i}}\right)\right]
\end{aligned}
$$

If $v=t$, then

$$
\Delta_{e}(x)=u s\left(L_{1}(t)^{p^{i}} t+L_{2}(t) t^{p^{i}}\right)\left[s^{p^{i}-1}+u^{p^{i}-1}\right]
$$

Then $L_{1}(t)^{p^{i}} t+L_{2}(t) t^{p^{i}}=F(t) \neq 0$ must hold for any $t \in W$. Moreover $\left(\frac{s}{u}\right)^{p^{i}-1} \neq-1$, for any $s, u \in \mathbb{F}_{p^{m}}^{\star}$.
For the case $v \neq t$, when $L_{1}(t)^{p^{i}} v+L_{2}(v) t p^{p^{i}}=0$, we have

$$
\Delta_{e}(x)=u^{p^{i}}{ }_{S}\left(L_{1}(v)^{p^{i}} t+L_{2}(t) v^{p^{i}}\right)
$$

and thus we must have $L_{1}(v)^{p^{i}} t+L_{2}(t) v^{p^{i}} \neq 0$. While, if $L_{1}(t)^{p^{i}} v+L_{2}(v) t^{p^{i}} \neq 0$ then we must have $\frac{L_{1}(v)^{p^{i}} t+L_{2}(t) v^{p^{i}}}{L_{1}(t) p^{p^{i}} v+L_{2}(v) t^{p^{i}}} \neq-\left(\frac{s}{u}\right)^{p^{i}-1}$.

### 7.2.2 The particular case of $x^{2}$

If we consider the particular case of $x^{2}$, we obtain the function

$$
F(x)=L_{1}(x) x+L_{2}(x) x=x L(x)
$$

where $L(x)=L_{1}(x)+L_{2}(x)$.
Some existence results on planar functions of type $x L(x)$ are discussed in [81, 103]. For example, in these works the authors study the planar property of functions of type $x\left(x^{q}+u x\right)$ over $\mathbb{F}_{q^{2}}$ and $x\left(\operatorname{Tr}_{n}(x)+a x\right)$. In particular, we have the following.

Proposition 7.6 ([81]). Let $q$ be a power of a prime, and $L_{1}, L_{2}: \mathbb{F}_{q^{n}} \rightarrow \mathbb{F}_{q^{n}}$ be $q$ linear mappings. If the mapping $L_{1}(x) \cdot L_{2}(x)$ is planar, then the maps $L_{1}$ and $L_{2}$ are bijective.

This proposition implies that it is sufficient to study planar function of type $x L(x)$ where $L$ is a bijection.

Remark 7.4. The fact that $L$ is bijective can be obtained also from the previous section. Indeed, we can consider the isotopic shift of $x^{2}$ with a linear function $L$, obtaining the function $F(x)=2 x L(x)$. If $F$ is planar then the function $L$ needs to be a permutation.

We can restate Theorem 7.1 for the case of $x^{2}$ as follows.
Theorem 7.2. Let $k$ and $m$ be positive integers. Consider a $p^{m}$-linear polynomial $L$ over $\mathbb{F}_{p^{k m}}$. Then the function $F(x)=x L(x)$ is planar if and only if the following conditions are satisfied:

- $F(t) \neq 0$ for any $t \in W$;
- $\frac{L(v)}{v} \neq-\frac{L(t)}{t}$ for any $t, v \in W$.

For the case $k=3$, we obtain some equivalence results for some specific $p^{m}$ linear polynomials $L$.

Proposition 7.7. Over $\mathbb{F}_{p^{3 m}}$, consider the isotopic shift of $x^{2}$ by the linear permutation $L(x)=a x^{p^{2 m}}+b x^{p^{m}}+x, F_{L}(x)=2\left(a x^{p^{2 m}+1}+b x^{p^{m}+1}+x^{2}\right)$. Denoting by $N$ the norm function from $\mathbb{F}_{p^{3 m}}$ to $\mathbb{F}_{p^{m}}$, assume that $a=\frac{2 e^{p^{2 m}+1}}{N(e)+1}$ and $b=\frac{2 e^{p^{2 m}}}{N(e)+1}$, where $e$ is such that $N(e) \neq \pm 1$.Then, $F_{L}$ is planar and affine equivalent to $x^{2}$.

Proof. Let $A_{1}(x)=\frac{e^{2 p^{2 m}}}{1-N(e)^{2}}\left(x^{p^{2 m}}-e^{2} x\right)$ and $A_{2}(x)=x^{p^{2 m}}+\frac{1}{e} x p^{p^{m}}+e^{p^{m}} x$. The $\operatorname{map} A_{1}$ is a permutation since $x^{p^{2 m}-1}=e^{2}$ would imply $1=N(x)^{\left(p^{m}+1\right)\left(p^{m}-1\right)}=$ $N(e)^{2}$. Also $A_{2}$ is a permutation. Indeed, $A_{2}$ is a permutation if and only if the determinant of the matrix

$$
\left[\begin{array}{ccc}
e^{p^{m}} & 1 & \frac{1}{e^{p^{2 m}}} \\
\frac{1}{e} & e^{p^{2 m}} & 1 \\
1 & \frac{1}{e^{p^{m}}} & e
\end{array}\right]
$$

is not zero. That is, $N(e)+\frac{1}{N(e)}-2 \neq 0$, implying $N(e)^{2}+1-2 N(e)=(N(e)-$ $1)^{2} \neq 0$.

Now, it is easy to verify that $A_{1} \circ x^{2} \circ A_{2}=F_{L}(x) / 2$.
Proposition 7.8. Over $\mathbb{F}_{p^{3 m}}$ consider the isotopic shift of $x^{2}$ by the linear permutation $L(x)=a x^{p^{2 m}}+b x^{p^{m}}+x, F_{L}(x)=2\left(a x^{p^{2 m}+1}+b x^{p^{m}+1}+x^{2}\right)$. Denoting by $N$ the norm function from $\mathbb{F}_{p^{3 m}}$ to $\mathbb{F}_{p^{m}}$, assume that $a=1 / b^{p^{2 m}}, N(b) \neq 1$. Then, $F_{L}$ is planar and affine equivalent to $x^{p^{m}+1}$.

Proof. Let $A_{1}(x)=\frac{b^{p^{m}+1}}{N(b)-1}\left(x^{p^{2 m}}-\frac{1}{b p^{m}} x\right)$ and $A_{2}(x)=\frac{1}{b^{p^{2 m}}}\left(x^{p^{2 m}}+b^{p^{2 m}+1} x^{p^{m}}+\right.$ $\left.b^{p^{2 m}} x\right) . A_{1}$ is a permutation since $x^{p^{2 m}-1}=\frac{1}{b p^{m}}$ would imply

$$
1=N(x)^{\left(p^{m}+1\right)\left(p^{m}-1\right)}=1 / N(b)^{p^{m}}=1 / N(b)
$$

and, with similar arguments as in Proposition 7.7, $A_{2}$ is a permutation. Then, $A_{1} \circ x^{p^{m}+1} \circ A_{2}=F_{L}(x) / 2$.

In [5], the authors completely classified the planar functions of type $x\left(x^{p^{2 m}}+\right.$ $\left.A x^{p^{m}}+B x\right)$ when the coefficients are restricted to $\mathbb{F}_{p^{m}}$. In particular, they obtained the following result.

Theorem 7.3 ([5]). Let $m$ be a positive integer, $p$ an odd prime and consider the function $f_{A, B} \in \mathbb{F}_{p^{3 m}}[x]$ of the type

$$
f_{A, B}(x)=x\left(x^{p^{2 m}}+A x^{p^{m}}+B x\right)
$$

where $A, B \in \mathbb{F}_{p^{m}}$. Then, $f_{A, B}$ is planar if and only if one of the following conditions holds:

1. $A^{3} \neq \pm 1$ and $A^{3}-2 A B+1=0$;
2. $A=B^{2}$ and $B^{3} \neq \pm 1$;
3. $B=0$ and $A^{3}+1 \neq 0$.

From Proposition 7.7 and Proposition 7.8 we can prove that all the planar functions in Theorem 7.3 are affine equivalent to $x^{2}$ or $x^{p^{m}+1}$.

Proposition 7.9. Let $m$ be a positive integer, $p$ an odd prime and consider the function $f_{A, B} \in \mathbb{F}_{p^{3 m}}[x]$ of the type

$$
f_{A, B}(x)=x\left(x^{p^{2 m}}+A x^{p^{m}}+B x\right)
$$

where $A, B \in \mathbb{F}_{p^{m}}$. If $f_{A, B}$ is planar then it is affine equivalent to $x^{2}$ or to $x^{p^{m}+1}$.
Proof. Let $q=p^{m}$. From Theorem 7.3 we have that $A$ and $B$ satisfy one of the following conditions

1. $A^{3} \neq \pm 1$ and $A^{3}-2 A B+1=0$;
2. $A=B^{2}$ and $B^{3} \neq \pm 1$;
3. $B=0$ and $A^{3}+1 \neq 0$.

Suppose we are in the first case. Then, $B=\frac{A^{3}+1}{2 A}$ and dividing $f_{A, B}(x)$ by $B$ we obtain

$$
f^{\prime}(x)=\frac{2 A}{A^{3}+1} x^{q^{2}+1}+\frac{2 A^{2}}{A^{3}+1} x^{q+1}+x^{2}
$$

Denoting by $e=\frac{1}{A}$, we have $N(e)=\frac{1}{A^{3}} \neq \pm 1$ and

$$
f^{\prime}(x)=\frac{2 A}{A^{3}+1} x^{q^{2}+1}+\frac{2 A^{2}}{A^{3}+1} x^{q+1}+x^{2}=\frac{2 e^{2}}{1+e^{3}} x^{q^{2}+1}+\frac{2 e}{1+e^{3}} x^{q+1}+x^{2}
$$

Now, as shown in Proposition 7.7, the function $f^{\prime}$ is equivalent to $x^{2}$ and so does $f_{A, B}$.

Suppose now that we have the second case. Dividing $f_{A, B}(x)$ by $B$ we obtain

$$
f^{\prime}(x)=\frac{1}{B} x^{q^{2}+1}+B x^{q+1}+x^{2}
$$

Since $N(B)=B^{3} \neq \pm 1$ from Proposition 7.8 we obtain that $f_{A, B}$ is equivalent to $x^{q+1}$.

For the last case we have the function $f_{A, 0}(x)=x^{q^{2}+1}+A x^{q+1}=x^{q^{2}(q+1)}+$ $A x^{q+1}$. Since $f_{A, 0}$ is planar the linearised polynomial $x^{q^{2}}+A x$ is a permutation and thus $f_{A, 0}$ is equivalent to $x^{q+1}$.

### 7.3 Computational results over $\mathbb{F}_{p^{n}}$

In this section we report some computational results obtained on the linear shifts for odd characteristics and small dimensions.

As seen before, from the linear shift of $x^{2}$ by a linear monomial we can obtain the Albert functions $x^{p^{t}+1}$ (for any $t \geq 1$ ). For any $p$ odd, over $\mathbb{F}_{p^{n}}$ with $n \leq 3$, these are the only planar DO functions possible (see [56, 90]).

## Isotopic shifts by a linear monomial

Starting from an Albert like function $x^{p^{t}+1}$ over $\mathbb{F}_{p^{n}}$ by a linear monomial $L(x)=a x p^{p^{i}}$ we obtain the map

$$
F_{L}(x)=a^{p^{t}} x^{p^{t+i}+1}+a x^{p^{t}+p^{i}}
$$

As shown in Proposition 7.4, we can obtain an inequivalent Albert planar function or also the Dickson function over some fields $\mathbb{F}_{p^{4 k}}$. We considered $t>0$ and performed some computations over small dimensions. From Proposition 7.2 we can restrict to $1 \leq t, i \leq \frac{n}{2}$ (since $F_{L}$ is equivalent to $F_{L^{-1}}$ ) and also restrict the coefficient $a$. Over the finite fields $\mathbb{F}_{p^{n}}$ with $p=3$ and $3 \leq n \leq 10$, with $p=5$ and $3 \leq n \leq 6$, with $p=7$ and $3 \leq n \leq 5$, the only planar functions constructed are those presented in Proposition 7.4. The field $\mathbb{F}_{73}$ is the only exception since it is possible to construct, for $t=i=1$, a planar map affine equivalent to $x^{2}$. We checked over $\mathbb{F}_{p^{3}}$ with $p \leq 67$ if we could obtain different cases from Proposition 7.4 as for $\mathbb{F}_{7^{3}}$, but no planar functions were obtained.

The case $p=3$
We consider the isotopic shift of $x^{2}$ by a linear function $L$, that is the function $2 x L(x)$ with $L$ a linear permutation.

Over $\mathbb{F}_{3^{4}}$ from the shift of $x^{2}$ we can obtain planar maps CCZ-equivalent to $x^{2}$ and to $x^{28}+x^{10}+\zeta^{20} x^{4}+\zeta^{5} x^{2}$, which is equivalent to the Dickson function [55] $L\left(t^{2}(x)\right)+\frac{1}{2} x^{2}$ with $L(x)=\frac{1}{8}\left(x^{p}-x\right)$ and $t(x)=x^{p^{2}}-x$.
Over $\mathbb{F}_{3^{5}}$, from the shift of $x^{2}$ we can obtain only the planar functions $x^{4}$ and $x^{10}$ (Albert cases). From the shift of $F(x)=x^{90}+x^{2}$ (see [4]), for $L(x)=x^{81}+$ $x^{9}+2 x^{3}+x$ we obtain that $F_{L}$ is equivalent to $x^{10}-x^{6}-x^{2}$ [58].
Over $\mathbb{F}_{3^{6}}$, with restriction of coefficients over $\mathbb{F}_{3^{2}}$ and $\mathbb{F}_{3^{3}}$, from the shift of $x^{2}$ we can obtain the planar functions $x^{2}$ and $x^{10}$ (Albert cases) and the planar functions BH and LMPT (see Table 7.1).

The case $p=5$
Over $\mathbb{F}_{5^{4}}$, from the shift of $x^{2}$ we can obtain planar maps equivalent to $x^{2}$ and to $x^{126}+\zeta^{12} x^{6}+\zeta^{2} x^{2}$, which is CCZ-equivalent to the Dickson function $L\left(t^{2}(x)\right)+\frac{1}{2} x^{2}$ with $L(x)=\frac{1}{8}\left(x^{p}-x\right)$ and $t(x)=x^{p^{2}}-x$.

## Isotopic shift with $q$-polynomials

We report some computational results, done in characteristic 3, for the (generalised) isotopic shift constructed in Section 7.2.

Consider the field $\mathbb{F}_{36}$. In Table 7.1 we list all known isotopic inequivalent planar functions over $\mathbb{F}_{36}$.

Table 7.1: All known isotopic inequivalent planar functions over $\mathbb{F}_{36}$

| $x^{2}$ | Finite Field |
| :---: | :---: |
| $x^{p^{2}+1}$ | Albert [1] |
| $\frac{1}{8}\left(x^{2 p^{4}}+x^{2 p}-2 x^{p^{4}+p}-x^{2 p^{3}}-x^{2}+2 x^{p^{3}+1}\right)+\frac{1}{2} x^{2}$ | Dickson [55] |
| $\zeta^{27} x^{270}+\zeta x^{28}+\zeta x^{10}$ | BH [33] |
| $2 x^{270}+x^{246}+2 x^{90}+x^{82}+x^{54}+2 x^{30}+x^{10}+x^{2}$ | LMPT [86] |
| $\zeta^{336} x^{270}+\zeta^{700} x^{244}+\zeta^{350} x^{162}+\zeta^{350} x^{84}+$ |  |
| $+x^{54}+\zeta^{700} x^{36}+x^{28}+\zeta^{336} x^{10}+\zeta^{350} x^{6}$ |  |
| $2 x^{486}+2 x^{252}+\zeta^{294} x^{162}+\zeta^{294} x^{84}+$ | Ganley [69] |
| $+\zeta^{28} x^{54}+\zeta^{28} x^{28}+2 x^{18}+\zeta^{294} x^{6}+\zeta^{84} x^{2}$ | CG [48] |
| $\zeta^{140} x^{324}+\zeta^{504} x^{246}+\zeta^{284} x^{108}+\zeta^{504} x^{90}+\zeta^{674} x^{82}+$ |  |
| $+\zeta^{506} x^{54}+\zeta^{726} x^{30}+\zeta^{225} x^{28}+\zeta^{140} x^{12}+\zeta^{388} x^{4}+\zeta^{532} x^{2}$ | ZP [112] |
| $x^{122}$ | CM [51] |

Considering $k=2$ and $m=3$, a $p^{m}$-polynomial is of the form $L(x)=a x^{3^{3}}+$ $b x$. With $F(x)=x^{p+1}$ (it is not planar over $\mathbb{F}_{3^{6}}$ ) the isotopic shift with $L(x)=$ $\zeta^{2} x^{3^{3}}+x$ (i.e. the case $L_{1}(x)=L_{2}(x)$ ),

$$
F_{L}(x)=\zeta^{6} x^{82}+\zeta^{2} x^{30}+2 x^{4}
$$

is planar and affine equivalent to the ZP function.
We searched for similar structures in other even dimensions. Over $\mathbb{F}_{3^{2 m}}$ with $L(x)=a x^{p^{m}}+x, a \neq 0$, and $F(x)=x^{p^{i}+1}$ we obtained the following results:

- with $m=3$ over $\mathbb{F}_{3^{6}}$ for $i=1$ all the planar maps constructed are affine equivalent to the ZP map.
- with $m=4,5$ no planar maps are constructed;
- with $m=6$, over $\mathbb{F}_{3^{12}}$ for $i=2,4$ planar maps are constructed. Due to the large dimension of the finite field, it was not possible to check with MAGMA the equivalence to known families.

Over $\mathbb{F}_{32 m}$ with $m=3,4,5,6$ we consider also the generalised isotopic shifts with $L_{1}(x)=a_{1} x^{3^{3}}+x$ and $L_{2}(x)=a_{2} x^{3^{3}}+x$. So the isotopic shift of $x^{p^{i}+1}$ is given by

$$
F(x)=a_{1} x^{p^{i}+p^{m}}+a_{2}^{p^{m}} x^{p^{m+i}+1}+2 x^{p^{i}+1}
$$

Over $\mathbb{F}_{3^{6}}$ the obtained planar functions are equivalent to the Albert function $x^{10}$ or to the ZP function. Over all the other fields we obtained several planar functions, but it is not currently possible to check with MAGMA the CCZequivalence to the known families, with the exception of some particular cases over $\mathbb{F}_{3^{8}}$. Indeed for $x^{3^{4}+1}$ when $a_{1}=0$ we obtain the functions $a_{2}^{3^{4}} x^{2}+2 x^{3^{4}+1}$ which are equivalent to $x^{2}$ (see for instance [81]).

## Chapter 8

## On the boomerang uniformity of some permutation polynomials

The boomerang uniformity and the boomerang connectivity table are important cryptographic properties of S-boxes which were first introduced and studied in $[16,46]$. In [16] the authors also gave the classification of all differentially 4 -uniform permutations of 4 bits. Moreover, they obtained the boomerang uniformities for two classes of differentially 4 -uniform functions, the inverse function and the Gold functions over $\mathbb{F}_{2^{n}}$ for $n$ even.

Recently, Li et al. [84] gave an equivalent definition for the BCT (and the boomerang uniformity) and provided a characterisation by means of the Walsh transform of functions with a fixed boomerang uniformity. Moreover, they gave an upper bound for the boomerang uniformity of quadratic permutations, and provided also a class of quadratic permutations (related to the Gold functions), defined for $n \equiv 2 \bmod 4$, with differential 4 -uniformity and boomerang 4 -uniformity. The boomerang uniformity of differentially 4 -uniform permutations obtained from the inverse function by swapping the image of 0 and 1 is also obtained in [84].

Another recent paper by Mesnager et al. [91] studies the boomerang uniformity of quadratic permutations. In particular, from their results it is possible to obtain the boomerang uniformity of the Gold functions and the class studied in [84], and also the boomerang uniformity of the binomials studied in [19].

In this chapter we continue the study of the boomerang uniformity of the known classes of differentially 4 -uniform permutations listed in Table 2.8. In particular, in Section 8.1, we consider the Bracken-Leander cubic function $x^{2^{2 k}+2^{k}+1}$ defined over $\mathbb{F}_{2^{n}}$ with $n=4 k$, presented in [18]. In [84], the value
of its boomerang uniformity, when $k=1,3$, is obtained computationally: it is equal to 4 for $k=1$ and to 14 for $k=3$. The observation of only two values does not give much information about the general behaviour of the boomerang uniformity of the Bracken-Leander map. We further study this function and, in Theorem 8.1, we show that its boomerang uniformity is upper bounded by 24. Using the software MAGMA and Proposition 8.1 it is possible to verify that in small dimensions this upper bound can be attained. Further, in Section 8.2 we consider three other promising classes of differentially 4 -uniform permutations. These classes have maximum algebraic degree $n-1$ and are obtained in [85, 108] by modifying the inverse function. In Theorems $8.3,8.4$ and 8.5 we show that the boomerang uniformity of these permutations is either 6,8 or 10 .

### 8.1 On the Bracken-Leander map

For an odd integer $k$, let $q=2^{k}$ and consider the finite field with $2^{4 k}$ elements $\mathbb{F}_{2^{4 k}}=\mathbb{F}_{q^{4}}$. Over this field consider the differentially 4-uniform permutation

$$
F(x)=x^{2^{2 k}+2^{k}+1}=x^{q^{2}+q+1}
$$

In the following we show that
Theorem 8.1. Let $k>1$ be odd. The Bracken-Leander permutation $F(x)=x^{2^{2 k}+2^{k}+1}$ defined over $\mathbb{F}_{2^{4 k}}$ is such that $\beta_{F} \leq 24$.

Before proving Theorem 8.1 we prove two lemmata (the definition of $S_{a, b}$ has been given in Subsection 2.3.2).

Lemma 8.1. Let $k>1$ be odd and $q=2^{k}$. The Bracken-Leander permutation $F(x)=$ $x^{2^{2 k}+2^{k}+1}$ defined over $\mathbb{F}_{q^{4}}$ is such that

$$
S_{1, b} \leq \begin{cases}4 & \text { if } b \in \mathbb{F}_{q^{2}}^{\star} \text { and } \operatorname{Tr}_{1}^{2 k}(b)=0 \\ 6 & \text { if } b \in \mathbb{F}_{q^{2}}^{\star} \text { and } \operatorname{Tr}_{1}^{2 k}(b)=1 \\ 4 m+4 & \text { if } b \notin \mathbb{F}_{q^{2}}\end{cases}
$$

where $m$ is the number of the solutions $\alpha \in \mathbb{F}_{q^{2}} \backslash \mathbb{F}_{q}$ of

$$
b^{q^{2}}+b=\alpha^{q+1} \frac{\left(\alpha^{2 q}+\alpha\right)(\alpha+1)}{\left(\alpha^{q}+\alpha\right)^{2}}
$$

Proof. We want to study the number of solutions $(x, \alpha) \in \mathbb{F}_{q^{4}} \times \mathbb{F}_{q^{4}}$, for $b \in \mathbb{F}_{q^{4}}^{\star}$, of

$$
\left\{\begin{array}{l}
D_{1} D_{\alpha} F(x)=0 \\
D_{\alpha} F(x)=b
\end{array}\right.
$$

In particular, we have the following

$$
\begin{aligned}
D_{\alpha} F(x) & =(x+\alpha)^{q^{2}+q+1}+x^{q^{2}+q+1} \\
& =x^{q^{2}+q} \alpha+x^{q^{2}+1} \alpha^{q}+x^{q+1} \alpha^{q^{2}}+x^{q^{2}} \alpha^{q+1}+x^{q} \alpha^{q^{2}+1}+x \alpha^{q^{2}+q}+\alpha^{q^{2}+q+1}
\end{aligned}
$$

And therefore

$$
\begin{aligned}
D_{1} D_{\alpha} F(x)= & \left(x^{q^{2}}+x^{q}+1\right) \alpha+\left(x^{q^{2}}+x+1\right) \alpha^{q}+\left(x^{q}+x+1\right) \alpha^{q^{2}} \\
& +\alpha^{q+1}+\alpha^{q^{2}+1}+\alpha^{q^{2}+q} \\
= & y^{q}\left(\alpha+\alpha^{q}\right)+y\left(\alpha^{q}+\alpha^{q^{2}}\right)+\alpha+\alpha^{q}+\alpha^{q^{2}}+\alpha^{q+1}+\alpha^{q^{2}+1}+\alpha^{q^{2}+q}
\end{aligned}
$$

where $y=x^{q}+x$. Hence, we have that $y^{q}+y=x^{q^{2}}+x$ is an element of $\mathbb{F}_{q^{2}}$, so $y^{q^{3}}=y^{q^{2}}+y^{q}+y$. For simplicity, let us denote $R=D_{1} D_{\alpha} F(x)=0$. Thus

$$
R^{q}=y^{q^{2}}\left(\alpha^{q}+\alpha^{q^{2}}\right)+y^{q}\left(\alpha^{q^{2}}+\alpha^{q^{3}}\right)+\alpha^{q}+\alpha^{q^{2}}+\alpha^{q^{3}}+\alpha^{q^{2}+q}+\alpha^{q^{3}+q}+\alpha^{q^{3}+q^{2}}
$$ and using the fact that $y^{q^{3}}=y^{q^{2}}+y^{q}+y$

$$
\begin{aligned}
R^{q^{2}}= & y^{q^{2}}\left(\alpha^{q^{2}}+\alpha\right)+y^{q}\left(\alpha^{q^{2}}+\alpha^{q^{3}}\right)+y\left(\alpha^{q^{2}}+\alpha^{q^{3}}\right) \\
& +\alpha^{q^{2}}+\alpha^{q^{3}}+\alpha+\alpha^{q^{3}+q^{2}}+\alpha^{q^{2}+1}+\alpha^{q^{3}+1}
\end{aligned}
$$

Then

$$
\begin{aligned}
0 & =R^{q}+R^{q^{2}} \\
& =y^{q^{2}}\left(\alpha^{q}+\alpha\right)+y\left(\alpha^{q}+\alpha\right)^{q^{2}}+\alpha^{q}+\alpha+\alpha^{q^{2}+q}+\alpha^{q^{3}+q}+\alpha^{q^{2}+1}+\alpha^{q^{3}+1} \\
& =y^{q^{2}}\left(\alpha^{q}+\alpha\right)+y\left(\alpha^{q}+\alpha\right)^{q^{2}}+\alpha^{q}+\alpha+\left(\alpha^{q}+\alpha\right)^{q^{2}+1}
\end{aligned}
$$

Since $y^{q^{2}}\left(\alpha^{q}+\alpha\right)+y\left(\alpha^{q}+\alpha\right)^{q^{2}} \in \mathbb{F}_{q^{2}}$ and $\left(\alpha^{q}+\alpha\right)^{q^{2}+1} \in \mathbb{F}_{q^{2}}$ then also $\left(\alpha^{q}+\alpha\right) \in$ $\mathbb{F}_{q^{2}}$. Then, we can rewrite the equation as

$$
\begin{aligned}
0 & =y^{q^{2}}\left(\alpha^{q}+\alpha\right)+y\left(\alpha^{q}+\alpha\right)+\alpha^{q}+\alpha+\left(\alpha^{q}+\alpha\right)^{2}=\left(\alpha^{q}+\alpha\right)\left(y^{q^{2}}+y+\alpha^{q}+\alpha+1\right) \\
& =\left(\alpha^{q}+\alpha\right)\left(x^{q^{3}}+x^{q^{2}}+x^{q}+x+\alpha^{q}+\alpha+1\right)
\end{aligned}
$$

Therefore one of the following conditions is satisfied:

1. $\alpha^{q}+\alpha=0$, that is, $\alpha \in \mathbb{F}_{q}$;
2. $\operatorname{Tr}_{k}^{4 k}(x)=x^{q^{3}}+x^{q^{2}}+x^{q}+x=\alpha^{q}+\alpha+1$.

Case 1: $\alpha \in \mathbb{F}_{q}$.
We have $R=\alpha+\alpha^{2}=0$, hence $\alpha \in \mathbb{F}_{2}$. We do not consider the case $\alpha=0$, therefore for $\alpha=1$ we know that the equation $D_{\alpha} F(x)=b$ admits at most 4 solutions. So, for any $b$ the number of solutions of type $(x, \alpha)$ with $\alpha \in \mathbb{F}_{q}$ is at most 4.

Case 2: $\operatorname{Tr}_{k}^{4 k}(x)=x^{q^{3}}+x^{q^{2}}+x^{q}+x=\alpha^{q}+\alpha+1$.
In this case, we need to compute the number of solutions $(x, \alpha)$ with $\alpha \notin \mathbb{F}_{q}$. Since $\operatorname{Tr}_{k}^{4 k}(x) \in \mathbb{F}_{q}$, we have that $\alpha^{q}+\alpha \in \mathbb{F}_{q}^{\star}$. Therefore, $\alpha q^{2}+\alpha=0$, so we have $\alpha \in \mathbb{F}_{q^{2}} \backslash \mathbb{F}_{q}$.

Then, we have $R=\left(\alpha^{q}+\alpha\right)\left(y^{q}+y\right)+\alpha^{q}+\alpha^{2}=\left(\alpha^{q}+\alpha\right)\left(x^{q^{2}}+x\right)+\alpha^{q}+\alpha^{2}$, and the system that we have to analyse is the following

$$
\left\{\begin{array}{l}
\alpha \in \mathbb{F}_{q^{2}} \backslash \mathbb{F}_{q}  \tag{8.1}\\
\operatorname{Tr}_{k}^{4 k}(x)=\alpha^{q}+\alpha+1 \\
\left(\alpha^{q}+\alpha\right)\left(x^{q^{2}}+x\right)=\alpha^{q}+\alpha^{2} \\
D_{\alpha} F(x)=b
\end{array}\right.
$$

It is clear that, for a fixed $\alpha$, if $\bar{x}$ is a solution of the first three equations in (8.1), then all the other solutions (for these equations) are $\bar{x}+w$ for any $w \in \mathbb{F}_{q^{2}}$. Moreover, since $\alpha^{q}+\alpha \neq 0$, denoting by $\gamma=\frac{\alpha^{q}+\alpha^{2}}{\alpha^{q}+\alpha}$, we have $x^{q^{2}}=x+\gamma$. The last equation is

$$
\begin{aligned}
b & =D_{\alpha} F(x)=x^{q^{2}+q} \alpha+x^{q^{2}+1} \alpha^{q}+x^{q+1} \alpha+x^{q^{2}} \alpha^{q+1}+x^{q} \alpha^{2}+x \alpha^{q+1}+\alpha^{q+2} \\
& =(x+\gamma) x^{q} \alpha+(x+\gamma) x \alpha^{q}+x^{q+1} \alpha+(x+\gamma) \alpha^{q+1}+x^{q} \alpha^{2}+x \alpha^{q+1}+\alpha^{q+2} \\
& =x^{q} \alpha(\gamma+\alpha)+x^{2} \alpha^{q}+x \alpha^{q} \gamma+\alpha^{q+1}(\gamma+\alpha) .
\end{aligned}
$$

For $w \in \mathbb{F}_{q^{2}}$, there exist unique $r, s \in \mathbb{F}_{q}$ such that $w=r \alpha+s$. Hence, we have

$$
\begin{aligned}
D_{\alpha} F( & x+w)= \\
& \left(x^{q}+r \alpha^{q}+s\right) \alpha(\gamma+\alpha)+\left(x^{2}+r^{2} \alpha^{2}+s^{2}\right) \alpha^{q}+(x+r \alpha+s) \alpha^{q} \gamma \\
& \quad+\alpha^{q+1}(\gamma+\alpha) \\
= & D_{\alpha} F(x)+\gamma\left(r \alpha^{q+1}+s \alpha+r \alpha^{q+1}+s \alpha^{q}\right)+r \alpha^{q+2}+s \alpha^{2}+r^{2} \alpha^{q+2}+s^{2} \alpha^{q} \\
= & D_{\alpha} F(x)+\gamma s\left(\alpha+\alpha^{q}\right)+\alpha^{q+2}\left(r+r^{2}\right)+s\left(\alpha^{2}+s \alpha^{q}\right) \\
= & D_{\alpha} F(x)+\left(\alpha^{q}+\alpha^{2}\right) s+\alpha^{q+2}\left(r+r^{2}\right)+s\left(\alpha^{2}+s \alpha^{q}\right) \\
= & D_{\alpha} F(x)+\alpha^{q}\left(s+s^{2}\right)+\alpha^{q+2}\left(r+r^{2}\right)
\end{aligned}
$$

Then, $D_{\alpha} F(x+w)=D_{\alpha} F(x)=b$ if and only if $\alpha^{q}\left(s+s^{2}\right)+\alpha^{q+2}\left(r+r^{2}\right)=0$. Since $\alpha \neq 0$, we have that $\left(s+s^{2}\right)+\alpha^{2}\left(r+r^{2}\right)=0$ if and only if both $s+s^{2}$ and $r+r^{2}$ are zero $\left(r, s \in \mathbb{F}_{q}\right.$ and $\left.\alpha \notin \mathbb{F}_{q}\right)$. Hence, fixed $\alpha \in \mathbb{F}_{q^{2}} \backslash \mathbb{F}_{q}$, if $\bar{x}$ is a solution of $D_{\alpha} F(x)=b$, then we can have only three more solutions, which are $\bar{x}+\alpha, \bar{x}+1, \bar{x}+\alpha+1$.

Consider now the following

$$
\begin{aligned}
b^{q^{2}}+b= & x^{q^{3}} \alpha(\gamma+\alpha)+x^{2 q^{2}} \alpha^{q}+x^{q^{2}} \alpha^{q} \gamma+\alpha^{q+1}(\gamma+\alpha)+x^{q} \alpha(\gamma+\alpha)+x^{2} \alpha^{q} \\
& +x \alpha^{q} \gamma+\alpha^{q+1}(\gamma+\alpha) \\
= & (x+\gamma)^{q} \alpha(\gamma+\alpha)+(x+\gamma)^{2} \alpha^{q}+(x+\gamma) \alpha^{q} \gamma+\alpha^{q+1}(\gamma+\alpha) \\
& +x^{q} \alpha(\gamma+\alpha)+x^{2} \alpha^{q}+x \alpha^{q} \gamma+\alpha^{q+1}(\gamma+\alpha) \\
= & \gamma^{q} \alpha(\gamma+\alpha)=\frac{\alpha+\alpha^{2 q}}{\alpha^{q}+\alpha} \alpha \frac{\alpha^{q}(\alpha+1)}{\alpha^{q}+\alpha}=\alpha^{q+1} \frac{\left(\alpha^{2 q}+\alpha\right)(\alpha+1)}{\left(\alpha^{q}+\alpha\right)^{2}} .
\end{aligned}
$$

Now, if $b \in \mathbb{F}_{q^{2}}$ we have either $\gamma=0$ or $\gamma=\alpha$.

- If $\gamma=0$, then from (8.1) we obtain $\alpha^{q}=\alpha^{2}, x \in \mathbb{F}_{q^{2}}$ and $\alpha^{q}+\alpha+1=0$, implying that $\alpha \in \mathbb{F}_{4} \backslash \mathbb{F}_{2}$.
- If $\gamma=\alpha$ then $\frac{\alpha^{q}+\alpha^{2}}{\alpha^{q}+\alpha}+\alpha=\frac{\alpha^{q}(\alpha+1)}{\alpha^{q}+\alpha}=0$. This leads to $\alpha=1$ (already studied).

Thus, for the case $b \in \mathbb{F}_{q^{2}}$, we need to count the number of solutions $x$ of the following systems:

$$
\text { (I) }\left\{\begin{array} { l } 
{ D _ { 1 } D _ { 1 } F ( x ) = 0 } \\
{ D _ { 1 } F ( x ) = b , }
\end{array} \quad ( I I ) \left\{\begin{array} { l } 
{ x ^ { q ^ { 2 } } + x = 0 } \\
{ D _ { 1 } D _ { \omega } F ( x ) = 0 } \\
{ D _ { \omega } F ( x ) = b , }
\end{array} \quad \text { III) } \left\{\begin{array}{l}
x^{q^{2}}+x=0 \\
D_{1} D_{\omega^{2}} F(x)=0 \\
D_{\omega^{2}} F(x)=b,
\end{array}\right.\right.\right.
$$

where $\omega$ is a primitive element of $\mathbb{F}_{4}$.
Since we have the restriction $x^{q^{2}}+x=0$, solving System (II) and (III) is equivalent to solve the systems

$$
\left(I I^{\prime}\right)\left\{\begin{array} { l } 
{ D _ { 1 } D _ { \omega } G ( x ) = 0 } \\
{ D _ { \omega } G ( x ) = b , }
\end{array} \quad ( I I I ^ { \prime } ) \left\{\begin{array}{l}
D_{1} D_{\omega^{2}} G(x)=0 \\
D_{\omega^{2}} G(x)=b
\end{array}\right.\right.
$$

defined over $\mathbb{F}_{q^{2}}$, where $G(x)=F_{\left.\right|_{\mathbb{F}^{2}}}(x)=x^{q+2}$.
Note that, for all these systems the equations involving the second derivative are satisfied for any $x \in \mathbb{F}_{q^{2}}$. Moreover, the function $G: \mathbb{F}_{q^{2}} \rightarrow \mathbb{F}_{q^{2}}$ is a Gold
function with boomerang uniformity 4 (see [16]) and we can have that at most one system between $\left(I I^{\prime}\right)$ and (III') admits 4 solutions.

Suppose now that $b \in \mathbb{F}_{q^{2}}$ and one between System (II) or (III) admits 4 solutions. We need to determine the number of solutions of System $(I)$, that is, we need to study the number of solutions of $D_{1} F(x)=b$. Let us consider, therefore, the proof of Theorem 1 in [18], in which the authors study the differential uniformity of $F$. According to their notation, we have $c=b+1 \in \mathbb{F}_{q^{2}}$ and $t=\operatorname{Tr}(x)=\operatorname{Tr}(c)=0$. If we consider now Equation (5) in [18] we have the following condition:

$$
0=\left(x+x^{q^{2}}\right)^{2}+(t+1)\left(x+x^{q^{2}}\right)+c^{q}+c^{q^{3}}=\left(x+x^{q^{2}}\right)^{2}+\left(x+x^{q^{2}}\right)
$$

Hence $x+x^{q^{2}}=0,1$. The only possibility is $x^{q^{2}}=x+1$, otherwise we would obtain a solution $x \in \mathbb{F}_{q^{2}}$ of $D_{1} G(x)=b$ in contradiction with the boomerang uniformity of $G$. This restriction leads us to

$$
\begin{aligned}
D_{1} F(x) & =x^{q^{2}+q}+x^{q^{2}+1}+x^{q+1}+x^{q^{2}}+x^{q}+x+1 \\
& =(x+1) x^{q}+(x+1) x+x^{q+1}+x+1+x^{q}+x+1=x^{2}+x \\
0 & =x^{2}+x+b
\end{aligned}
$$

This last equation implies that we have, for $\alpha=1$, at most 2 solutions. Moreover, since from $x^{2}=x+b$ we obtain that $x^{q^{2}}=x+\operatorname{Tr}_{1}^{2 k}(b)$, we can have these two more solutions if and only if $\operatorname{Tr}_{1}^{2 k}(b)=1$. Hence, in total we can have at most 6 solutions when $\operatorname{Tr}_{1}^{2 k}(b)=1$.

On the other hand, if $b \in \mathbb{F}_{q^{2}}$ and $\operatorname{Tr}_{1}^{2 k}(b)=0$ we can have only solutions $x \in \mathbb{F}_{q^{2}}$ for all the three systems. Therefore, since $G(x)=F_{\left.\right|_{\mathbb{F}_{q^{2}}}}(x)$ we can have at most only one of the systems admitting 4 solutions.

For $b \notin \mathbb{F}_{q^{2}}$, let $m$ be the number of roots of the equation $b^{q^{2}}+b=$ $\alpha^{q+1} \frac{\left(\alpha^{2 q}+\alpha\right)(\alpha+1)}{\left(\alpha^{q}+\alpha\right)^{2}}$ such that $\alpha \in \mathbb{F}_{q^{2}} \backslash \mathbb{F}_{q}$. Then, for any of these roots we can have 4 possible $x$ plus the 4 possible solutions when $\alpha=1$. Hence, we have $S_{1, b} \leq 4 \cdot(m+1)$.

Remark 8.1. For the case $b \in \mathbb{F}_{q^{2}}$ it is possible to show that six solutions are possible. Consider $b=\omega$, where $\omega$ is a primitive element of $\mathbb{F}_{4}$. First of all, it is easy to check that any $x \in \mathbb{F}_{4}$ is a solution of System (II) in the proof of Lemma 8.1. Moreover, we have that $\operatorname{Tr}_{1}^{2 k}(b)=1$, so there exist two solutions in $\mathbb{F}_{q^{4}} \backslash \mathbb{F}_{q^{2}}$ of System (I) in Lemma 8.1. So, we have that $S_{1, \omega}=6$.

Lemma 8.2. Let $k>1$ be odd and $q=2^{k}$. For any $b \in \mathbb{F}_{q^{4}} \backslash \mathbb{F}_{q^{2}}$ the equation

$$
b^{q^{2}}+b=\alpha^{q+1} \frac{\left(\alpha^{2 q}+\alpha\right)(\alpha+1)}{\left(\alpha^{q}+\alpha\right)^{2}}
$$

admits at most 5 solutions $\alpha \in \mathbb{F}_{q^{2}} \backslash \mathbb{F}_{q}$.
Proof. Consider the equation

$$
\begin{equation*}
b^{q^{2}}+b=\alpha^{q+1} \frac{\left(\alpha^{2 q}+\alpha\right)(\alpha+1)}{\left(\alpha^{q}+\alpha\right)^{2}} \tag{8.2}
\end{equation*}
$$

Then, we have also the relation

$$
\begin{equation*}
\operatorname{Tr}_{k}^{4 k}(b)=\alpha^{q+1} \frac{\left(\alpha^{q+1}+1\right)}{\alpha^{q}+\alpha} \tag{8.3}
\end{equation*}
$$

Let $d=b^{q^{2}}+b$ and $e=\operatorname{Tr}_{k}^{4 k}(b)=d^{q}+d \in \mathbb{F}_{q}$.
If $d \in \mathbb{F}_{q}$, then $e=0$ and therefore $\alpha^{q+1}=1$ and $\alpha^{q}=\alpha^{-1}$. This leads to

$$
d=1 \cdot \frac{\left(\frac{1}{\alpha^{2}}+\alpha\right)(\alpha+1)}{\frac{1}{\alpha^{2}}+\alpha^{2}}=\frac{1+\alpha^{3}}{\alpha^{2}}(\alpha+1) \frac{\alpha^{2}}{(1+\alpha)^{4}}=\frac{1+\alpha^{3}}{(1+\alpha)^{3}}=\frac{\alpha^{2}+\alpha+1}{1+\alpha^{2}}
$$

Hence $\alpha^{2}(d+1)+\alpha+1+d=0$, that has at most 2 solutions. in $\mathbb{F}_{q^{2}} \backslash \mathbb{F}_{q}$ if and only if $\operatorname{Tr}_{1}^{k}(d)=0$. Indeed, if $\operatorname{Tr}_{1}^{k}(d)=1$ we would have $\operatorname{Tr}_{1}^{k}\left(d^{2}+1\right)=0$ and thus the equation admits 2 solutions in $\mathbb{F}_{q}$.

Now, consider the case $d \notin \mathbb{F}_{q}$ and thus $e \neq 0$. Denoting by $\gamma=\frac{\alpha^{q}+\alpha^{2}}{\alpha^{q}+\alpha}$, we have $d=\gamma^{q} \alpha(\gamma+\alpha)$ and

$$
e=d^{q}+d=\gamma^{q+1}\left(\alpha^{q}+\alpha\right)+\gamma \alpha^{2 q}+\gamma^{q} \alpha^{2} .
$$

Since $d \in \mathbb{F}_{q^{2}} \backslash \mathbb{F}_{q}$ we can write $\alpha$ as $\alpha=r d+s$, with $r, s \in \mathbb{F}_{q}, r \neq 0$. Therefore, we have $\alpha^{q}+\alpha=r\left(d^{q}+d\right)=r e$. From $d\left(\alpha^{q}+\alpha\right)^{2}=\alpha^{q+1}\left(\alpha^{2 q}+\alpha\right)(\alpha+1)$ (Equation (8.2)) we get

$$
\begin{align*}
s^{5}= & s^{4} r d^{q}+s^{3}\left(r^{2} e^{2}+1\right)+s^{2}\left(r^{3} d^{q} e^{2}+r^{2} e^{2}+r d^{q}\right)  \tag{8.4}\\
& +s\left(r^{4} d^{2 q+2}+r^{3} e^{3}+r^{2} d^{2}\right)+r^{5} d^{3 q+2}+r^{4} d^{q+1} e^{2}+r^{3} d^{q+2}+r^{2} d e^{2}
\end{align*}
$$

From $e\left(\alpha^{q}+\alpha\right)=\alpha^{q+1}\left(\alpha^{q+1}+1\right)$ (Equation (8.3)) we get

$$
\begin{equation*}
s^{4}=s^{2}\left(r^{2} e^{2}+1\right)+s r e+r e^{2}+r^{4} d^{2 q+2}+r^{2} d^{q+1} \tag{8.5}
\end{equation*}
$$

To simplify the equation, let us introduce the variable $A=r e+1$. Then we can rewrite Equation (8.4) as

$$
\begin{aligned}
s^{5}= & s^{4} r d^{q}+s^{3} A^{2}+s^{2}\left(r d^{q} A^{2}+A^{2}+1\right)+s\left(r^{4} d^{2 q+2}+r^{3} e^{3}+r^{2} d^{2}\right) \\
& +r^{5} d^{3 q+2}+r^{4} d^{q+1} e^{2}+r^{3} d^{q+2}+r^{2} d e^{2}
\end{aligned}
$$

and Equation (8.5) as

$$
s^{4}=s^{2} A^{2}+s r e+r e^{2}+r^{4} d^{2 q+2}+r^{2} d^{q+1}
$$

Substituting the second one in the first one we obtain

$$
\begin{aligned}
0= & s\left(s^{2} A^{2}+s r e+r e^{2}+r^{4} d^{2 q+2}+r^{2} d^{q+1}\right) \\
& +\left(s^{2} A^{2}+s r e+r e^{2}+r^{4} d^{2 q+2}+r^{2} d^{q+1}\right) r d^{q}+s^{3} A^{2}+s^{2}\left(r d^{q} A^{2}+A^{2}+1\right) \\
& +s\left(r^{4} d^{2 q+2}+r^{3} e^{3}+r^{2} d^{2}\right)+r^{5} d^{3 q+2}+r^{4} d^{q+1} e^{2}+r^{3} d^{q+2}+r^{2} d e^{2} \\
= & s^{3} A^{2}+s^{2} r e+s\left(r e^{2}+r^{4} d^{2 q+2}+r^{2} d^{q+1}\right)+s^{2} A^{2} r d^{q}+s r^{2} d^{q} e+r^{2} d^{q} e^{2} \\
& +r^{5} d^{3 q+2}+r^{3} d^{2 q+1}+s^{3} A^{2}+s^{2}\left(r d^{q} A^{2}+A^{2}+1\right) \\
& +s\left(r^{4} d^{2 q+2}+r^{3} e^{3}+r^{2} d^{2}\right)+r^{5} d^{3 q+2}+r^{4} d^{q+1} e^{2}+r^{3} d^{q+2}+r^{2} d e^{2} \\
= & s^{2}\left(A^{2}+A\right)+s\left(r e^{2}+r^{3} e^{3}+r^{2} e^{2}\right)+r^{2} e^{3}+r^{4} d^{q+1} e^{2}+r^{3} d^{q+1} e \\
= & s^{2} r e A+s r e^{2}(1+r A)+r^{2} e\left(e^{2}+r d^{q+1} A\right) \\
= & r e\left[s^{2} A+s e(1+r A)+r\left(e^{2}+r d^{q+1} A\right)\right] .
\end{aligned}
$$

Since $r, e \neq 0$, denoting by $B=e(1+r A)$ and by $C=r\left(e^{2}+r d^{q+1} A\right)$ we have

$$
\begin{equation*}
0=s^{2} A+s B+C \tag{8.6}
\end{equation*}
$$

Replacing (8.6), hence $s^{2} A=s B+C$, into (8.5) $\left(s^{4}=s^{2} A^{2}+s r e+K\right.$, with $K=$ $r e^{2}+r^{4} d^{2 q+2}+r^{2} d^{q+1}$ ) we have

$$
s^{4}=A(s B+C)+s r e+K=s(A B+r e)+A C+K
$$

Thus raising (8.6) to the power of two and substituting $s^{4}$ we obtain

$$
s^{2} B^{2}=s\left(A^{3} B+A^{2} r e\right)+A^{3} C+A^{2} K+C^{2}
$$

Using (8.6) (multiplied by $B^{2}$ ) we obtain

$$
A s^{2} B^{2}=s B^{3}+B^{2} C=s\left(A^{4} B+A^{3} r e\right)+A^{4} C+A^{3} K+A C^{2}
$$

which implies

$$
0=s\left(B^{3}+A^{4} B+A^{3} r e\right)+B^{2} C+A^{4} C+A^{3} K+A C^{2}=s \bar{D}+\bar{E}
$$

Therefore

$$
\begin{aligned}
\bar{D}= & B^{3}+A^{4} B+A^{3} r e=(e+r e A)^{3}+A^{4}(e+r e A)+A^{3} r e \\
= & e\left[e^{2}+A r e^{2}+A^{2}\right], \\
\bar{E}= & B^{2} C+A^{4} C+A^{3} K+A C^{2} \\
= & \left(e^{2}+A^{2} r^{2} e^{2}\right)\left(r e^{2}+A r^{2} d^{q+1}\right)+A^{4}\left(r e^{2}+A r^{2} d^{q+1}\right) \\
& +A^{3}\left(r e^{2}+r^{4} d^{2 q+2}+r^{2} d^{q+1}\right)+A\left(r^{2} e^{4}+A^{2} r^{4} d^{2 q+2}\right) \\
= & e\left[A^{2} r^{2} e^{2}+A r^{2} d^{q+1} e+A r^{2} e^{3}+r e^{3}\right] .
\end{aligned}
$$

Let $D=\bar{D} e^{-1}$ and $E=\bar{E} e^{-1}$, then $D s=E$ with

$$
D=e^{2}+A r e^{2}+A^{2} \text { and } E=A^{2} r^{2} e^{2}+A r^{2} d^{q+1} e+A r^{2} e^{3}+r e^{3} .
$$

Using this last relation inside (8.6) we have

$$
\begin{aligned}
0 & =D^{2}\left(s^{2} A+s B+C\right) \\
& =D^{2} s^{2} A+D^{2} s B+D^{2} C \\
& =E^{2} A+D E B+D^{2} C
\end{aligned}
$$

Now, since

$$
\begin{aligned}
A E^{2}= & A^{5} r^{4} e^{4}+A^{3} r^{4} d^{2 q+2} e^{2}+A^{3} r^{4} e^{6}+A r^{2} e^{6} \\
B D E= & A^{5}\left(r^{3} e^{3}+r^{3} e^{4}+r^{2} e^{4}+d^{q+1} r^{2} e^{2}\right)+A^{4}\left(r^{3} d^{q+1} e^{2}+r^{2} e^{3}\right) \\
& +A^{3}\left(r^{2} e^{4}+r^{2} e^{5}\right)+A^{2} r e^{4}+A\left(r^{2} e^{6}+r^{2} d^{q+1} e^{4}\right)+r e^{6} \\
C D^{2}= & A^{5} r^{2} d^{q+1}+A^{4} r e^{2}+A^{3} r^{4} d^{q+1} e^{4}+A^{2} r^{3} e^{6}+A r^{2} d^{q+1} e^{4}+r e^{6}
\end{aligned}
$$

we obtain

$$
\begin{align*}
0= & A^{5}\left(r^{4} e^{4}+r^{3} e^{4}+r^{3} e^{3}+r^{2} d^{q+1} e^{2}+r^{2} d^{q+1}+r e^{2}\right) \\
& +A^{4}\left(r^{3} d^{q+1} e^{2}+r e^{4}\right)+A^{3}\left(r^{4} d^{2 q+2} e^{2}+r^{4} d^{q+1} e^{4}+r^{2} e^{5}\right) \\
= & A^{3} r P(r) \tag{8.7}
\end{align*}
$$

with

$$
\begin{aligned}
P(r)= & A^{2}\left(r^{3} e^{4}+r^{2} e^{4}+r^{2} e^{3}+r d^{q+1} e^{2}+r d^{q+1}+e^{2}\right)+A\left(r^{2} d^{q+1} e^{2}+e^{4}\right) \\
& +r^{3} d^{2 q+2} e^{2}+r^{3} d^{q+1} e^{4}+r e^{5} \\
= & r^{5} e^{6}+r^{4}\left(e^{5}+e^{6}\right)+r^{3}\left(e^{4}+d^{q+1}\left(e^{2}+e^{3}\right)+d^{2 q+2} e^{2}\right)+r^{2}\left(e^{3}+d^{q+1} e^{2}\right) \\
& +r d^{q+1}\left(e^{2}+1\right)+e^{4}+e^{2}
\end{aligned}
$$

We need to find solutions of Equation (8.7) related to some $\alpha \in \mathbb{F}_{q^{2}} \backslash \mathbb{F}_{q}$ that satisfies (8.2). Equation (8.7) is satisfied if either one of the following conditions is true

1. $A=0$,
2. $r=0$, not acceptable since $\alpha \notin \mathbb{F}_{q}$,
3. $P(r)=0$.

Assume that $A=0$ is a possible solution, therefore $r=\frac{1}{e}$ (it is related to an $\alpha$ for which (8.2) holds). From Equation (8.6) we obtain that $s e+r e^{2}=0$, therefore $s=1$. From Equation (8.5) we have

$$
\begin{aligned}
s^{4} & =s^{2} A^{2}+s r e+r e^{2}+r^{4} d^{2 q+2}+r^{2} d^{q+1} \\
1 & =0+1+e+\frac{d^{2 q+2}}{e^{4}}+\frac{d^{q+1}}{e^{2}} \\
d^{2 q+2} & =e^{2} d^{q+1}+e^{5} .
\end{aligned}
$$

Hence, we obtain that

$$
\begin{aligned}
r^{4} d^{2 q+2} e^{2}+r^{4} d^{q+1} e^{4}+r^{2} e^{5} & =r^{4} d^{q+1} e^{4}+r^{4} e^{7}+r^{4} d^{q+1} e^{4}+r^{2} e^{5} \\
& =r^{2} e^{5}\left(r^{2} e^{2}+1\right)=r^{2} e^{5} A^{2}
\end{aligned}
$$

and using this equality we have that (8.7) becomes

$$
\begin{aligned}
0= & E^{2} A+D E B+D^{2} C \\
= & A^{5}\left(r^{4} e^{4}+r^{3} e^{4}+r^{3} e^{3}+r^{2} d^{q+1} e^{2}+r^{2} d^{q+1}+r e^{2}\right) \\
& +A^{4}\left(r^{3} d^{q+1} e^{2}+r e^{4}\right)+A^{3}\left(r^{4} d^{2 q+2} e^{2}+r^{4} d^{q+1} e^{4}+r^{2} e^{5}\right) \\
= & A^{5}\left(r^{4} e^{4}+r^{3} e^{4}+r^{3} e^{3}+r^{2} d^{q+1} e^{2}+r^{2} d^{q+1}+r e^{2}\right)+A^{4}\left(r^{3} d^{q+1} e^{2}+r e^{4}\right)+A^{5} r^{2} e^{5} \\
= & A^{4} r\left[A\left(r^{3} e^{4}+r^{2} e^{4}+r^{2} e^{3}+r d^{q+1} e^{2}+r d^{q+1}+e^{2}+r e^{5}\right)+r^{2} d^{q+1} e^{2}+e^{4}\right] \\
= & A^{4} r Q(r),
\end{aligned}
$$

where $Q(r)$ is a polynomial of degree at most 4 . Therefore, if $b$ is such that among the solution of (8.2) there is one for which $A=0$, then at most we have 5 possible solutions $r$ of (8.7).

Otherwise, if $A=0$ is not a possible solution, then $P(r)$ can have at most 5 different roots. Hence, in total we have at most 5 different possible $r$.

We need to check, how many $s$ there exist for any of these $r$. From the equation $D s=E$ we know that, given a fixed $r$, unless $D=0$, there exists only one
possible $s$. We need to study the case $D=A^{2}+A r e^{2}+e^{2}=0$. From Equation (8.6), that is, $A s^{2}+B s+C=0$ we obtain that we can have at most two $s$ for any $r$ (in the case $D=0$ ).

If $A=0$, then (8.6) admits at most one solution since $B=$ Are $+e=e \neq$ 0 . Also if $A \neq 0$ and $B=0$, then the equation admits only one solution. In particular, (8.6) admits two solutions if and only if $B \neq 0$ and $\operatorname{Tr}\left(\frac{A C}{B^{2}}\right)=0$. Hence, we need to study the system

$$
\left\{\begin{array}{l}
0 \neq A \\
0 \neq B=\text { Are }+e \\
0=D=A^{2}+A r e^{2}+e^{2}=A^{2}+e B \\
0=E=A^{2} r^{2} e^{2}+A r^{2} d^{q+1} e+A r^{2} e^{3}+r e^{3}=r e^{2} B+e C+B^{2}+e^{2} A
\end{array}\right.
$$

Then, we have $A^{2}=A r e^{2}+e^{2}$ and (substituting A) $r^{2}\left(e^{2}+e^{3}\right)=r e^{2}+e^{2}+1$, that leads to the restriction $e \neq 1$. Using these relations inside $E$ we obtain

$$
\begin{align*}
0 & =A^{2} r^{2} e^{2}+A r^{2} d^{q+1} e+A r^{2} e^{3}+r e^{3} \\
& =\left(A r e^{2}+e^{2}\right) r^{2} e^{2}+A r^{2} d^{q+1} e+A r^{2} e^{3}+r e^{3} \\
& =A r^{3} e^{4}+r^{2} e^{4}+A r^{2} d^{q+1} e+A r^{2} e^{3}+r e^{3}  \tag{8.8}\\
& =r^{4} e^{5}+r^{3} e^{4}+r^{2} e^{4}+r^{3} d^{q+1} e^{2}+r^{2} d^{q+1} e+r^{3} e^{4}+r^{2} e^{3}+r e^{3} \\
& =r e\left(r^{3} e^{4}+r e^{3}+r^{2} d^{q+1} e+r d^{q+1}+r e^{2}+e^{2}\right)
\end{align*}
$$

which implies $r^{3} e^{4}+r e^{3}+r^{2} d^{q+1} e+r d^{q+1}+r e^{2}+e^{2}=0$ and thus

$$
\begin{aligned}
0 & =\left(r^{3} e^{4}+r e^{3}+r^{2} d^{q+1} e+r d^{q+1}+r e^{2}+e^{2}\right)\left(e^{2}+e\right) \\
& =r e^{3} r^{2}\left(e^{2}+e^{3}\right)+r\left(e^{5}+e^{4}\right)+d^{q+1} r^{2}\left(e^{3}+e^{2}\right)+r d^{q+1}\left(e^{2}+e\right)+(r+1)\left(e^{4}+e^{3}\right) \\
& =r e^{3}\left(r e^{2}+e^{2}+1\right)+r\left(e^{5}+e^{4}\right)+d^{q+1}\left(r e^{2}+e^{2}+1\right)+r d^{q+1}\left(e^{2}+e\right)+(r+1)\left(e^{4}+e^{3}\right) \\
& =r^{2} e^{5}+d^{q+1}\left(e^{2}+1\right)+r d^{q+1} e+e^{3}(e+1) \\
0 & =\left(r^{2} e^{5}+d^{q+1}\left(e^{2}+1\right)+r d^{q+1} e+e^{3}(e+1)\right)(e+1) .
\end{aligned}
$$

Using the substitution $r^{2}\left(e^{2}+e^{3}\right)=r e^{2}+e^{2}+1$ we have

$$
\begin{aligned}
0 & =e^{3}\left(r e^{2}+e^{2}+1\right)+d^{q+1}(e+1)^{3}+r d^{q+1}\left(e^{2}+e\right)+e^{3}(e+1)^{2} \\
& =r\left(e^{5}+d^{q+1}\left(e^{2}+e\right)\right)+d^{q+1}(e+1)^{3}
\end{aligned}
$$

Hence, we have only one possible $r$ that satisfies the system. Now, from $r^{2}\left(e^{2}+\right.$
$\left.e^{3}\right)+r e^{2}+e^{2}+1=0$ we have also

$$
\begin{aligned}
0 & =\left(r^{2}\left(e^{2}+e^{3}\right)+r e^{2}+e^{2}+1\right)\left(e^{4}+d^{q+1}(e+1)\right) \\
& =r e d^{q+1}(e+1)^{3}+r e^{2} d^{q+1}(e+1)^{3}+e d^{q+1}(e+1)^{3}+e^{4}(e+1)^{2}+d^{q+1}(e+1)^{3} \\
& =(e+1)^{2}\left(r d^{q+1} e(e+1)^{2}+d^{q+1}(e+1)^{2}+e^{4}\right) \\
& =(e+1)^{2}\left[(e+1)\left(r e^{5}+d^{q+1}(e+1)^{3}\right)+d^{q+1}(e+1)^{2}+e^{4}\right] \\
& =(e+1)^{2}\left[r e^{5}(e+1)+d^{q+1}(e+1)^{4}+d^{q+1}(e+1)^{2}+e^{4}\right] \\
& =(e+1)^{2} e^{2}\left[r e^{3}(e+1)+d^{q+1}(e+1)^{2}+e^{2}\right]
\end{aligned}
$$

and thus $r e^{3}(e+1)=d^{q+1}(e+1)^{2}+e^{2}$. Moreover, from $r e^{3}(e+1)+d^{q+1}(e+$ $1)^{2}+e^{2}=0$, we can obtain

$$
\begin{aligned}
0 & =\left[r e^{3}(e+1)+d^{q+1}(e+1)^{2}+e^{2}\right]\left(e^{4}+d^{q+1}(e+1)\right) \\
& =e^{2} d^{q+1}(e+1)^{4}+d^{q+1} e^{4}(e+1)^{2}+e^{6}+d^{2 q+2}(e+1)^{3}+d^{q+1} e^{2}(e+1) \\
& =e^{3} d^{q+1}(e+1)+e^{6}+d^{2 q+2}(e+1)^{3} \\
d^{2 q+2}(e+1)^{3} & =e^{3} d^{q+1}(e+1)+e^{6}
\end{aligned}
$$

From the two equations above we have also $r e^{3}(1+e)=d^{q+1}(1+e)^{2}+e^{2}$ and $d^{2 q+2}(1+e)^{3}=d^{q+1} e^{3}(1+e)+e^{6}$. We know that $e \neq 0,1$ therefore

$$
r=\frac{d^{q+1}(e+1)}{e^{3}}+\frac{1}{e(e+1)}
$$

Hence,

$$
\begin{aligned}
A & =r e+1 \\
& =\frac{d^{q+1}(e+1)}{e^{2}}+\frac{e}{(e+1)} \\
A^{2} & =\frac{d^{2 q+2}(e+1)^{2}}{e^{4}}+\frac{e^{2}}{(e+1)^{2}}=\frac{d^{q+1}}{e}+\frac{e^{3}}{(e+1)^{2}} \\
0 & =D=A^{2}+A r e+e^{2} \\
& =\frac{d^{q+1}}{e}+\frac{e^{3}}{(e+1)^{2}}+\left(\frac{d^{q+1}(e+1)}{e^{2}}+\frac{e}{(e+1)}\right)\left(\frac{d^{q+1}(e+1)}{e^{2}}+\frac{1}{(e+1)}\right)+e^{2} \\
& =\frac{d^{q+1}}{e}+\frac{e^{3}}{(e+1)^{2}}+\frac{d^{2 q+2}(e+1)^{2}}{e^{4}}+\frac{d^{q+1}(e+1)}{e^{2}}+\frac{e}{(e+1)^{2}}+e^{2} \\
& =\frac{d^{q+1}}{e}+\frac{e^{3}}{(e+1)^{2}}+\frac{d^{q+1}}{e}+\frac{e^{2}}{(e+1)}+\frac{d^{q+1}(e+1)}{e^{2}}+\frac{e}{(e+1)^{2}}+e^{2} \\
& =d^{q+1}\left(\frac{e+1}{e^{2}}\right)+e+e^{2}+\frac{e^{2}}{e+1}=d^{q+1} \cdot \frac{e+1}{e^{2}}+\frac{e\left(e^{2}+e+1\right)}{e+1} \\
d^{q+1} & =\frac{e^{3}\left(e^{2}+e+1\right)}{(e+1)^{2}} .
\end{aligned}
$$

Therefore

$$
r=\frac{e^{2}+e+1}{e+1}+\frac{1}{e(e+1)}=\frac{(e+1)^{2}}{e}
$$

and $A=r e+1=e^{2}$. Then

$$
0=E=A^{2} r^{2} e^{2}+A r^{2} d^{q+1} e+A r^{2} e^{3}+r e^{3}=(e+1)^{3} \cdot e^{2}
$$

This last result is not possible since $e \neq 0,1$. So, the system admits no solutions.
Therefore we have that when $\alpha \in \mathbb{F}_{q^{2}} \backslash \mathbb{F}_{q}$, (8.2) admits at most 5 distinct values.

Proof of Theorem 8.1. Since $F$ is a power function, from Proposition 2.2 we can consider $a=1$, and thus $\beta_{F}=\max _{b \in \mathbb{F}_{q^{4}}^{\star}} S_{1, b}$. From Lemma 8.1 and Lemma 8.2 we have immediately that $\beta_{F} \leq 24$.

From the proof of Lemma 8.1 and Lemma 8.2 we can distinguish five cases for the upper bound on the values $S_{1, b}$. In particular, we obtain the following.

Proposition 8.1. Let $k>1$ be odd and $q=2^{k}$. The Bracken-Leander permutation $F(x)=x^{2^{2 k}+2^{k}+1}$ defined over $\mathbb{F}_{q^{4}}$ is such that

$$
S_{1, b} \leq \begin{cases}4 & \text { if } b \in \mathbb{F}_{q^{2}}^{\star} \text { and } \operatorname{Tr}_{1}^{2 k}(b)=0 \\ 6 & \text { if } b \in \mathbb{F}_{q^{2}}^{\star} \text { and } \operatorname{Tr}_{1}^{2 k}(b)=1 \\ 4 & \text { if } b \notin \mathbb{F}_{q^{2}}, \operatorname{Tr}_{2 k}^{4 k}(b) \in \mathbb{F}_{q} \text { and } \operatorname{Tr}_{1}^{k}\left(\operatorname{Tr}_{2 k}^{4 k}(b)\right)=1 \\ 12 & \text { if } b \notin \mathbb{F}_{q^{2}}, \operatorname{Tr}_{2 k}^{4 k}(b) \in \mathbb{F}_{q} \text { and } \operatorname{Tr}_{1}^{k}\left(\operatorname{Tr}_{2 k}^{4 k}(b)\right)=0 \\ 24 & \text { otherwise. }\end{cases}
$$

Using Lemma 8.1 we evaluated (with the help of MAGMA) the boomerang uniformity for the Bracken-Leander permutation up to dimension $n=60$. From Table 8.1 we can see that for the values $7 \leq k \leq 15$ the upper bound for the boomerang uniformity is attained.

Table 8.1: Boomerang uniformity of the function $x^{2^{2 k}+2^{k}+1}$ over $\mathbb{F}_{2^{4 k}}$

| $\mathrm{k}:$ | 3 | 5 | 7 | 9 | 11 | 13 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\beta_{F}:$ | 14 | 16 | 24 | 24 | 24 | 24 | 24 |

### 8.2 On the inverse function modified

In the past years, several constructions of differentially 4 -uniform bijective functions, based on modifying the inverse function, have been proposed (see for instance [85, 95, 98, 108, 110]). In particular, in [85, 108], the authors modified the inverse functions composing it with some cycles, and studied when it could be possible to obtain a differentially 4 -uniform permutation. In the following we study the boomerang uniformity of some of the functions obtained in [85] and in [108].

Given $m+1$ different elements of $\mathbb{F}_{2^{n}}, \alpha_{i}$ for $0 \leq i \leq m$, consider the cycle $\pi=\left(\alpha_{0}, \alpha_{1}, \ldots, \alpha_{m}\right)$ over $\mathbb{F}_{2^{n}}$ defined as

$$
F_{\pi}(x)= \begin{cases}\alpha_{i+1} & x=\alpha_{i} \\ x & x \notin\left\{\alpha_{i}: 0 \leq i \leq m\right\}\end{cases}
$$

where $\alpha_{m+1}=\alpha_{0}$.
In [108] the authors study the inverse function composed with cycles of length two (that is $\pi$ a transposition), while in [85] they consider a more general case of functions of the type

$$
\operatorname{Inv}_{\pi}(x)= \begin{cases}\alpha_{i+1}^{-1} & x=\alpha_{i} \\ x^{-1} & x \notin\left\{\alpha_{i}: 0 \leq i \leq m\right\}\end{cases}
$$

From [108] we have that:
Lemma 8.3. Let $n=2 k$ be an even integer. Then the following statements hold.

1. Suppose $\pi=(0,1)$ is a transposition over $\mathbb{F}_{2^{n}}$. Then the differential uniformity of $\operatorname{Inv}_{\pi}$ equals 4 if and only if $k$ is odd.
2. Suppose $\pi=(1, c)$ is a transposition over $\mathbb{F}_{2^{n}}$. Then the differential uniformity of $\operatorname{Inv}_{\pi}$ equals 4 if and only if $\operatorname{Tr}(c)=\operatorname{Tr}\left(\frac{1}{c}\right)=1$.
In [85] it has been proved the following:
Lemma 8.4. Suppose $\pi=\left(\alpha_{0}, \ldots, \alpha_{m}\right)$ is a cycle over $\mathbb{F}_{2^{n}}$. Then the following statements hold.
3. If $0 \in \pi$, then $\operatorname{Inv}_{\pi}$ is affine equivalent to $\operatorname{Inv}_{\pi_{1}}$, where $\pi_{1}$ is a cycle over $\mathbb{F}_{2^{n}}$ of the type $\left(0,1, \beta_{1}, \ldots, \beta_{m-1}\right)$.
4. If $0 \notin \pi$, then $\operatorname{Inv}_{\pi}$ is affine equivalent to $\operatorname{Inv}_{\pi_{1}}$, where $\pi_{1}$ is a cycle over $\mathbb{F}_{2^{n}}$ of the type $\left(1, \beta_{1}, \ldots, \beta_{m}\right)$.

Recalling that the boomerang uniformity is invariant under affine equivalence, when $m=1$ we need to consider, up to affine equivalence, only two types of permutations $\operatorname{Inv} v_{\pi}$ :

- $\pi=(0,1)$,
- $\pi=(1, c)$, with $c \neq 0,1$.

In [84] Li et al. studied the boomerang uniformity of $\operatorname{Inv}_{\pi}$ with $\pi=(0,1)$. They obtained the following result.

Theorem 8.2. Let $F=\operatorname{Inv}_{\pi}$, for $\pi=(0,1)$, and $n \geq 3$. Then the boomerang uniformity of $F$ is

$$
\beta_{F}= \begin{cases}10, & \text { if } n \equiv 0 \bmod 6, \\ 8, & \text { if } n \equiv 3 \bmod 6, \\ 6, & \text { if } n \not \equiv 0 \bmod 3 .\end{cases}
$$

In the following we consider the case $\pi=(1, c)$.
Theorem 8.3. Let $n$ be even and $F=\operatorname{Inv}_{\pi}$ with $\pi=(1, c)$ be a differentially 4-uniform function over $\mathbb{F}_{2^{n}}$. Then,
(i) if $c \notin \mathbb{F}_{4}$

$$
\beta_{F}=\left\{\begin{array}{lll}
10, & \text { if } n \equiv 0 & \bmod 4, \\
8, & \text { if } n \equiv 2 & \bmod 4 .
\end{array}\right.
$$

(ii) if $c \in \mathbb{F}_{4} \backslash \mathbb{F}_{2}$ (thus $n \equiv 2 \bmod 4$ ) $\beta_{F}=6$.

Since the proof of Theorem 8.3 relies just on the study of all possible subcases that we can obtain from system (2.5), we omit it here. The proof is fully presented in Appendix B.

From Theorem 8.2 and Theorem 8.3 we obtain the following corollary.
Corollary 8.1. Let $n=2 k$ and $\pi=\left(\alpha_{1}, \alpha_{2}\right)$. Consider the function $F=\operatorname{Inv}_{\pi}$ defined over $\mathbb{F}_{2^{n}}$ and suppose that $F$ is differentially 4-uniform. Then,
(i) if $0 \in \pi$, then $k$ is odd and

$$
\beta_{F}= \begin{cases}10, & \text { if } n \equiv 0 \quad \bmod 6 \\ 6, & \text { otherwise }\end{cases}
$$

(ii) if $0 \notin \pi$, then
(a) if $\frac{\alpha_{2}}{\alpha_{1}} \notin \mathbb{F}_{4}^{\star}$, then

$$
\beta_{F}=\left\{\begin{array}{lll}
10 & \text { if } n \equiv 0 & \bmod 4 \\
8 & \text { if } n \equiv 2 & \bmod 4
\end{array}\right.
$$

(b) if $\frac{\alpha_{2}}{\alpha_{1}} \in \mathbb{F}_{4}^{\star}$, then $k$ is odd and $\beta_{F}=6$.

Proof. If $0 \in \pi$ then from Lemma 8.4 we have that $F=\operatorname{Inv}_{\pi}$ is affine equivalent to $\operatorname{Inv} \pi_{0}$ where $\pi_{0}=(0,1)$. So from Theorem 8.2 and since in the case $n \equiv 3$ mod $6 F$ cannot be differentially 4 -uniform, we have our claim.

Suppose now that $\alpha_{1}, \alpha_{2} \neq 0$. From Lemma 8.4 we have that $\alpha_{1}^{-1} \pi\left(\alpha_{1} x\right)=$ $\pi_{1}(x)$ where $\pi_{1}(x)=\left(1, \beta_{1}\right)$ with $\beta_{1}=\frac{\alpha_{2}}{\alpha_{1}}$, and thus $F=\operatorname{Inv}_{\pi}$ is affine equivalent to $\operatorname{Inv}_{\pi_{1}}(x)=\alpha_{1} \operatorname{Inv}_{\pi}\left(\alpha_{1} x\right)$. From Theorem 8.3 we obtain the claim.

In [85], the authors extend the results obtained in [108] modifying the inverse function with cycles of order greater than two. In particular from their results we have the following differentially 4 -uniform functions.

Lemma 8.5. Let $n=2 k$ with $k>1$. Let $c \in \mathbb{F}_{4} \backslash \mathbb{F}_{2}$, then the functions $F=\operatorname{Inv}_{\pi_{1}}$ with $\pi_{1}=(0,1, c)$ and $G=\operatorname{Inv}_{\pi_{2}}$ with $\pi_{2}=\left(1, c, c^{2}\right)$ are differentially 4-uniform if and only if $k$ is odd.

Using a similar analysis as in Theorem 8.3 we can get the following results (we give some steps of the proof in Appendix B).

Theorem 8.4. Let $n=2 k$ with $k>1$ odd. Let $F=\operatorname{Inv}_{\pi}$ with $\pi=(0,1, c)$ and $c \in \mathbb{F}_{4} \backslash \mathbb{F}_{2}$, be a differentially 4-uniform function over $\mathbb{F}_{2^{n}}$. Then,

$$
\beta_{F}= \begin{cases}8 & \text { if } n \equiv 0 \quad \bmod 6 \\ 6 & \text { otherwise }\end{cases}
$$

Theorem 8.5. Let $n=2 k$ with $k>1$ odd. Let $F=\operatorname{Inv}_{\pi}$ with $\pi=\left(1, c, c^{2}\right)$ and $c \in \mathbb{F}_{4} \backslash \mathbb{F}_{2}$, be a differentially 4-uniform function over $\mathbb{F}_{2^{n}}$. Then,

$$
\beta_{F}= \begin{cases}8 & \text { if } n \equiv 0 \quad \bmod 6 \\ 6 & \text { otherwise }\end{cases}
$$

With same arguments as in Corollary 8.1 we have the following.
Corollary 8.2. Let $n=2 k$ with $k$ odd and $\pi=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ with $\alpha_{1}, \alpha_{2}, \alpha_{3} \in \gamma \mathbb{F}_{4}$ for some $\gamma \in \mathbb{F}_{2^{n}}^{\star}$. Consider the function $F=\operatorname{Inv}_{\pi}$ defined over $\mathbb{F}_{2^{n}}$ and suppose that $F$ is differentially 4-uniform. Then,

$$
\beta_{F}= \begin{cases}8 & \text { if } n \equiv 0 \quad \bmod 6 \\ 6 & \text { otherwise }\end{cases}
$$

## Chapter 9

## Conclusions

This work is dedicated to three different problems in the area of cryptographically significant discrete functions. These problems concern respectively the APN property, the planar property and the boomerang uniformity. They are connected to each other and, to address them, we combined theoretical analysis with computational results.

The first problem relates to a study, construction and classification of infinite families of APN functions, in particular, quadratic APN functions. Here we first considered an already known construction of the form $L_{1}\left(x^{3}\right)+L_{2}\left(x^{9}\right)$ (see $[30,31]$ ), for $L_{1}$ and $L_{2}$ linear, and derived more conditions for the APN property. Furthermore, we verified that many of the APN functions listed in [66] are of this particular form. We leave as a topic for future research to determine whether other known APN functions are CCZ-equivalent to a function of this type.

Then we considered the parallelism between APN and planar functions. Isotopic equivalence is a notion defined for quadratic planar functions in odd characteristic and it cannot be extended directly to APN functions in fields of even characteristic. It is an open problem whether, for the APN case, there exists an equivalence relation analogous to the isotopic equivalence. We investigated this problem and, from the analysis of isotopic equivalence, we introduce the concept of isotopic shift. We applied this concept to APN functions and obtained a useful construction method. In particular, applied to Gold maps, it provided theoretical conditions covering some known examples and producing one new case of an APN function. We conjectured that the obtained construction produces APN functions for an infinite number of dimensions. A generalisation of the isotopic shift construction led to further results. In particular, it yielded a family of quadratic APN functions covering some known
examples and producing several new cases of APN maps. Thanks to this result, all known APN functions in dimension 9 are now covered by an APN family. Furthermore, we proved that in odd dimensions the generalised isotopic shift connects every known APN power function (except the Dobbertin map) to a Gold function. Much is still to be studied regarding this construction method.

Further, we studied already known infinite families of APN functions and we proved that the two families introduced in $[17,26]$ (and their generalisations given in [62]) are EA-equivalent to each other. Besides, we showed that all these families are contained in another family of APN functions, the hexanomials introduced in [26]. This led to one of the main results of this work: we reduced the list of known infinite families of APN functions to families which are pairwise inequivalent in general.

As a second problem, we considered the isotopic shift construction applied to planar functions in odd characteristic. We proved that isotopic equivalence, between quadratic planar maps, is completely characterised by the isotopic shift construction and EA-equivalence transformation. Moreover, we showed that the isotopic shift transformation can connect isotopic inequivalent planar functions. It would be interesting to investigate further whether the isotopic shift construction can lead to new classes of planar mappings and, in particular, whether the functions given in Theorem 7.1 can be CCZ-inequivalent to the known ones.

The last problem concerns the recently introduced notion of boomerang uniformity. We studied its value for some known differentially 4-uniform permutations that are not quadratic: the Bracken-Leander map [18] and some modifications of the inverse map [85, 108]. The results obtained show that these functions are not optimal (i.e. $\delta_{F} \neq \beta_{F}$ ). In [16], it is proved that the inverse function is optimal $\left(\delta_{F}=\beta_{F}=4\right)$ if $n \equiv 2 \bmod 4$. However, for the case $n \equiv 0$ $\bmod 4$, which is widely used in cryptographic algorithms, from the results obtained here and in $[16,84,91]$ we cannot find any permutation with boomerang uniformity 4 . So, an interesting problem which remains open is to investigate the existence of a permutation having boomerang uniformity 4 over $\mathbb{F}_{2^{n}}$ with $n \equiv 0 \bmod 4$.

## Appendix A

## Some computational results

We present here some computational results for the isotopic shift construction introduced in Chapter 4. In particular, these results (together with Corollary 4.1) prove Proposition 4.3.

In the following we consider the finite field $\mathbb{F}_{2^{6}}$ and set $\mathbb{F}_{2^{6}}^{\star}=\langle\zeta\rangle$. In Table 2.3 we have listed the thirteen CCZ-inequivalent quadratic APN maps defined over $\mathbb{F}_{2^{6}}$. An equivalent list of quadratic APN functions can be found in [57]. We recall the definition of isotopic shift, given in (4.1), that is $F_{L}(x)=F(x+L(x))-F(x)-F(L(x))$. The following results are obtained restricting the search of possible linear 1-to-1 and 2-to-1 maps $L$ thanks to Proposition 4.1. The starting function $F$ is taken from the list of quadratic APN functions given in [57].

Table A.1: Linear functions $L$ for which $F_{L}$ (with $F(x)=x^{3}$, no. 1.1) is APN over $\mathbb{F}_{2^{6}}$, up to CCZequivalence, and their comparison with Table 2.3. We also specify if $L$ is 1 -to-1 or 2 -to-1

| $L$ 1-to-1 | $L$ 2-to-1 | no. in Table 2.3 |
| :---: | :---: | :---: |
| $\zeta x\left(\right.$ or $\left.x^{16}+\zeta^{3} x^{4}+\zeta^{17} x\right)$ | $x^{32}+x^{16}+x^{8}+x^{4}+x^{2}+\zeta^{21} x$ | $F_{L}$ EA-eq to 1.1 |
| $\zeta x^{16}+\zeta^{21} x$ | $x^{32}+\zeta x^{16}+\zeta^{27} x^{8}+\zeta^{46} x^{4}+\zeta^{18} x^{2}+\zeta^{33} x$ | $F_{L}$ EA-eq to 1.2 |
| $x^{8}+\zeta^{5} x$ | $x^{32}+\zeta x^{16}+\zeta^{9} x^{8}+\zeta^{39} x^{4}+\zeta^{7} x^{2}+\zeta^{31} x$ | $F_{L}$ EA-eq to 2.1 |
| $x^{31}+\zeta^{32}+\zeta^{25} x^{8}+\zeta^{8} x^{4}+\zeta^{42} x^{2}+\zeta^{31} x$ | $x^{32}+\zeta x^{16}+\zeta^{41} x^{8}+\zeta^{49} x^{4}+\zeta^{5} x^{2}+\zeta^{5} x$ | $F_{L}$ EA-eq to 2.2 |
| $x^{32}+\zeta x^{16}+\zeta^{25}+\zeta^{23} x^{8}+\zeta^{31} x^{4}+\zeta^{46} x^{2}+\zeta^{50} x$ | $x^{32}+x^{16}+\zeta^{15} x^{8}+\zeta^{42} x^{4}+\zeta^{15} x^{2}+\zeta^{16} x$ | $F_{L}$ EA-eq to 2.3 |
| $x^{32}+\zeta^{42} x^{8}+\zeta^{3} x^{4}+\zeta^{14} x^{2}+\zeta^{22} x$ | $x^{32}+\zeta x^{16}+\zeta^{7} x^{8}+\zeta^{51} x^{4}+\zeta^{33} x^{2}+\zeta^{14} x$ | $F_{L}$ EA-eq to 2.4 |
| $x^{32}+\zeta x^{16}+\zeta^{16}+x^{8}+\zeta^{50} x^{4}+x^{2}+\zeta^{47} x$ | $x^{32}+\zeta x^{16}+\zeta^{16} x^{8}+\zeta^{26} x^{4}+\zeta^{14} x^{2}+\zeta^{14} x$ | $F_{L}$ EA-eq to 2.6 |
| $x^{32}+\zeta^{13} x^{16}+\zeta^{30} x^{4}+\zeta x^{2}+\zeta^{20} x$ | $x^{32}+\zeta^{9} x^{16}+\zeta^{31} x^{8}+\zeta^{16} x^{4}+\zeta^{57} x^{2}+\zeta^{29} x$ | $F_{L}$ EA-eq to 2.5 |
| $x^{32}+\zeta x^{16}+\zeta^{23} x^{8}+\zeta^{53} x^{4}+\zeta^{52} x^{2}+\zeta x$ | $x^{32}+\zeta x^{16}+\zeta^{23} x^{8}+\zeta^{53} x^{4}+\zeta^{52} x^{2}+\zeta^{56} x$ | $F_{L}$ EA-eq to 2.7 |
| $x^{32}+\zeta x^{16}+\zeta^{26} x^{8}+\zeta^{50} x^{4}+\zeta^{57} x^{2}+\zeta^{34} x$ | $x^{32}+\zeta^{13} x^{8}+\zeta^{57} x^{4}+\zeta^{36} x^{2}+\zeta^{31} x$ | $F_{L}$ EA-eq to 2.8 |
| $x^{16}+\zeta^{9} x^{8}+\zeta^{9} x^{4}+\zeta^{47} x^{2}+\zeta^{50} x$ | $x^{32}+x^{16}+\zeta^{5} x^{8}+\zeta^{50} x^{4}+\zeta^{8} x^{2}+\zeta^{60} x$ | $F_{L}$ EA-eq to 2.9 |
| $x^{32}+\zeta x^{16}+\zeta^{20} x^{8}+\zeta^{28} x^{4}+\zeta^{23} x^{2}+\zeta^{36} x$ | $x^{32}+\zeta x^{16}+\zeta^{6} x^{8}+\zeta^{8} x^{4}+\zeta^{26} x^{2}+\zeta^{21} x$ | $F_{L}$ EA-eq to 2.10 |
| $x^{16}+\zeta^{5} x^{8}+\zeta^{8} x^{4}+\zeta^{34} x^{2}+\zeta^{57} x$ | $x^{16}+\zeta^{5} x^{8}+\zeta^{8} x^{4}+\zeta^{34} x^{2}+\zeta^{20} x$ | $F_{L}$ EA-eq to 2.12 |

Table A.2: Linear functions $L$ for which $F_{L}$ (with $F(x)=x^{3}+\zeta^{-1} \operatorname{Tr}\left(\zeta^{3} x^{9}\right)$ EA-eq. to no. 1.2) is APN over $\mathbb{F}_{2^{6}}$, up to CCZ-equivalence, and their comparison with Table 2.3. We also specify if $L$ is 1 -to- 1 or 2-to-1.

| $L$ 1-to-1 | $L$ 2-to-1 | no. in Table 2.3 |
| :---: | :---: | :---: |
| $\zeta^{9} x$ | $x^{32}+\zeta^{12} x^{16}+\zeta^{24} x^{8}+\zeta^{24} x^{4}+\zeta^{30} x^{2}+\zeta^{47} x$ | $F_{L}$ EA-eq to 1.1 |
| $\zeta^{21} x$ | $\zeta^{31} x^{16}+\zeta^{60} x^{4}+\zeta^{11} x^{2}+\zeta^{30} x$ | $F_{L}$ EA-eq to 1.2 |
| $x^{8}+\zeta^{9} x$ | $\zeta^{11} x^{8}+\zeta^{61} x^{4}+\zeta^{51} x^{2}+\zeta^{33} x$ | $F_{L}$ EA-eq to 2.1 |
| $\zeta^{15} x^{16}+\zeta^{6} x^{8}+\zeta^{47} x^{4}+\zeta^{21} x^{2}+\zeta^{48} x$ | $x^{16}+\zeta^{14} x^{8}+\zeta^{49} x^{4}+\zeta^{13} x^{2}+\zeta^{4} x$ | $F_{L}$ EA-eq to 2.2 |
| $\zeta^{3} x^{8}+\zeta^{43} x^{4}+\zeta^{23} x^{2}+\zeta^{9} x$ | $\zeta x^{16}+\zeta x^{8}+\zeta^{4} x^{4}+\zeta^{46} x$ | $F_{L}$ EA-eq to 2.3 |
| $\zeta^{11} x^{8}+\zeta^{22} x^{4}+\zeta^{22} x^{2}+\zeta^{50} x$ | $\zeta^{3} x^{16}+\zeta^{15} x^{8}+\zeta^{15} x^{4}+\zeta^{40} x^{2}+\zeta^{11} x$ | $F_{L}$ EA-eq to 2.4 |
| $\zeta^{10} x^{16}+\zeta^{11} x^{8}+\zeta^{35} x^{4}+\zeta^{27} x^{2}+\zeta^{26} x$ | $\zeta^{10} x^{16}+\zeta^{11} x^{8}+\zeta^{35} x^{4}+\zeta^{27} x^{2}+\zeta^{6} x$ | $F_{L}$ EA-eq to 2.5 |
| $x^{32}+\zeta^{19} x^{16}+\zeta^{23} x^{8}+\zeta^{38} x^{4}+\zeta^{16} x^{2}+\zeta^{58} x$ | $x^{32}+\zeta^{19} x^{16}+\zeta^{23} x^{8}+\zeta^{38} x^{4}+\zeta^{16} x^{2}+\zeta^{25} x$ | $F_{L}$ EA-eq to 2.6 |
| $x^{16}+\zeta^{7} x^{8}+\zeta^{52} x^{4}+\zeta^{7} x^{2}+\zeta^{25} x$ | $\zeta^{2} x^{16}+\zeta^{8} x^{8}+\zeta^{40} x^{4}+\zeta^{38} x^{2}+\zeta^{5} x$ | $F_{L}$ EA-eq to 2.7 |
| $x^{16}+\zeta^{8} x^{8}+\zeta^{7} x^{4}+\zeta^{49} x^{2}+\zeta^{46} x$ | $x^{16}+\zeta^{8} x^{8}+\zeta^{7} x^{4}+\zeta^{49} x^{2}+\zeta^{22} x$ | $F_{L}$ EA-eq to 2.8 |
| $\zeta x^{8}+\zeta^{14} x^{4}+\zeta^{13} x^{2}+\zeta^{43} x$ | $\zeta x^{8}+\zeta^{14} x^{4}+\zeta^{13} x^{2}+\zeta^{37} x$ | $F_{L}$ EA-eq to 2.9 |
| $\zeta^{6} x^{16}+\zeta^{16} x^{8}+\zeta^{52} x^{4}+\zeta^{20} x^{2}+\zeta^{52} x$ | $\zeta x^{16}+\zeta^{16} x^{8}+\zeta^{36} x^{4}+\zeta^{61} x^{2}+\zeta^{36} x$ | $F_{L}$ EA-eq to 2.10 |
| $\zeta^{19} x^{16}+\zeta^{3} x^{8}+\zeta^{29} x^{4}+\zeta^{39} x^{2}+\zeta^{24} x$ | $\zeta^{28} x^{16}+\zeta x^{8}+\zeta^{31} x^{4}+\zeta^{51} x^{2}+\zeta^{4} x$ | $F_{L}$ EA-eq to 2.12 |

Table A.3: Linear functions $L$ for which $F_{L}$ (with $F(x)=\zeta x^{24}+x^{10}+x^{3}$, no 2.1 ) is APN over $\mathbb{F}_{2^{6}}$, up to CCZ-equivalence, and their comparison with Table 2.3. We also specify if $L$ is 1-to-1 or 2-to-1.

| $L$ 1-to-1 | $L$ 2-to-1 | no. in Table 2.3 |
| :---: | :---: | :---: |
| $\zeta^{5} x$ | $x^{32}+\zeta^{22} x^{16}+\zeta^{54} x^{8}+\zeta^{62} x^{4}+\zeta^{11} x^{2}+\zeta^{31} x$ | $F_{L}$ EA-eq to 1.1 |
| $\zeta^{3} x^{16}+\zeta^{37} x^{8}+\zeta^{56} x^{4}+\zeta^{6} x^{2}+\zeta^{12} x$ | $\zeta^{3} x^{16}+\zeta^{37} x^{8}+\zeta^{56} x^{4}+\zeta^{6} x^{2}+\zeta^{52} x$ | $F_{L}$ EA-eq to 1.2 |
| $\zeta^{6} x$ | $x^{32}+\zeta^{2} x^{16}+\zeta^{39} x^{8}+\zeta^{12} x^{4}+\zeta^{7} x^{2}+\zeta^{20} x$ | $F_{L}$ EA-eq to 2.1 |
| $x^{16}+\zeta^{9} x^{8}+\zeta^{44} x^{4}+\zeta^{22} x^{2}+\zeta^{18} x$ | $x^{16}+\zeta^{9} x^{8}+\zeta^{44} x^{4}+\zeta^{22} x^{2}+\zeta^{54} x$ | $F_{L}$ EA-eq to 2.2 |
| $x^{16}+\zeta^{49} x^{8}+\zeta^{22} x^{4}+\zeta^{19} x^{2}+\zeta x$ | $\zeta^{52} x^{8}+\zeta^{4} x^{4}+\zeta^{37} x^{2}+\zeta^{19} x$ | $F_{L}$ EA-eq to 2.3 |
| $\zeta^{18} x^{8}+\zeta^{5} x^{4}+\zeta^{36} x^{2}+\zeta^{33} x$ | $x^{16}+\zeta^{25} x^{8}+\zeta^{38} x^{4}+\zeta^{56} x^{2}+\zeta^{28} x$ | $F_{L}$ EA-eq to 2.4 |
| $\zeta^{5} x^{16}+\zeta^{50} x^{8}+\zeta^{50} x^{4}+\zeta^{4} x^{2}+\zeta^{52} x$ | $x^{16}+\zeta^{60} x^{8}+\zeta^{28} x^{4}+\zeta^{44} x^{2}+\zeta^{55} x$ | $F_{L}$ EA-eq to 2.5 |
| $\zeta^{3} x^{16}+\zeta^{52} x^{8}+\zeta^{42} x^{4}+\zeta^{56} x^{2}+\zeta^{49} x$ | $\zeta^{3} x^{16}+\zeta^{52} x^{8}+\zeta^{42} x^{4}+\zeta^{56} x^{2}+\zeta^{2} x$ | $F_{L}$ EA-eq to 2.6 |
| $x^{16}+x^{8}+\zeta^{28} x^{4}+\zeta^{51} x^{2}+\zeta^{4} x$ | $x^{16}+\zeta^{12} x^{8}+\zeta^{12} x^{4}+\zeta^{25} x$ | $F_{L}$ EA-eq to 2.7 |
| $x^{16}+\zeta^{44} x^{8}+\zeta^{29} x^{4}+\zeta^{27} x^{2}+\zeta^{2} x$ | $x^{16}+\zeta^{44} x^{8}+\zeta^{29} x^{4}+\zeta^{27} x^{2}+\zeta^{49} x$ | $F_{L}$ EA-eq to 2.8 |
| $x^{16}+\zeta^{44} x^{8}+\zeta^{43} x^{4}+\zeta^{58} x^{2}+\zeta^{15} x$ | $x^{16}+\zeta^{48} x^{8}+\zeta^{40} x^{4}+\zeta^{3} x^{2}+\zeta^{25} x$ | $F_{L}$ EA-eq to 2.9 |
| $\zeta^{16}+\zeta^{36} x^{8}+\zeta^{27} x^{4}+\zeta^{3} x^{2}+\zeta^{37} x$ | $x^{16}+\zeta^{23} x^{8}+\zeta^{19} x^{4}+\zeta^{9} x^{2}+\zeta x$ | $F_{L}$ EA-eq to 2.10 |
| $\zeta^{3} x^{16}+\zeta^{7} x^{8}+\zeta^{44} x^{4}+\zeta^{2} x^{2}+\zeta^{14} x$ | $\zeta^{3} x^{16}+\zeta^{7} x^{8}+\zeta^{44} x^{4}+\zeta^{2} x^{2}+\zeta^{16} x$ | $F_{L}$ EA-eq to 2.12 |

Table A.4: Linear functions $L$ for which $F_{L}$ (with $F(x)=\zeta^{17} x^{24}+\zeta^{17} x^{20}+\zeta^{17} x^{18}+\zeta^{17} x^{17}+x^{3}$ EAeq. to no. 2.2) is APN over $\mathbb{F}_{2^{6}}$, up to CCZ-equivalence, and their comparison with Table 2.3. We also specify if $L$ is 1 -to- 1 or 2-to-1.

| $L$ 1-to-1 | $L$ 2-to-1 | no. in Table 2.3 |
| :---: | :---: | :---: |
| $\zeta^{2} x^{16}+\zeta^{36} x^{8}+\zeta^{61} x^{4}+x^{2}+\zeta^{19} x$ | $x^{32}+\zeta^{10} x^{16}+\zeta^{58} x^{8}+\zeta^{50} x^{4}+\zeta^{38} x^{2}+\zeta^{21} x$ | $F_{L}$ EA-eq to 1.1 |
| $\zeta^{3} x^{16}+\zeta^{11} x^{8}+\zeta^{40} x^{4}+\zeta^{14} x^{2}+\zeta^{35} x$ | $\zeta^{3} x^{16}+\zeta^{11} x^{8}+\zeta^{40} x^{4}+\zeta^{14} x^{2}+\zeta^{4} x$ | $F_{L}$ EA-eq to 1.2 |
| $\zeta^{7} x^{16}+\zeta^{39} x^{8}+\zeta^{24} x^{4}+\zeta^{7} x^{2}+\zeta^{3} x$ | $\zeta^{14} x^{8}+x^{4}+\zeta^{47} x^{2}+\zeta^{15} x$ | $F_{L}$ EA-eq to 2.1 |
| $\zeta^{21} x^{8}+\zeta^{51} x^{4}+\zeta^{25} x^{2}+\zeta^{31} x$ | $\zeta^{35} x^{8}+\zeta^{31} x^{4}+\zeta^{25} x^{2}+\zeta^{6} x$ | $F_{L}$ EA-eq to 2.2 |
| $\zeta^{58} x^{8}+\zeta^{18} x^{4}+\zeta^{47} x^{2}+\zeta^{27} x$ | $\zeta^{58} x^{8}+\zeta^{18} x^{4}+\zeta^{47} x^{2}+\zeta^{9} x$ | $F_{L}$ EA-eq to 2.3 |
| $\zeta^{32} x^{8}+\zeta^{33} x^{4}+\zeta^{60} x^{2}+\zeta^{58} x$ | $\zeta^{32} x^{8}+\zeta^{33} x^{4}+\zeta^{60} x^{2}+\zeta^{25} x$ | $F_{L}$ EA-eq to 2.4 |
| $x^{16}+\zeta^{38} x^{8}+\zeta^{29} x^{4}+\zeta^{52} x^{2}+\zeta^{24} x$ | $x^{16}+\zeta^{38} x^{8}+\zeta^{29} x^{4}+\zeta^{52} x^{2}+\zeta^{41} x$ | $F_{L}$ EA-eq to 2.5 |
| $\zeta^{14} x^{16}+\zeta^{58} x^{8}+\zeta^{53} x^{4}+\zeta^{9} x^{2}+\zeta^{11} x$ | $\zeta^{14} x^{16}+\zeta^{58} x^{8}+\zeta^{53} x^{4}+\zeta^{9} x^{2}+\zeta^{23} x$ | $F_{L}$ EA-eq to 2.6 |
| $x^{16}+\zeta^{19} x^{8}+\zeta^{4} x^{4}+\zeta^{52} x^{2}+\zeta^{27} x$ | $\zeta^{6} x^{8}+\zeta^{50} x^{4}+\zeta^{34} x^{2}+\zeta^{50} x$ | $F_{L}$ EA-eq to 2.7 |
| $\zeta^{62} x^{8}+\zeta^{43} x^{4}+\zeta^{3} x^{2}+\zeta^{31} x$ | $\zeta^{62} x^{8}+\zeta^{43} x^{4}+\zeta^{3} x^{2}+\zeta^{59} x$ | $F_{L}$ EA-eq to 2.8 |
| $\zeta^{22} x^{8}+\zeta^{31} x^{4}+\zeta^{36} x^{2}+\zeta^{47} x$ | $\zeta^{23} x^{8}+\zeta^{39} x^{4}+\zeta^{38} x^{2}+\zeta^{10} x$ | $F_{L}$ EA-eq to 2.9 |
| $\zeta^{38} x^{8}+\zeta^{44} x^{4}+\zeta^{22} x^{2}+\zeta^{44} x$ | $\zeta^{38} x^{8}+\zeta^{44} x^{4}+\zeta^{22} x^{2}+\zeta^{29} x$ | $F_{L}$ EA-eq to 2.10 |
| $\zeta x^{16}+\zeta^{2} x^{8}+\zeta^{20} x^{4}+\zeta^{52} x^{2}+\zeta^{32} x$ | $\zeta x^{16}+\zeta^{2} x^{8}+\zeta^{20} x^{4}+\zeta^{52} x^{2}+\zeta^{28} x$ | $F_{L}$ EA-eq to 2.12 |

Table A.5: Linear functions $L$ for which $F_{L}$ (with $F(x)=\zeta^{29} x^{48}+\zeta^{15} x^{34}+\zeta^{35} x^{33}+\zeta^{62} x^{20}+\zeta^{10} x^{6}+$ $\zeta^{40} x^{5}$ EA-eq. to no. 2.3) is APN over $\mathbb{F}_{2^{6}}$, up to CCZ-equivalence, and their comparison with Table 2.3. We also specify if $L$ is 1 -to- 1 or 2-to-1.

| $L$ 1-to-1 | $L$ 2-to-1 | no. in Table 2.3 |
| :---: | :---: | :---: |
| $\zeta^{21} x$ | $\zeta^{16} x^{32}+\zeta^{61} x^{16}+\zeta^{20} x^{8}+\zeta^{19} x^{4}+\zeta^{15} x^{2}+\zeta^{47} x$ | $F_{L}$ EA-eq to 1.1 |
| $\zeta^{10} x^{16}+\zeta^{58} x^{8}+\zeta^{60} x^{4}+\zeta^{5} x^{2}+\zeta^{4} x$ | $\zeta^{10} x^{16}+\zeta^{58} x^{8}+\zeta^{60} x^{4}+\zeta^{5} x^{2}+\zeta^{35} x$ | $F_{L}$ EA-eq to 1.2 |
| $\zeta^{10} x^{16}+\zeta^{54} x^{8}+\zeta x^{4}+\zeta^{45} x^{2}+\zeta^{50} x$ | $\zeta^{10} x^{16}+\zeta^{54} x^{8}+\zeta x^{4}+\zeta^{45} x^{2}+\zeta^{53} x$ | $F_{L}$ EA-eq to 2.1 |
| $\zeta^{45} x^{8}+\zeta^{12} x^{4}+\zeta^{52} x^{2}+\zeta^{25} x$ | $\zeta^{27} x^{8}+\zeta^{16} x^{4}+\zeta^{19} x^{2}+\zeta^{40} x$ | $F_{L}$ EA-eq to 2.2 |
| $\zeta^{9} x$ | $\zeta^{59} x^{8}+\zeta^{30} x^{4}+\zeta^{32} x^{2}+x$ | $F_{L}$ EA-eq to 2.3 |
| $x^{16}+x^{8}+\zeta^{39} x^{4}+\zeta^{57} x^{2}+\zeta^{6} x$ | $x^{16}+\zeta^{5} x^{8}+\zeta^{56} x^{4}+\zeta^{6} x^{2}+\zeta^{12} x$ | $F_{L}$ EA-eq to 2.4 |
| $x^{16}+\zeta^{9} x^{8}+\zeta^{3} x^{4}+\zeta^{24} x^{2}+\zeta^{44} x$ | $x^{16}+\zeta^{9} x^{8}+\zeta^{3} x^{4}+\zeta^{24} x^{2}+\zeta^{29} x$ | $F_{L}$ EA-eq to 2.5 |
| $\zeta x^{16}+\zeta^{20} x^{8}+\zeta^{45} x^{4}+\zeta^{8} x^{2}+\zeta^{48} x$ | $\zeta x^{16}+\zeta^{20} x^{8}+\zeta^{45} x^{4}+\zeta^{8} x^{2}+\zeta^{19} x$ | $F_{L}$ EA-eq to 2.6 |
| $x^{16}+\zeta^{2} x^{8}+\zeta^{22} x^{4}+\zeta^{39} x^{2}+\zeta^{30} x$ | $\zeta^{55} x^{8}+\zeta^{60} x^{4}+\zeta^{15} x^{2}+\zeta^{36} x$ | $F_{L}$ EA-eq to 2.7 |
| $\zeta^{62} x^{8}+\zeta^{51} x^{4}+\zeta^{42} x^{2}+\zeta^{57} x$ | $\zeta^{62} x^{8}+\zeta^{51} x^{4}+\zeta^{42} x^{2}+\zeta^{20} x$ | $F_{L}$ EA-eq to 2.8 |
| $\zeta^{25} x^{8}+\zeta^{41} x^{4}+\zeta^{42} x^{2}+\zeta^{16} x$ | $\zeta^{6} x^{8}+x^{4}+\zeta^{42} x^{2}+\zeta^{47} x$ | $F_{L}$ EA-eq to 2.9 |
| $\zeta^{36} x^{8}+\zeta^{10} x^{4}+\zeta^{6} x^{2}+\zeta^{6} x$ | $\zeta^{61} x^{8}+\zeta^{57} x^{4}+\zeta^{35} x^{2}+\zeta^{16} x$ | $F_{L}$ EA-eq to 2.10 |
| $\zeta^{2} x^{16}+\zeta^{2} x^{8}+\zeta^{30} x^{4}+\zeta^{44} x^{2}+\zeta^{47} x$ | $\zeta x^{16}+\zeta^{7} x^{8}+\zeta^{40} x^{4}+\zeta^{39} x^{2}+\zeta^{20} x$ | $F_{L}$ EA-eq to 2.12 |

Table A.6: Linear functions $L$ for which $F_{L}$ (with $F(x)=\zeta^{33} x^{40}+\zeta^{10} x^{34}+\zeta^{47} x^{33}+\zeta^{44} x^{12}+\zeta^{9} x^{9}+$ $\zeta x^{6}+\zeta^{47} x^{5}+\zeta^{52} x^{3}$ EA-eq. to no. 2.4) is APN over $\mathbb{F}_{2^{6}}$, up to CCZ-equivalence, and their comparison with Table 2.3. We also specify if $L$ is 1 -to-1 or 2-to-1.

| $L$ 1-to-1 | $L$ 2-to-1 | no. in Table 2.3 |
| :---: | :---: | :---: |
| $\zeta^{4} x^{32}+\zeta^{2} x^{16}+\zeta^{39} x^{8}+\zeta^{21} x^{4}+\zeta^{14} x^{2}+\zeta^{14} x$ | $\zeta^{2} x^{32}+\zeta^{52} x^{16}+\zeta^{39} x^{8}+\zeta^{7} x^{4}+\zeta^{19} x^{2}+\zeta^{18} x$ | $F_{L}$ EA-eq to 1.1 |
| $\zeta^{3} x^{16}+\zeta^{60} x^{4}+\zeta^{47} x$ | $\zeta^{48} x^{16}+\zeta^{37} x^{8}+\zeta^{20} x^{4}+\zeta^{12} x^{2}+\zeta^{31} x$ | $F_{L}$ EA-eq to 1.2 |
| $\zeta^{16} x^{16}+\zeta^{2} x^{8}+\zeta^{22} x^{4}+\zeta^{47} x^{2}+\zeta^{32} x$ | $x^{8}+\zeta^{44} x^{4}+\zeta^{25} x^{2}+\zeta^{36} x$ | $F_{L}$ EA-eq to 2.1 |
| $\zeta^{40} x^{8}+\zeta^{18} x^{4}+\zeta^{42} x^{2}+\zeta^{49} x$ | $\zeta^{40} x^{8}+\zeta^{18} x^{4}+\zeta^{42} x^{2}+\zeta^{2} x$ | $F_{L}$ EA-eq to 2.2 |
| $\zeta^{13} x^{8}+\zeta^{55} x^{4}+\zeta^{46} x^{2}+\zeta^{22} x$ | $x^{16}+\zeta^{11} x^{8}+\zeta^{32} x^{4}+\zeta^{3} x^{2}+\zeta^{33} x$ | $F_{L}$ EA-eq to 2.3 |
| $x^{16}+\zeta^{12} x^{8}+\zeta^{61} x^{4}+\zeta^{14} x$ | $\zeta^{44} x^{4}+\zeta^{61} x^{2}+\zeta^{19} x$ | $F_{L}$ EA-eq to 2.4 |
| $\zeta^{7} x^{16}+\zeta^{61} x^{8}+\zeta^{21} x^{4}+\zeta^{39} x^{2}+\zeta^{7} x$ | $\zeta^{18} x^{8}+\zeta^{14} x^{4}+\zeta^{9} x^{2}+\zeta^{6} x$ | $F_{L}$ EA-eq to 2.5 |
| $\zeta^{7} x^{16}+\zeta^{45} x^{8}+\zeta^{53} x^{4}+\zeta^{14} x^{2}+\zeta^{56} x$ | $x^{16}+\zeta^{52} x^{8}+\zeta^{28} x^{4}+\zeta^{19} x^{2}+\zeta^{28} x$ | $F_{L}$ EA-eq to 2.6 |
| $\zeta^{51} x^{8}+\zeta^{55} x^{4}+\zeta^{22} x^{2}+\zeta^{50} x$ | $\zeta x^{8}+\zeta^{38} x^{4}+\zeta^{3} x^{2}+\zeta^{19} x$ | $F_{L}$ EA-eq to 2.7 |
| $x^{16}+\zeta^{62} x^{8}+\zeta^{55} x^{4}+\zeta^{8} x^{2}+\zeta^{22} x$ | $x^{16}+\zeta^{62} x^{8}+\zeta^{55} x^{4}+\zeta^{8} x^{2}+\zeta^{46} x$ | $F_{L}$ EA-eq to 2.8 |
| $\zeta^{10} x^{8}+\zeta^{19} x^{4}+\zeta^{28} x^{2}+\zeta^{25} x$ | $x^{16}+\zeta^{2} x^{8}+\zeta^{2} x^{4}+\zeta^{25} x^{2}+\zeta^{20} x$ | $F_{L}$ EA-eq to 2.9 |
| $\zeta^{39} x^{8}+\zeta^{47} x^{4}+\zeta^{23} x^{2}+\zeta^{53} x$ | $\zeta^{39} x^{8}+\zeta^{47} x^{4}+\zeta^{23} x^{2}+\zeta^{50} x$ | $F_{L}$ EA-eq to 2.10 |
| $\zeta^{11} x^{16}+\zeta^{24} x^{8}+\zeta^{2} x^{4}+\zeta^{48} x^{2}+\zeta^{50} x$ | $\zeta^{11} x^{16}+\zeta^{60} x^{8}+\zeta^{14} x^{4}+\zeta^{8} x^{2}+\zeta^{39} x$ | $F_{L}$ EA-eq to 2.12 |

Table A.7: Linear functions $L$ for which $F_{L}$ (with $F(x)=\zeta x^{40}+\zeta^{4} x^{34}+\zeta x^{24}+\zeta^{4} x^{20}+\zeta x^{18}+\zeta^{4} x^{17}+$ $x^{9}+\zeta x^{5}$ EA-eq. to no. 2.5) is APN over $\mathbb{F}_{2^{6}}$, up to CCZ-equivalence, and their comparison with Table 2.3. We also specify if $L$ is 1 -to- 1 or 2 -to- 1 .

| $L$ 1-to-1 | $L$ 2-to-1 | no. in Table 2.3 |
| :---: | :---: | :---: |
| $\zeta^{19} x^{16}+\zeta^{8} x^{8}+\zeta^{35} x^{4}+\zeta^{59} x^{2}+\zeta^{6} x$ | $\zeta^{8} x^{16}+\zeta^{25} x^{8}+\zeta^{14} x^{4}+\zeta^{18} x^{2}+\zeta^{4} x$ | $F_{L}$ EA-eq to 1.1 |
| $\zeta x^{16}+\zeta^{44} x^{8}+\zeta^{61} x^{4}+\zeta^{33} x^{2}+\zeta^{22} x$ | $\zeta^{32} x^{16}+\zeta^{51} x^{8}+\zeta^{10} x^{4}+\zeta^{62} x^{2}+\zeta^{21} x$ | $F_{L}$ EA-eq to 1.2 |
| $\zeta^{13} x^{16}+\zeta^{9} x^{8}+\zeta^{21} x^{4}+\zeta^{51} x^{2}+\zeta^{37} x$ | $x^{16}+\zeta^{46} x^{8}+\zeta^{19} x^{4}+\zeta^{32} x^{2}+\zeta^{11} x$ | $F_{L}$ EA-eq to 2.1 |
| $\zeta^{9} x^{8}+\zeta^{24} x^{2}+\zeta^{24} x$ | $\zeta^{30} x^{8}+\zeta^{29} x^{4}+\zeta^{24} x^{2}+\zeta^{46} x$ | $F_{L}$ EA-eq to 2.2 |
| $\zeta^{20} x^{8}+\zeta^{5} x^{4}+\zeta^{11} x^{2}+\zeta^{59} x$ | $\zeta^{20} x^{8}+\zeta^{5} x^{4}+\zeta^{11} x^{2}+\zeta^{31} x$ | $F_{L}$ EA-eq to 2.3 |
| $\zeta^{62} x^{8}+\zeta^{23} x^{4}+\zeta^{32} x^{2}+\zeta^{40} x$ | $\zeta^{62} x^{8}+\zeta^{23} x^{4}+\zeta^{32} x^{2}+\zeta^{51} x$ | $F_{L}$ EA-eq to 2.4 |
| $x^{16}+\zeta^{34} x^{8}+\zeta^{60} x^{4}+\zeta^{6} x^{2}+\zeta^{16} x$ | $x^{16}+\zeta^{34} x^{8}+\zeta^{60} x^{4}+\zeta^{6} x^{2}+\zeta^{14} x$ | $F_{L}$ EA-eq to 2.5 |
| $\zeta^{40} x^{8}+\zeta^{25} x^{4}+\zeta^{18} x^{2}+\zeta^{28} x$ | $\zeta^{40} x^{8}+\zeta^{25} x^{4}+\zeta^{18} x^{2}+\zeta^{32} x$ | $F_{L}$ EA-eq to 2.6 |
| $\zeta^{32} x^{8}+\zeta^{47} x^{4}+\zeta^{48} x^{2}+\zeta^{34} x$ | $\zeta^{16} x^{8}+\zeta^{62} x^{4}+\zeta^{17} x^{2}+\zeta^{17} x$ | $F_{L}$ EA-eq to 2.7 |
| $\zeta^{31} x^{8}+\zeta x^{4}+\zeta^{11} x^{2}+\zeta^{47} x$ | $\zeta^{31} x^{8}+\zeta x^{4}+\zeta^{11} x^{2}+\zeta^{61} x$ | $F_{L}$ EA-eq to 2.8 |
| $\zeta^{2} x^{16}+\zeta^{23} x^{8}+\zeta^{28} x^{4}+\zeta^{40} x^{2}+\zeta^{48} x$ | $\zeta x^{16}+\zeta^{4} x^{8}+\zeta^{33} x^{4}+\zeta^{5} x^{2}+\zeta^{50} x$ | $F_{L}$ EA-eq to 2.9 |
| $\zeta^{9} x^{8}+\zeta^{49} x^{4}+\zeta^{43} x^{2}+\zeta^{52} x$ | $\zeta^{56} x^{4}+\zeta^{34} x^{2}+\zeta^{2} x$ | $F_{L}$ EA-eq to 2.10 |
| $\zeta^{7} x^{16}+\zeta^{6} x^{8}+\zeta^{52} x^{4}+\zeta^{33} x^{2}+\zeta^{19} x$ | $\zeta^{7} x^{16}+\zeta^{6} x^{8}+\zeta^{52} x^{4}+\zeta^{33} x^{2}+\zeta^{48} x$ | $F_{L}$ EA-eq to 2.12 |

Table A.8: Linear functions $L$ for which $F_{L}$ (with $F(x)=x^{48}+\zeta^{11} x^{33}+x^{17}+\zeta^{13} x^{9}+\zeta^{11} x^{5}+x^{3}$ EAeq. to no. 2.6) is APN over $\mathbb{F}_{26}$, up to CCZ-equivalence, and their comparison with Table 2.3. We also specify if $L$ is 1 -to- 1 or 2 -to- 1 .

| $L$ 1-to-1 | $L$ 2-to-1 | no. in Table 2.3 |
| :---: | :---: | :---: |
| $\zeta^{32} x^{16}+\zeta^{9} x^{8}+\zeta^{31} x^{4}+x^{2}+\zeta^{12} x$ | $\zeta^{2} x^{32}+\zeta^{4} x^{16}+\zeta^{11} x^{8}+\zeta^{35} x^{4}+\zeta^{16} x^{2}+\zeta^{29} x$ | $F_{L}$ EA-eq to 1.1 |
| $\zeta^{2} x^{16}+\zeta^{32} x^{4}+\zeta^{11} x$ | $\zeta^{57} x^{16}+\zeta^{27} x^{8}+\zeta^{46} x^{4}+\zeta^{45} x^{2}+\zeta^{27} x$ | $F_{L}$ EA-eq to 1.2 |
| $\zeta^{9} x^{16}+\zeta^{50} x^{8}+\zeta^{15} x^{4}+\zeta^{2} x^{2}+\zeta^{9} x$ | $\zeta^{9} x^{16}+\zeta^{50} x^{8}+\zeta^{15} x^{4}+\zeta^{2} x^{2}+\zeta^{27} x$ | $F_{L}$ EA-eq to 2.1 |
| $\zeta^{2} x^{16}+\zeta^{38} x^{8}+\zeta^{25} x^{4}+\zeta^{20} x^{2}+\zeta^{7} x$ | $\zeta x^{16}+\zeta x^{8}+\zeta^{13} x^{4}+\zeta^{34} x^{2}+\zeta^{24} x$ | $F_{L}$ EA-eq to 2.2 |
| $x^{16}+\zeta^{18} x^{8}+\zeta^{61} x^{4}+\zeta^{13} x^{2}+\zeta^{14} x$ | $\zeta^{2} x^{16}+\zeta^{4} x^{8}+\zeta^{53} x^{4}+\zeta^{50} x^{2}$ | $F_{L}$ EA-eq to 2.3 |
| $\zeta^{2} x^{16}+\zeta^{54} x^{8}+\zeta^{25} x^{4}+\zeta^{7} x^{2}+\zeta^{62} x$ | $\zeta^{41} x^{8}+\zeta^{6} x^{4}+\zeta^{38} x^{2}+\zeta^{55} x$ | $F_{L}$ EA-eq to 2.4 |
| $\zeta^{4} x^{8}+\zeta^{59} x^{4}+\zeta^{24} x^{2}+\zeta^{33} x$ | $\zeta^{4} x^{8}+\zeta^{59} x^{4}+\zeta^{24} x^{2}+\zeta^{38} x$ | $F_{L}$ EA-eq to 2.5 |
| $\zeta^{22} x^{16}+\zeta^{55} x^{8}+\zeta^{49} x^{4}+\zeta^{24} x^{2}+\zeta^{11} x$ | $\zeta^{12} x^{16}+\zeta^{41} x^{8}+\zeta^{22} x^{4}+\zeta^{31} x^{2}+\zeta^{47} x$ | $F_{L}$ EA-eq to 2.6 |
| $\zeta^{24} x^{8}+\zeta^{18} x^{4}+\zeta^{32} x^{2}+\zeta^{5} x$ | $\zeta^{24} x^{8}+\zeta^{18} x^{4}+\zeta^{32} x^{2}+\zeta^{30} x$ | $F_{L}$ EA-eq to 2.7 |
| $x^{16}+\zeta^{62} x^{8}+\zeta^{15} x^{4}+\zeta^{56} x^{2}+\zeta^{10} x$ | $x^{16}+\zeta^{62} x^{8}+\zeta^{15} x^{4}+\zeta^{56} x^{2}+\zeta^{60} x$ | $F_{L}$ EA-eq to 2.8 |
| $x^{16}+\zeta^{42} x^{8}+\zeta^{9} x^{4}+\zeta^{62} x^{2}+\zeta^{18} x$ | $x^{16}+\zeta^{42} x^{8}+\zeta^{9} x^{4}+\zeta^{62} x^{2}+\zeta^{54} x$ | $F_{L}$ EA-eq to 2.9 |
| $\zeta^{45} x^{8}+\zeta^{43} x^{4}+\zeta^{16} x^{2}+\zeta^{41} x$ | $\zeta^{45} x^{8}+\zeta^{43} x^{4}+\zeta^{16} x^{2}+\zeta^{24} x$ | $F_{L}$ EA-eq to 2.10 |
| $\zeta^{5} x^{16}+\zeta^{46} x^{8}+\zeta^{20} x^{4}+\zeta^{40} x^{2}+\zeta^{17} x$ | $\zeta^{5} x^{16}+\zeta^{46} x^{8}+\zeta^{20} x^{4}+\zeta^{40} x^{2}+\zeta^{39} x$ | $F_{L}$ EA-eq to 2.12 |

Table A.9: Linear functions $L$ for which $F_{L}$ (with $F(x)=\zeta^{25} x^{36}+\zeta^{25} x^{18}+\zeta^{38} x^{12}+x^{9}+\zeta^{25} x^{5}$ EA-eq. to no. 2.7) is APN over $\mathbb{F}_{26}$, up to CCZ-equivalence, and their comparison with Table 2.3. We also specify if $L$ is 1 -to- 1 or 2 -to- 1 .

| $L$ 1-to-1 | $L$ 2-to-1 | no. in Table 2.3 |
| :---: | :---: | :---: |
| $\zeta^{18} x^{16}+\zeta^{9} x^{4}+\zeta^{31} x$ | $\zeta^{3} x^{32}+\zeta^{3} x^{16}+\zeta^{5} x^{8}+\zeta^{50} x^{4}+\zeta^{50} x^{2}+\zeta^{10} x$ | $F_{L}$ EA-eq to 1.1 |
| $\zeta^{37} x^{8}+\zeta^{55} x$ | $\zeta^{11} x^{16}+\zeta^{56} x^{8}+\zeta^{55} x^{4}+\zeta^{57} x^{2}+\zeta^{33} x$ | $F_{L}$ EA-eq to 1.2 |
| $x^{8}+\zeta^{36} x$ | $\zeta x^{16}+\zeta^{23} x^{8}+\zeta^{6} x^{4}+\zeta^{5} x^{2}+\zeta^{9} x$ | $F_{L}$ EA-eq to 2.1 |
| $\zeta x^{16}+\zeta^{38} x^{8}+\zeta^{6} x^{4}+\zeta^{22} x^{2}+\zeta^{17} x$ | $x^{16}+\zeta^{51} x^{8}+\zeta^{21} x^{4}+\zeta^{46} x^{2}+\zeta^{11} x$ | $F_{L}$ EA-eq to 2.2 |
| $\zeta^{23} x^{8}+\zeta^{13} x^{4}+\zeta^{55} x^{2}+\zeta^{13} x$ | $\zeta^{23} x^{8}+\zeta^{13} x^{4}+\zeta^{55} x^{2}+\zeta^{3} x$ | $F_{L}$ EA-eq to 2.3 |
| $x^{16}+\zeta^{24} x^{8}+\zeta^{50} x^{4}+\zeta^{28} x^{2}+\zeta^{7} x$ | $\zeta^{39} x^{8}+\zeta^{54} x^{2}+\zeta^{11} x$ | $F_{L}$ EA-eq to 2.4 |
| $\zeta x^{16}+\zeta^{28} x^{8}+\zeta^{47} x^{4}+\zeta^{42} x^{2}+\zeta^{61} x$ | $\zeta x^{16}+\zeta^{28} x^{8}+\zeta^{47} x^{4}+\zeta^{42} x^{2}+\zeta^{47} x$ | $F_{L}$ EA-eq to 2.5 |
| $\zeta x^{16}+\zeta^{34} x^{8}+\zeta^{27} x^{4}+\zeta^{18} x^{2}+\zeta^{26} x$ | $\zeta x^{16}+\zeta^{34} x^{8}+\zeta^{27} x^{4}+\zeta^{18} x^{2}+\zeta^{6} x$ | $F_{L}$ EA-eq to 2.6 |
| $\zeta^{60} x^{8}+\zeta^{11} x^{4}+\zeta^{44} x^{2}+\zeta^{56} x$ | $\zeta^{60} x^{8}+\zeta^{11} x^{4}+\zeta^{44} x^{2}+\zeta x$ | $F_{L}$ EA-eq to 2.7 |
| $\zeta^{43} x^{8}+\zeta^{49} x^{4}+\zeta^{41} x^{2}+\zeta^{36} x$ | $\zeta^{50} x^{8}+\zeta^{9} x^{4}+\zeta^{55} x^{2}+\zeta^{51} x$ | $F_{L}$ EA-eq to 2.8 |
| $x^{8}+\zeta^{48} x^{4}+\zeta^{56} x^{2}+\zeta^{19} x$ | $x^{8}+\zeta^{48} x^{4}+\zeta^{56} x^{2}+\zeta^{48} x$ | $F_{L}$ EA-eq to 2.9 |
| $x^{8}+\zeta^{51} x^{4}+\zeta^{47} x^{2}+\zeta^{9} x$ | $x^{8}+\zeta^{51} x^{4}+\zeta^{47} x^{2}+\zeta^{27} x$ | $F_{L}$ EA-eq to 2.10 |
| $\zeta^{5} x^{16}+\zeta^{522} x^{8}+\zeta^{40} x^{4}+\zeta^{4} x^{2}+\zeta^{11} x$ | $\zeta^{16} x^{16}+\zeta^{28} x^{8}+\zeta^{51} x^{4}+\zeta^{20} x$ | $F_{L}$ EA-eq to 2.12 |

Table A.10: Linear functions $L$ for which $F_{L}$ (with $F(x)=\zeta^{25} x^{40}+\zeta^{23} x^{34}+\zeta^{9} x^{33}+\zeta^{6} x^{20}+\zeta^{48} x^{12}+$ $\zeta^{52} x^{9}+\zeta^{34} x^{6}$ EA-eq. to no. 2.8) is APN over $\mathbb{F}_{2^{6}}$, up to CCZ-equivalence, and their comparison with Table 2.3. We also specify if $L$ is 1 -to- 1 or 2-to-1.

| $L$ 1-to-1 | $L$ 2-to-1 | no. in Table 2.3 |
| :---: | :---: | :---: |
| $\zeta^{31} x^{16}+\zeta^{50} x^{8}+\zeta^{10} x^{4}+\zeta^{33} x^{2}+\zeta^{25} x$ | $\zeta^{14} x^{32}+\zeta^{12} x^{16}+\zeta^{41} x^{8}+\zeta^{36} x^{4}+\zeta^{27} x^{2}+\zeta^{50} x$ | $F_{L}$ EA-eq to 1.1 |
| $\zeta^{7} x^{16}+\zeta^{55} x^{4}+\zeta^{37} x$ | $\zeta x^{32}+\zeta^{40} x^{16}+\zeta^{12} x^{8}+\zeta^{47} x^{4}+\zeta^{26} x^{2}$ | $F_{L}$ EA-eq to 1.2 |
| $\zeta^{16} x^{16}+\zeta^{21} x^{8}+\zeta^{20} x^{4}+\zeta^{46} x^{2}+\zeta^{28} x$ | $\zeta^{3} x^{16}+\zeta^{62} x^{8}+\zeta^{41} x^{4}+\zeta^{54} x^{2}+\zeta^{19} x$ | $F_{L}$ EA-eq to 2.1 |
| $\zeta x^{16}+\zeta^{46} x^{8}+\zeta^{12} x^{4}+\zeta^{60} x^{2}+\zeta^{47} x$ | $\zeta^{3} x^{8}+\zeta^{50} x^{4}+\zeta^{21} x^{2}$ | $F_{L}$ EA-eq to 2.2 |
| $\zeta^{53} x^{8}+\zeta^{29} x^{4}+\zeta^{3} x^{2}+\zeta^{21} x$ | $\zeta^{54} x^{8}+\zeta^{29} x^{4}+\zeta^{55} x^{2}+\zeta^{43} x$ | $F_{L}$ EA-eq to 2.3 |
| $\zeta^{4} x^{8}+\zeta x^{4}+\zeta^{16} x^{2}+\zeta^{33} x$ | $\zeta^{4} x^{8}+\zeta x^{4}+\zeta^{16} x^{2}+\zeta^{38} x$ | $F_{L}$ EA-eq to 2.4 |
| $\zeta x^{16}+\zeta^{25} x^{8}+\zeta^{12} x^{4}+\zeta^{15} x^{2}+\zeta^{28} x$ | $\zeta^{2} x^{16}+\zeta^{24} x^{8}+\zeta^{6} x^{4}+\zeta^{12} x$ | $F_{L}$ EA-eq to 2.5 |
| $\zeta^{10} x^{16}+\zeta^{30} x^{8}+\zeta^{21} x^{4}+\zeta^{6} x^{2}+\zeta^{18} x$ | $\zeta^{5} x^{16}+\zeta^{13} x^{8}+\zeta^{2} x^{4}+\zeta^{31} x^{2}+\zeta^{14} x$ | $F_{L}$ EA-eq to 2.6 |
| $\zeta^{3} x^{16}+\zeta^{2} x^{8}+\zeta^{53} x^{4}+\zeta^{2} x^{2}+\zeta^{31 x}$ | $\zeta x^{16}+\zeta^{54} x^{8}+\zeta x^{4}+\zeta^{46} x^{2}+\zeta^{3} x$ | $F_{L}$ EA-eq to 2.7 |
| $\zeta^{40} x^{4}+\zeta^{19} x^{2}+\zeta^{8} x$ | $\zeta^{40} x^{4}+\zeta^{19} x^{2}+\zeta^{7} x$ | $F_{L}$ EA-eq to 2.8 |
| $\zeta^{28} x^{8}+\zeta^{21} x^{4}+\zeta^{48} x^{2}+\zeta^{35} x$ | $\zeta^{25} x^{8}+\zeta^{16} x^{4}+\zeta^{37} x^{2}+\zeta^{37} x$ | $F_{L}$ EA-eq to 2.9 |
| $\zeta^{39} x^{8}+\zeta^{35} x^{4}+\zeta^{37} x^{2}+\zeta^{3} x$ | $\zeta^{39} x^{8}+\zeta^{35} x^{4}+\zeta^{37} x^{2}+\zeta^{13} x$ | $F_{L}$ EA-eq to 2.10 |
| $\zeta^{9} x^{8}+\zeta^{23} x^{4}+\zeta^{31} x^{2}+\zeta^{23} x$ | $\zeta^{9} x^{8}+\zeta^{23} x^{4}+\zeta^{31} x^{2}+\zeta^{11} x$ | $F_{L}$ EA-eq to 2.12 |

Table A.11: Linear functions $L$ for which $F_{L}$ (with $F(x)=\zeta^{9} x^{40}+\zeta^{9} x^{20}+\zeta^{4} x^{18}+\zeta^{9} x^{12}+\zeta^{4} x^{10}+x^{9}$ EA-eq. to no. 2.9) is APN over $\mathbb{F}_{2^{6}}$, up to CCZ-equivalence, and their comparison with Table 2.3. We also specify if $L$ is 1-to-1 or 2-to-1.

| $L$ 1-to-1 | $L$ 2-to-1 | no. in Table 2.3 |
| :---: | :---: | :---: |
| $\zeta^{2} x^{32}+\zeta^{12} x^{16}+\zeta^{11} x^{8}+\zeta^{40} x^{4}+\zeta^{36} x^{2}+\zeta^{26} x$ | $x^{32}+\zeta^{12} x^{16}+\zeta^{30} x^{8}+\zeta^{42} x^{4}+\zeta^{45} x^{2}+\zeta^{20} x$ | $F_{L}$ EA-eq to 1.1 |
| $\zeta^{3} x^{16}+\zeta^{17} x^{8}+\zeta^{13} x^{4}+\zeta^{29} x^{2}+\zeta^{31} x$ | $x^{32}+\zeta^{2} x^{16}+\zeta^{36} x^{8}+\zeta^{33} x^{4}+\zeta x^{2}+\zeta^{3} x$ | $F_{L}$ EA-eq to 1.2 |
| $\zeta^{13} x^{16}+\zeta^{50} x^{8}+\zeta^{41} x^{4}+\zeta^{42} x^{2}+\zeta^{47} x$ | $\zeta^{13} x^{16}+\zeta^{50} x^{8}+\zeta^{41} x^{4}+\zeta^{42} x^{2}+\zeta^{61} x$ | $F_{L}$ EA-eq to 2.1 |
| $x^{16}+\zeta^{32} x^{8}+\zeta^{43} x^{4}+\zeta^{2} x^{2}+\zeta^{59} x$ | $\zeta^{7} x^{8}+\zeta^{25} x^{4}+\zeta^{47} x^{2}+\zeta^{50} x$ | $F_{L}$ EA-eq to 2.2 |
| $\zeta^{2} x^{16}+\zeta^{12} x^{8}+\zeta^{10} x^{4}+\zeta^{39} x^{2}+\zeta^{37} x$ | $\zeta^{30} x^{8}+\zeta^{53} x^{2}+\zeta^{17} x$ | $F_{L}$ EA-eq to 2.3 |
| $x^{16}+\zeta^{4} x^{8}+\zeta^{49} x^{4}+\zeta^{55} x^{2}+\zeta^{39} x$ | $\zeta^{51} x^{8}+\zeta^{23} x^{4}+\zeta^{3} x^{2}+\zeta^{15} x$ | $F_{L}$ EA-eq to 2.4 |
| $\zeta^{6} x^{16}+\zeta^{58} x^{8}+\zeta^{19} x^{4}+\zeta^{45} x^{2}+\zeta^{12} x$ | $\zeta^{9} x^{8}+\zeta^{27} x^{4}+\zeta^{2} x^{2}+\zeta^{15} x$ | $F_{L}$ EA-eq to 2.5 |
| $\zeta^{3} x^{16}+\zeta^{9} x^{8}+x^{4}+\zeta^{24} x$ | $\zeta^{3} x^{16}+\zeta^{9} x^{8}+x^{4}+\zeta^{41} x$ | $F_{L}$ EA-eq to 2.6 |
| $\zeta^{28} x^{8}+\zeta^{41} x^{4}+\zeta^{30} x^{2}+\zeta^{52} x$ | $\zeta^{28} x^{8}+\zeta^{41} x^{4}+\zeta^{30} x^{2}+\zeta^{12} x$ | $F_{L}$ EA-eq to 2.7 |
| $\zeta^{14} x^{8}+\zeta^{42} x^{4}+\zeta^{57} x^{2}+\zeta^{23} x$ | $\zeta^{14} x^{8}+\zeta^{42} x^{4}+\zeta^{57} x^{2}+\zeta^{11} x$ | $F_{L}$ EA-eq to 2.8 |
| $\zeta^{46} x^{8}+\zeta^{30} x^{4}+\zeta^{32} x^{2}+\zeta^{6} x$ | $\zeta^{46} x^{4}+\zeta^{10} x^{2}+\zeta^{3} x$ | $F_{L}$ EA-eq to 2.9 |
| $\zeta^{2} x^{8}+\zeta^{8} x^{4}+\zeta^{59} x^{2}+\zeta^{62} x$ | $\zeta^{2} x^{8}+\zeta^{8} x^{4}+\zeta^{59} x^{2}+\zeta^{55} x$ | $F_{L}$ EA-eq to 2.10 |
| $\zeta^{15} x^{16}+\zeta^{20} x^{8}+\zeta^{61} x^{4}+x^{2}+x$ | $\zeta^{15} x^{16}+\zeta^{20} x^{8}+\zeta^{61} x^{4}+x^{2}$ | $F_{L}$ EA-eq to 2.12 |

Table A.12: Linear functions $L$ for which $F_{L}$ (with $F(x)=\zeta x^{33}+\zeta x^{24}+\zeta^{4} x^{17}+\zeta x^{10}+x^{9}+\zeta x^{6}$ EAeq. to no. 2.10) is APN over $\mathbb{F}_{2^{6}}$, up to CCZ-equivalence, and their comparison with Table 2.3. We also specify if $L$ is 1 -to- 1 or 2-to-1.

| $L$ 1-to-1 | $L$ 2-to-1 | no. in Table 2.3 |
| :---: | :---: | :---: |
| $\zeta^{7} x^{16}+\zeta^{2} x^{8}+\zeta^{47} x^{4}+\zeta^{17} x^{2}+\zeta^{33} x$ | $\zeta^{2} x^{32}+\zeta^{11} x^{16}+\zeta^{16} x^{8}+\zeta^{45} x^{4}+\zeta^{5} x^{2}+\zeta^{62} x$ | $F_{L}$ EA-eq to 1.1 |
| $\zeta^{4} x^{16}+\zeta x^{8}+\zeta^{32} x^{4}+\zeta^{58} x^{2}+\zeta^{6} x$ | $\zeta^{60} x^{16}+\zeta^{29} x^{8}+\zeta^{49} x^{4}+\zeta^{39} x^{2}+\zeta^{11} x$ | $F_{L}$ EA-eq to 1.2 |
| $\zeta^{7} x^{16}+\zeta^{54} x^{8}+\zeta^{54} x^{4}+\zeta^{43} x^{2}+\zeta^{15} x$ | $\zeta^{6} x^{16}+\zeta^{20} x^{8}+\zeta^{54} x^{4}+\zeta^{42} x^{2}+\zeta^{22} x$ | $F_{L}$ EA-eq to 2.1 |
| $\zeta^{24} x^{8}+\zeta^{7} x^{4}+\zeta^{61} x^{2}$ | $\zeta^{24} x^{8}+\zeta^{7} x^{4}+\zeta^{61} x^{2}+x$ | $F_{L}$ EA-eq to 2.2 |
| $\zeta x^{16}+\zeta^{12} x^{8}+\zeta^{50} x^{4}+\zeta^{27} x^{2}+\zeta^{4} x$ | $\zeta^{31} x^{8}+\zeta^{44} x^{4}+\zeta^{10} x^{2}+\zeta^{50} x$ | $F_{L}$ EA-eq to 2.3 |
| $x^{16}+\zeta x^{8}+\zeta^{29} x^{4}+\zeta^{41} x^{2}+\zeta^{42} x$ | $\zeta^{3} x^{8}+\zeta^{31} x^{4}+\zeta^{38} x^{2}+\zeta^{55} x$ | $F_{L}$ EA-eq to 2.4 |
| $x^{16}+\zeta^{26} x^{8}+\zeta^{33} x^{4}+\zeta^{57} x^{2}+\zeta^{2} x$ | $x^{16}+\zeta^{26} x^{8}+\zeta^{33} x^{4}+\zeta^{57} x^{2}+\zeta^{49} x$ | $F_{L}$ EA-eq to 2.5 |
| $\zeta^{11} x^{8}+\zeta^{34} x^{4}+\zeta^{4} x^{2}+\zeta^{21} x$ | $\zeta^{57} x^{8}+\zeta^{13} x^{4}+\zeta^{23} x^{2}+\zeta^{17} x$ | $F_{L}$ EA-eq to 2.6 |
| $\zeta^{46} x^{8}+\zeta^{24} x^{4}+\zeta^{55} x^{2}+\zeta^{16} x$ | $\zeta^{46} x^{8}+\zeta^{24} x^{4}+\zeta^{55} x^{2}+\zeta^{14} x$ | $F_{L}$ EA-eq to 2.7 |
| $\zeta^{37} x^{8}+\zeta^{4} x^{4}+\zeta^{52} x^{2}+\zeta^{22} x$ | $\zeta^{37} x^{8}+\zeta^{4} x^{4}+\zeta^{52} x^{2}+\zeta^{46} x$ | $F_{L}$ EA-eq to 2.8 |
| $x^{16}+\zeta^{6} x^{8}+\zeta^{39} x^{4}+\zeta^{18} x^{2}+\zeta^{31} x$ | $x^{16}+\zeta^{28} x^{8}+\zeta^{24} x^{4}+\zeta^{17} x^{2}+\zeta^{34} x$ | $F_{L}$ EA-eq to 2.9 |
| $\zeta^{35} x^{8}+\zeta^{15} x^{4}+\zeta^{20} x$ | $\zeta^{26} x^{8}+\zeta^{60} x^{4}+\zeta^{43} x^{2}+\zeta^{5} x$ | $F_{L}$ EA-eq to 2.10 |
| $\zeta^{10} x^{16}+\zeta^{4} x^{8}+\zeta^{57} x^{4}+\zeta^{13} x^{2}+\zeta^{6} x$ | $\zeta^{9} x^{16}+\zeta^{16} x^{8}+\zeta^{41} x^{4}+\zeta^{9} x^{2}+\zeta^{15} x$ | $F_{L}$ EA-eq to 2.12 |

Table A.13: Linear functions $L$ for which $F_{L}$ (with $F(x)=\zeta^{6} x^{18}+x^{17}+\zeta^{4} x^{10}+\zeta^{3} x^{9}+x^{5}+\zeta^{7} x^{3}$ EAeq. to no. 2.12) is APN over $\mathbb{F}_{2^{6}}$, up to CCZ-equivalence, and their comparison with Table 2.3. We also specify if $L$ is 1 -to- 1 or 2 -to- 1 .

| $L$ 1-to-1 | $L$ 2-to-1 | no. in Table 2.3 |
| :---: | :---: | :---: |
| $\zeta^{17} x^{16}+\zeta^{21} x^{8}+x^{2}+\zeta^{37} x$ | $\zeta^{17} x^{16}+\zeta^{21} x^{8}+x^{2}+\zeta^{43} x$ | $F_{L}$ EA-eq to 1.1 |
| $\zeta^{39} x^{8}+\zeta^{39} x^{4}+\zeta^{51} x^{2}+\zeta^{3} x$ | $\zeta^{39} x^{8}+\zeta^{39} x^{4}+\zeta^{51} x^{2}+\zeta^{13} x$ | $F_{L}$ EA-eq to 1.2 |
| $\zeta^{50} x^{16}+\zeta^{38} x^{8}+\zeta^{15} x^{4}+\zeta^{57} x^{2}+\zeta^{51} x$ | $\zeta^{38} x^{16}+\zeta^{3} x^{8}+\zeta^{46} x^{4}+\zeta^{20} x^{2}+\zeta^{31} x$ | $F_{L}$ EA-eq to 2.1 |
| $x^{16}+\zeta^{18} x^{8}+\zeta^{23} x^{4}+\zeta^{59} x^{2}+\zeta^{38} x$ | $\zeta^{41} x^{8}+\zeta x^{4}+\zeta^{13} x^{2}+\zeta^{19} x$ | $F_{L}$ EA-eq to 2.2 |
| $\zeta^{6} x^{8}+\zeta^{37} x^{4}+\zeta^{12} x^{2}+\zeta^{6} x$ | $\zeta^{6} x^{8}+\zeta^{37} x^{4}+\zeta^{12} x^{2}+\zeta^{26} x$ | $F_{L}$ EA-eq to 2.3 |
| $\zeta x^{16}+\zeta^{8} x^{8}+\zeta^{36} x^{4}+\zeta^{36} x^{2}+\zeta^{59} x$ | $x^{16}+\zeta^{26} x^{8}+\zeta^{16} x^{4}+\zeta^{30} x^{2}+\zeta^{21} x$ | $F_{L}$ EA-eq to 2.4 |
| $x^{16}+\zeta^{37} x^{8}+\zeta^{61} x^{4}+\zeta^{51} x^{2}+\zeta^{11} x$ | $x^{16}+\zeta^{37} x^{8}+\zeta^{61} x^{4}+\zeta^{51} x^{2}+\zeta^{23} x$ | $F_{L}$ EA-eq to 2.5 |
| $\zeta^{2} x^{16}+\zeta^{56} x^{8}+\zeta^{51} x^{4}+\zeta^{57} x^{2}+\zeta^{14} x$ | $\zeta^{4} x^{16}+\zeta^{19} x^{8}+\zeta^{62} x^{4}+\zeta^{32} x^{2}+\zeta^{7} x$ | $F_{L}$ EA-eq to 2.6 |
| $\zeta^{49} x^{8}+\zeta^{61} x^{4}+\zeta^{19} x^{2}+\zeta^{27} x$ | $\zeta^{49} x^{8}+\zeta^{61} x^{4}+\zeta^{19} x^{2}+\zeta^{9} x$ | $F_{L}$ EA-eq to 2.7 |
| $x^{16}+\zeta^{8} x^{8}+\zeta^{17} x^{4}+\zeta^{22} x^{2}+\zeta^{12} x$ | $x^{16}+\zeta^{8} x^{8}+\zeta^{17} x^{4}+\zeta^{22} x^{2}+\zeta^{52} x$ | $F_{L}$ EA-eq to 2.8 |
| $x^{16}+\zeta^{15} x^{8}+\zeta^{54} x^{4}+\zeta^{20} x^{2}+\zeta^{20} x$ | $x^{16}+\zeta^{36} x^{8}+\zeta^{2} x^{4}+\zeta^{45} x^{2}+\zeta^{55} x$ | $F_{L}$ EA-eq to 2.9 |
| $\zeta^{37} x^{8}+\zeta^{50} x^{4}+\zeta^{59} x^{2}+\zeta^{27} x$ | $\zeta^{37} x^{8}+\zeta^{50} x^{4}+\zeta^{59} x^{2}+\zeta^{9} x$ | $F_{L}$ EA-eq to 2.10 |
| $\zeta^{4} x^{16}+\zeta^{32} x^{8}+\zeta x^{4}+\zeta^{39} x^{2}+\zeta^{40} x$ | $\zeta^{20} x^{16}+\zeta^{46} x^{8}+\zeta^{9} x^{4}+\zeta^{43} x^{2}+\zeta^{7} x$ | $F_{L}$ EA-eq to 2.12 |

## Appendix B

## Some proofs from Chapter 8

In the coming proofs we use the following well-known result.
Lemma B. 1 ([92]). Let $n=2 k$ be an even integer. Then for any $a \in \mathbb{F}_{2^{n}}^{\star}$ and $b \in \mathbb{F}_{2^{n}}$, the following statements hold.

1. $x^{-1}+(x+a)^{-1}=b$ has no roots in $\mathbb{F}_{2^{n}}$ if and only if $\operatorname{Tr}\left(\frac{1}{a b}\right)=1$.
2. $x^{-1}+(x+a)^{-1}=b$ has 2 roots in $\mathbb{F}_{2^{n}}$ if and only if $a b \neq 1$ and $\operatorname{Tr}\left(\frac{1}{a b}\right)=0$.
3. $x^{-1}+(x+a)^{-1}=b$ has 4 roots in $\mathbb{F}_{2^{n}}$ if and only if $b=a^{-1}$. Furthermore, when $b=a^{-1}$ the 4 roots of the above equation in $\mathbb{F}_{2^{n}}$ are $\left\{0, a, a \omega, a \omega^{2}\right\}$, where $\omega \in \mathbb{F}_{4} \backslash \mathbb{F}_{2}$.

Proof of Theorem 8.3. Our function is given by

$$
F(x)= \begin{cases}1 & x=c \\ c^{-1} & x=1 \\ x^{-1} & x \neq 1, c\end{cases}
$$

Since $F$ is differentially 4-uniform we have that $\operatorname{Tr}(c)=\operatorname{Tr}\left(\frac{1}{c}\right)=1$. Note that, if $c \in \mathbb{F}_{4} \backslash \mathbb{F}_{2}$, then $n \equiv 2 \bmod 4$. In the following $\omega$ will denote a primitive element of $\mathbb{F}_{4}$. Let us study the solutions of System (2.4) for any $a, b \in \mathbb{F}_{2^{n}}^{\star}$. First of all, notice that $x \neq y$, otherwise $b=0$. Moreover, due to the fact that if $(x, y)$ is a solution, also $(y, x),(x+a, y+a),(y+a, x+a)$ are solutions, we just need to consider one of them for analysing the solutions.

When $x=0$ then we have:

$$
\left\{\begin{array}{l}
F(a)+F(y+a)=b \\
F(y)=b
\end{array}\right.
$$

- If $y=1$, then $b=c^{-1}$ and $F(a)+F(a+1)=c^{-1}$. This is true if and only if $a=1$ or $a=c, c+1$ if $c \in \mathbb{F}_{4}$. The solution $a=1$ is straightforward. Instead, if $a=c$ or $a=c+1$ we obtain the equation $(c+1)^{-1}+c^{-1}=1$, that implies $c \in \mathbb{F}_{4}$. For the other values of $a$ we have $a^{-1}+(a+1)^{-1}=c^{-1}$, which does not admit solutions since $\operatorname{Tr}\left(c^{-1}\right)=1$.
- If $y=c$, then $b=1$ and $F(a)+F(a+c)=1$. Similarly, this is true if and only if $a=c$ or $a=1, c+1$ if $c \in \mathbb{F}_{4}$.
- If $y=a$, then $b=a^{-1}$ is a possible solution for any $a \neq 0,1, c$.
- If $y=a+1$, with $a \neq 1, c+1$, then $b=(a+1)^{-1}$. Moreover, if $a=c$ then $c \in \mathbb{F}_{4}$. Otherwise $a^{-1}+c^{-1}=(a+1)^{-1}$ does not admit solutions since $\operatorname{Tr}(c)=1$.
- If $y=a+c$, with $a \neq c, c+1$, then $b=(a+c)^{-1}$ and $a^{-1}+1=(a+c)^{-1}$. Moreover, if $a=1$ we have $c \in \mathbb{F}_{4}$. But if $a \neq 0,1, c, c+1$ it does not admit solutions since $\operatorname{Tr}\left(c^{-1}\right)=1$.
- If $y \neq 0,1, c, a, a+1, a+c$, then $b=y^{-1}$. Thus, if $a=1$ the equation $c^{-1}+(y+1)^{-1}=y^{-1}$ has no solutions. Also if $a=c$, then $1+(y+c)^{-1}=y^{-1}$ has no solutions.
If $a \neq 1, c$, the equation $a^{-1}+(y+a)^{-1}=y^{-1}$ admits 4 possible solutions for $y$ which are $0, a, a \omega, a \omega^{2}$. From the cases above, only the last two can be considered.
In particular, if $y=a \omega$ then $b=\omega^{2} a^{-1}$ and $a \neq 0, \omega, \omega^{2}, c \omega, c \omega^{2}, 1, c$. While, if $y=a \omega^{2}$ then $b=\omega a^{-1}$ and $a \neq 0, \omega, \omega^{2}, c \omega, c \omega^{2}, 1, c$.

When $x=1$ we have:

$$
\left\{\begin{array}{l}
F(a+1)+F(y+a)=b \\
F(y)+c^{-1}=b .
\end{array}\right.
$$

- If $y=c$, then $b=1+c^{-1}$ and $F(a+1)+F(a+c)=1+c^{-1}$. If $a=1$ or $a=c$ then $c \in \mathbb{F}_{4}$. If $a=c+1$, then the equation is satisfied.
For the other values we have $(a+1)^{-1}+(a+c)^{-1}=1+c^{-1}$. Let $z=a+1$, then we have $z^{-1}+(z+1+c)^{-1}=c^{-1}(c+1)$. Since $\frac{(1+c)^{2}}{c}=1$ if and only if $c \in \mathbb{F}_{4}$, then the equation admits four solutions if $c \in \mathbb{F}_{4}$, which are $\left\{0, c, c \omega, c \omega^{2}\right\}=\{0,1, c, c+1\}$, none of them is admissible. Otherwise it admits two solutions which are $a=0$ and $a=c+1$, both not admissible.
- If $y=a$, with $a \neq 0,1, c$, then $b=c^{-1}+a^{-1}$ and $F(a+1)=c^{-1}+a^{-1}$. When $a=c+1$ we have $1=c^{-1}+(c+1)^{-1}$, implying $c \in \mathbb{F}_{4}$.
If $a \neq 0,1, c, c+1$, then $(a+1)^{-1}=c^{-1}+a^{-1}$ has no solutions.
- If $y=a+1$, then $b=(a+1)^{-1}+c^{-1}$ is a possible solution for any $a \neq 0,1, c+1$.
- If $y=a+c$, with $a \neq 0, c, c+1$, then $b=(a+c)^{-1}+c^{-1}$ and $F(a+1)+1=(a+c)^{-1}+$ $c^{-1}$.
If $a=1$, then $(1+c)^{-1}+c^{-1}=1$ implies $c \in \mathbb{F}_{4}$. For the other values we have $(a+$ $1)^{-1}+1=(a+c)^{-1}+c^{-1}$. Let $z=a+1$, then we have $z^{-1}+(z+1+c)^{-1}=c^{-1}(c+1)$. As explained before the equation admits at most four solutions that are $\{0,1, c, c+1\}$, none of which admissible.
- If $y \neq 0,1, c, a, a+1, a+c$, then $b=y^{-1}+c^{-1}$ and $F(a+1)+(y+a)^{-1}=y^{-1}+c^{-1}$.

If $a=1$, then the equation does not admit solutions. For $a=c+1$, the equation $1+$ $(y+c+1)^{-1}=y^{-1}+c^{-1}$ admits at most four solutions: $\{0,1, c, c+1\}$, none of which admissible.
For the other values we have $(a+1)^{-1}+(y+a)^{-1}=y^{-1}+c^{-1}$. Since $\frac{c(a+1)}{a(c+a+1)}=1$ does not admit solutions, the equation has two solutions (for $y$ ) if $\operatorname{Tr}\left(\frac{c(a+1)}{a(c+a+1)}\right)=0$. Otherwise none. In particular, one solution is $y=\frac{c}{b c+1}$ which implies $b^{2} a c(a+1)+$ $b a(a+c+1)+c+1=0$.

When $x=c$ we have:

$$
\left\{\begin{array}{l}
F(a+c)+F(y+a)=b \\
F(y)+1=b
\end{array}\right.
$$

Since $y \neq 0,1, c$ we have $b=y^{-1}+1$.

- If $y=a$, with $a \neq 0,1, c$, then $b=a^{-1}+1$ and $F(a+c)=a^{-1}+1$. If $a=c+1$ then $c \in \mathbb{F}_{4}$. In the other cases the equation has no solutions.
- If $y=a+1$, with $a \neq 0,1, c+1$, then $b=(a+1)^{-1}+1$ and $F(a+c)+c^{-1}=(a+1)^{-1}+1$. If $a=c$ then $c \in \mathbb{F}_{4}$ and $b=c^{-1}$.
In the other cases we have $(a+c)^{-1}+(a+1)^{-1}=c^{-1}+1$. The equation admits at most four solutions that are $\{0,1, c, c+1\}$, none of which admissible.
- If $y=a+c$, then $b=(a+c)^{-1}+1$ is a possible solution for any $a \neq 0, c, c+1$.
- If $y \neq 0,1, c, a, a+1, a+c$, then $y^{-1}+1=F(a+c)+(y+a)^{-1}$. If $a=c$, then the equation has no solutions.
If $a=c+1$, then $y^{-1}+1=c^{-1}+(y+c+1)^{-1}$ admits at most four solutions $\{0,1, c, c+$ $1\}$, none of which admissible.
If $a \neq 0, c, c+1$, then $y^{-1}+1=(a+c)^{-1}+(y+a)^{-1}$. Since $\frac{(a+c)}{a(1+a+c)}=1$ does not admit solutions, the equation has two solutions (for $y$ ) if $\operatorname{Tr}\left(\frac{(a+c)}{a(1+a+c)}\right)=0$. Otherwise none. In particular, one solution is $y=(b+1)^{-1}$ which implies $b^{2} a(a+c)+b a(a+c+1)+c+$ $1=0$.

When $x \neq 0,1, c, a, a+1, a+c$ and $y \neq 0,1, c, a, a+1, a+c, x$ we have:

$$
\left\{\begin{array}{l}
(x+a)^{-1}+(y+a)^{-1}=b \\
x^{-1}+y^{-1}=b
\end{array}\right.
$$

Hence we have $x=\frac{y}{b y+1}, y \neq b^{-1}$. Therefore $x+a=\frac{y+a b y+a}{b y+1}, y \neq \frac{a}{a b+1}$, and

$$
\begin{aligned}
b & =(x+a)^{-1}+(y+a)^{-1} \\
& =\frac{b y+1}{y+a b y+a}+\frac{1}{y+a} \\
& =\frac{b y^{2}+y+a b y+a+y+a b y+a}{(y+a b y+a)(y+a)} \\
& =\frac{b y^{2}}{(y+a b y+a)(y+a)} \\
b y^{2} & =b(y+a b y+a)(y+a) \\
& =b y^{2}+a b y+a b^{2} y^{2}+a^{2} b^{2} y+a b y+a^{2} b \\
0 & =a b\left(b y^{2}+a b y+a\right) .
\end{aligned}
$$

The equation admits two solutions if and only if $\operatorname{Tr}\left(\frac{1}{a b}\right)=0$. Moreover $b+a b+a \neq 0$ and $b c^{2}+a b c+a \neq 0$, due to the restrictions on $y$. Assume that $\frac{1}{a b}=r^{2}+r$, then we have $\frac{y}{a}=r$ or $\frac{y}{a}=r+1$. If $y=r a$ then $\frac{y}{b y+1}=a(r+1)$. If $y=(r+1) a$ then $\frac{y}{b y+1}=r a$. Since we consider pairs $(x, y)$ up to a swap or the addition of $a$, we have just one pair. Therefore we have the following possible solution:

- $\left(\frac{y}{b y+1}, y\right)$ if $\frac{1}{a b}=r^{2}+r, b+a b+a \neq 0, b c^{2}+a b c+a \neq 0$ and $y=r a$. Moreover $r a,(r+$ 1) $a \neq 0,1, c, a, a+1, a+c$

Considering the case $c \notin \mathbb{F}_{4}$, from the analysis above (swapping the pairs $(x, y)$ and adding a) we have the following list:
(1) for $a=1$ and $b=c^{-1}$, we have the solutions $\{(0,1),(1,0)\}$,
(2) with $a=c$ and $b=1$, we have the solutions $\{(0, c),(c, 0)\}$,
(3) with $b=a^{-1}$ and $a \neq 0,1, c$, we have $\{(0, a),(a, 0)\}$,
(4) with $b=\omega^{2} a^{-1}$ and $a \neq 0, \omega, \omega^{2}, c \omega, c \omega^{2}, 1, c$, we have $\left\{(0, a \omega),(a \omega, 0),\left(a, a \omega^{2}\right),\left(a \omega^{2}, a\right)\right\}$,
(5) with $b=\omega a^{-1}$ and $a \neq 0, \omega, \omega^{2}, c \omega, c \omega^{2}, 1, c$, we have $\left\{\left(0, a \omega^{2}\right),\left(a \omega^{2}, 0\right),(a, a \omega),(a \omega, a)\right\}$,
(6) with $a=c+1$ and $b=c^{-1}+1$, we have $\{(1, c),(c, 1)\}$,
(7) with $b=(a+1)^{-1}+c^{-1}$ and $a \neq 0,1, c+1$, we have $\{(1, a+1),(a+1,1)\}$,
(8) if $\operatorname{Tr}\left(\frac{c(a+1)}{a(c+a+1)}\right)=0, a \neq 0,1, c+1$ and $b^{2} a c(a+1)+b a(a+c+1)+c+1=0$, we have $\left\{\left(1, \frac{c}{b c+1}\right),\left(\frac{c}{b c+1}, 1\right),\left(a+1, a+\frac{c}{b c+1}\right),\left(a+\frac{c}{b c+1}, a+1\right)\right\}$,
(9) with $b=(a+c)^{-1}+1$ and $a \neq 0, c, c+1$, we have $\{(c, c+a),(c+a, c)\}$,
(10) if $\operatorname{Tr}\left(\frac{a+c}{a(c+a+1)}\right)=0, a \neq 0, c, c+1$ and $b^{2} a(a+c)+b a(a+c+1)+c+1=0$, we have $\left\{\left(c, \frac{1}{b+1}\right),\left(\frac{1}{b+1}, c\right),\left(c+a, \frac{1}{b+1}+a\right),\left(\frac{1}{b+1}+a, c+a\right)\right\}$,
(11) if $\frac{1}{a b}=r^{2}+r$ (that is $\left.\operatorname{Tr}\left(\frac{1}{a b}\right)=0\right), b+a b+a \neq 0, b c^{2}+a b c+a \neq 0$ and $y=r a$, we have $\left\{\left(\frac{y}{b y+1}, y\right),\left(y, \frac{y}{b y+1}\right)\right\}$ (moreover $\left.r a,(r+1) a \neq 0,1, c, a, a+1, a+c\right)$.

We want to study now, for different possible fixed pairs $a, b \in \mathbb{F}_{2^{n}}^{\star}$ how many solutions $(x, y)$ are possible.

- If $a=1$ the possible cases are
case (1) with $b=c^{-1}$,
case (9) with $b=(c+1)^{-1}+1$,
case (11) if $\operatorname{Tr}\left(b^{-1}\right)=0, b \neq\left(c^{2}+c\right)^{-1}$.
Obviously cases (1) and (9) cannot coexist, since $c \notin \mathbb{F}_{4}$. Cases (1) and (11) cannot either, since $\operatorname{Tr}(c)=1$. The same for (9) and (11). Therefore if $a=1$ there can be at most 2 solutions.
We do not have to consider case (1) any more.
- If $a=c$ we have
case (2) with $b=1$,
case (7) with $b=(c+1)^{-1}+c^{-1}$,
case (11) if $\operatorname{Tr}\left((b c)^{-1}\right)=0, b^{-1} \neq 1+c^{-1}$.
Cases (2) and (7) cannot coexist since $c \notin \mathbb{F}_{4}$. Also cases (2) and (11) and cases (7) and (11) cannot since $\operatorname{Tr}(c)=\operatorname{Tr}\left(c^{-1}\right)=1$. Therefore if $a=c$ there can be at most 2 solutions.

We do not have to consider case (2) any more.

- If $a=c+1$ we have
case (3) with $b=(c+1)^{-1}$,
case (4) with $b=(c+1)^{-1} \omega^{2}$,
case (5) with $b=(c+1)^{-1} \omega$,
case (6) with $b=c^{-1}+1$,
case (11) if $\operatorname{Tr}\left((b c+b)^{-1}\right)=0, b \neq 1+c^{-1}$ (we assume $\frac{1}{b(c+1)}=r+r^{2}$, with $r \neq$ $\left.0,1,(c+1)^{-1},(c+1)^{-1}+1\right)$.

Therefore we have:

- if $b=(c+1)^{-1}$, then the only possible cases are (3) and (11) with $r=\omega$.
- if $b=(c+1)^{-1} \omega^{2}$, then we have case (4). For (6) we need $c^{2}+\omega^{2} c+1=0$, that has 2 values only if $\operatorname{Tr}(\omega)=0$. For case (11) we need also that $\operatorname{Tr}(\omega)=0$ but $b \neq c^{-1}+1$ (hence no condition (6)).
- if $b=(c+1)^{-1} \omega$, then we have case (5). For (6) we need $c^{2}+\omega c+1=0$, that has 2 values only if $\operatorname{Tr}(\omega)=0$. For case (11) we need also that $\operatorname{Tr}(\omega)=0$ but $b \neq c^{-1}+1$ (hence no (6)).
- if $b$ is different from the cases already analysed, it is clear that it cannot satisfy more than one pair of cases.

Therefore if $a=c+1$ there can be at most 6 solutions. Moreover, if $\operatorname{Tr}(\omega)=1$ there can be at most 4 solutions.
We do not have to consider case (6) any more.

- If $a=b^{-1} \neq 1, c, c+1$ we can have
case (3) since the condition is satisfied,
case (11) is possible if $b \neq \omega, \omega^{2}, b c \neq \omega, \omega^{2}$ and $b y=\omega$ or $b y=\omega^{2}$.
Therefore if $a=b^{-1}$ we have at most 4 solutions.
We do not have to consider case (3) any more.
- If $a=b^{-1} \omega$ we have
case (5) with $b \neq 0,1, \omega, \omega^{2}, c^{-1}, c^{-1} \omega, c^{-1} \omega^{2}$,
case (7) is possible if $b^{2} c+b\left(c \omega^{2}+1\right)+\omega=0$, hence if $\operatorname{Tr}\left(\frac{c \omega}{c^{2} \omega+1}\right)=0$,
case (8) is possible if $\operatorname{Tr}\left(c \omega^{2}\right)=0$ (hence $\operatorname{Tr}(c \omega)=1$ ), moreover we have $b^{2} c+b \omega+$ $\omega=0$ and for $c \omega^{2}=r^{2}+r$ we have $b=r^{-1}$ or $b=(r+1)^{-1}$,
case (9) is possible if $b^{2} c+b\left(c+\omega^{2}\right)+\omega=0$, hence if $\operatorname{Tr}\left(\frac{c \omega}{c^{2}+\omega}\right)=0$,
case (10) is possible if $\operatorname{Tr}\left(\frac{1}{c \omega}\right)=0$, hence for $\frac{1}{c \omega}=r^{2}+r$ we have $b=r \omega$ or $b=$ $(r+1) \omega$,
case (11) is possible if $\operatorname{Tr}(\omega)=0$.
Hence we have
- case (7) has to satisfy $c b^{2}+b\left(c \omega^{2}+1\right)+\omega=0$,
- case (8) has to satisfy $c b^{2}+b \omega+\omega=0$,
- case (9) has to satisfy $c b^{2}+b\left(\omega^{2}+c\right)+\omega=0$,
- case (10) has to satisfy $c b^{2}+b c \omega+\omega=0$.

We can satisfy at most one condition of the above plus the condition of case (5) and case (11). Therefore if $a b=\omega$ we have at most 10 solutions. Moreover if $\operatorname{Tr}(\omega)=1$ we have at most 8 solutions. While, if $\operatorname{Tr}\left(c \omega^{2}\right)=\operatorname{Tr}\left(\frac{1}{c \omega}\right)=\operatorname{Tr}(\omega)=1$ we have at most 6 solutions, and if $\operatorname{Tr}\left(\frac{c \omega}{c^{2} \omega+1}\right)=\operatorname{Tr}\left(c \omega^{2}\right)=\operatorname{Tr}\left(\frac{c \omega}{c^{2}+\omega}\right)=\operatorname{Tr}\left(\frac{1}{c \omega}\right)=\operatorname{Tr}(\omega)=1$ we have at most 4 solutions.
We do not have to consider case (5) any more.

- If $a=b^{-1} \omega^{2}$ we have a symmetric set of solutions with the previous case.

In particular we obtain

- case (7) has to satisfy $c b^{2}+b(c \omega+1)+\omega^{2}=0$ and $\operatorname{Tr}\left(\frac{c \omega^{2}}{c^{2} \omega^{2}+1}\right)=0$,
- case (8) has to satisfy $c b^{2}+b \omega^{2}+\omega^{2}=0$ and $\operatorname{Tr}(c \omega)=0$,
- case (9) has to satisfy $c b^{2}+b(\omega+c)+\omega^{2}=0$ and $\operatorname{Tr}\left(\frac{c \omega^{2}}{c^{2}+\omega^{2}}\right)=0$,
- case (10) has to satisfy $c b^{2}+b c \omega^{2}+\omega^{2}=0$ and $\operatorname{Tr}\left(\frac{1}{c \omega^{2}}\right)=0$.

Moreover we have the following relations:

$$
\begin{aligned}
\operatorname{Tr}\left(\frac{1}{c \omega}\right) & =1+\operatorname{Tr}\left(\frac{1}{c \omega^{2}}\right), & \operatorname{Tr}\left(c \omega^{2}\right) & =1+\operatorname{Tr}(c \omega), \\
\operatorname{Tr}\left(\frac{c \omega}{c^{2}+\omega}\right) & =\operatorname{Tr}\left(\frac{c \omega^{2}}{c^{2} \omega^{2}+1}\right), & \operatorname{Tr}\left(\frac{c \omega}{c^{2} \omega+1}\right) & =\operatorname{Tr}\left(\frac{c \omega^{2}}{c^{2}+\omega^{2}}\right) .
\end{aligned}
$$

We can satisfy at most one condition of the above plus the condition of case (4) and case (11). Therefore if $a b=\omega^{2}$ we have at most 10 solutions. Moreover, if $\operatorname{Tr}(\omega)=1$ we have at most 8 solutions.
While, if $\operatorname{Tr}(c \omega)=\operatorname{Tr}\left(\frac{1}{c \omega^{2}}\right)=\operatorname{Tr}(\omega)=1$ we have at most 6 solutions, and if $\operatorname{Tr}\left(\frac{c \omega^{2}}{c^{2} \omega^{2}+1}\right)=$ $\operatorname{Tr}(c \omega)=\operatorname{Tr}\left(\frac{c \omega^{2}}{c^{2}+\omega^{2}}\right)=\operatorname{Tr}\left(\frac{1}{c \omega^{2}}\right)=\operatorname{Tr}(\omega)=1$ we have at most 4 solutions.
We do not have to consider case (4) any more.

- If case (7) is satisfied, that is if $b=(a+1)^{-1}+c^{-1}$, we have
case (7) for $a \neq 0,1, c+1$,
case (11) is possible if $\operatorname{Tr}\left(\frac{c(a+1)}{a(a+1+c)}\right)=0$.
Therefore if $b=(a+1)^{-1}+c^{-1}$ we have at most 4 solutions.
We do not have to consider case (7) any more.
- If case (9) is satisfied, that is if $b=(a+c)^{-1}+1$, we have
case (9) with $a \neq 0, c, c+1$,
case (11) is possible if $\operatorname{Tr}\left(\frac{a+c}{a(1+a+c)}\right)=0$.
Therefore if $b=(a+c)^{-1}+1$ we have at most 4 solutions.
We do not have to consider case (9) any more.
- If case (8) is satisfied, that is $b^{2} a c(a+1)+b a(a+1+c)+1+c=0$, we have
case (8) if $\operatorname{Tr}\left(\frac{c(a+1)}{a(c+a+1)}\right)=0$,
case (11) if $\operatorname{Tr}\left(\frac{1}{a b}\right)=0$.
Therefore if $b^{2} a c(a+1)+b a(a+1+c)+1+c=0$ we have at most 6 solutions.
We do not have to consider case (8) any more.
- If case (10) is satisfied, that is $b^{2} a(a+c)+b a(a+1+c)+1+c=0$, we have

$$
\text { case (10) if } \operatorname{Tr}\left(\frac{a+c}{a(c+a+1)}\right)=0,
$$

case (11) if $\operatorname{Tr}\left(\frac{1}{a b}\right)=0$.
Therefore if $b^{2} a(a+c)+b a(a+1+c)+1+c=0$ we have at most 6 solutions.
We do not have to consider case (10) any more.

- For the other possible values for $a$ and $b$ we have at most 2 possible solutions coming from case (11).

Therefore we have that for $c \notin \mathbb{F}_{4} \beta_{F} \leq 10$. Moreover, if $\mathbb{F}_{2^{n}}=\mathbb{F}_{2^{2 k}}$ with $k$ an odd integer, we have $\operatorname{Tr}(\omega)=1$ and, in this case, we have $\beta_{F}=8$. Indeed, since $\operatorname{Tr}\left(c \omega^{2}\right)=1+\operatorname{Tr}(c \omega)$ we have that one of them is equal to zero, hence in the case $a b=\omega$ or $a b=\omega^{2}$ it is possible to reach 8 solutions for $k$ odd. Otherwise, for $k$ even, $\beta_{F}=10$.

Now, let us consider the case $c \in \mathbb{F}_{4} \backslash \mathbb{F}_{2}$. Since we need the restriction $\operatorname{Tr}(c)=\operatorname{Tr}\left(c^{-1}\right)=1$ then we consider $c=\omega$ or $c=\omega^{2}$ only over $\mathbb{F}_{2^{2 k}}$ for $k$ odd. Let us assume, without loss of generality, that $c=\omega$. Hence we have the following list of possible solutions.
(1) with $a=1$ and $b=\omega^{2}$, we have the solutions $\{(0,1),(1,0)\}$,
(2) with $a=\omega$ and $b=\omega^{2}$, we have the solutions $\left\{(0,1),(1,0),\left(\omega, \omega^{2}\right),\left(\omega^{2}, \omega\right)\right\}$,
(3) with $a=\omega^{2}$ and $b=\omega^{2}$, we have the solutions $\left\{(0,1),(1,0),\left(\omega^{2}, \omega\right),\left(\omega, \omega^{2}\right)\right\}$,
(4) with $a=1$ and $b=1$, we have the solutions $\left\{(0, \omega),(\omega, 0),\left(1, \omega^{2}\right),\left(\omega^{2}, 1\right)\right\}$,
(5) with $a=\omega$ and $b=1$, we have the solutions $\{(0, \omega),(\omega, 0)\}$,
(6) with $a=\omega^{2}$ and $b=1$, we have the solutions $\left\{(0, \omega),(\omega, 0),\left(\omega^{2}, 1\right),\left(1, \omega^{2}\right)\right\}$,
(7) with $b=a^{-1}$ and $a \neq 0,1, \omega$, we have the solutions $\{(0, a),(a, 0)\}$,
(8) with $a=\omega$ and $b=\omega$, we have the solutions $\left\{\left(0, \omega^{2}\right),\left(\omega^{2}, 0\right),(\omega, 1),(1, \omega)\right\}$,
(9) with $a=1$ and $b=\omega$, we have the solutions $\left\{\left(0, \omega^{2}\right),\left(\omega^{2}, 0\right),(1, \omega),(\omega, 1)\right\}$,
(10) with $b=\omega^{2} a^{-1}$ and $a \neq 0,1, \omega, \omega^{2}$, we have $\left\{(0, a \omega),(a \omega, 0),\left(a, a \omega^{2}\right),\left(a \omega^{2}, a\right)\right\}$,
(11) with $b=\omega a^{-1}$ and $a \neq 0,1, \omega, \omega^{2}$, we have $\left\{\left(0, a \omega^{2}\right),\left(a \omega^{2}, 0\right),(a, a \omega),(a \omega, a)\right\}$,
(12) with $a=\omega^{2}$ and $b=\omega$, we have the solutions $\{(1, \omega),(\omega, 1)\}$,
(13) with $b=(a+1)^{-1}+\omega^{2}$ and $a \neq 0,1, \omega^{2}$, we have the solutions $\{(1, a+1),(a+1,1)\}$,
(14) if $\operatorname{Tr}\left(\frac{\omega(a+1)}{a\left(\omega^{2}+a\right)}\right)=0, a \neq 0,1, \omega^{2}$ and $b^{2} a \omega(a+1)+b a\left(a+\omega^{2}\right)+\omega^{2}=0$, we have $\left\{\left(1, \frac{\omega}{b \omega+1}\right),\left(\frac{\omega}{b \omega+1}, 1\right),\left(a+1, a+\frac{\omega}{b \omega+1}\right),\left(a+\frac{\omega}{b \omega+1}, a+1\right)\right\}$,
(15) with $b=(a+\omega)^{-1}+1$ and $a \neq 0, \omega, \omega^{2}$, we have $\{(\omega, \omega+a),(\omega+a, \omega)\}$,
(16) if $\operatorname{Tr}\left(\frac{a+\omega}{a\left(\omega^{2}+a\right)}\right)=0, a \neq 0, \omega, \omega^{2}$ and $b^{2} a(a+\omega)+b a\left(a+\omega^{2}\right)+\omega^{2}=0$, we have $\left\{\left(\omega, \frac{1}{b+1}\right),\left(\frac{1}{b+1}, \omega\right),\left(\omega+a, \frac{1}{b+1}+a\right),\left(\frac{1}{b+1}+a, \omega+a\right)\right\}$,
(17) if $\frac{1}{a b}=r^{2}+r$ (that is $\left.\operatorname{Tr}\left(\frac{1}{a b}\right)=0\right), b+a b+a \neq 0, b \omega^{2}+a b \omega+a \neq 0$ and $y=r a$, we have $\left\{\left(\frac{y}{b y+1}, y\right),\left(y, \frac{y}{b y+1}\right)\right\}$ (moreover $\left.r a,(r+1) a \neq 0,1, \omega, a, a+1, a+\omega\right)$.

Now we start analysing the possible solutions for different values of $a$ and $b$ in $\mathbb{F}_{2^{n}}^{\star}$.

- If $a=1$ we have
case (1) with $b=\omega^{2}$,

> case (4) with $b=1$,
> case (9) with $b=\omega$,
> case (15) with $b=\omega^{2}$,
> case (17) if $\operatorname{Tr}\left(b^{-1}\right)=0, b \neq 1$.

Therefore if $a=1$ we have at most 4 solutions. We do not have to consider cases (1), (4) and (9) any more.

- If $a=\omega$ we have

$$
\begin{aligned}
& \text { case (2) with } b=\omega^{2}, \\
& \text { case (5) with } b=1, \\
& \text { case (8) with } b=\omega \text {, } \\
& \text { case (13) with } b=1, \\
& \text { case (17) if } \operatorname{Tr}\left((\omega b)^{-1}\right)=0, b \neq \omega+1 \text {. }
\end{aligned}
$$

Therefore for $a=\omega$ we have at most 4 solutions. We do not have to consider cases (2), (5) and (8) any more.

- If $a=\omega^{2}$ we have
case (3) with $b=\omega^{2}$,
case (6) with $b=1$,
case (7) with $b=\omega$,
case (12) with $b=\omega$,
case (17) if $\operatorname{Tr}\left(\omega b^{-1}\right)=0, b \neq \omega$.
Therefore for $a=\omega^{2}$ we have at most 4 solutions. We do not have to consider cases (3), (6) and (12) any more.
- If $a b=1$ and $a \notin \mathbb{F}_{4}$ we have
case (7) since the condition is satisfied,
case (17) with $r=\omega$ is satisfied.
Therefore for $a b=1, a \notin \mathbb{F}_{4}$, we have at most 4 solutions. We do not have to consider case (7) any more.
- If $a b=\omega$ and $a \notin \mathbb{F}_{4}$ we have
case (11) since the condition is satisfied.
Therefore for $a b=\omega, a \notin \mathbb{F}_{4}$, we have at most 4 solutions. We do not need to consider case (11) any more.
- If $a b=\omega^{2}$ and $a \notin \mathbb{F}_{4}$ we have
case (10) since the condition is satisfied.
Therefore for $a b=\omega^{2}, a \notin \mathbb{F}_{4}$, we have at most 4 solutions. We do not have to consider case (10) any more.
- If $b=(a+1)^{-1}+\omega^{2}$ and $a \notin \mathbb{F}_{4}$ we have
case (13) since the condition is satisfied,
case (17) if $\operatorname{Tr}\left((a b)^{-1}\right)=0$.
Therefore for $b=(a+1)^{-1}+\omega+1, a \notin \mathbb{F}_{4}$, we have at most 4 solutions. We do not have to consider case (13) any more.
- If $b=(a+\omega)^{-1}+1$ and $a \notin \mathbb{F}_{4}$ we have
case (15) since the condition is satisfied,
case (17) if $\operatorname{Tr}\left((a b)^{-1}\right)=0$.
Therefore for $b=(a+\omega)^{-1}+1, a \notin \mathbb{F}_{4}$, we have at most 4 solutions. We do not have to consider case (15) any more.
The last cases that we have to consider are

$$
\begin{aligned}
& \text { case (14) if } b^{2} a \omega(a+1)+b a\left(a+\omega^{2}\right)+\omega^{2}=0, \\
& \text { case (16) if } b^{2} a(a+\omega)+b a\left(a+\omega^{2}\right)+\omega^{2}=0, \\
& \text { case (17) if } \operatorname{Tr}\left((a b)^{-1}\right)=0 .
\end{aligned}
$$

Note that, considering $a \notin \mathbb{F}_{4}$, the trace conditions in (14) and (16) are equivalent to having solutions for the above equations. We analyse in the following if these equations can be satisfied.
We have that cases (14) and (16) cannot happen at the same time since $b^{2} a \omega(a+1)=$ $b^{2} a(a+\omega)$ cannot be satisfied.
Therefore if $b^{2} a \omega(a+1)+b a\left(a+\omega^{2}\right)+\omega^{2}=0$ or $b^{2} a(a+\omega)+b a\left(a+\omega^{2}\right)+\omega^{2}=0$ we have at most 6 solutions. We will show that there exist $a, b$ satisfying condition (17) and one between (14) and (16).
Let $\operatorname{Tr}_{0}=\{x: \operatorname{Tr}(x)=0\}$ and $k=\frac{1}{a b}$. From cases (14) and (16) we can obtain the relations:
(a) $a^{2} k \omega+a\left(k^{2}+k+\omega\right)+\omega^{2}=0$;
(b) $a^{2} k \omega+a\left(k^{2}+k+\omega^{2}\right)+\omega^{2}=0$.

For any fixed $k$ the equations (a) and (b) admits solutions if and only if

$$
\begin{align*}
0 & =\operatorname{Tr}\left(\frac{k}{\left(k^{2}+k+\omega\right)^{2}}\right)=\operatorname{Tr}\left(\frac{k^{2}+\omega}{\left(k^{2}+k+\omega\right)^{2}}+\frac{1}{k^{2}+k+\omega}\right) \\
& =\operatorname{Tr}\left(\frac{k+\omega^{2}}{k^{2}+k+\omega}+\frac{1}{k^{2}+k+\omega}\right)=\operatorname{Tr}\left(\frac{k+\omega}{k^{2}+k+\omega}\right) \\
& =\operatorname{Tr}\left(\frac{k^{2}}{k^{2}+k+\omega}+1\right)=\operatorname{Tr}\left(\frac{k^{2}}{k^{2}+k+\omega}\right) \tag{B.1}
\end{align*}
$$

and

$$
\begin{align*}
0 & =\operatorname{Tr}\left(\frac{k}{\left(k^{2}+k+\omega^{2}\right)^{2}}\right)=\operatorname{Tr}\left(\frac{k^{2}+\omega^{2}}{\left(k^{2}+k+\omega^{2}\right)^{2}}+\frac{1}{k^{2}+k+\omega^{2}}\right) \\
& =\operatorname{Tr}\left(\frac{k+\omega}{k^{2}+k+\omega^{2}}+\frac{1}{k^{2}+k+\omega^{2}}\right)=\operatorname{Tr}\left(\frac{k+\omega^{2}}{k^{2}+k+\omega^{2}}\right) \\
& =\operatorname{Tr}\left(\frac{k^{2}}{k^{2}+k+\omega^{2}}+1\right)=\operatorname{Tr}\left(\frac{k^{2}}{k^{2}+k+\omega^{2}}\right) \tag{B.2}
\end{align*}
$$

Since we want to exclude the cases already studied, we have $k \neq 0,1\left(\right.$ so $\left.b \neq a^{-1}\right)$. Hence, from (a) and (b) we obtain $a \notin \mathbb{F}_{4}$.
Suppose that for any $k \in \operatorname{Tr}_{0} \backslash\{0,1\}$ the conditions (B.1) and (B.2) are not satisfied. Thus, since $k+1 \in \operatorname{Tr}_{0} \backslash\{0,1\}$ for any $k \in T r_{0} \backslash\{0,1\}$ we have that

$$
1=\operatorname{Tr}\left(\frac{k^{2}+1}{k^{2}+k+\omega}\right)=\operatorname{Tr}\left(\frac{k^{2}}{k^{2}+k+\omega}\right)+\operatorname{Tr}\left(\frac{1}{k^{2}+k+\omega}\right)=1+\operatorname{Tr}\left(\frac{1}{k^{2}+k+\omega}\right)
$$

and

$$
1=\operatorname{Tr}\left(\frac{k^{2}+1}{k^{2}+k+\omega^{2}}\right)=1+\operatorname{Tr}\left(\frac{1}{k^{2}+k+\omega^{2}}\right) .
$$

So, denoting by $S=\left\{k^{2}+k: k \in T r_{0}\right\}$ we have that for all $s \in S \backslash\{0\}$

$$
\operatorname{Tr}\left(\frac{1}{s+\omega}\right)=\operatorname{Tr}\left(\frac{1}{s+\omega^{2}}\right)=0
$$

Now, since $\operatorname{Tr}(\omega)=\operatorname{Tr}\left(\omega^{2}\right)=1$ and $1 \notin S$, we have that $\operatorname{Tr}_{1}=\{x: \operatorname{Tr}(x)=1\}=(\omega+$ S) $\cup\left(\omega^{2}+S\right)$, where $\omega^{i}+S=\left\{\omega^{i}+s: s \in S\right\}$.

This means that the inverse function $\operatorname{Inv}(x)=x^{-1}$ maps $\operatorname{Tr}_{1} \backslash\left\{\omega, \omega^{2}\right\}$ onto $\operatorname{Tr}_{0} \backslash\{0,1\}$, and thus $\operatorname{Inv}\left(\operatorname{Tr}_{1} \backslash\left\{\omega, \omega^{2}\right\}\right)=T r_{0} \backslash\{0,1\}$.
Define the map

$$
G(x)= \begin{cases}x+\omega & \text { if } x \in \mathbb{F}_{4} \\ x^{-1} & \text { if } x \notin \mathbb{F}_{4} .\end{cases}
$$

Then, $G\left(\operatorname{Tr}_{1}\right)=T r_{0}$, so considering $H(x)=G^{-1}(x)+\omega$ we would obtain $H\left(T r_{0}\right)=T r_{0}$ and also $H(0)=0$. Thus, $H$ is such that there exists a vector space of dimension $n-1$ which is sent to another vector space of dimension $n-1$. From Proposition 5.3 in [3] we have that this is equivalent to $\operatorname{NL}(H)=0$. However, $H$ is CCZ-equivalent to the function $G$ which coincides with the inverse function except over the set $U=\mathbb{F}_{4}$. Then, it is easy to check that for any $\alpha, \beta \in \mathbb{F}_{2^{n}}$ we have

$$
\left|\mathcal{W}_{G}(\alpha, \beta)\right| \leq\left|\mathcal{W}_{\operatorname{Inv}}(\alpha, \beta)\right|+2 \cdot|U|
$$

implying that $\mathcal{N L}(G) \geq \mathcal{N L}$ (Inv) $-|U|=2^{n-1}-2^{n / 2}-4>0$ since $n \geq 6$. So we obtain a contradiction. Therefore, there should exist $a, b$ with $b \neq a^{-1}, a \notin \mathbb{F}_{4}$ such that case (17) and one between case (14) and case (16) are satisfied.

For all the other cases we have at most 2 solutions.
Proof of Theorem 8.4. Performing a similar analysis as in Theorem 8.3 we obtain that, up to swap $x$ and $y$, and adding $+a$ to both terms, we have the following list of possible solutions:
(1) $\{(0,1),(1,0),(a, a+1),(a+1, a)\}$ with $a=1, c, c^{2}$ and $b=c$,
(2) $\{(0, c),(c, 0),(a, a+c),(a+c, a)\}$ with $a=1, c, c^{2}$ and $b=1$,
(3) $\{(0, a),(a, 0)\}$ with $a \neq 1, c$ and $b=a^{-1}+1$,
(4) $\left\{\left(0, c^{2}\right),\left(c^{2}, 0\right),(1, c),(c, 1)\right\}$ with $a=1, c, c^{2}$ and $b=c^{2}$,
(5) $\left\{\left(0, \frac{1}{b+1}\right),\left(\frac{1}{b+1}, 0\right),\left(a, \frac{1}{b+1}+a\right),\left(\frac{1}{b+1}+a, a\right)\right\}$ with $a^{2} b^{2}+a b(a+1)+1=0$ and $a \neq 1, c, c^{2}$,
(6) $\{(1, a+1),(a+1,1)\}$ with $a \neq 1, c^{2}$ and $b=(a+1)^{-1}+c^{2}$,
(7) $\left\{\left(1, \frac{1}{b+c^{2}}\right),\left(\frac{1}{b+c^{2}}, 1\right),\left(1+a, \frac{1}{b+c^{2}}+a\right),\left(\frac{1}{b+c^{2}}+a, 1+a\right)\right\}$ with $a b^{2}(a+1)+a b\left(a c^{2}+c\right)+c=$ 0 and $a \neq 1, c, c^{2}$,
(8) $\{(c, a+c),(a+c, c)\}$ with $a \neq c, c^{2}$ and $b=(a+c)^{-1}$,
(9) $\left\{\left(c, \frac{1}{b}\right),\left(\frac{1}{b}, c\right),\left(c+a, \frac{1}{b}+a\right),\left(\frac{1}{b}+a, c+a\right)\right\}$ with $a b^{2}(a+c)+a b+1$ and $a \neq 1, c, c^{2}$,
(10) $\left\{\left(\frac{y}{b y+1}, y\right),\left(y, \frac{y}{b y+1}\right)\right\}$ with $b y^{2}+a b y+a=0$ and $\operatorname{Tr}\left(\frac{1}{a b}\right)=0$.

It is easy to verify that if $a=1, c, c^{2}$ then for any fixed $b$ there are at most 4 different solutions. For example for $a=1$ we consider cases (1), (2), (4), (8), (10). When $b=1$ we have $(0, c),(c, 0),\left(1, c^{2}\right),\left(c^{2}, 1\right)$ from case (2). When $b=c$ we have $(0,1),(1,0)$ from case (1) and $\left(c, c^{2}\right),\left(c^{2}, c\right)$ from case (8). When $b=c^{2}$ we have $\left(0, c^{2}\right),\left(c^{2}, 0\right)(1, c),(c, 1)$ from case (4). Otherwise when $\operatorname{Tr}\left(\frac{1}{b}\right)=0$ we have two solutions from case (10).

Hence we just need to focus on cases (3), (5), (6), (7), (8), (9) and (10) for $a \neq 1, c, c^{2}$.
(I) If $b=a^{-1}+1$ then we have
case (3) we have 2 solutions: $(0, a),(a, 0)$.
case (7) leads to $a^{3} c=a+1$, and we have 4 solutions: $\left(1, \frac{1}{b+c^{2}}\right),\left(\frac{1}{b+c^{2}}, 1\right),(1+$ $\left.a, \frac{1}{b+c^{2}}+a\right),\left(\frac{1}{b+c^{2}}+a, 1+a\right)$ case (9) leads to $a^{3}=a^{2} c^{2}+a+c$, and we have 4 solutions: $\left(c, \frac{1}{b}\right),\left(\frac{1}{b}, c\right),\left(c+a, \frac{1}{b}+\right.$ a), $\left(\frac{1}{b}+a, c+a\right)$
case (10) is possible if $\operatorname{Tr}\left(\frac{1}{a+1}\right)=0$, and we have 2 solutions: $\left(\frac{y}{b y+1}, y\right),\left(y, \frac{y}{b y+1}\right)$.
For case (7), we have $a^{3} c+a+1=\left(a+c^{2}\right)\left(a^{2} c+a+c\right)=0$. Hence no proper solution is possible. For case (9), considering $a^{3}=a^{2} c^{2}+a+c$, we obtain $a^{2^{6}}=a$. Since $a \neq 0,1$, it admits solution only if $3 \mid k$. Therefore if $3 \nmid k$ we have at most 4 solutions. In the other cases we can have exactly 8 solutions. Indeed, let $k=3 m$ and $\mathbb{F}_{2^{6}}^{\star}=\langle w\rangle$, then $a=w^{13}$ satisfies the relation in (9). Moreover, we have $a+1=w^{3}$ and $\frac{1}{a+1}=w^{60}$. Therefore, $\operatorname{Tr}\left(\frac{1}{a+1}\right)=\operatorname{Tr}\left(w^{60}\right)=\operatorname{Tr}\left(w^{15}\right)=\operatorname{Tr}\left(w^{7}+w^{14}\right)=0$. We have exactly 6 solutions from (9) and (10) and two solutions from (3), hence we have in total 8 solutions.
(II) If $b=(a+1)^{-1}+c^{2}$ then we have
case (5) leads to $a^{4}+a^{3} c+a^{2}+a c^{2}=0$, and we have 4 solutions: $\left(0, \frac{1}{b+1}\right),\left(\frac{1}{b+1}, 0\right),\left(a, \frac{1}{b+1}+\right.$ a), $\left(\frac{1}{b+1}+a, a\right)$,
case (6) we have 2 solutions: $(1, a+1),(a+1,1)$,
case (9) leads to $a^{4} c+a^{2}\left(c^{2}\right)+a\left(c^{2}\right)+1=0$ and we have 4 solutions: $\left(c, \frac{1}{b}\right),\left(\frac{1}{b}, c\right),(c+$ $\left.a, \frac{1}{b}+a\right),\left(\frac{1}{b}+a, c+a\right)$,
case (10) is possible if $\operatorname{Tr}\left(\frac{1}{a b}\right)=0$, and we have 2 solutions: $\left(\frac{y}{b y+1}, y\right),\left(y, \frac{y}{b y+1}\right)$.
For case (5), we have that if $a^{4}=a^{3} c+a^{2}+a c+1$ then $a^{2^{8}}=a$. Since $a \neq 0,1$ then we do not have possible solutions. The same for case (9). Indeed, if $a^{4} c=a^{2} c^{2}+a c^{2}+1$ then $a^{2^{8}}=a$. Therefore we have at most 4 solutions.
(III) If $b=(a+c)^{-1}$ then we have
case (5) leads to $a^{3}+a^{2}\left(c^{2}\right)+a c+c^{2}$, and we have 4 solutions: $\left(0, \frac{1}{b+1}\right),\left(\frac{1}{b+1}, 0\right),\left(a, \frac{1}{b+1}+\right.$ a), $\left(\frac{1}{b+1}+a, a\right)$,
case (8) we have 2 solutions: $(c, a+c),(a+c, c)$,
case (10) is possible if $\operatorname{Tr}\left(\frac{1}{a b}\right)=0$, and we have 2 solutions: $\left(\frac{y}{b y+1}, y\right),\left(y, \frac{y}{b y+1}\right)$.
For case (5) we have that if $a^{3}=a^{2} c^{2}+a c+c^{2}$ then $a^{2^{6}}=a$. Therefore we have solutions only if $3 \mid k$. In this case we have at most 8 solutions.

Now we are left with cases (5), (7), (9) and (10).

- If cases (5) and (7) are both satisfied, then we have the following constrain on $a$ :

$$
a^{4}=a^{3}+a^{2} c+c^{2}
$$

Computing the 2-powers of $a$, we notice that $a^{2^{8}}=a$, hence $a \in \mathbb{F}_{2^{8}}$. This is not possible since $a \in \mathbb{F}_{2^{2 k}}$ with $k$ odd and $a \notin \mathbb{F}_{2^{2}}$.

- If cases (5) and (9) are both satisfied, then we obtain

$$
b c=a \text { and } b^{4}=b^{3}+b^{2}\left(c^{2}\right)+c .
$$

Using the same technique we can verify that $b^{2^{8}}=b$, hence we get a contradiction.

- If cases (7) and (9) are both satisfied, then we obtain

$$
a^{4}=a^{3}\left(c^{2}\right)+a^{2} c+c
$$

Again $a^{2^{8}}=a$, hence a contradiction.
Therefore at most we can have 4 solutions coming from one of these three cases, plus two solutions from (12). Thus, at most 6 solutions.

Assume now case (5). Therefore we have the condition $\operatorname{Tr}\left(\frac{1}{a+1}\right)=0$. Assume then, $\frac{1}{a+1}=$ $r^{2}+r$ for some $r$. Hence, $b=r^{2} \frac{a+1}{a}$ or $b=\left(r^{2}+1\right) \frac{a+1}{a}$. Let us consider $b=r^{2} \frac{a+1}{a}$, for case (10) we should have:

$$
\begin{aligned}
\frac{1}{a b} & =\frac{1}{r^{2}(a+1)}=\frac{1}{r^{2}}\left(r^{2}+r\right)=1+\frac{1}{r} \\
\operatorname{Tr}\left(\frac{1}{a b}\right) & =\operatorname{Tr}\left(1+\frac{1}{r^{2}}\right)=\operatorname{Tr}\left(\frac{1}{r}\right) .
\end{aligned}
$$

Then, we need to consider an element $r \neq 0$ with inverse of null trace and set $a=\frac{1}{r^{2}+r}+1$ and $b=r^{2} \frac{a+1}{a}$. So, we obtain 6 possible solutions. In order to avoid the three cases previously analysed, we only need to consider $r \neq 1, r^{4}+r^{2} c+r c+c^{2} \neq 0$ and $r^{3} c+r^{2} c^{2}+r+1 \neq 0$. Moreover, due to the restrictions on $a$, we have $r^{2}+r \neq 1, c, c^{2}$. Since $n \geq 6$ there exists such an element $r$ in $\mathbb{F}_{2^{n}}$.
Proof of Theorem 8.5. Consider now $\pi=\left(1, c, c^{2}\right)$ with $c \in \mathbb{F}_{4} \backslash \mathbb{F}_{2}$ and the function

$$
F(x)= \begin{cases}c^{2} & \text { if } x=1 \\ c & \text { if } x=c \\ 1 & \text { if } x=c^{2} \\ x^{-1} & \text { otherwise }\end{cases}
$$

Performing a similar analysis as in Theorem 8.3 we obtain that, up to swap and adding $a$ to both terms, we have the following list of possible solutions:
(1) $\left\{(0,1),(1,0),\left(c, c^{2}\right),\left(c^{2}, c\right)\right\}$ with $a=1, c, c^{2}$ and $b=c^{2}$,
(2) $\left\{(0, c),(c, 0),\left(1, c^{2}\right),\left(c^{2}, 1\right)\right\}$ with $a=1, c, c^{2}$ and $b=c$,
(3) $\left\{\left(0, c^{2}\right),\left(c^{2}, 0\right),(1, c),(c, 1)\right\}$ with $a=1, c, c^{2}$ and $b=1$,
(4) $\{(0, a),(a, 0)\}$ with $a \notin \mathbb{F}_{4}$ and $b=a^{-1}$,
(5) $\{(0, a c),(a c, 0),(a, a c+a),(a c+a, a)\}$ with $a \notin \mathbb{F}_{4}$ and $b=a^{-1} c^{2}$,
(6) $\{(0, a c+a),(a c+a, 0),(a, a c),(a c, a)\}$ with $a \notin \mathbb{F}_{4}$ and $b=a^{-1} c$,
(7) $\{(1, a+1),(a+1,1)\}$ with $a \notin \mathbb{F}_{4}$ and $b=c^{2}+(a+1)^{-1}$,
(8) $\left\{\left(1,\left(b+c^{2}\right)^{-1}\right),\left(\left(b+c^{2}\right)^{-1}, 1\right),\left(1+a,\left(b+c^{2}\right)^{-1}+a\right),\left(\left(b+c^{2}\right)^{-1}+a, 1+a\right)\right\}$ with $a \notin \mathbb{F}_{4}$ and $b^{2}\left(a^{2}+a\right)+b\left(a c+a^{2} c^{2}\right)+c=0$,
(9) $\{(c, a+c),(a+c, c)\}$ with $a \notin \mathbb{F}_{4}$ and $b=c+(a+c)^{-1}$,
(10) $\left\{\left(c,(b+c)^{-1}\right),\left((b+c)^{-1}, c\right),\left(c+a,(b+c)^{-1}\right)+a,\left((b+c)^{-1}+a, c+a\right)\right\}$ with $a \notin \mathbb{F}_{4}$ and $b^{2}\left(a^{2}+a c\right)+b\left(a c+a^{2} c\right)+c=0$,
(11) $\left\{\left(c^{2}, a+c^{2}\right),\left(a+c^{2}, c^{2}\right)\right\}$ with $a \notin \mathbb{F}_{4}$ and $b=1+\left(a+c^{2}\right)^{-1}$,
(12) $\left\{\left(c^{2},(b+1)^{-1}\right),\left((b+1)^{-1}, c^{2}\right),\left(a+c^{2}, a+(b+1)^{-1}\right),\left(a+(b+1)^{-1}, a+c^{2}\right)\right\}$ with $a \notin \mathbb{F}_{4}$ and $b^{2}\left(a^{2}+a c^{2}\right)+b\left(a^{2}+a c\right)+c=0$,
(13) $\left\{\left(\frac{y}{b y+1}, y\right),\left(y, \frac{y}{b y+1}\right)\right\}$ with $b y^{2}+a b y+a=0, \frac{y}{b y+1}, y \notin \mathbb{F}_{4}, a+\mathbb{F}_{4}$, hence $\operatorname{Tr}\left(\frac{1}{a b}\right)=0$.

It is easy to verify that for $a=1, c, c^{2}$ and for any fixed $b$, we have at most 4 different solutions. For example for $a=1$ we consider solutions from (1),(2),(3),(13). When $b=1$ we have $\left(0, c^{2}\right),\left(c^{2}, 0\right),(1, c),(c, 1)$ from (3), and none from (13). When $b=c$ we have $(0, c),(c, 0),\left(1, c^{2}\right),\left(c^{2}, 1\right)$ from (2) and none from (13). When $b=c^{2}$ we have $(0,1),(1,0),\left(c, c^{2}\right),\left(c^{2}, c\right)$ from (1) and none from (13). When $b \notin \mathbb{F}_{4}$ and $\operatorname{Tr}\left(\frac{1}{b}\right)=0$ then we have at most 2 solutions from (13).

Hence we just need to focus on cases (4), (5), (6), (7), (8), (9), (10), (11), (12), (13).

- If $b=a^{-1}$ then we have

$$
\begin{aligned}
& \text { case }(4),(0, a),(a, 0), \\
& \text { case }(13),\left(\frac{y}{a^{-1} y+1}, y\right),\left(y, \frac{y}{a^{-1} y+1}\right),
\end{aligned}
$$

hence we have 4 solutions.

- If $b=a^{-1} c^{2}$ then we have

$$
\text { case }(5),(0, a c),(a c, 0),\left(a, a c^{2}\right),\left(a c^{2}, a\right),
$$

hence 4 solutions.

- If $b=a^{-1} c$ then we have

$$
\text { case }(6),\left(0, a c^{2}\right),\left(a c^{2}, 0\right),(a, a c),(a c, a),
$$

hence 4 solutions.

- If $b=c^{2}+(a+1)^{-1}$ then we have
case (7), $(1, a+1),(a+1,1)$,
case (10) is possible if $a^{3} c+a^{2} c^{2}+a+c^{2}=0$ (it implies $a^{64}=a$, hence only possible when $3 \mid k$ and in this case we have 4 solutions),
case (13), $\left(\frac{y}{b y+1}, y\right),\left(y, \frac{y}{b y+1}\right)$ if $\operatorname{Tr}\left(\frac{1}{a b}\right)=0$,
hence at most 4 solutions.
- If $b=c+(a+c)^{-1}$ then we have
case (9), $(c, a+c),(a+c, c)$,
case (8) is possible if $a^{3}=a^{2}+1$ (it implies $a^{8}=a$, hence only possible when $3 \mid k$ and in this case we have 4 solutions),
case (12) is possible if $a^{3}=a^{2} c^{2}+a c+c$ (it implies $a^{64}=a$, hence only possible when $3 \mid k$ and in this case we have 4 solutions),
case (13) is possible if $\operatorname{Tr}\left(\frac{1}{a b}\right)=0,2$ solutions.
It is trivial that both cases (8) and (12) cannot be verified. Therefore if $k$ is not a multiple of 3 we have at most 4 solutions. Otherwise we have at most 8 solutions.
- If $b=1+\left(a+c^{2}\right)^{2}$ we have
case (11), $\left(c^{2}, a+c^{2}\right),\left(a+c^{2}, c^{2}\right)$,
case (8) is possible if $a^{3}=a^{2}+a+c$ (it implies $a^{64}=a$, hence only if $3 \mid k$ and in this case we have at most 4 solutions),
case (10) is possible if $a^{4}=a^{3} c^{2}+a^{2} c+a+1$ (it implies $a^{64}=a$, hence only if $3 \mid k$ and in this case we have at most 4 solutions),
case (13) is possible if $\operatorname{Tr}\left(\frac{1}{a b}\right)=0,2$ solutions.
Again, both (8) and (10) cannot be satisfied. Therefore when $k$ is not a multiple of 3 we have at most 4 solutions, otherwise we have at most 8 solutions.
We are now left to consider cases (8), (10), (12), (13).
- If (8) and (10) are satisfied, then we obtain $b=a c$ and $a^{3}=a^{2} c+a c^{2}+c^{2}$. Then $a^{64}=a$, and it is possible only if $k$ is multiple of 3 .
- If (8) and (12) are satisfied, then $b=a$ and $a^{3}=a^{2}+a+c$. This leads to $a^{64}=a$, hence it is possible only if $k$ is multiple of 3 .
- If (10) and (12) are satisfied, then $b=a c^{2}$ and $a^{3}+c^{2} a^{2}+a c+c^{2}=0$. So, $a^{64}=a$, and it is possible only if $k$ is multiple of 3 .

Therefore we have that if $k$ is not a multiple of 3 we can have at most 6 solutions ( 4 from one among (8), (10), (12) and 2 from (13)). If $k$ is a multiple of 3 that we can have at most 10 solutions.

Let $\mathbb{F}_{2^{6}}^{\star}=\langle w\rangle$. For the case when (8) and (10) are satisfied we have $b=a c$ and $w^{46}, w^{58}, w^{43}$ are the solutions of $a^{3}=a^{2} c+a c^{2}+c^{2}$. However, for these values $\operatorname{Tr}\left(\frac{1}{a b}\right)=1$, and so condition (13) is not satisfied.

Similar, when (8) and (12) are satisfied we have $b=a$ and $w, w^{4}, w^{16}$ are solutions of $a^{3}=$ $a^{2}+a+c$. Hence $a$ must assume one of these values. But since $\operatorname{Tr}\left(\frac{1}{w}\right)=1$ we have that case (13) is not possible.

Also for the last case we have $b=a c^{2}$ and the solutions of $a^{3}+c^{2} a^{2}+a c+c^{2}=0$ are $w^{22}, w^{25}, w^{37}$. For all these cases $\operatorname{Tr}\left(\frac{1}{a b}\right)=1$, implying that (13) cannot happen.
Therefore for $k$ multiple of 3 we have 8 solutions.
Now, as for the the last part of Theorem 8.3 , we show that if $3 \nmid n$ we have exactly 6 solutions. Then, let $k=\frac{1}{a b}$ of null trace, as in Theorem 8.3 we consider $k \neq 0,1$. From condition (8), (10) and (12) we obtain
(a) $a^{2} k c+a\left(k^{2}+k+c^{2}\right)+c^{2}=0$;
(b) $a^{2} k c^{2}+a\left(k^{2}+k+c^{2}\right)+1=0$;
(c) $a^{2} k c^{2}+a\left(k^{2}+k+c^{2}\right)+c=0$.

For (a) and (c) we can have solutions if and only if

$$
\begin{align*}
0 & =\operatorname{Tr}\left(\frac{k}{\left(k^{2}+k+c^{2}\right)^{2}}\right)=\operatorname{Tr}\left(\frac{k^{2}+c^{2}}{\left(k^{2}+k+c^{2}\right)^{2}}+\frac{1}{k^{2}+k+c^{2}}\right) \\
& =\operatorname{Tr}\left(\frac{k+c}{k^{2}+k+c^{2}}+\frac{1}{k^{2}+k+c^{2}}\right)=\operatorname{Tr}\left(\frac{k+c^{2}}{k^{2}+k+c^{2}}\right) \\
& =\operatorname{Tr}\left(\frac{k^{2}}{k^{2}+k+c^{2}}+1\right)=\operatorname{Tr}\left(\frac{k^{2}}{k^{2}+k+c^{2}}\right) \tag{B.3}
\end{align*}
$$

and for (b)

$$
\begin{align*}
0 & =\operatorname{Tr}\left(\frac{k c^{2}}{\left(k^{2}+k+c^{2}\right)^{2}}\right)=\operatorname{Tr}\left(\frac{k}{c\left(k^{2}+k+c^{2}\right)^{2}}\right)=\operatorname{Tr}\left(\frac{k^{2}+c^{2}}{c\left(k^{2}+k+c^{2}\right)^{2}}+\frac{1}{c\left(k^{2}+k+c^{2}\right)}\right) \\
& =\operatorname{Tr}\left(\frac{k+c}{c^{2}\left(k^{2}+k+c^{2}\right)}+\frac{1}{c\left(k^{2}+k+c^{2}\right)}\right)=\operatorname{Tr}\left(\frac{k}{c^{2}\left(k^{2}+k+c^{2}\right)}\right) \\
& =\operatorname{Tr}\left(\frac{k c}{k^{2}+k+c^{2}}\right) \tag{B.4}
\end{align*}
$$

Suppose, by contradiction, that for any $k \in T r_{0} \backslash\{0,1\}$ (B.3) and (B.4) cannot happen. Then

$$
\operatorname{Tr}\left(\frac{k}{k^{2}+k+c^{2}}\right)=\operatorname{Tr}\left(\frac{k c}{k^{2}+k+c^{2}}\right)=1
$$

for any $k$. Since $k+1 \in T r_{0} \backslash\{0,1\}$ for all $k \in T r_{0} \backslash\{0,1\}$, we obtain

$$
\operatorname{Tr}\left(\frac{1}{k^{2}+k+c^{2}}\right)=\operatorname{Tr}\left(\frac{c}{k^{2}+k+c^{2}}\right)=0
$$

for any $k \in \operatorname{Tr}_{0} \backslash\{0,1\}$. Now, let $S=\left\{k^{2}+k: \operatorname{Tr}(k)=0\right\}$. As above, $\operatorname{Tr}_{1}=(c+S) \cup\left(c^{2}+S\right)$. Now, $\frac{k^{2}+k+c^{2}}{c}=c^{2} s+c$, with $s \in S$, and we have that $c^{2} S=S$. Indeed, since any $k \in T r_{0}$ can be written as $k=d^{2}+d$ for some $d \in \mathbb{F}_{2^{n}}$ we have that $S=\left\{d^{4}+d: d \in \mathbb{F}_{2^{n}}\right\}$. So,

$$
c^{2} s=c^{2}\left(d^{4}+d\right)=\left(c^{2} d\right)^{4}+c^{2} d=\left[\left(c^{2} d\right)^{2}+c^{2} d\right]^{2}+\underbrace{\left(c^{2} d\right)^{2}+c^{2} d}_{\in T r_{0}} \in S .
$$

Therefore, $c+c^{2} S=c+S$ implying that all the elements in $\operatorname{Tr}_{1} \backslash\left\{c, c^{2}\right\}$ are mapped by the inverse function into $T r_{0} \backslash\{0,1\}$ So, as in Theorem 8.3 we obtain a contradiction and thus, for some $k \in \operatorname{Tr}_{0} \backslash\{0,1\}$, there exist $a, b$ satisfying (13) and one among (8), (10) and (12).
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## Errata

Page iii "infinite many" - corrected to "infinitely many"
Page 2 "APN function" - corrected to "APN functions"
Page 4 "over $\mathbb{F}_{2^{6}} \mathrm{~F}$ and G ," - corrected to " F and G over $\mathbb{F}_{2^{6}}$,"
Page 5 "of dimension i " - corrected to "of certain dimension"
Page 7 "The properties of the [..] are" - corrected to "Determining the [..] is"
Page 9 "any more" - corrected to "anymore"
Page 9 added the word "German"
Page 10 "The keys involved are" - corrected to "The decryption key involved is"
Page 13 "public-key" - corrected to "key"
Page 13 "itermediate" - corrected to "intermediate"
Page 13 "distinguisher attack" - corrected to "distinguishing attack"
Page 14 "black/grey/white box" - corrected to "black/grey/white-box"
Page 14 "difference in an input" - corrected to "difference between two inputs"
Page 19 " $\mathrm{k}=1$ " - corrected to " $\mathrm{k}=0$ " (in the definition of Trace function)
Page 21 "number of its classes" - corrected to "number of classes"
Page 24 "APN function" - corrected to "APN functions"
Page 24 "Vectorial" - corrected to "vectorial"
Page 25 " 2006 " - corrected to " 2009 " and removed reference [57]
Page 27 " ( $2^{n}-1$ )" - corrected to " $2^{n}$ "
Page 31 "is given by" - corrected to "is"
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Page 34 "Functions that achieve such bound" - corrected to "The functions that achieve this bound"

Page 35 "upper bound" - corrected to "maximum"
Page 35 removed "optimal"
Page 42 moved the footnote mark from " f " to "function"
Page 54 [42] - corrected to [93]
Page 61 "to study" - corrected to "to the study of"
Page 138 " $\pi(x)="-$ corrected to " $F_{\pi}(x)="$
Page 144 "can not" - corrected to "cannot"
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[^0]:    ${ }^{1}$ The concept of unconditional security, or perfect secrecy, was formalised by Shannon in [96]. It is assumed that the attacker has an infinite computational power and still no information on the plaintext can be obtained, given the corresponding ciphertext. The following relation is satisfied: for every $p \in \mathcal{P}$ and $c \in \mathcal{C}, \operatorname{Pr}(X=p \mid Y=c)=\operatorname{Pr}(X=p)$.

[^1]:    ${ }^{2}$ Affine functions and quadratic functions have algebraic degree at most one and two respectively.

[^2]:    ${ }^{3}$ A function $F: \mathbb{F}_{2^{n}} \rightarrow \mathbb{F}_{2^{n}}$ is called plateaued if for every $v \in \mathbb{F}_{2^{n}}^{\star}$ there exists a positive integer $\lambda_{v}$ such that $\mathcal{W}(u, v) \in\left\{0, \pm \lambda_{v}\right\}$ for every $u \in \mathbb{F}_{2^{n}}$. Quadratic functions are plateaued.
    ${ }^{4}$ A Boolean function $f$ is called partially-bent if all its derivatives are either balanced or constant. Quadratic functions are partially-bent.
    ${ }^{5}$ The higher order differential attack $[80,83]$ is efficient when the algebraic degree of the S-box is low.

[^3]:    ${ }^{6}$ Note that the APN property can be expressed in terms of properties of the related code. Indeed, $F$ is APN if and only if the code $\widetilde{C}_{F}$ has parameters $\left[2^{n}, 2^{n}-1-2 n, 6\right]$ [42, p. 424].

[^4]:    ${ }^{7}$ Note furthermore that this function is EA-equivalent to a function of the form $d x^{2^{i}+1}+\left(d x^{2^{i}+1}\right)^{2^{m}}+$ $c x^{2^{m}+1}$, verified in Chapter 6.

[^5]:    ${ }^{1}$ From Remark 2.2 we know that $f$ admits a univariate representation as a polynomial over $\mathbb{F}_{2^{n}}$.
    ${ }^{2}$ Since $\mathbb{F}_{2^{m}} \subseteq \mathbb{F}_{2^{n}}$, for $m$ a positive divisor of $n$, then every element $u \in \mathbb{F}_{2^{m}}$ can be seen as an element in $\mathbb{F}_{2^{n}}$ and the sum $v+u$ is well defined for every $v \in \mathbb{F}_{2^{n}}$.

[^6]:    ${ }^{3}$ If we take $j=1$ then we need to consider only the cases $b_{1}=0, b_{1}=1$ and $b_{1}=\zeta$.
    ${ }^{4}$ Note that the function $f$, for which we need to obtain the roots, is a linear map.

[^7]:    ${ }^{5}$ For every Boolean function $f, \mathcal{F}(f)^{2}=\sum_{b \in \mathbb{F}_{2^{n}}} \mathcal{F}\left(D_{b} f\right)$ (see [40]) and, when $f$ is plateaued, $\mathcal{W}_{f}(u) \in$ $\{0, \pm v\}$ for any $u \in \mathbb{F}_{2^{n}}$. So, $\mathcal{W}_{f_{\lambda}}(0)=\mathcal{F}\left(f_{\lambda}\right)=2^{\frac{n+k}{2}}$ and $\max _{u \in \mathbb{F}_{2^{n}}}\left|\mathcal{W}_{f_{\lambda}}(u)\right|=2^{\frac{n+k}{2}}$.
    ${ }^{6}$ Given a linear map $L$ over $\mathbb{F}_{2^{n}}$, the adjoint operator of $L$ is the linear map $L^{\star}$ satisfying $\operatorname{Tr}(x L(y))=$ $\operatorname{Tr}\left(L^{\star}(x) y\right)$ for every $x, y \in \mathbb{F}_{2^{n}}$.

[^8]:    ${ }^{1}$ In general we have $n_{i} \leq N_{i}$. Consider for example $i=1$. Then $N_{1}$ corresponds to the number of elements $b \neq 0$ such that there exists an $a$ for which $\mathcal{W}_{F}(a, b)=0$. Instead $n_{1}$ is the number of elements $b \neq 0$ such that $\mathcal{W}_{F}(a, b)=0$ for at least $2^{n-1}$ different elements $a$.

[^9]:    ${ }^{1}$ The mentioned linear permutations $M$ are the following: $M(x)=x^{p}+x$ for $p=3, M(x)=x^{p^{2}}+x$ for $p=5$ and $M(x)=x^{p^{2}}+x^{p}$ for $p=7$.
    ${ }^{2}$ To perform the last two analyses, we consider all possible linear permutations $M$ over $\mathbb{F}_{3^{4}}$ and $\mathbb{F}_{3^{5}}$, up to some restrictions over the coefficients given by Proposition 7.2. Then we verify, for those $M$ which generate planar maps $G_{M}$, whether $G_{M}$ is EA-equivalent to $x^{2}$.

