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## Abstract

In this thesis we take an in-depth look at the process of renormalization. Important details such as regularization and renormalizability is also discussed. Renormalization of QED is used as a starting point to explore three schemes: on-shell, momentum subtraction and minimal subtraction. We then extend QED to include a complex scalar field that gives the photon mass through the Higgs mechanism, and apply the minimal subtraction scheme to find the renormalization constants and $\beta_{e}$ and $\beta_{\lambda}$ functions.
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## 1 Introduction

In the search for extensions of the standard model, many exotic and interesting theories have been proposed. A hidden sector: particles and forces that remain hidden to us for one reason or another is a popular field of study. Particles that interact too weakly with standard model matter, or are so massive that their mediated force becomes too short range to detect are theorized in this sector. The simplest case would be a massive photon, interacting so weakly that it has avoided detection [1]. Nothing in the standard model prevents such a particle. In fact the Brout-Englert-Higgs (BEH)-mechanism provides the answer for how it might be created. The concept may be taken further; This hidden photon could mix with the massless photon, in a process known as kinetic mixing.

In contrast to these proposed extensions, another part of the standard model, renormalization, is quite well established at this point. This procedure provides the solution to the complication of divergences in loop integrals and allows us to extract observable quantities. A natural question is whether such a theory as kinetic mixing between a massless and a hidden photon can be renormalized, and what could be learned from this. The kinetic mixing parameter is a parameter that describes the strength of the interaction between these two photons. A $\beta$-function is a function that describes how a parameter changes with a change in renormalization scale. A classic example is the $\beta$-function of the electric charge $e$. This function determines the running coupling of $e$. Such a function should exist for the kinetic mixing parameter as well.

In this thesis we aim to explore the framework of renormalization and apply it to a photon that gains mass through the BEH mechanism. We explore this through QED and a complex scalar that acquires a non-zero vacuum expectation value. An in-depth discussion on the renormalization of QED is also included. In sections 2 and 3 we develop the tools necessary for renormalization, and in section 4 these tools are applied to QED. The minimal subtraction scheme is developed in section 5, along the Passarino-Veltman (P.V) functions. In section 6 we explore the renormalization of spontaneously broken QED. Topics in this section also include the $R_{\xi^{-}}$gauge, which is useful for renormalization.

### 1.2 Conventions and tools

All Feynman diagrams are made using the TikZ-Feynman latex package [2]. For the heavier loop calculations we have used Mathematica, with the package FeynCalc ([3], [4], [5]). This allows for vastly more efficient calculations and is also a convenient way to double check results.

In the first part of this thesis (sections 4 and 5), Feynman gauge is exclusively used, meaning $\xi=1$. This allows for easier to use propagators and simplifies results. This simplification is unable to be applied to the spontaneously broken theory, covered in section 6 .

We use the covariant derivative

$$
D^{\mu}=\partial^{\mu}-i e A^{\mu}
$$

For constructing Feynman rules for terms in the Lagrangian, the convention of simply multiplying by $i$ has been chosen.

## 2 Regularization

### 2.1 Justification

First order corrections to QED appear in the form of diagrams such as

(a)

(b)

Figure 1: Examples of first order corrections to QED.

Corresponding to corrections to pair annihilation into pair creation, and Compton scattering, respectively. At each loop there is an integral over loop momenta $k$. These integrals are best studied without the external legs present, and from now on, we shall study the amputated diagrams. Figure 1(b) has the amputated amplitude

$$
\begin{equation*}
(\longrightarrow \underset{k+p}{\text { s.s. }})_{\text {Amputated }}^{\text {s. }} \equiv \Sigma(p) \tag{2.1.1}
\end{equation*}
$$

The scalar $\Sigma$ function has the form

$$
\begin{equation*}
\Sigma(p)=\left(-i e_{0}\right)^{2} \int \frac{d^{4} k}{(2 \pi)^{4}} \gamma_{\mu} \frac{i\left(\not k+\not p+m_{0}\right)}{(k+p)^{2}-m_{0}^{2}+i \varepsilon} \gamma_{\nu} i \frac{-g^{\mu \nu}}{k^{2}-\lambda^{2}+i \varepsilon} . \tag{2.1.2}
\end{equation*}
$$

A standard method of calculating loop integrals is a Wick rotation, which is a change of variables defined as [6, p. 17]

$$
\begin{aligned}
k^{0} \equiv i k_{E}^{4}, \vec{k}=\vec{k}_{E} \\
\rightarrow k^{2}=-k_{E}^{2} \equiv-{\overrightarrow{k_{E}}}^{2}-\left(k_{E}^{4}\right)^{2} .
\end{aligned}
$$

As an example we can consider the integral

$$
\begin{align*}
\int \frac{d^{4} k}{(2 \pi)^{4}} \frac{1}{\left(k^{2}-m^{2}+i \varepsilon\right)^{2}} & =\frac{i}{8 \pi^{2}} \int_{0}^{\infty} \frac{k_{E}^{3}}{\left(k_{E}^{2}+m^{2}\right)^{2}} d k_{E} \\
& =\left.\frac{i}{8 \pi^{2}} \cdot \frac{1}{2}\left(\frac{m^{2}}{m^{2}+k_{E}^{2}}+\ln m^{2}+\ln \left(1+\frac{k_{E}^{2}}{m^{2}}\right)\right)\right|_{0} ^{\infty} \tag{2.1.3}
\end{align*}
$$

where the divergence is now made clear. In order to obtain this form, it is helpful to use Feynman parametrization, summarized in appendix B.2. This is just a convenient way of rewriting the denominator. Applying this to (2.1.2 would result in [7, p. 21]

$$
\begin{equation*}
\left.\Sigma(p) \sim \ln l_{E}\right|_{0} ^{\infty} . \tag{2.1.4}
\end{equation*}
$$

Hence the fermion self-energy is logarithmically divergent. The process of regularization aims to rewrite loop expressions into a limit of a convergent integral [8, p. 104]. Making the divergences explicit in this way allows us to subtract them, rendering the renormalized theory finite, this next step is the subject of section 3 .

### 2.2 Cut-off

Perhaps the most intuitive method of regularization is introducing an upper limit $\Lambda$ for the integration region, to remove the divergent high momentum region [8, p. 106], [9]. For the fermion self-energy

$$
\begin{equation*}
\Sigma(p) \sim \ln \Lambda, \tag{2.2.1}
\end{equation*}
$$

where it is understood that $\Lambda$ tends to infinity. As long as this limit is not taken, the amplitude remains finite. This method has the problem of breaking gauge symmetry. The vacuum polarization amplitude is defined as

where, with a UV-cutoff, the loop amplitude has the form

$$
\begin{equation*}
\Pi_{\mu \nu}=-\left(i e_{0}\right)^{2} \int_{0}^{\Lambda} \frac{d^{4} k}{(2 \pi)^{4}} \operatorname{Tr}\left[\gamma_{\mu} \frac{i\left(\not k+m_{0}\right)}{k^{2}-m_{0}^{2}} \gamma_{\nu} \frac{i\left(\not k+\not \downarrow+m_{0}\right)}{(k+q)^{2}-m_{0}^{2}}\right] . \tag{2.2.3}
\end{equation*}
$$

Going through a normal loop calculation with a Wick rotation would result in a leading term [10, p. 248].

$$
\begin{equation*}
\Pi_{\mu \nu} \propto e^{2} \Lambda^{2} g_{\mu \nu} \tag{2.2.4}
\end{equation*}
$$

and no $q_{\mu} q_{\nu}$ term, resulting in an infinite photon mass, and ruining gauge invariance. This is a common problem for cut-off regularization, and it is not suitable for gauge theories.

### 2.3 Pauli-Villars regulator

Pauli-Villars regularization [11] is based on the concept of introducing ghost particles that cancel physical particle loop momenta at high energies. For each particle in the theory, the propagator is modified by [12, p. 12]

$$
\frac{i}{p^{2}-m^{2}} \rightarrow \frac{i}{p^{2}-m^{2}}-\frac{i}{p^{2}-\Lambda^{2}}=\frac{i\left(m^{2}-\Lambda^{2}\right)}{\left(p^{2}-m^{2}\right)\left(p^{2}-\Lambda^{2}\right)} .
$$

The modified propagator approaches the original as $M \rightarrow \infty$. The behavior of the integral is improved at large energies due to the higher power of $k$ [6, p. 18]. Pauli-Villars ghosts either have the opposing sign in the kinetic term, for example the ghost photon in QED would have $+\frac{1}{4} \tilde{F}_{\mu \nu} \tilde{F}^{\mu \nu}$, or the opposing statistic, such as fermion ghosts being bosonic
[13, p. 832]. The divergent integral (2.1.3) can be made finite with this. Adding a fictitious particle, the integral becomes

$$
\int \frac{d^{4} k}{(2 \pi)^{4}}\left(\frac{1}{\left(k^{2}-m^{2}+i \varepsilon\right)^{2}}-\frac{1}{\left(k^{2}-\Lambda^{2}+i \varepsilon\right)^{2}}\right)=\frac{i}{16 \pi^{2}} \ln \frac{\Lambda^{2}}{m^{2}}
$$

QED can be regularized using this method, as it preserves gauge invariance in both QED and QCD [8, p. 107]. However, the method is not simple as several sets of Pauli-Villars fermions are required in order to regularize the vacuum polarization (4.3.3) [10, p. 248].

### 2.4 Dimensional regularization

The final method we will discuss, and the one which will be used from this point, is dimensional regularization [14]. Dimensional regularization directly modifies the spacetime dimension $d$, inspired by the observation that by reducing the number of multiple integrals, an integral could be made convergent. In this way, all symmetries are preserved [8, p. 108]. The space-time dimension $d$ is redefined as: 1

$$
\begin{equation*}
d=4-\epsilon . \tag{2.4.1}
\end{equation*}
$$

In the limit $\epsilon \rightarrow 0$, the original theory is restored. The space-time dimension $d$ is treated as a continuous variable, and in this sense, $\epsilon$ acts as a regulator [12, p. 14]. In this new dimension, standard formulae for Wick rotations are modified [13, p. 825], one such example is

$$
\begin{equation*}
\int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{\left(k^{2}-\Delta\right)^{n}}=i \frac{(-1)^{n}}{(4 \pi)^{d / 2}} \frac{\Gamma\left(n-\frac{d}{2}\right)}{\Gamma(n)}\left(\frac{1}{\Delta}\right)^{n-\frac{d}{2}} \tag{2.4.2}
\end{equation*}
$$

Properties of the $\Gamma$-function are given in appendix B.4 Most importantly, it can be expanded around zero and at negative values

$$
\begin{equation*}
\Gamma(\epsilon)=\frac{1}{\epsilon}-\gamma_{E}+O(\epsilon) \tag{2.4.3}
\end{equation*}
$$

The divergent term $\sim \frac{1}{\epsilon}$ is now isolated from the finite terms.
A redefinition of the space-time dimension $d$ has the consequence of changing the dimensions of fields and parameters. The Lagrangian density still has mass dimension $d$, in order to keep the action dimensionless [13, p. 828]. The fields and parameter therefore have the mass dimension 15

$$
[\psi]=\frac{d-1}{2}=\frac{3}{2}-\frac{\epsilon}{2},\left[A^{\mu}\right]=\frac{d-2}{2}=1-\frac{\epsilon}{2},[m]=1,[e]=\frac{4-d}{2}=\frac{\epsilon}{2} .
$$

To have a dimensionless coupling constant, the dimension can be extracted

$$
\begin{equation*}
e \rightarrow \mu^{\frac{\epsilon}{2}} e, \tag{2.4.4}
\end{equation*}
$$

where $\mu$ is a auxiliary mass scale with mass dimension 1 , and $e$ is dimensionless (13].

[^0]Propagators in QED will always have a factor of $e^{2}$. The auxiliary mass scale has a dependency on $\epsilon$, which in turn will slightly modify the result of an expansion around $\epsilon=0$. Integrals which involve parameters such as $e$ are slightly modified [13, p. 828]. Looking at 2.4.2 for $n=2$, this is modified by a factor $\mu^{\epsilon}$

$$
\begin{equation*}
\int \frac{d^{d} k}{(2 \pi)^{d}} \frac{\mu^{\epsilon}}{\left(k^{2}-\Delta\right)^{2}}=\frac{i}{(4 \pi)^{d / 2}} \Gamma\left(2-\frac{d}{2}\right)\left(\frac{\mu^{2}}{\Delta}\right)^{\frac{\epsilon}{2}} \tag{2.4.5}
\end{equation*}
$$

Expanding around $\epsilon=0$ yields

$$
\begin{aligned}
i \frac{\mu^{\epsilon}}{(4 \pi)^{d / 2}} \Gamma\left(2-\frac{d}{2}\right)\left(\frac{1}{\Delta}\right)^{2-\frac{d}{2}} & =\frac{i}{(4 \pi)^{2}} \Gamma\left(\frac{\epsilon}{2}\right)\left(\frac{4 \pi \mu^{2}}{\Delta}\right)^{\frac{\epsilon}{2}} \\
& =\frac{i}{(4 \pi)^{2}}\left(\frac{2}{\epsilon}-\gamma_{E}+\ln 4 \pi+\ln \mu^{2}-\ln \Delta+O(\epsilon)\right)
\end{aligned}
$$

Similar analysis on the integrals gives the same result. The pole is unaffected, and the scale $\mu$ is absorbed into the finite terms. Other useful $d$-dimensional integrals are given in appendix B.3.

As a final note, altering the space-time dimension has a second effect, namely altering the Clifford algebra of the $\gamma$-matrices. This is summarized in appendix B.1. There is an issue on how to handle the $\gamma_{5}$-matrix, however as we do not encounter $\gamma_{5}$ in this work, we choose to skip over this.

All the necessary tools are now in place. We present a shortened version of the regularization of the fermion self-energy (4.3.1) using dimensional regularization. The full derivation can be found in appendix B.5.1. Note that the full calculation is done in renormalized theory, meaning we use $e$ instead of $e_{0}$. We will discuss this in more detail in section 4 ,

$$
\begin{equation*}
\Sigma(p)=\left(-i e_{0}\right)^{2} \int \frac{d^{4} k}{(2 \pi)^{4}} \gamma_{\mu} \frac{i\left(\nmid k+\not p+m_{0}\right)}{(k+p)^{2}-m_{0}^{2}} \gamma_{\nu} \frac{-i g^{\mu \nu}}{k^{2}-\lambda^{2}} \tag{2.4.6}
\end{equation*}
$$

The mass $\lambda$ is a fictitious photon mass, which is to be taken to the limit $\lambda \rightarrow 0$. This is a regulator for infrared divergence, which is another type of divergence that occur at low energies. In QED this does not violate gauge invariance [16, p, 265]. Using the Feynman parametrization (B.2.1a) some terms cancel. Completing the square, substituting $l=$ $k+x p$ and ignoring linear terms in $l$, which will vanish, yields

$$
\begin{equation*}
\Sigma(p)=-e_{0}^{2} \int \frac{d^{4} l}{(2 \pi)^{4}} \int_{0}^{1} d x \frac{\gamma_{\mu}\left((1-x) \not p+m_{0}\right) \gamma^{\mu}}{\left(l^{2}-\Delta\right)^{2}} \tag{2.4.7}
\end{equation*}
$$

where $\Delta=m_{0}^{2} x+(x-1)\left(p^{2} x-\lambda^{2}\right)$. These steps can be found in other regularization procedures as well. Since we want to use dimensional regularization now, the dimension is redefined to $d=4-\epsilon$, and using the modified Clifford algebra (B.1.4)

$$
\begin{equation*}
\Sigma(p)=-\mu^{\epsilon} e_{0}^{2} \int_{0}^{1} d x \int \frac{d^{d} l}{(2 \pi)^{d}} \frac{(2-d)(1-x) p p+d m_{0}}{\left(l^{2}-\Delta\right)^{2}} \tag{2.4.8}
\end{equation*}
$$

Using the integral (B.3.1a) and $d=4-\epsilon$ we arrive at the final result

$$
\begin{equation*}
\Sigma(p)=-i \frac{e_{0}^{2}}{(4 \pi)^{2}} \int_{0}^{1}((\epsilon-2)(1-x) \not p+(4-\epsilon) m) \Gamma\left(\frac{\epsilon}{2}\right)\left(\frac{4 \pi \mu^{2}}{\Delta}\right)^{\frac{\epsilon}{2}} d x \tag{2.4.9}
\end{equation*}
$$

The limit $\epsilon \rightarrow 0$ now restores the divergent amplitude; however the divergence is now isolated in the term $\frac{\epsilon}{2}$ the expansion of $\Gamma$ gives. The rest of the terms are finite.

## 3 Renormalization

### 3.1 Concept of renormalization

Regularization allows us to rewrite loop integrals into more manageable forms dependent on a regulator. Taking the limit of this regulator once again causes the amplitude to diverge. Renormalization is the process of isolating the divergences to unphysical quantities, removing divergences from physically measurable quantities [17.

Loop corrections arising from higher order perturbation theory alters the parameters of the theory. Original parameters are called bare parameters, denoted as $e_{0}$. These are unphysical, and can be divergent without issues [18, p. 188]. Bare parameters are related to their finite counterpart by one of two simple definitions.

$$
\begin{equation*}
e_{0} \equiv Z_{e} \cdot e . \tag{3.1.1}
\end{equation*}
$$

This is known as multiplicative renormalization; the other definition is named additive renormalization and is given by

$$
\begin{equation*}
e_{0} \equiv e+\delta e . \tag{3.1.2}
\end{equation*}
$$

$Z_{e}$ and $\delta e$ are known as renormalization constants. They are divergent, allowing the renormalized quantity $e$ to be finite.

The counter-term method consists of using the split of bare quantity into renormalization constant and renormalized quantity to construct a counter-term Lagrangian. These counter-terms contain the renormalization constants, and absorb terms from the divergent amplitudes, rendering observable quantities finite in the end. A renormalization scheme is a prescription of what the counter-terms absorb, which leads to a scheme dependence for the renormalization constants. This will be shown more in-depth in section 4.

### 3.2 Renormalizability

A renormalizable theory means a theory whose divergences can be removed by a finite number of renormalization constants and interaction parameters. This has to apply to all orders of perturbation theory, thus in order to determine if a theory is renormalizable, we first need to know what diagrams are divergent, and what interactions are renormalizable [8].

To determine what amplitudes are divergent, the method of power-counting is often used. As an example, consider the diagrams


We can define $s$ to be the resulting momenta power. Generally, the diagram is powerdivergent for $s>0$, logarithmically divergent for $s=0$ and finite for $s<0$. The number $s$ is called the superficial degree of divergence and can, to 1-loop order, be generalized in dimension $d$ as [8, p. 126]

$$
\begin{equation*}
s=d \cdot l+\Sigma_{v} \delta_{v}-2 n_{b}-n_{f}, \tag{3.2.1}
\end{equation*}
$$

where $l$ is the number of loops, $\delta_{v}$ is the number of momentum factors at vertex $v$ and $n_{b}, n_{f}$ are the number of boson and fermion internal lines respectively.

The next question is what interactions are renormalizable. To this end, we need to rewrite (3.2.1) in terms of external fields and define the index of divergence of the interaction.

$$
\begin{align*}
& s=\sum_{i} r_{i} n_{i}-\frac{d-2}{2} N_{B}-\frac{d-1}{2} N_{F}+d \\
& r_{i}=\frac{d-2}{2} b_{i}+\frac{d-1}{2} f_{i}+\delta_{i}-d \tag{3.2.2}
\end{align*}
$$

where $\delta_{i}$ is the number of number of space-time derivatives, $n$ is the number of vertices corresponding to $\mathscr{L}_{I}, b_{i}, f_{i}$ are the number of boson or fermion fields in $\mathscr{L}_{I}$, and $N_{b}, N_{f}$ are the number of external boson or fermion fields.

The index of divergence $r$ has a key role in determining renormalizability. The value of $r_{i}$ is only dependent on the interaction term $\mathscr{L}_{I}$. An interaction can be grouped into three categories based on these values [8, p. 131].

- $r>0$ : the theory is non-renormalizable, as for higher orders, an unlimited amount of new divergences appear, which cannot be removed by a finite number of renormalization coefficients.
- $r=0$ : the theory is renormalizable, the types of divergences are finite, and there is a chance that they can be removed by a finite number of coefficients.
- $r<0$ : the theory is super renormalizable, the number of divergent diagrams also becomes finite.

For QED in four dimensions, where the only interaction term is

$$
\mathscr{L}_{I}=e \gamma_{\mu} \bar{\psi} A^{\mu} \psi,
$$

the index of divergence takes the value

$$
r=b+\frac{3}{2} f+\delta-4=1+3-4=0 .
$$

QED is thereby renormalizable.

## 4 Renormalization of QED

In this section we summarize the renormalization of QED in two schemes, the on-shell scheme and momentum subtraction scheme. Renormalization constants $Z_{i}$ can be determined in two ways, using Green functions or the counter-term method [19, p. 119]. Here we use the counter-term method to determine the renormalization constants in the momentum subtraction scheme. Furthermore, the $\beta$-function of QED is derived in the momentum-subtraction scheme.

### 4.1 Counter-terms

The counter-term method is based on using the relation between bare and renormalized variables to obtain counter-terms. These terms give Feynman rules containing the constants $Z_{i}$, which then can be determined when combined with an renormalization scheme. The bare QED Lagrangian is given by

$$
\begin{equation*}
\mathscr{L}=-\frac{1}{4} F_{\mu \nu, 0} F_{0}^{\mu \nu}+\bar{\psi}_{0}\left(i \not \supset-m_{0}\right) \psi_{0}-e_{0} A_{0}^{\mu} \bar{\psi}_{0} \gamma_{\mu} \psi_{0} \tag{4.1.1}
\end{equation*}
$$

All possible counter-terms are already contained inside, and thus multiplicative renormalization can be used [18, p. 200]. Fields can be multiplicatively renormalized without any complications; The masses require more consideration. In a massless theory, multiplicative renormalization of the mass $m_{0}=Z_{m} m$ would result in the bare mass always being equal to zero since $m$, the observable mass, is zero. Authors often use additive renormalization for masses, to relieve any potential problems. For QED this is not an issue, and the mass is renormalized multiplicatively.

$$
\begin{equation*}
\psi_{0}=Z_{\psi}^{1 / 2} \psi, A_{0}^{\mu}=Z_{A}^{1 / 2} A^{\mu}, e_{0}=Z_{e} \mu^{\frac{\epsilon}{2}} e, m_{0}=Z_{m} m \tag{4.1.2}
\end{equation*}
$$

In the spirit of perturbation theory, the renormalization constants can be rewritten as $Z_{\psi}=1+\delta Z_{\psi}$.

$$
\begin{align*}
\mathscr{L}= & -\frac{1}{4} F_{\mu \nu} F^{\mu \nu}+\bar{\psi}(i \not \partial-m) \psi-\mu^{\frac{\epsilon}{2}} e A^{\mu} \bar{\psi} \gamma_{\mu} \psi \\
& -\frac{1}{4} \delta Z_{A} F_{\mu \nu} F^{\mu \nu}+\delta Z_{\psi} \bar{\psi} i \not \partial \psi-\left(Z_{\psi} Z_{m}-1\right) \bar{\psi} m \psi-\left(Z_{e} Z_{A}^{1 / 2} Z_{\psi}-1\right) \mu^{\frac{\epsilon}{2}} e A^{\mu} \bar{\psi} \gamma_{\mu} \psi \tag{4.1.3}
\end{align*}
$$

This splits the Lagrangian into two parts, the familiar, but now renormalized QED Lagrangian $\mathscr{L}_{R}$, and counter-terms $\mathscr{L}_{\text {CT }}$. Amplitudes are now calculated using $\mathscr{L}_{R}$, and from $\mathscr{L}_{\mathrm{CT}}$ one obtains the explicit forms of the counter-terms [10, p. 332].


Figure 2: The counter-terms of QED.

In order to properly write down the renormalized propagators and vertex function, an additional definition is needed; 1-Particle irreducible diagrams. These diagrams have the property that they have no lines which can be removed or cut in order to construct two new viable diagrams. As an example [10, p. 219]


Figure 3: Irreducible and reducible diagram examples.

Reducible diagrams can always be deconstructed into subdiagrams. Irreducible diagrams represent the fundamental loop diagrams of perturbation theory, and to each order there several irreducible diagrams. Therefore 1-PI diagrams allow for easier grouping of the divergent loop diagrams of any order of $\alpha$. Following [10], they are denoted $\Sigma, \Pi$ and $\Gamma$ for the fermion, photon and vertex, respectively.



Figure 4: Notation for 1-PI diagrams, and some contributions.

Note that if one restricts perturbation expansion to the one loop order, these definitions simplify to


Using this new notation, the full propagators and QED vertex can be diagrammatically
deconstructed as [10, p. 330]


To make the shift into renormalized perturbation theory, the 1-Particle-Irreducible expressions (4.1.4) and (4.1.5), and the vertex function (4.1.6) are redefined, to include counter-terms.


### 4.2 Renormalization schemes

In order to properly determine the renormalization constants $Z_{i}$, one needs to specify conditions on the renormalized propagators and vertex functions. This is equivalent with choosing a renormalization scheme. A key difference of schemes is the way they treat the finite terms. Renormalization constants varies depending on the chosen scheme. Observables do not, however, and any scheme must produce the same values for observable quantities.

### 4.2.1 On-shell scheme

The on-shell scheme for QED is defined by associating the divergent poles with the physical mass of the fermions. This means that the renormalized mass $m$ is the actual physical mass which can be observed through experiments. This relates the renormalization process nicely to the physical world, but it is a luxury few theories provide. Expanding $\Sigma(p)$ around $\not p=m$ shows it is ill-defined, possessing an infrared divergence as well as ultraviolet. This infrared divergence can be remedied by introducing a fictitious photon mass $\lambda$. This normally breaks the gauge-invariance of the theory. QED is, on the other hand, special in that the gauge invariance of the calculation is not affected [16, p. 265].

In the on-shell scheme, the conditions imposed on the 1-PI diagrams can be summarized as follows [10, p. 332]

$$
\begin{array}{r}
\Sigma(\not p=m)=0, \\
\left.\frac{d}{d \not p} \Sigma(\not p)\right|_{\not p=m}=0, \tag{4.2.1b}
\end{array}
$$

$$
\begin{array}{r}
\Pi\left(q^{2}=0\right)=0, \\
\Gamma_{\mu}\left(p^{\prime}-p=0\right)=0 . \tag{4.2.1d}
\end{array}
$$

Or diagrammatically as


Note that the condition on the vertex can equivalently be written


It is important to keep in mind the new definition of these diagrams, meaning the inclusion of the counter-terms. Using these conditions, one can obtain expressions for the renormalization constants. Using the explicit forms of the counter-terms, seen in figure 2 .

$$
\begin{array}{r}
\Sigma(\not p=m)+i\left(\delta Z_{\psi \not p p}-\left(Z_{\psi} Z_{m}-1\right) m\right)=0, \\
\frac{d}{d \not p}\left(\Sigma_{2}(\not p=m)+i\left(\delta Z_{\psi} \not p-\left(Z_{\psi} Z_{m}-1\right) m\right)\right)=0, \\
\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right) \Pi\left(q^{2}=0\right)-i\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right) \delta Z_{A}=0, \\
\Gamma_{\mu}\left(p^{\prime}=p\right)-i\left(Z_{e} Z_{A}^{1 / 2} Z_{\psi}-1\right) \mu^{\frac{\epsilon}{2}} e \gamma_{\mu}=0 . \tag{4.2.2d}
\end{array}
$$

Solving these leads to the renormalization constants

$$
\begin{array}{lll}
Z_{\psi}\left(1+Z_{m}\right) m=-\Sigma(m) & (4.2 .3 \mathrm{a}) & Z_{A}=1+\Pi(0) \\
Z_{\psi}=1-\frac{d}{d \not p} \Sigma(m) & (4.2 .3 \mathrm{~b}) & \left(Z_{e} Z_{A}^{1 / 2} Z_{\psi}-1\right) \mu^{\frac{\epsilon}{2}} e \gamma_{\mu}=\Gamma_{\mu}\left(p^{\prime}=p\right) \tag{4.2.3d}
\end{array}
$$

All four renormalization constants are now determined, the renormalization of QED is complete; the divergences which occur at 1 loop order are properly canceled by the counter-terms.

Using these expressions, or alternatively the Ward Identity of QED [18, p. 201], it can be shown that for all orders of perturbation theory, the following holds [10, p. 334]

$$
\begin{equation*}
Z_{e}=Z_{A}^{-1 / 2} \tag{4.2.4}
\end{equation*}
$$

### 4.2.2 Momentum subtraction scheme

As mentioned earlier, multiplicative renormalization for the mass is fine in QED, since $m \neq 0$, and in a massless theory, one would have to use additive renormalization for the mass. There are, however, more steps required if one were to use a massless theory. In massless QED, the on-shell scheme would be vague, at least in the form discussed in the previous section. Equations (4.2.2) would not make much sense, and there are potential infrared divergences to worry about.

For QED, the on-shell scheme is enough to renormalize the theory, however there are some caveats. While this scheme immediately provides an intuitive understanding of the mechanism behind renormalization, several interesting phenomena, for example the $\beta$-function are more intricate to calculate. This can be seen by the generic form of the $\beta$-function 15, p. 13]

$$
\beta(e)=\mu \frac{d e}{d \mu}=-\epsilon e(\mu) .
$$

In taking the limit $\epsilon \rightarrow 0$ and restoring regular QED, the renormalized coupling constant becomes a scale independent constant. The on-shell scheme still has a $\beta$-function 20 but we will not focus on this issue here.

A convenient way around this is the closely related Momentum subtraction scheme, in which the counter-terms cancel at an arbitrary renormalization scale $M$. In regard to the $\beta$-function this means the renormalized parameters are no longer the physical parameters $e \neq e_{\text {physical }}$, and they can inhibit a scale dependence.

$$
\begin{align*}
& (\longrightarrow)_{p^{2}=-M^{2}}=0, \\
& \frac{d}{d p}(\longrightarrow)_{p^{2}=-M^{2}}=0,  \tag{4.2.5a}\\
& \begin{array}{ll}
(1 \mathrm{PI} \rightarrow)^{2}
\end{array}  \tag{4.2.5c}\\
& \begin{array}{ll}
\left.\frac{d}{d p} \Sigma(\not p)\right|_{p^{2}=-M^{2}}=0, & (4.2 .5 \mathrm{~b})
\end{array}  \tag{4.2.5b}\\
& \left.\Pi(q)\right|_{q^{2}=-M^{2}}=0, \\
& \left.\Gamma_{\mu}\left(p_{i}\right)\right|_{p_{i}^{2}=-M^{2}}=0
\end{align*}
$$

In the same way as in the on-shell scheme, including the counter-terms leads to equations for the renormalization constants

$$
\begin{array}{r}
\left.\Sigma(p)\right|_{p^{2}=-M^{2}}+i\left(\delta Z_{\psi \not p p}-\left(Z_{\psi} Z_{m}-1\right) m\right)=0, \\
\frac{d}{d \not p}\left(\left.\Sigma(p)\right|_{p^{2}=-M^{2}}+i\left(\delta Z_{\psi \not p} \not p-\left(Z_{\psi} Z_{m}-1\right) m\right)\right)=0, \\
\left.\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right) \Pi\left(q^{2}\right)\right|_{q^{2}=-M^{2}}-i\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right) \delta Z_{A}=0, \\
\left.\Gamma_{\mu}\left(p_{i}\right)\right|_{p_{i}^{2}=-M^{2}}-i\left(Z_{e} Z_{A}^{1 / 2} Z_{\psi}-1\right) \mu^{\frac{\epsilon}{2}} e \gamma_{\mu}=0 .
\end{array}
$$

This leads to the following expressions for the renormalization constants

$$
\begin{align*}
& \left(\delta_{\psi} \not p-\left(Z_{\psi} Z_{m}-1\right) m\right)=\left.\Sigma(p)\right|_{p^{2}=-M^{2}}  \tag{4.2.6a}\\
& Z_{\psi}=1-\left.\frac{d}{d p} \Sigma(p)\right|_{p^{2}=-M^{2}}  \tag{4.2.6b}\\
& Z_{A}=1+\left.\Pi(q)\right|_{q^{2}=-M^{2}}  \tag{4.2.6c}\\
& \left(Z_{e} Z_{A}^{1 / 2} Z_{\psi}-1\right) \mu^{\frac{\epsilon}{2}} e \gamma_{\mu}=\left.\Gamma_{\mu}(p)\right|_{p^{2}=-M^{2}}, \tag{4.2.6d}
\end{align*}
$$

which concludes the renormalization in the momentum subtraction scheme.

### 4.3 Amplitude calculations

Now that the conditions on each of the 1-PI diagrams and vertex function has been set, it is time to find explicit expressions for the loop amplitudes. Regularization was covered in section 2, and a shortened version of the fermion self-energy regularization using dimensional regularization was shown for the bare theory. The split of the Lagrangian into a renormalized Lagrangian and a counter-term Lagrangian (4.1.3) means that the calculated amplitudes are now functions of the renormalized parameters, $e$ and $m$ in this case, instead of the bare parameters.

### 4.3.1 Electron self-energy

For the example of fermion self-energy already shown in section 2, nothing changes except for the swapping $e_{0} \rightarrow e$, and we simply list the result here

$$
\begin{equation*}
\Sigma(p)=-i \frac{e^{2}}{(4 \pi)^{2}} \int_{0}^{1}((\epsilon-2)(1-x) \not p+(4-\epsilon) m) \Gamma\left(\frac{\epsilon}{2}\right)\left(\frac{4 \pi \mu^{2}}{\Delta}\right)^{\frac{\epsilon}{2}} d x \tag{4.3.1}
\end{equation*}
$$

where $\Delta=m^{2} x+(x-1)\left(p^{2} x-\lambda^{2}\right)$.

### 4.3.2 Vacuum polarization

This section and the following are shortened versions of the full calculations shown in appendices B.5.2 and B.5.3.


The second rank tensor $\Pi_{\mu \nu}$ has the form

$$
\begin{equation*}
\Pi_{\mu \nu}=-(i e)^{2} \int \frac{d^{4} k}{(2 \pi)^{4}} \operatorname{Tr}\left[\gamma_{\mu} \frac{i(k+m)}{k^{2}-m^{2}} \gamma_{\nu} \frac{i(\nmid+\not k+m)}{(k+q)^{2}-m^{2}}\right] . \tag{4.3.3}
\end{equation*}
$$

Using the trace relations ( B.1.6), odd numbered $\gamma$-matrix terms vanish. Feynman parametrization, completing the square and substituting $l=k+q x$ gives

$$
\begin{equation*}
\Pi_{\mu \nu}=-4 e^{2} \int_{0}^{1} d x \int \frac{d^{4} l}{(2 \pi)^{4}} \frac{2 l_{\mu} l_{\nu}-2 x(1-x) q_{\mu} q_{\nu}-g_{\mu \nu} l^{2}+g_{\mu \nu}\left(m^{2}+q^{2} x(1-x)\right)}{\left(l^{2}-\Delta\right)^{2}}, \tag{4.3.4}
\end{equation*}
$$

where $\Delta=m^{2}-q^{2} x(1-x)$ and terms linear in $l$ have been removed. Since there are terms proportional to both $g_{\mu \nu} l^{2}$ and $l_{\mu} l_{\nu}$, and some with no $l$-dependency, there are three different $d$-dimensional integrals after generalizing to $d=4-\epsilon$ dimensions. These can be grouped together using (B.3.2) and B.4.2)

$$
\begin{equation*}
\Pi_{\mu \nu}=-i\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right) \frac{e^{2}}{4 \pi^{2}} \int_{0}^{1}(2 x(1-x)) \Gamma\left(\frac{\epsilon}{2}\right)\left(\frac{4 \pi \mu^{2}}{\Delta}\right)^{\frac{\epsilon}{2}} d x . \tag{4.3.5}
\end{equation*}
$$

### 4.3.3 Vertex correction


where $\Gamma_{\mu}\left(p, p^{\prime}\right)$ is calculated using the Feynman rules as usual

$$
\Gamma_{\mu}(p, q)=(-i e)^{3} \int \frac{d^{4} k}{(2 \pi)^{4}} \gamma_{\rho} i \frac{-g^{\rho \sigma}}{k^{2}-\lambda^{2}} \frac{i(\not p+\not k+m)}{(k+p)^{2}-m^{2}} \gamma_{\mu} \frac{i(\not k+\not p+\not p+m)}{(k+p+q)^{2}-m^{2}} \gamma_{\sigma}
$$

Though somewhat more complicated, this can be evaluated in the same way. Once again using Feynman parametrization, completing the square and substituting $l=k+p x y-$ $p y+p+q x y$

$$
\begin{aligned}
\Gamma_{\mu}(p, q)= & -2 e^{3} \int \frac{d^{4} k}{(2 \pi)^{4}} \int_{0}^{1} d x \cdot y d y \\
& \cdot \frac{\gamma^{\sigma}(\not p+l-\not p x y+\not p y-\not p-\not p x y+m) \gamma_{\mu}(l-\not p x y+\not p y-\not p-\not q x y+\not q+\not p+m) \gamma_{\sigma}}{\left[l^{2}-\Delta\right]^{3}},
\end{aligned}
$$

where
$\Delta=y\left(p^{2}(x-1)((x-1) y+1)+2 p q(x-1) x y+q^{2} x(x y-1)-\lambda^{2}(x-1)\right)-m^{2}(-x y+y-1)$.
Following [16, p. 254], $\Gamma_{\mu}$ is split into two parts, one proportional to $l^{2}$ and one independent of $l$. Generalizing to $d=4-\epsilon$ and evaluating the integral for $\Gamma_{\mu}^{1}$ yields

$$
\begin{equation*}
\Gamma_{\mu}^{1}=-\frac{i}{2} \frac{e^{3}}{(4 \pi)^{2}} \mu^{\frac{\epsilon}{2}} \int_{0}^{1} d x \cdot y d y\left(4-4 \epsilon+\epsilon^{2}\right) \gamma_{\mu} \Gamma\left(\frac{\epsilon}{2}\right)\left(\frac{4 \pi \mu^{2}}{\Delta}\right)^{\frac{\epsilon}{2}}, \tag{4.3.7}
\end{equation*}
$$

The terms not proportional to $l$ take the form

$$
\begin{equation*}
\Gamma_{\mu}^{2}=i \frac{e^{3}}{(4 \pi)^{2}} \mu^{\frac{\epsilon}{2}} \int_{0}^{1} d x \cdot y d y \gamma^{\sigma}(m-\not p x y+\not p y-\not p x y) \gamma_{\mu}(m-\not p x y+\not p y-\not p x y+\not p) \gamma_{\sigma} \frac{\Gamma\left(1-\frac{\epsilon}{2}\right)}{\Delta^{1-\frac{\epsilon}{2}}}\left(4 \pi \mu^{2}\right)^{\frac{\epsilon}{2}} . \tag{4.3.8}
\end{equation*}
$$

The total amplitude for the vertex correction is the sum of these two expressions

$$
\begin{equation*}
\Gamma_{\mu}=\Gamma_{\mu}^{1}+\Gamma_{\mu}^{2} \tag{4.3.9}
\end{equation*}
$$

The reason for this split is that when $\epsilon \rightarrow 0$, only $\Gamma_{1}$ is divergent, and is the expression of most interest. $\Gamma_{\mu}^{2}$ does however provide a correction to the anomalous magnetic moment of the fermion [16, p. 269], but for our purposes is not particularly important.

### 4.4 Determination of $Z_{i}$ in the momentum subtraction scheme

Following [10], we go back to the two first conditions in the momentum subtraction scheme (4.2.6), with the calculated fermion self-energy amplitude 4.3.1). These two equations determine the photon renormalization constant and the mass renormalization constant.

$$
\begin{align*}
\left(\delta_{\psi} \not p-\left(Z_{\psi} Z_{m}-1\right) m\right)= & -\left.i \frac{e^{2}}{(4 \pi)^{2}} \int_{0}^{1}((\epsilon-2)(1-x) \not p+(4-\epsilon) m) \Gamma\left(\frac{\epsilon}{2}\right)\left(\frac{4 \pi \mu^{2}}{\Delta_{1}}\right)^{\frac{\epsilon}{2}} d x\right|_{p^{2}=-M^{2}} \\
Z_{\psi}= & 1+i \frac{e^{2}}{(4 \pi)^{2}} \int_{0}^{1} \Gamma\left(\frac{\epsilon}{2}\right)\left(\frac{4 \pi \mu^{2}}{\Delta_{1}}\right)^{\frac{\epsilon}{2}} \\
& \left.\cdot\left((\epsilon-2)(1-x)-\frac{\epsilon}{2}((\epsilon-2)(1-x) \not p+(4-\epsilon) m) \cdot \frac{2 \not p(x-1) x}{\Delta_{1}}\right) d x\right|_{p^{2}=-M^{2}} . \tag{4.4.1}
\end{align*}
$$

The first equation gives, after a Taylor expansion.

$$
\begin{align*}
Z_{m}= & 1+i \frac{e^{2}}{(4 \pi)^{2} m} \int_{0}^{1} d x(m(x-5) \epsilon-2 m(x-9)-5 \not p(x-1) \epsilon+10 \not p(x-1) \\
& \left.+\frac{2 \not p(x-1) x \epsilon(m-\not p)(2 m+x-1)}{\Delta_{1}}\right)\left.\Gamma\left(\frac{\epsilon}{2}\right)\left(\frac{4 \pi \mu^{2}}{\Delta_{1}}\right)^{\frac{\epsilon}{2}}\right|_{p^{2}=-M^{2}} \tag{4.4.2}
\end{align*}
$$

where $\Delta_{1}=m^{2} x+(x-1)\left(p^{2} x-\lambda^{2}\right)$
The third condition, along with 4.2 .6 c , gives the photon renormalization constant

$$
\begin{equation*}
Z_{A}=1-\left.\frac{e^{2}}{(4 \pi)^{2}} \int_{0}^{1} \Gamma\left(2-\frac{d}{2}\right)\left(\frac{4 \pi \mu^{2}}{\Delta_{2}}\right)^{\frac{\epsilon}{2}} \cdot 8 x(1-x) d x\right|_{q^{2}=-M^{2}}, \tag{4.4.3}
\end{equation*}
$$

where $\Delta_{2}=m^{2}-x(1-x) q^{2}$.
Combining this with the result from the Ward identity (4.2.4), determines the last renormalization constant

$$
\begin{equation*}
Z_{e}=1+\left.\frac{e^{2}}{(4 \pi)^{2}} \int_{0}^{1} \Gamma\left(2-\frac{d}{2}\right)\left(\frac{4 \pi \mu^{2}}{\Delta_{2}}\right)^{\frac{\epsilon}{2}} \cdot 4 x(1-x) d x\right|_{p^{2}=-M^{2}} \tag{4.4.4}
\end{equation*}
$$

Ignoring terms which goes to zero as $\epsilon \rightarrow 0$ yields the results, summarized in table 1. To ease notation, it needs to be stressed that any momentum invariant is equal to $-M^{2}$.

|  | Constant | 1-loop expression |
| :---: | :---: | :---: |
| Fermions | $Z_{\psi}$ | $1+i \frac{e^{2}}{(4 \pi)^{2}} \int_{0}^{1} \Gamma\left(\frac{\epsilon}{2}\right)\left(\frac{4 \pi \mu^{2}}{\Delta_{1}}\right)^{\frac{\varepsilon}{2}} \cdot(1-x)\left(\epsilon-2-(4 m-2 \not p) \cdot \frac{2 \not p(x-1) x}{\Delta_{1}}\right) d x$ |
| Gauge boson | $Z_{A}$ | $1-\frac{e^{2}}{(4 \pi)^{2}} \int_{0}^{1} \frac{\Gamma\left(2-\frac{d}{2}\right)}{(4 \pi)^{\frac{2}{2}}}\left(\frac{\mu^{2}}{\Delta_{2}}\right)^{\frac{\varepsilon}{2}} \cdot 8 x(1-x) d x$ |
| Parameter | $Z_{e}$ | $1+\frac{e^{2}}{(4 \pi)^{2}} \int_{0}^{1} \frac{\Gamma\left(2 \frac{d}{2}\right)}{(4 \pi)^{\frac{\varepsilon}{2}}}\left(\frac{\mu^{2}}{\Delta_{2}}\right)^{\frac{\epsilon}{2}} \cdot 4 x(1-x) d x$ |

Table 1: Momentum subtraction scheme renormalization constants for QED at the 1loop order in Feynman gauge.

## $4.5 \beta$-function

In order to calculate $\beta$-functions, which determine how the gauge coupling of the interaction $\lambda$ changes with a variation in the energy scale $M$, the Callan-Symanzik equation is needed [10, p. 411]

$$
\begin{equation*}
\left[M \frac{\partial}{\partial M}+\beta(\lambda) \frac{\partial}{\partial \lambda}+n \gamma(\lambda)\right] G^{(n)}\left(\left\{x_{i}\right\} ; M, \lambda\right)=0 \tag{4.5.1}
\end{equation*}
$$

Or, the equivalent expression for QED

$$
\begin{equation*}
\left[M \frac{\partial}{\partial M}+\beta(e) \frac{\partial}{\partial e}+n \gamma_{2}(e)+m \gamma_{3}(e)\right] G^{(n, m)}\left(\left\{x_{i}\right\} ; M, e\right)=0 \tag{4.5.2}
\end{equation*}
$$

This equation stems from the fact that observables are independent of the chosen renormalization scheme [13, p. 417]. It states that any shift in renormalization scale $M \rightarrow$
$M+d M$ is compensated by a shift in the functions $\beta$ and $\gamma$ [10].
In order to explicitly calculate the $\beta$-function, one has to use the 2 - and 3 -point Green functions, which has the diagrammatic forms


The Green functions involve loops of external legs and counter-terms for these. Rather than delving into this, we quote the result for the QED $\beta$-function [10, p. 416], [21, p. 8] adopted to the defined renormalization constants 4.1.2).

$$
\beta(e)=e M \frac{\partial}{\partial M}\left(-\left(Z_{e} Z_{A}^{1 / 2} Z_{\psi}-1\right)+\delta Z_{\psi}+\frac{1}{2} \delta Z_{A}\right) .
$$

Using the established identity $Z_{e}=Z_{A}^{-1 / 2} 4$ 4.2.4, the $\beta$-function reduces to

$$
\begin{equation*}
\beta(e)=e M \frac{\partial}{\partial M}\left(\frac{1}{2} \delta Z_{A}\right) . \tag{4.5.4}
\end{equation*}
$$

Normally, the three constants ( $Z_{\psi}, Z_{e}, Z_{A}$ ) would be needed in order to calculate the $\beta$-function. QED, which is an Abelian group, provided a simplification due to the Ward identity, and as such, only the photon field renormalization coefficient $Z_{A}$ is needed. Now that the $\beta$-function is expressed in terms of a renormalization constant, a scheme needs to be chosen in order to express the constant explicitly. As mentioned earlier, the on-shell scheme poses a complication when calculating the $\beta$-function. Therefore, the momentum subtraction scheme (4.2.6) is used.

As discussed earlier, in the momentum subtraction scheme renormalization is performed for space-like momenta $\left.q^{2}=-M^{2} \sqrt[18]{2}, \mathrm{p} .229\right]$. The $\beta$-function is a high energy phenomenon. We calculated $Z_{A}$ in the previous section

$$
\begin{equation*}
Z_{A}=1-\left.\frac{e^{2}}{(4 \pi)^{2}} \int_{0}^{1} \Gamma\left(2-\frac{d}{2}\right)\left(\frac{4 \pi \mu^{2}}{m^{2}-x(1-x) q^{2}}\right)^{\frac{\epsilon}{2}} \cdot 8 x(1-x) d x\right|_{q^{2}=-M^{2}} \tag{4.5.5}
\end{equation*}
$$

For high energies the mass is negligible, and the denominator can be set to $M^{2} 10$, p. 527]. This allows for easy integration of the Feynman parameter, and the photon renormalization coefficient becomes

$$
\begin{equation*}
Z_{A} \rightarrow 1-\frac{e^{2}}{(4 \pi)^{2}} \frac{4}{3} \frac{\Gamma\left(2-\frac{d}{2}\right)}{(4 \pi)^{\frac{\epsilon}{2}}}\left(\frac{\mu^{2}}{M^{2}}\right)^{\frac{\epsilon}{2}} . \tag{4.5.6}
\end{equation*}
$$

From this, the $\beta$-function, with the use of (4.5.4), becomes

$$
\begin{aligned}
\beta(e) & =e M \frac{\partial}{\partial M}\left(\frac{1}{2} \delta_{A}\right) \\
& =e M \frac{\partial}{\partial M}\left(\frac{1}{2}\left\{-\frac{e^{2}}{12 \pi^{2}} \frac{\Gamma\left(2-\frac{d}{2}\right)}{(4 \pi)^{\frac{\epsilon}{2}}}\left(\frac{\mu^{2}}{M^{2}}\right)^{\frac{\epsilon}{2}}\right\}\right) \\
& =e M\left\{-\frac{1}{2}\left(\frac{-\epsilon}{M^{\epsilon+1}}\right) \frac{e^{2}}{12 \pi^{2}} \frac{\Gamma\left(2-\frac{d}{2}\right)}{(4 \pi)^{\frac{\epsilon}{2}}} \mu^{\epsilon}\right\} \\
& =\epsilon \frac{e^{3}}{24 \pi^{2}} \frac{\Gamma\left(2-\frac{d}{2}\right)}{(4 \pi)^{\frac{\epsilon}{2}}}\left(\frac{\mu^{2}}{M^{2}}\right)^{\frac{\epsilon}{2}} .
\end{aligned}
$$

Expanding around $\epsilon=0$

$$
\beta(e)=\epsilon \frac{e^{3}}{24 \pi^{2}}\left\{\frac{2}{\epsilon}-\gamma_{E}+\ln 4 \pi+\ln \mu^{2}-\ln \Delta+O(\epsilon)\right\} .
$$

Finally, ignoring terms which vanish for $\epsilon \rightarrow 0$

$$
\begin{equation*}
\beta(e)=\frac{e^{3}}{12 \pi^{2}} . \tag{4.5.7}
\end{equation*}
$$

## 5 Minimal subtraction scheme

Different schemes mean different conditions set on the propagators and vertex function, leading to various finite terms. The renormalization constants calculated in the momentum subtraction scheme, shown in table 1, consist of multiple terms after an expansion around $\epsilon=0$. All but one of these terms are finite. Yet in the schemes discussed previously, the finite terms must be accounted for. The idea behind the Minimal subtraction scheme is that only the divergent terms of the amplitudes are subtracted by the counterterms. In this section we will perform the renormalization of QED with the minimal subtraction scheme. A helpful tool in extracting the divergent terms of Feynman amplitudes is Passarino-Veltman (P.V) functions [22]. The P.V functions are standardized loop momenta integrals, with their divergent terms tabulated. Many loop integrals can therefore simply be defined in terms of these functions, and the divergent term can be extracted. These functions are also integrated into FeynCalc, which we will use in section 6. An overview of the P.V functions and an application to the divergent QED loop amplitudes are given in section 5.2.

### 5.1 Definition of the minimal subtraction scheme

As mentioned, in minimal subtraction only divergent terms are subtracted by the counterterms. For some divergent amplitude $\Sigma$ this means that all finite terms are ignored.

$$
\begin{equation*}
\Sigma \propto\left(\frac{2}{\epsilon}+\ln 4 \pi+\ln \frac{\mu^{2}}{\Delta}+\text { other finite terms }\right) \stackrel{\text { MS }}{=} \frac{2}{\epsilon} . \tag{5.1.1}
\end{equation*}
$$

Naturally, this affects the renormalization constants $Z_{i}$ as well. By removing the $\mu^{2}$ term in (5.1.1), the explicit $\mu$-dependence is removed for the constants. Of course, there is a $\mu$-dependence, otherwise the renormalization group equations such as the $\beta$-function would not make much sense. However, the dependence is only implicit through the renormalized charge $e$, which has a scale dependence [19, p. 118]. We have already seen this dependence in 4.1.2). Additionally, the renormalization constants have no mass dependence. All the constants have the form [23]

$$
\begin{equation*}
Z_{i}=1+\sum_{k=1}^{\infty} \frac{1}{\epsilon^{k}} Z_{i, k}(e) \tag{5.1.2}
\end{equation*}
$$

The $\beta$-function can easily be found in the MS scheme by using the generic form

$$
\begin{equation*}
\mu \frac{d e}{d \mu} \equiv \beta(e), \tag{5.1.3}
\end{equation*}
$$

and the property that the renormalization constants only have a $\mu$-dependency through $e$. Following [24, p. 222] and [13, p. 424], the renormalized charge is

$$
\begin{equation*}
e_{0}=\mu^{\epsilon / 2} Z_{e} e \tag{5.1.4}
\end{equation*}
$$

Using the result $Z_{e}=Z_{A}^{-1 / 2}$, the definition of $\beta$-function becomes

$$
\beta(e)=\mu \frac{d e}{d \mu}=\mu \frac{d}{\partial \mu}\left(\mu^{-\epsilon / 2} Z_{A}^{1 / 2} e_{0}\right) .
$$

One of the core concepts of the renormalization group equations is the fact that bare parameters are independent of the scale $\mu$. Using this fact and some chain rule yields

$$
\begin{align*}
\beta(e) & =-\frac{\epsilon}{2} e_{0} \mu^{-\epsilon / 2} Z_{A}^{1 / 2}+\mu^{-\epsilon / 2+1} e_{0} \frac{d Z_{A}^{1 / 2}(e(\mu))}{d \mu} \\
& =-\frac{\epsilon}{2} e_{0} \mu^{-\epsilon / 2} Z_{A}^{1 / 2}+\mu^{-\epsilon / 2+1} e_{0} \frac{1}{2} Z_{A}^{-1 / 2} \frac{d Z_{A}}{d \mu} \\
& =-\frac{\epsilon}{2} e+\mu \frac{e}{2 Z_{A}} \frac{d Z_{A}}{d \mu} . \tag{5.1.5}
\end{align*}
$$

### 5.2 Passarino-Veltman functions

The P.V functions are an extension of dimensional regularization. In section 2 the loop integral (2.4.6) was discussed

$$
\begin{equation*}
\Sigma(p) \propto e^{2} \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{1}{\left(k^{2}-\lambda^{2}\right)\left[(k+p)^{2}-m^{2}\right]}, \tag{5.2.1}
\end{equation*}
$$

for simplicity, the numerator has been set to 1 . After a Feynman parametrization and a substitution $l=k+p x$ we found

$$
\begin{equation*}
\Sigma(p) \propto e^{2} \int \frac{d^{4} l}{(2 \pi)^{4}} \int_{0}^{1} d x \frac{1}{\left(l^{2}-\Delta\right)^{2}}, \tag{5.2.2}
\end{equation*}
$$

After generalizing the space-time dimension $d=4-\epsilon$

$$
\begin{equation*}
\Sigma(p) \propto e^{2} \int_{0}^{1} d x \int \frac{d^{d} l}{(2 \pi)^{d}} \frac{\mu^{\epsilon}}{\left(l^{2}-\Delta\right)^{2}} \tag{5.2.3}
\end{equation*}
$$

the following result was obtained

$$
\begin{equation*}
\Sigma(p) \propto i \frac{e^{2}}{(4 \pi)^{2}} \int_{0}^{1} \Gamma\left(\frac{\epsilon}{2}\right)\left(\frac{4 \pi \mu^{2}}{\Delta}\right)^{\frac{\epsilon}{2}} d x \tag{5.2.4}
\end{equation*}
$$

The expansion around $\epsilon=0$ yielded the terms

$$
\Gamma\left(\frac{\epsilon}{2}\right)\left(\frac{4 \pi \mu^{2}}{\Delta}\right)^{\frac{\epsilon}{2}}=\frac{2}{\epsilon}-\gamma_{E}+\ln 4 \pi+\ln \mu^{2}-\ln \Delta+O(\epsilon)
$$

If we generalize the space-time dimension $d=4-\epsilon$ immediately in (5.2.1), one can simply write

$$
\begin{equation*}
\int \frac{d^{d} k}{(2 \pi)^{d}} \frac{\mu^{\epsilon}}{\left(k^{2}-\lambda^{2}\right)\left[(k+p)^{2}-m^{2}\right]}=\frac{i}{(4 \pi)^{2}}\left(\frac{2}{\epsilon}+\text { Finite terms }\right) . \tag{5.2.5}
\end{equation*}
$$

The divergent term in the loop integral can now be easily extracted. (5.2.1) is one of the two-point functions, these are denoted with the letter $B$. This corresponds to the number of particles in the loop integral. The P.V functions can be found in appendix C.

Lastly, we define a symbol in order to signify that all finite terms are ignored. For the expression above we can write

$$
\begin{equation*}
\int \frac{d^{d} k}{(2 \pi)^{d}} \frac{\mu^{\epsilon}}{\left(k^{2}-\lambda^{2}\right)\left[(k+p)^{2}-m^{2}\right]} \stackrel{\text { Div }}{=} \frac{i}{(4 \pi)^{2}} \frac{2}{\epsilon} . \tag{5.2.6}
\end{equation*}
$$

### 5.2.1 Electron self-energy

$$
\begin{gathered}
(\longrightarrow \xrightarrow[k+p]{\text { ? }}=\Sigma(p), \\
\Sigma(p)=(-i e)^{2} \mu^{\epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \gamma_{\mu} \frac{i(\not k+\not p+m)}{(k+p)^{2}-m^{2}} \gamma_{\nu} \frac{-i g^{\mu \nu}}{k^{2}-\lambda^{2}} .
\end{gathered}
$$

The d-dimensional contraction identities B.1.4 gives

$$
\begin{aligned}
\Sigma(p) & =-e^{2} \mu^{\epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{(2-d)(\not k+\not p)+d m}{\left(k^{2}-\lambda^{2}\right)\left[(k+p)^{2}-m^{2}\right]} \\
& =-e^{2} \mu^{\epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{(2-d) \not k+(2-d) \not p+d m}{\left(k^{2}-\lambda^{2}\right)\left[(k+p)^{2}-m^{2}\right]} .
\end{aligned}
$$

The two point P.V functions C.1.2 are now easily applied

$$
\Sigma(p)=-i \frac{e^{2}}{(4 \pi)^{2}}\left((2-d) \gamma_{\mu} B^{\mu}+((2-d) \not p+d m) B_{0}\right),
$$

where the arguments for $B^{\mu}\left(p^{2}, \lambda^{2}, m^{2}\right)$ and $B_{0}\left(p^{2}, \lambda^{2}, m^{2}\right)$ are hidden. Using the tensor decompositions (C.2.1)
$\Sigma(p)=-i \frac{e^{2}}{(4 \pi)^{2}}\left[(2-d) \frac{p p}{2 p^{2}}\left(A_{0}\left(\lambda^{2}\right)-A_{0}\left(m^{2}\right)-\left(p^{2}+\lambda^{2}-m^{2}\right) B_{0}\right)+((2-d) \not p+d m) B_{0}\right]$.
By removing terms which contain $\lambda^{2}$, which vanish in the limit $\lambda \rightarrow 0$, subsequently also $A(\lambda)$ [18, p. 222], and using $d=4-\epsilon$

$$
\begin{equation*}
\Sigma(p)=-i \frac{e^{2}}{(4 \pi)^{2}}\left[\not p(\epsilon-2) \frac{-A_{0}\left(m^{2}\right)-\left(p^{2}-m^{2}\right) B_{0}\left(p^{2}, m, \lambda\right)}{2 p^{2}}+((\epsilon-2) \not p+d m) B_{0}\right] . \tag{5.2.7}
\end{equation*}
$$

Then using the divergent part of $A_{0}$ and $B_{0}$ from table 5

$$
\begin{aligned}
(\Sigma)_{\text {div }} & =-i \frac{e^{2}}{(4 \pi)^{2}}\left[\not p(\epsilon-2) \frac{-\frac{2}{\epsilon} m^{2}-\left(p^{2}-m^{2}\right) \frac{2}{\epsilon}}{2 p^{2}}+((\epsilon-2) \not p+d m) \frac{2}{\epsilon}\right] \\
& =-i \frac{e^{2}}{(4 \pi)^{2}}\left[\not p(\epsilon-2)\left(-\frac{1}{\epsilon}\right)+((\epsilon-2) \not p+d m) \frac{2}{\epsilon}\right] \\
& =-i \frac{e^{2}}{(4 \pi)^{2}}\left[\not p(\epsilon-2) \frac{1}{\epsilon}+(4-\epsilon) m \frac{2}{\epsilon}\right],
\end{aligned}
$$

Finally, keeping only the terms which are divergent

$$
\begin{align*}
(\Sigma)_{\mathrm{div}} & =-i \frac{e^{2}}{(4 \pi)^{2}}\left[-2 \not p \frac{1}{\epsilon}+8 m \frac{1}{\epsilon}\right] \\
& =i \frac{e^{2}}{(4 \pi)^{2}}(\not p-4 m) \frac{2}{\epsilon} . \tag{5.2.8}
\end{align*}
$$

### 5.2.2 Vacuum polarization

Remembering the previous diagram

$$
\Pi_{\mu \nu}=-(-i e)^{2} \mu^{\epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \operatorname{Tr}\left[\gamma_{\mu} \frac{i(k+m)}{k^{2}-m^{2}} \gamma_{\nu} \frac{i(\nmid k+\nmid+m)}{(k+q)^{2}-m^{2}}\right] .
$$

Keeping the d-dimensional trace relations (B.1.6) in mind, we can immediately ignore terms that has an odd number of $\gamma$-matrices

$$
\begin{equation*}
\Pi_{\mu \nu}=-e^{2} \mu^{\epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \operatorname{Tr}\left[\frac{\gamma_{\mu} k \gamma_{\nu}(\not / t+\not q)+\gamma_{\mu} \gamma_{\nu} m^{2}}{\left(k^{2}-m^{2}\right)\left[(k+q)^{2}-m^{2}\right]}\right] . \tag{5.2.10}
\end{equation*}
$$

The other trace relations gives

$$
\begin{equation*}
\Pi_{\mu \nu}=-4 e^{2} \mu^{\epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{2 k_{\mu} k_{\nu}+k_{\mu} q_{\nu}+k_{\nu} q_{\mu}-g_{\mu \nu} g_{\rho \sigma} k^{\rho} k^{\sigma}-g_{\mu \nu} g_{\rho \sigma} k^{\rho} q^{\sigma}+g_{\mu \nu} m^{2}}{\left(k^{2}-m^{2}\right)\left[(k+q)^{2}-m^{2}\right]} . \tag{5.2.11}
\end{equation*}
$$

Transforming into P.V functions with the use of (C.1.2)

$$
\begin{equation*}
\Pi_{\mu \nu}=-4 i \frac{e^{2}}{(4 \pi)^{2}}\left(2 B_{\mu \nu}+q_{\nu} B_{\mu}+q_{\mu} B_{\nu}-g_{\mu \nu} g_{\rho \sigma} B^{\rho \sigma}-g_{\mu \nu} g_{\rho \sigma} q^{\sigma} B^{\rho}+g_{\mu \nu} m^{2} B_{0}\right) \tag{5.2.12}
\end{equation*}
$$

where the arguments of the P.V functions are $B_{\mu \nu}\left(q^{2}, m^{2}, m^{2}\right)$. Using table 5 to extract the divergent terms

$$
\begin{align*}
\Pi_{\mu \nu} \stackrel{\text { Div }}{=} & -4 i \frac{e^{2}}{(4 \pi)^{2}}\left(2\left[g_{\mu \nu}\left(-\frac{1}{6 \epsilon}\left(q^{2}-6 m^{2}\right)\right)+q_{\mu} q_{\nu} \frac{2}{3 \epsilon}\right]-q_{\mu} q_{\nu} \frac{2}{\epsilon}\right. \\
& \left.-g_{\mu \nu} g_{\rho \sigma}\left[g^{\rho \sigma}\left(-\frac{1}{6 \epsilon}\left(q^{2}-6 m^{2}\right)\right)+q^{\rho} q^{\sigma} \frac{2}{3 \epsilon}\right]+g_{\mu \nu} g_{\rho \sigma} q^{\sigma} q^{\rho} \frac{1}{\epsilon}+g_{\mu \nu} m^{2} \frac{2}{\epsilon}\right) . \tag{5.2.13}
\end{align*}
$$

Simplifying with the d-dimensional algebra, found in appendix B. 1 and ignoring finite terms causes the mass terms to cancel. After some more algebra we get

$$
\begin{align*}
\Pi_{\mu \nu} & =-4 i \frac{e^{2}}{(4 \pi)^{2}}\left(g_{\mu \nu} q^{2} \frac{2}{3 \epsilon}-q_{\mu} q_{\nu} \frac{2}{3 \epsilon}\right) \\
& =-i \frac{e^{2}}{6 \pi^{2}}\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right) \frac{1}{\epsilon} . \tag{5.2.14}
\end{align*}
$$

### 5.2.3 Vertex correction

$$
\begin{equation*}
\Gamma_{\mu}(p, q)=(-i e)^{3} \mu^{\frac{3}{2}} \epsilon \frac{d^{d} k}{(2 \pi)^{d}} \gamma_{\rho} i \frac{-g^{\rho \sigma}}{k^{2}-\lambda^{2}} \frac{i(\not p+\nmid k+m)}{(k+p)^{2}-m^{2}} \gamma_{\mu} \frac{i(\not k+\not p+\not p+m)}{(k+p+q)^{2}-m^{2}} \gamma_{\sigma} \tag{5.2.15}
\end{equation*}
$$

Both $C_{0}$ and $C_{\mu}$ are finite integrals and does not contribute to the divergent amplitude. Therefore, the only term contributing to the divergent amplitude is the one proportional to $k^{\lambda} k^{\sigma}$.

$$
\begin{aligned}
\left(\Gamma_{\mu}(p, q)\right)_{\mathrm{Div}} & =-\mu^{\frac{3}{2} \epsilon} e^{3} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{\gamma^{\delta} \gamma_{\lambda} \gamma_{\mu} \gamma_{\sigma} \gamma_{\delta} k^{\lambda} k^{\sigma}}{\left(k^{2}-\lambda^{2}\right)\left[(k+p)^{2}-m^{2}\right]\left[(k+p+q)^{2}-m^{2}\right]} \\
& =-i \mu^{\frac{\epsilon}{2}} \frac{e^{3}}{(4 \pi)^{2}}\left(-2 \gamma_{\sigma} \gamma_{\mu} \gamma_{\lambda}+(4-d) \gamma_{\lambda} \gamma_{\mu} \gamma_{\sigma}\right) C^{\lambda \sigma}\left(p^{2}, q^{2}, \lambda^{2}, m^{2}, m^{2}\right)
\end{aligned}
$$

using (B.1.4) and C.1.3). Ignoring the finite second term, decomposing $C^{\lambda \sigma}$, and using that only $C_{00}$ is divergent yields

$$
\begin{align*}
\left(\Gamma_{\mu}(p, q)\right)_{\text {Div }} & =-i \mu^{\frac{\epsilon}{2}} \frac{e^{3}}{(4 \pi)^{2}}\left(-2 \gamma_{\sigma} \gamma_{\mu} \gamma_{\lambda}\right) g^{\lambda \sigma} C^{00} \\
& =-i \mu^{\frac{\epsilon}{2}} \frac{e^{3}}{(4 \pi)^{2}}\left(-2(2-d) \gamma_{\mu}\right) \frac{1}{2 \epsilon} \\
& =-i \mu^{\frac{\epsilon}{2}} \frac{e^{3}}{(4 \pi)^{2}} \gamma_{\mu} \frac{2}{\epsilon} \tag{5.2.16}
\end{align*}
$$

### 5.3 Extracting UV-Divergent terms

For completeness sake, the calculations of the divergent terms using Feynman parametrization and the $d$-dimensional integrals are shown below. These follow from the amplitudes calculated in section 4 .

Following the same structure, we start with the fermion self-energy 4.3.1

$$
\Sigma(p)=-i \frac{e^{2}}{(4 \pi)^{2}} \int_{0}^{1}((\epsilon-2)(1-x) \not p+(4-\epsilon) m) \Gamma\left(\frac{\epsilon}{2}\right)\left(\frac{4 \pi \mu^{2}}{\Delta}\right)^{\frac{\epsilon}{2}} d x
$$

Using (B.4.5

$$
\Sigma(p)=-i \frac{e^{2}}{(4 \pi)^{2}} \int_{0}^{1}((\epsilon-2)(1-x) \not p+(4-\epsilon) m) d x\left\{\frac{2}{\epsilon}+\text { finite terms }\right\}
$$

Some terms become finite when expanding, these are also ignored.

$$
\Sigma(p) \stackrel{\text { Div }}{=}-i \frac{e^{2}}{(4 \pi)^{2}} \int_{0}^{1}(-2(1-x) \not p+4 m) \frac{2}{\epsilon} d x
$$

We are now free to evaluate the Feynman parameter integral, with the result

$$
\begin{equation*}
\Sigma(p)=-\frac{e^{2}}{(4 \pi)^{2}}(4 m-\not p) \frac{2}{\epsilon} . \tag{5.3.1}
\end{equation*}
$$

Moving on to the vacuum polarization 4.3.5)

$$
\begin{equation*}
\Pi_{\mu \nu}(q)=\left(q^{2} g_{\mu \nu}-q_{\mu} q_{\nu}\right) \Pi(q) \tag{5.3.2}
\end{equation*}
$$

This is evaluated in the same way

$$
\begin{align*}
(\Pi(q))_{\text {div }} & =\frac{-8 e^{2}}{(4 \pi)^{d / 2}} \int_{0}^{1} d x x(1-x) \frac{\Gamma\left(2-\frac{d}{2}\right)}{\Delta^{2-d / 2}} \\
& =\frac{-8 e^{2}}{(4 \pi)^{2}} \int_{0}^{1} x(1-x) d x\left(\frac{2}{\epsilon}+\text { finite terms }\right) \\
& \stackrel{\text { Div }}{=} \frac{-8 e^{2}}{(4 \pi)^{2}}\left[\frac{1}{2} x^{2}-\frac{1}{3} x^{3}\right]_{0}^{1} \frac{2}{\epsilon} \\
& =-\frac{8}{3} \frac{e^{2}}{(4 \pi)^{2}} \frac{1}{\epsilon}, \tag{5.3.3}
\end{align*}
$$

with the use of (B.4.5). For the vertex function we start with (4.3.9) and look only for divergent terms.

$$
\begin{equation*}
\Gamma_{\mu}(p, q)=\Gamma_{\mu}^{1}(p, q)+\Gamma_{\mu}^{2}(p, q), \tag{5.3.4}
\end{equation*}
$$

where the factors are given by 4.3.7) and 4.3.8 respectively

$$
\begin{aligned}
& \Gamma_{\mu}^{1}=-\frac{i}{2} \mu^{\frac{\epsilon}{2}} \frac{e^{3}}{(4 \pi)^{2}} \int_{0}^{1} d x \cdot y d y\left(4-4 \epsilon+\epsilon^{2}\right) \gamma_{\mu} \frac{\Gamma\left(2-\frac{d}{2}\right)}{\Delta^{2-\frac{d}{2}}}, \\
& \Gamma_{\mu}^{2}=i \mu^{\frac{\epsilon}{2}} \frac{e^{3}}{(4 \pi)^{2}} \int_{0}^{1} d x \cdot y d y \gamma^{\sigma}(m-\not p x y+\not p y-\not p x y) \gamma_{\mu}(m-\not p x y+\not p y-\not p x y+\not p) \gamma_{\sigma} \frac{\Gamma\left(3-\frac{d}{2}\right)}{\Delta^{3-\frac{d}{2}}} .
\end{aligned}
$$

For $d=4-\epsilon$ only $\Gamma_{\mu}^{1}$ is divergent, since $\Gamma\left(3-\frac{d}{2}\right)$ is finite, and any potential infrared divergence in $\Delta$ has been remedied by the fictitious photon mass $\lambda$. In addition, since $\Delta^{2-\frac{d}{2}} \rightarrow 1$ as $\epsilon \rightarrow 0$, the Feynman parameter integrals can be evaluated without any complications.

$$
\begin{align*}
\left(\Gamma_{\mu}(p, q)\right)_{\text {Div }} & =-\frac{i}{4} \mu^{\frac{\epsilon}{2}} \frac{e^{3}}{(4 \pi)^{2}}\left(4-4 \epsilon+\epsilon^{2}\right) \gamma_{\mu} \frac{2}{\epsilon} \\
& =-i \mu^{\frac{\epsilon}{2}} \frac{e^{3}}{(4 \pi)^{2}} \gamma_{\mu} \frac{2}{\epsilon} \tag{5.3.5}
\end{align*}
$$

### 5.4 Renormalization constants

Following the procedure from [23], the appropriate counter-term is added to each of the 1-particle irreducible diagrams for the propagators and vertex function, and the result is required to be zero. Diagrammatically illustrated with

$$
(\longrightarrow)_{\text {Div }}+\longrightarrow \otimes \rightarrow=0
$$

The only terms the counter-terms are absorbing are the divergent ones, unlike the onshell or momentum subtraction schemes, where there would also be some finite terms. All of the renormalization constants be determined by using the divergent amplitudes and corresponding counter-terms. We start with the fermion self-energy (5.2.8) and the counter-term in figure 2(a).

$$
\begin{equation*}
i \frac{e^{2}}{(4 \pi)^{2}}(\not p-4 m) \frac{2}{\epsilon}+i\left(\left(Z_{\psi}-1\right) \not p-\left(Z_{\psi} Z_{m}-1\right) m\right)=0 \tag{5.4.1}
\end{equation*}
$$

$p$ and $m$ are independent variables; therefore, these are two equations that are fulfilled separately.

$$
\begin{equation*}
-\frac{e^{2}}{(4 \pi)^{2}} \not p \frac{2}{\epsilon}=\left(Z_{\psi}-1\right) \not p, \quad \text { (5.4.2a) } \quad-\frac{e^{2}}{(4 \pi)^{2}} 4 m \frac{2}{\epsilon}=\left(Z_{\psi} Z_{m}-1\right) m \tag{5.4.2b}
\end{equation*}
$$

The first equation readily gives

$$
\begin{equation*}
Z_{\psi}=1-\frac{e^{2}}{8 \pi^{2} \epsilon}, \tag{5.4.3}
\end{equation*}
$$

and the second leads to

$$
\begin{equation*}
Z_{m}=\frac{1-4 \frac{e^{2}}{(4 \pi)^{2}} \frac{2}{\epsilon}}{Z_{\psi}}=\frac{1-4 \frac{e^{2}}{(4 \pi)^{2}} \frac{2}{\epsilon}}{1-\frac{e^{2}}{(4 \pi)^{2}} \frac{2}{\epsilon}} . \tag{5.4.4}
\end{equation*}
$$

We can use a Taylor expansion to simplify; the result at the 1-loop order is

$$
\begin{equation*}
Z_{m}=1-\frac{3 e^{2}}{8 \pi^{2} \epsilon} \tag{5.4.5}
\end{equation*}
$$

Similarly, the photon renormalization constant $Z_{A}$ is determined from the divergent vacuum polarization amplitude 5.2 .14 and the photon counter-term in figure 2(b)

$$
\begin{align*}
& (\sim \sim \sim 1 \mathrm{PI} \sim)_{\mathrm{Div}}+\sim \sim \sim \sim \sim m \sim=0 \\
& -i\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right) \frac{e^{2}}{6 \pi^{2}} \cdot \frac{1}{\epsilon}-i\left(g_{\mu \nu} q^{2}-q_{\mu} q^{\nu}\right) \delta_{A}=0 \tag{5.4.6}
\end{align*}
$$

which is solved with the use of $Z_{i}=1+\delta_{i}$

$$
\begin{equation*}
Z_{A}=1-\frac{e^{2}}{6 \pi^{2} \epsilon} \tag{5.4.7}
\end{equation*}
$$

Finally, the divergent vertex amplitude (5.2.16) and the corresponding counter-term seen in figure 2(c) gives a relation between the other renormalization constants.


This can be solved for the coupling renormalization constant $Z_{e}$

$$
\begin{align*}
Z_{e} & =\frac{1-\frac{e^{2}}{(4 \pi)^{2}} \frac{2}{\epsilon}}{Z_{A}^{1 / 2} Z_{\psi}} \\
& =1+\frac{e^{2}}{12 \pi^{2}} \frac{1}{\epsilon}, \tag{5.4.9}
\end{align*}
$$

where we have used (5.4.3) and a Taylor expansion. This result provides a confirmation of the previously established identity $Z_{e}=Z_{A}^{-\frac{1}{2}}(4.2 .4)$. Therefore, for the purpose of calculating the $\beta$-function (5.1.5), the only needed renormalization constant is $Z_{A}$.

|  | Constant | 1-loop expression |
| :---: | :---: | :---: |
| Fermions | $Z_{\psi}$ | $1-\frac{e^{2}}{8 \pi^{2} \epsilon}$ |
|  | $Z_{m}$ | $1-\frac{3 e^{2}}{8 \pi^{2} \epsilon}$ |
| Gauge boson | $Z_{A}$ | $1-\frac{e^{2}}{6 \pi^{2} \epsilon}$ |
| Parameter | $Z_{e}$ | $1+\frac{e^{2}}{12 \pi^{2} \epsilon}$ |

Table 2: Renormalization constants for QED at the 1-loop order in Feynman gauge.
Now that all the constants have been determined, we can move on to the $\beta$-function. Following [24] again, we use the derived expression for the $\beta$-function (5.1.5), and the photon renormalization constant (5.4.7).

$$
\begin{aligned}
\beta(e) & =-\frac{\epsilon}{2} e+\mu \frac{e}{2 Z_{A}} \frac{d Z_{A}}{d \mu} \\
& =-\frac{\epsilon}{2} e+\mu \frac{e}{2\left(1-\frac{(e(\mu))^{2}}{6 \pi^{2} \epsilon}\right)} \frac{d}{d \mu}\left(1-\frac{(e(\mu))^{2}}{6 \pi^{2} \epsilon}\right) \\
& =-\frac{\epsilon}{2} e+\mu \frac{e}{2}\left(1+\frac{e^{2}}{6 \pi^{2} \epsilon}\right)\left(-\frac{2 e}{6 \pi^{2} \epsilon} \cdot \frac{d e}{d \mu}\right) .
\end{aligned}
$$

At the one-loop order we can ignore the term of order $e^{4}$. The remaining terms together with the generic definition of the $\beta$-function (5.1.3) gives

$$
\beta(e)=-\frac{\epsilon}{2} e-\frac{e^{2}}{6 \pi^{2} \epsilon} \beta(e) .
$$

This yields the equation

$$
\beta(e)=-\frac{\frac{\epsilon}{2} e}{1+\frac{e^{2}}{6 \pi^{2} \epsilon}},
$$

which, to the first order, gives

$$
\begin{equation*}
\beta(e)=-\frac{\epsilon}{2} e+\frac{e^{3}}{12 \pi^{2}} \stackrel{\epsilon \rightarrow 0}{=} \frac{e^{3}}{12 \pi^{2}} . \tag{5.4.10}
\end{equation*}
$$

In the last step the limit $\epsilon \rightarrow 0$ is taken.

## 6 Spontaneously broken QED

In the presence of a complex scalar that acquires a non-zero vacuum expectation value $v$, the gauge boson or bosons of a theory gains mass. This is the Brout-Englert Higgs mechanism and the gauge boson mass is proportional to $v$. This section aims to develop a spontaneously broken QED theory, check for renormalizability, and calculate all the renormalization constants. In addition we want to see how the $\beta$-function changes. Consequently, the structure is different from a standard renormalization procedure. Before proof of renormalizability, renormalization constants and counter-terms can be established, the Lagrangian must be modified.

The concept and procedure of spontaneous symmetry breaking are well understood, and therefore the discussion here is limited to a shortened version in the case of an Abelian $U(1)$ symmetry breaking, up until the point where one usually chooses a gauge

### 6.1 BEH mechanism

We start with a Lagrangian describing regular QED and a complex scalar field coupled to the photon.

$$
\begin{align*}
\mathscr{L} & =\bar{\psi}(i \not D-m) \psi-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}+\left(D_{\mu} \phi\right)^{\dagger}\left(D^{\mu} \phi\right)+\mu^{2} \phi^{\dagger} \phi-\lambda\left(\phi^{\dagger} \phi\right)^{2} \\
& =\mathscr{L}_{\mathrm{QED}}+\left(D^{\mu} \phi\right)\left(D_{\mu} \phi\right)-V(\phi), \tag{6.1.1}
\end{align*}
$$

where $D^{\mu}$ is the covariant derivative defined as $D^{\mu}=\partial^{\mu}-i e A^{\mu}$ and $\phi$ is the complex scalar field. For $\mu^{2}<0$, the potential $V(\phi)$ in minimized at some value $\phi_{0} \equiv v$. We adopt the procedure described in [24, p. 246]. Parametrizing the scalar field $\phi$, into a real part $\eta$ and a complex part $\chi$

$$
\begin{equation*}
\phi=\frac{\eta+i \chi}{\sqrt{2}} . \tag{6.1.2}
\end{equation*}
$$

The $\eta$ will now become the Higgs boson, and $\chi$ will become a Goldstone boson. We denote the full Lagrangian as

$$
\begin{equation*}
\mathscr{L}=\mathscr{L}_{\mathrm{QED}}+\mathscr{L}_{\phi} \tag{6.1.3}
\end{equation*}
$$

where $\mathscr{L}_{\phi}$ is given by

$$
\mathscr{L}_{\phi}=\left(D^{\mu} \phi\right)\left(D_{\mu} \phi\right)-V(\phi) .
$$

After some calculations, see appendix G.1.1 for the full derivation, $\mathscr{L}_{\phi}$ takes the form

$$
\begin{equation*}
\mathscr{L}_{\phi}=\frac{1}{2}\left(\left(\partial_{\mu} \eta+e A^{\mu} \chi\right)^{2}+\left(\partial_{\mu} \chi-e A^{\mu} \eta\right)^{2}\right)+\frac{\mu^{2}}{2}\left(\eta^{2}+\chi^{2}\right)-\frac{\lambda}{4}\left(\eta^{2}+\chi^{2}\right)^{2} . \tag{6.1.4}
\end{equation*}
$$

In order for the $\eta$-field to attain a non-zero vev, one can use the shift [24, p. 248]

$$
\begin{align*}
& \eta \rightarrow v+\eta, \\
& \chi \rightarrow \chi . \tag{6.1.5}
\end{align*}
$$

The QED Lagrangian $\mathscr{L}_{\text {QED }}$ is of course unchanged for this transformation, while $\mathscr{L}_{\phi}$ takes the form

$$
\begin{align*}
\mathscr{L}_{\phi}= & \frac{1}{2} M_{A}^{2} A_{\mu}^{2}-e v A^{\mu} \partial_{\mu} \chi+\frac{1}{2}\left(\partial_{\mu} \eta\right)^{2}+\frac{1}{2}\left(\partial_{\mu} \chi\right)^{2} \\
& +\partial_{\mu} \eta e A^{\mu} \chi-\partial_{\mu} \chi e A^{\mu} \eta+\frac{\left(e A^{\mu} \chi\right)^{2}}{2}+\frac{\left(e A^{\mu} \eta\right)^{2}}{2}+e A^{\mu} v e A_{\mu} \eta \\
& +\frac{\mu^{2}}{2}\left(v^{2}+2 v \eta+\eta^{2}+\chi^{2}\right)-\frac{\lambda}{4}\left(v^{2}+2 v \eta+\eta^{2}+\chi^{2}\right)^{2} \tag{6.1.6}
\end{align*}
$$

where the full calculation is given in appendix G.1.2. The first term in (6.1.6) corresponds to the now massive gauge boson. The same line also includes a term mixing the gauge boson and the Goldstone field and kinetic terms for the Higgs boson and Goldstone boson. The term mixing the gauge boson and Goldstone boson can be dealt with by choosing a appropriate gauge, this will be postponed until section 6.3. For now, we move on to examine the new interactions and contributions to the 1-particle irreducible diagrams for the Higgs boson and Goldstone boson.

### 6.2 Higgs and Goldstone boson diagrams

The terms on the second and third line of (6.1.6) are new interaction terms. By rewriting some of the terms we obtain

$$
\begin{align*}
\mathscr{L}_{I}= & \left(\chi \partial_{\mu} \eta-\eta \partial_{\mu} \chi\right) e A^{\mu}+\frac{g_{\mu \nu} e^{2}}{2} A^{\mu} A^{\nu} \chi^{2}+\frac{g_{\mu \nu} e^{2}}{2} A^{\mu} A^{\nu} \eta^{2}+g_{\mu \nu} e^{2} v A^{\mu} A^{\nu} \eta \\
& +\frac{\mu^{2}}{2}\left(v^{2}+2 v \eta+\eta^{2}+\chi^{2}\right)-\frac{\lambda}{4}\left(v^{2}+2 v \eta+\eta^{2}+\chi^{2}\right)^{2} . \tag{6.2.1}
\end{align*}
$$

We start by looking at the terms on the second line. These can be simplified by expanding and using the identity $v^{2}=\frac{\mu^{2}}{\lambda}$. Several terms cancel, leaving behind the terms

$$
\begin{equation*}
\mathscr{L}_{I} \supset \frac{\lambda v^{4}}{4}-\lambda v^{2} \eta^{2}-\frac{\lambda}{4}\left(4 v \eta^{3}+4 v \eta \chi^{2}+2 \eta^{2} \chi^{2}+\eta^{4}+\chi^{4}\right) . \tag{6.2.2}
\end{equation*}
$$

These terms are a contribution to the vacuum energy, a mass term for the Higgs boson and interaction terms. Explicitly, the mass of the Higgs boson is given by

$$
\begin{equation*}
M_{H}^{2}=2 \lambda v^{2} . \tag{6.2.3}
\end{equation*}
$$

Equation (6.2.2) contains self-interactions for the Higgs boson and the Goldstone boson, and a interaction between them. Combining this with the rest of the terms from 6.2.1)
gives the final interaction Lagrangian.

$$
\begin{align*}
\mathscr{L}_{I}= & \left(\chi \partial_{\mu} \eta-\eta \partial_{\mu} \chi\right) e A^{\mu}+\frac{g_{\mu \nu} e^{2}}{2} A^{\mu} A^{\nu} \chi^{2}+\frac{g_{\mu \nu} e^{2}}{2} A^{\mu} A^{\nu} \eta^{2}+g_{\mu \nu} e^{2} v A^{\mu} A^{\nu} \eta \\
& -\frac{\lambda}{4}\left(4 v \eta^{3}+4 v \eta \chi^{2}+2 \eta^{2} \chi^{2}+\eta^{4}+\chi^{4}\right) \tag{6.2.4}
\end{align*}
$$

All but one of these new interactions are easily made into new Feynman diagrams and rules with the usual rule of taking the constants of each term, multiply with $i$, and account for symmetry factors. The first term of (6.2.4

$$
\left(\chi \partial_{\mu} \eta-\eta \partial_{\mu} \chi\right) e A^{\mu}
$$

leads to a momentum dependent vertex, which depend on how the particles flow in time [13]. The scalar fields are proportional to their creation and annihilation operators in the usual way

$$
\begin{aligned}
\eta & \propto a_{\eta}(p) e^{-i p x}+a_{\eta}^{\dagger}(p) e^{i p x} \\
\chi & \propto a_{\chi}(p) e^{-i p x}+a_{\chi}^{\dagger}(p) e^{i p x} .
\end{aligned}
$$

For a vertex where both scalars are destroyed there is an overall factor of $-i$, with inwards momenta


Meanwhile, a vertex where both scalars are created has a factor of $i$, with outgoing momenta


Defining the momenta to always be pointing inwards accounts for both vertices and we have the Feynman rule shown in figure 5(a). This is the only real Feynman rule, due to the derivative which gave a factor of $i$. Fortunately, atleast at the one-loop level this does not cause any complications; in propagators this vertex appears in pairs. In section 6.7 .2 we show that the divergent amplitudes of vertex corrections also has two vertices of this type.

As mentioned, the rest of the Feynman rules for the terms in (6.2.4) are obtained by adding a factor $i$ and accounting for symmetry. All diagrams with repeating fields receive a numerical factor due to the symmetry in the S-matrix element, given by $\prod_{c} n_{c}$ ! where $n_{c}$ is the power of the repeating field [25]. The result is listed in figure 5 .

(a) $e\left(p_{\eta}-p_{\chi}\right)_{\mu}$

(e) $-6 i \lambda v$

(i) $-6 i \lambda$

(b) $2 i e^{2} v g_{\mu \nu}$

(f) $-6 i \lambda$

Figure 5: Feynman rules for additional interactions.
In addition to the fermion, photon and their interaction from QED, there are now two new particles and nine new interactions. Fermions do not interact with these new particles. The photon is now massive and receives contributions to the divergent amplitude from new one-particle irreducible diagrams. However, before we move on to renormalization, we should choose an appropriate gauge.

## $6.3 \quad R_{\xi}$-gauge

The $R_{\xi}$ gauges are the set of gauges for which $\xi$ is a possible, finite value. The Feynman gauge $(\xi=1)$ we have used in the previous sections is one of them. A general $R_{\xi}$-gauge should produce physical quantities regardless of the choice of $\xi$ [10, p. 738]. As we saw in the Lagrangian (6.1.6) there is a unfamiliar term mixing the Goldstone boson and photon

$$
\begin{equation*}
\mathscr{L} \supset-e v A^{\mu} \partial_{\mu} \chi . \tag{6.3.1}
\end{equation*}
$$

In the $R_{\xi}$-gauge this term can be dealt with by choosing the gauge-fixing term such that this term cancels, up to irrelevant total derivatives [18, p. 585]. Following [24, pp. 247-249], this is done by modifying the gauge-fixing term in the Lagrangian

$$
\mathscr{L}_{\mathrm{gf}}=-\frac{1}{2 \xi} G^{2}=-\frac{1}{2 \xi}\left(\partial_{\mu} A^{\mu}\right)^{2},
$$

to include the Goldstone boson $\chi$

$$
\begin{equation*}
G \equiv \partial_{\mu} A^{\mu}-\xi e v \chi=0 . \tag{6.3.2}
\end{equation*}
$$

In the Lagrangian this means that there are two additional terms

$$
\begin{equation*}
\mathscr{L}_{\mathrm{gf}}=-\frac{1}{2 \xi}\left(\partial_{\mu} A^{\mu}\right)^{2}+e v A_{\mu} \partial^{\mu} \chi-\frac{1}{2} \xi(e v)^{2} \chi^{2} . \tag{6.3.3}
\end{equation*}
$$

The Goldstone boson $\xi$ has now acquired a gauge-dependent mass, which is reflected in the propagator, shown in section 6.4. This propagator is unphysical, since it depends on $\xi$. It must be canceled by a ghost, which can be introduced by including the terms

$$
\begin{equation*}
\mathscr{L}_{c}=-\bar{c}\left[\square+\xi e^{2} v(v+\eta)\right] c=\left(\partial^{\mu} \bar{c}\right)\left(\partial_{\mu} c\right)-\xi M_{A}^{2} \bar{c} c-e^{2} v \eta \bar{c} c . \tag{6.3.4}
\end{equation*}
$$

### 6.4 Propagators and vertices in $R_{\xi}$-gauge

The full Lagrangian is now given by

$$
\mathscr{L}=\mathscr{L}_{\mathrm{QED}}+\mathscr{L}_{\phi}+\mathscr{L}_{\mathrm{gf}}+\mathscr{L}_{\mathrm{c}}
$$

where $\mathscr{L}_{\phi}, \mathscr{L}_{\mathrm{gf}}, \mathscr{L}_{\mathrm{c}}$ are given by (6.1.6), (6.3.3) and (6.3.4) respectively. After some reordering and using the results from section 6.2 the full Lagrangian takes the form

$$
\begin{align*}
\mathscr{L}= & \bar{\psi}(i \not D-m) \psi-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}+\frac{1}{2} M_{A}^{2} A^{2} \\
& +\frac{1}{2}\left[\left(\partial_{\mu} \eta\right)^{2}-M_{H}^{2} \eta^{2}\right]+\frac{1}{2}\left(\partial_{\mu} \chi\right)^{2}-\frac{1}{2} \xi(e v)^{2} \chi^{2} \\
& +\left(\chi \partial_{\mu} \eta-\eta \partial_{\mu} \chi\right) e A^{\mu}+\frac{g_{\mu \nu} e^{2}}{2} A^{\mu} A^{\nu} \chi^{2}+\frac{g_{\mu \nu} e^{2}}{2} A^{\mu} A^{\nu} \eta^{2}+g_{\mu \nu} e^{2} v A^{\mu} A^{\nu} \eta \\
& +\frac{\lambda v^{4}}{4}-\frac{\lambda}{4}\left(4 v \eta^{3}+4 v \eta \chi^{2}+2 \eta^{2} \chi^{2}+\eta^{4}+\chi^{4}\right) \\
& -\frac{1}{2 \xi}\left(\partial_{\mu} A^{\mu}\right)^{2}+\left(\partial^{\mu} \bar{c}\right)\left(\partial_{\mu} c\right)-\xi M_{A}^{2} \bar{c} c-\xi e^{2} v \eta \bar{c} c . \tag{6.4.1}
\end{align*}
$$

The propagators are directly obtained from the Lagrangian, and can be summarized as such [24, p. 249]

$$
\begin{align*}
\mu \sim \sim \sim \nu & \rightarrow \frac{i}{q^{2}-M_{A}^{2}+i \epsilon}\left[-g^{\mu \nu}+(1-\xi) \frac{q^{\mu} q^{\nu}}{q^{2}-\xi M_{A}^{2}}\right]  \tag{6.4.2}\\
\eta & \rightarrow \frac{i}{p^{2}-M_{H}^{2}+i \epsilon},  \tag{6.4.3}\\
------\cdots & \rightarrow \frac{i}{p^{2}-\xi M_{A}^{2}+i \epsilon},  \tag{6.4.4}\\
\ldots \ldots \ldots \ldots . & \rightarrow \frac{i}{p^{2}-\xi M_{A}^{2}+i \epsilon} . \tag{6.4.5}
\end{align*}
$$

The last term in 6.4.1) determines how the ghost couple to the Higgs, and gives the diagram


In the $R_{\xi^{-}}$gauge, there is a new particle, a new interaction term and new 1-loop diagrams. Firstly, there are two new self-energy type diagrams, shown below.


Figure 6: New self-energy type diagrams in $R_{\xi^{-}}$-gauge.

Secondly, the new vertex (6.4.6) has its own 1-loop diagrams.


Figure 7: 1-loop contributions to the $\eta c \bar{c}$-vertex.

The Higgs boson propagator will therefore receive an additional contribution from figure 6(b), All the particles and interactions for spontanously broken QED in $R_{\xi}$-gauge have now been determined, and are contained in the full Lagrangian (6.4.1). We will first check the renormalizability of the theory. In sections 6.6 and 6.7 we will show the contributing diagrams and their divergent amplitude for each propagator and a couple of the vertices. After that we calculate the renormalization constants and the $\beta$-function.

### 6.5 Renormalizability

In order to check the renormalizability of this theory, we go back to the index of divergence (3.2.2), repeated here.

$$
r_{i}=\frac{d-2}{2} b_{i}+\frac{d-1}{2} f_{i}+\delta_{i}-d .
$$

The QED interaction term $e \gamma_{\mu} \bar{\psi} A^{\mu} \psi$ is unchanged, and so is the corresponding index of divergence; $r=0$. It remains to determine all the other indices for the new interactions, summarized in table 3 .

| $\mathscr{L}_{I}$ | $r_{i}$ | $\mathscr{L}_{I}$ | $r_{i}$ |
| :---: | :---: | :---: | :---: |
| $e \chi \partial_{\mu} \eta A^{\mu}$ | 0 | $e \eta \partial_{\mu} \chi A^{\mu}$ | 0 |
| $g_{\mu \nu} \frac{e^{2}}{2} A^{\mu} A^{\nu} \chi^{2}$ | 0 | $g_{\mu \nu} e^{2} v A^{\mu} A^{\nu} \eta$ | -1 |
| $-\lambda v \eta^{3}$ | -1 | $-\lambda v \eta \chi^{2}$ | -1 |
| $-\frac{\lambda}{2} \eta^{2} \chi^{2}$ | 0 | $-\frac{\lambda}{4} \eta^{4}$ | 0 |
| $-\frac{\lambda}{4} \chi^{4}$ | 0 | $-\xi e^{2} v \eta c \bar{c}$ | -1 |

Table 3: Indices of divergence for broken QED interactions.
Some of the interaction terms are super-renormalizable. The theory, however, is just renormalizable, since not all indices are less than 0 . [8, p. 131].

Extracting the mass dimension of the parameters is necessary for calculating the $\beta$ functions. As before, this is done with dimensional analysis. The quartic coupling parameter $\lambda$ can be obtained from one of many terms in the Lagrangian (6.4.1). We chose the quartic self-interaction term

$$
\mathscr{L} \supset-\frac{\lambda}{4} \eta^{4} .
$$

The mass dimension of $\eta$ is the same as any scalar field

$$
[\eta]=\frac{d-2}{2}=1-\frac{\epsilon}{2} .
$$

In order for the term as a whole to have dimension $4-\epsilon$, the dimension of $\lambda$ must be

$$
\begin{equation*}
[\lambda]=\epsilon \tag{6.5.1}
\end{equation*}
$$

For the vacuum expectation value parameter $v$, we use

$$
\mathscr{L} \supset-\lambda v \eta^{3} .
$$

The newly acquired value for $[\lambda]$ 6.5.1 determines the dimension for $v$

$$
\begin{equation*}
[v]=1-\frac{\epsilon}{2}, \tag{6.5.2}
\end{equation*}
$$

the same as for any scalar field, such as $\eta$. This would of course have to be the case, as the field shift (6.1.5) would not make sense otherwise, but it serves as a simple check that the terms in the Lagrangian are correct.

Mass dimensions for the coupling constants $e$ and $\lambda$ are extracted, so that the parameters appearing in the amplitudes are dimensionless.

$$
\begin{align*}
& e \rightarrow \mu^{\frac{\epsilon}{2}} e,  \tag{6.5.3}\\
& \lambda \rightarrow \mu^{\epsilon} \lambda . \tag{6.5.4}
\end{align*}
$$

Although $v$ appears as a parameter, the mass dimension is not extracted. As noted above, the mass dimension is equal to that of $\eta$, which has to hold both before and after
renormalization.
The gauge-fixing parameter $\xi$ is dimensionless. This can be seen by inspecting the mass term for the Goldstone boson

$$
\mathscr{L} \supset \frac{1}{2} \xi M_{A}^{2} \chi^{2} .
$$

Renormalizability of the theory has now been proven and the necessary parameters have been made dimensionless. We are now ready to calculate the 1-loop diagrams.

### 6.6 Propagator amplitudes

In section 4 and 5 we used Feynman-gauge, where the photon propagator has the simple form

$$
\begin{equation*}
\Sigma \propto-i \frac{g^{\mu \nu}}{q^{2}+i \varepsilon} \tag{6.6.1}
\end{equation*}
$$

This had the advantage of making generalization to P.V functions straightforward. In $R_{\xi}$-gauge the photon propagator 6.4 .2 includes the mass the photon has acquired and is written in a gauge-invariant form. As a consequence, some amplitude $\Sigma$ can how have the form

$$
\Sigma=e^{2} \mu^{\epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{k^{\mu} k^{\nu}}{\left(k^{2}-M_{A}^{2}\right)\left(k^{2}-\xi M_{A}^{2}\right)} .
$$

In dimensional regularization these can be dealt with by splitting the denominator

$$
\Sigma=e^{2} \mu^{\epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}}\left(\frac{k^{\mu} k^{\nu}}{\left(\xi M_{A}^{2}-M_{A}^{2}\right)\left(k^{2}-\xi M_{A}^{2}\right)}-\frac{k^{\mu} k^{\nu}}{\left(\xi M_{A}^{2}-M_{A}^{2}\right)\left(k^{2}-M_{A}^{2}\right)}\right) .
$$

Evaluating these two integrals with the help of (B.3.1c) yields

$$
\begin{aligned}
\Sigma & =i \frac{e^{2}}{(4 \pi)^{2}} \frac{g^{\mu \nu}}{2} \Gamma\left(-2+\frac{\epsilon}{2}\right) \frac{\left(4 \pi \mu^{2}\right)^{\frac{\epsilon}{2}}}{\xi M_{A}^{2}-M_{A}^{2}}\left(\left(\frac{1}{\xi M_{A}^{2}}\right)^{-\frac{d}{2}}-\left(\frac{1}{M_{A}^{2}}\right)^{-\frac{d}{2}}\right) \\
& =i \frac{e^{2}}{(4 \pi)^{2}} \frac{g^{\mu \nu}}{2} \Gamma\left(-2+\frac{\epsilon}{2}\right) \frac{\left(4 \pi \mu^{2}\right)^{\frac{\epsilon}{2}}}{\xi M_{A}^{2}-M_{A}^{2}}\left(\frac{\left(\xi M_{A}^{2}\right)^{2}}{\left(\xi M_{A}^{2}\right)^{\frac{\epsilon}{2}}}-\frac{\left(M_{A}\right)^{4}}{\left(M_{A}\right)^{\epsilon}}\right)
\end{aligned}
$$

Expanding $\Gamma\left(-2+\frac{\epsilon}{2}\right)$ with the use of (B.4.7), and ignoring all higher order terms leaves

$$
\begin{equation*}
\Sigma \stackrel{\text { Div }}{=} i \frac{e^{2}}{(4 \pi)^{2}} \frac{g^{\mu \nu}}{2 \epsilon}\left(\xi M_{A}^{2}+M_{A}^{2}\right) \tag{6.6.2}
\end{equation*}
$$

From now on, we will use Mathematica for the more complex of the divergent amplitude calculations. We use the notation $\Sigma^{a}$ to signify the sum of the divergent amplitudes for the propagator of particle $a$.

### 6.6.1 Fermion

As in the unbroken theory, there is only one contributing diagram at 1-loop level, however the amplitude is changed, due to the change in the photon propagator.

$$
\begin{aligned}
\rightarrow & \xrightarrow{\rightarrow 2} \\
= & (-i e)^{2} \mu^{\epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \gamma_{\mu} \frac{i(\not k+\not p+m)}{(k+p)^{2}-m^{2}} \gamma_{\nu} \frac{i}{k^{2}-M_{A}^{2}}\left[-g^{\mu \nu}+(1-\xi) \frac{k^{\mu} k^{\nu}}{k^{2}-\xi M_{A}^{2}}\right] \\
= & e^{2} \mu^{\epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}}\left[-\gamma_{\mu} \frac{(\not k+\not p+m)}{\left(k^{2}-M_{A}^{2}\right)\left[(k+p)^{2}-m^{2}\right]} \gamma^{\mu}\right. \\
& \left.+(1-\xi) \frac{\gamma_{\mu}(\not k+\not p+m) \gamma_{\nu} k^{\mu} k^{\nu}}{\left(k^{2}-M_{A}^{2}\right)\left[(k+p)^{2}-m^{2}\right]\left[k^{2}-\xi M_{A}^{2}\right]}\right] .
\end{aligned}
$$

The first term in the brackets is the familiar term from the unbroken theory, calculated in section 5.2.1. These integrals are evaluated with the methods covered previously, with the result

$$
\begin{align*}
\text { Amplitude } & \stackrel{\text { Div }}{=} i \frac{e^{2}}{(4 \pi)^{2}}[2 d m+(2-d) \not p+(1-\xi)(\not p+\not p-2 m)] \frac{1}{d-4} \\
& =i \frac{e^{2}}{(4 \pi)^{2}}[8 m-2 \not p+(1-\xi)(2 \not p-2 m)]\left(-\frac{1}{\epsilon}\right) \\
& =i \frac{e^{2}}{(4 \pi)^{2}}[\not p-4 m-(1-\xi)(\not p-m)] \frac{2}{\epsilon}, \tag{6.6.3}
\end{align*}
$$

where we have used $d=4-\epsilon$, and ignored finite terms.
There are no new couplings for the fermions, and therefore this is the only contributing diagram.

$$
\begin{equation*}
\Sigma^{\psi}=i \frac{e^{2}}{(4 \pi)^{2}}[\not p-4 m-(1-\xi)(\not p-m)] \frac{2}{\epsilon} . \tag{6.6.4}
\end{equation*}
$$

### 6.6.2 Photon

Two diagrams are particularly important, and their amplitude calculation is explicitly shown.


This diagram is unchanged from the unbroken theory (5.2.14), so its amplitude is unchanged, and the result is simply listed here.

$$
\begin{equation*}
\text { Amplitude }=-i \frac{e^{2}}{(4 \pi)^{2}}\left(\frac{8}{3}\right)\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right) \frac{1}{\epsilon} . \tag{6.6.5}
\end{equation*}
$$

$$
\begin{aligned}
\frac{\eta+q}{\prime} & =e^{2} \mu^{\epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{4 k_{\mu} k_{\nu}+2 k_{\mu} q_{\nu}+2 k_{\nu} q_{\mu}+q_{\mu} q_{\nu}}{\left(k^{2}-M_{H}^{2}\right)\left[(k+q)^{2}-\xi M_{A}^{2}\right]} \\
& =e^{2} \frac{i}{(4 \pi)^{2}}\left[4 B_{\mu \nu}+2 q_{\nu} B_{\mu}+2 q_{\mu} B_{\nu}+q_{\mu} q_{\nu} B_{0}\right],
\end{aligned}
$$

where all the tensor integrals are functions of $q^{2}, M_{H}^{2}, \xi M_{A}^{2}$. Using the divergent parts of the integrals (C.2.1), the amplitude becomes

$$
\begin{align*}
(\text { Amplitude })_{\text {Div }} & =i \frac{e^{2}}{(4 \pi)^{2}}\left[4\left(g_{\mu \nu}\left(-\frac{1}{6 \epsilon}\left(q^{2}-3 M_{H}^{2}-3 \xi M_{A}^{2}\right)\right)+q_{\mu} q_{\nu} \frac{2}{3 \epsilon}\right)-2 q_{\mu} q_{\nu} \frac{1}{\epsilon}-2 q_{\mu} q_{\nu} \frac{1}{\epsilon}+q_{\mu} q_{\nu} \frac{2}{\epsilon}\right] \\
& =i \frac{e^{2}}{(4 \pi)^{2}}\left[4 g_{\mu \nu} q^{2}\left(-\frac{1}{6 \epsilon}\right)+4 q_{\mu} q_{\nu} \frac{2}{3 \epsilon}-2 q_{\mu} q_{\nu} \frac{1}{\epsilon}+2 g_{\mu \nu}\left(M_{H}^{2}+\xi M_{A}^{2}\right) \frac{1}{\epsilon}\right] \\
& =-i \frac{e^{2}}{(4 \pi)^{2}}\left[\frac{2}{3}\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right)-2 g_{\mu \nu}\left(M_{H}^{2}+\xi M_{A}^{2}\right)\right] \frac{1}{\epsilon} . \tag{6.6.6}
\end{align*}
$$

These are singled out due to their amplitude. They both exhibit the tensor structure $g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}$, and therefore are the contributing factors to $Z_{A}$, as will be shown in section 6.9. The rest of the diagrams contributing to the photon propagator are shown in figure 8, and their calculations can be found in appendix E.2.1.

(a)

(b)

(c)

Figure 8: Other contributions to the photon propagator.
These do not exhibit the tensor structure and contribute only to $\delta M_{A}^{2}$. The sum of these diagrams is

$$
\begin{aligned}
\Sigma_{\mu \nu}^{A}= & -i \frac{e^{2}}{(4 \pi)^{2}} \frac{1}{\epsilon}\left\{\frac{8}{3}\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right)+\frac{2}{3}\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right)-2 g_{\mu \nu}\left(M_{H}^{2}+\xi M_{A}^{2}\right)\right. \\
& \left.+4 g_{\mu \nu} \xi M_{A}^{2}+4 g_{\mu \nu} M_{H}^{2}+2 M_{A}^{2} g_{\mu \nu}(3+\xi)\right\} .
\end{aligned}
$$

Reordering yields the result

$$
\begin{equation*}
\Sigma_{\mu \nu}^{A}=-i \frac{e^{2}}{(4 \pi)^{2}} \frac{1}{\epsilon}\left\{\frac{10}{3}\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right)+g_{\mu \nu}\left(2 M_{H}^{2}+6 M_{A}^{2}+4 \xi M_{A}^{2}\right)\right\} . \tag{6.6.7}
\end{equation*}
$$

### 6.6.3 Higgs boson

All the contributions are summarized in figure 9, their calculation can be found in appendix E.2.2.


Figure 9: Contributions to the Higgs boson propagator.
The amplitudes sum up to

$$
\begin{align*}
\Sigma^{\eta}= & -i \frac{e^{2}\left(2 \xi^{2} M_{A}^{2}-(\xi-3) p^{2}\right)}{8 \pi^{2} \epsilon}+i \frac{e^{2}\left(\xi^{2} M_{A}^{2}+3 M_{A}^{2}\right)}{4 \pi^{2} \epsilon} \\
& +i \frac{e^{2} M_{A}^{2}\left(\xi^{2}+3\right)}{4 \pi^{2} \epsilon}-i \frac{e^{2} M_{A}^{2} \xi^{2}}{8 \pi^{2} \epsilon}+i \frac{\lambda \xi M_{A}^{2}}{4 \pi^{2} \epsilon}+i \frac{3 \lambda M_{H}^{2}}{4 \pi^{2} \epsilon}+i \frac{5 \lambda^{2} v^{2}}{2 \pi^{2} \epsilon} \\
= & i \frac{\left(e^{2}(\xi-3) p^{2}+e^{2}\left(\xi^{2} M_{A}^{2}+12 M_{A}^{2}\right)+2 \lambda\left(\xi M_{A}^{2}+8 M_{H}^{2}\right)\right)}{8 \pi^{2} \epsilon} . \tag{6.6.8}
\end{align*}
$$

### 6.6.4 Goldstone boson

All the contributions are summarized in figure 10, their calculation can be found in appendix E.2.2.

(a)

(b)

(e)

Figure 10: Contributions to the Goldstone boson propagator.
The amplitudes sum up to

$$
\begin{align*}
\Sigma^{\chi}= & -\frac{i e^{2}\left(\xi\left(\xi M_{A}^{2}+M_{H}^{2}\right)-(\xi-3) p^{2}\right)}{8 \pi^{2} \epsilon}+\frac{i e^{2}\left(\xi^{2} M_{A}^{2}+3 M_{A}^{2}\right)}{4 \pi^{2} \epsilon} \\
& +\frac{3 i \lambda \xi M_{A}^{2}}{4 \pi^{2} \epsilon}+\frac{i \lambda M_{H}^{2}}{4 \pi^{2} \epsilon}+\frac{i \lambda^{2} v^{2}}{2 \pi^{2} \epsilon} \\
= & \frac{i\left(e^{2}(\xi-3) p^{2}+e^{2}\left(\xi\left(\xi M_{A}^{2}+M_{H}^{2}\right)+6 M_{A}^{2}\right)+6 \lambda \xi M_{A}^{2}+4 \lambda M_{H}^{2}\right)}{8 \pi^{2} \epsilon} . \tag{6.6.9}
\end{align*}
$$

### 6.6.5 Ghost

At the one-loop order there is only one diagram contributing to the ghost propagator.


Notice the factor of $\mu^{\epsilon}$ here. The coupling constants $e$ in this equation are the dimensionless ones, as defined when we extracted the mass dimension in 6.5.3). In section 6.1 the photon mass was found to be

$$
M_{A}^{2}=(e v)^{2},
$$

where the coupling constant $e$ had its original mass dimension. This is necessary for the photon mass to have mass dimension 1. In expressions such as (6.6.10) the mass dimension $\mu^{\epsilon}$ is therefore absorbed back into the mass. Since this was the only contribution to the ghost propagator, the sum of divergent amplitudes is simply given by

$$
\begin{equation*}
\Sigma^{c}=i \frac{e^{2}}{8 \pi^{2} \epsilon} \xi^{2} M_{A}^{2} . \tag{6.6.11}
\end{equation*}
$$

### 6.7 Vertex amplitudes

We use the notation $\Gamma^{a b c}$ to signify the divergent amplitudes of each vertex. $a, b$ and $c$ represent the external particles in each vertex.

### 6.7.1 $\bar{\psi} \boldsymbol{A}^{\mu} \psi$-vertex


the first term corresponds to the regular expression from QED, calculated in section 5.2.3, with the result for the divergent term (5.2.16)

$$
\begin{equation*}
\Gamma_{\mu}^{\psi A^{\mu} \bar{\psi}}=-\mu^{\frac{\epsilon}{2}} \frac{e^{3}}{(4 \pi)^{2}} \gamma_{\mu} \frac{2}{\epsilon} \tag{6.7.1}
\end{equation*}
$$

The remaining term takes the form

$$
\begin{aligned}
& \text { Amplitude }=(-i e)^{3} \mu^{\frac{3}{2} \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \gamma_{\rho} \frac{i(\nmid+\nmid k+m)}{(q+k)^{2}-m^{2}} \gamma_{\mu} \frac{i(\not p+\nmid k+m)}{(p+k)^{2}-m^{2}} \gamma_{\sigma} \frac{i}{k^{2}-M_{A}^{2}}(1-\xi) \frac{k^{\rho} k^{\sigma}}{k^{2}-\xi M_{A}^{2}} \\
& =(1-\xi) e^{3} \mu^{\frac{3}{2} \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}}\left[\gamma_{\rho} \phi / \gamma_{\mu} \phi p \gamma_{\sigma}+\gamma_{\rho} \phi \psi \gamma_{\mu} k \gamma_{\sigma}+\gamma_{\rho} \phi \gamma_{\mu} m \gamma_{\sigma}\right. \\
& +\gamma_{\rho} k \gamma_{\mu} \phi \gamma_{\sigma}+\gamma_{\rho} k \cdot \gamma_{\mu} k \cdot \gamma_{\sigma}+\gamma_{\rho} k \gamma_{\mu} m \gamma_{\sigma} \\
& \left.+\gamma_{\rho} m \gamma_{\mu} \not p \gamma_{\sigma}+\gamma_{\rho} m \gamma_{\mu} \not k \gamma_{\sigma}+\gamma_{\rho} m \gamma_{\mu} m \gamma_{\sigma}\right] \frac{k^{\rho} k^{\sigma}}{\left[k^{2}-M_{A}^{2}\right]\left[k^{2}-\xi M_{A}^{2}\right]\left[(q+k)^{2}-m^{2}\right]\left[(p+k)^{2}-m^{2}\right]} .
\end{aligned}
$$

The tensor decomposition of this expression is lengthy. Luckily, there is only one term that is divergent, namely the 4 -point P.V function, with the general form

$$
\int \frac{d^{d} k}{(2 \pi)^{d}} \frac{k^{\delta} k^{\lambda} k^{\rho} k^{\sigma}}{\left[k^{2}-M_{A}^{2}\right]\left[k^{2}-\xi M_{A}^{2}\right]\left[(q+k)^{2}-m^{2}\right]\left[(p+k)^{2}-m^{2}\right]} \stackrel{\text { uv }}{=}-\frac{i\left(\pi^{2} g^{\delta \sigma} g^{\lambda \rho}+\pi^{2} g^{\delta \rho} g^{\lambda \sigma}+\pi^{2} g^{\delta \lambda} g^{\rho \sigma}\right)}{12(d-4)} .
$$

Thus, explicitly the term takes the form

$$
\begin{align*}
\Gamma_{\mu}^{\psi A^{\mu} \bar{\psi}} & =(1-\xi) e^{3} \mu^{\frac{3}{2} \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \gamma_{\rho} \not k \gamma_{\mu} \not k \gamma_{\sigma} \frac{k^{\rho} k^{\sigma}}{\left[k^{2}-M_{A}^{2}\right]\left[k^{2}-\xi M_{A}^{2}\right]\left[(q+k)^{2}-m^{2}\right]\left[(p+k)^{2}-m^{2}\right]} \\
& \stackrel{\text { Div }}{=}-(1-\xi) e^{3} \mu^{\frac{\epsilon}{2}} \frac{1}{(2 \pi)^{4}} \gamma_{\rho} \gamma_{\delta} \gamma_{\mu} \gamma_{\lambda} \gamma_{\sigma}\left(\frac{i\left(\pi^{2} g^{\delta \sigma} g^{\lambda \rho}+\pi^{2} g^{\delta \rho} g^{\lambda \sigma}+\pi^{2} g^{\delta \lambda} g^{\rho \sigma}\right)}{12(d-4)}\right) \\
& =\frac{i}{(4 \pi)^{2}} \mu^{\frac{\epsilon}{2}}(1-\xi) \frac{e^{3}}{12 \epsilon}\left(\gamma_{\rho} \gamma^{\sigma} \gamma_{\mu} \gamma^{\rho} \gamma_{\sigma}+\gamma_{\rho} \gamma^{\rho} \gamma_{\mu} \gamma^{\sigma} \gamma_{\sigma}+\gamma_{\rho} \gamma^{\lambda} \gamma_{\mu} \gamma_{\lambda} \gamma^{\sigma}\right) \\
& =\frac{i}{(4 \pi)^{2}} \mu^{\frac{\epsilon}{2}}(1-\xi) \frac{e^{3}}{12 \epsilon}\left(-4 \gamma_{\mu}-d^{2} \gamma_{\mu}+6 d \gamma_{\mu}+d^{2} \gamma_{\mu}+4 \gamma_{\mu}+d^{2} \gamma_{\mu}-4 d \gamma_{\mu}\right) \\
& =\frac{i}{(4 \pi)^{2}} \mu^{\frac{\epsilon}{2}}(1-\xi) \frac{e^{3}}{12 \epsilon}\left((d+2) d \gamma_{\mu}\right), \tag{6.7.2}
\end{align*}
$$

using the contraction identities B.1.5). The entire divergent expression is obtained by including the other divergent term 6.7.1

$$
\begin{align*}
\Gamma_{\mu}^{\psi A^{\mu} \bar{\psi}} & =-\frac{e^{3}}{(4 \pi)^{d / 2}} \mu^{\frac{\epsilon}{2}} \gamma_{\mu} \frac{2}{\epsilon}+\frac{i}{(4 \pi)^{2}} \mu^{\frac{\epsilon}{2}}(1-\xi) \frac{e^{3}}{12 \epsilon}\left((d+2) d \gamma_{\mu}\right) \\
& \stackrel{d \rightarrow 4}{=}-i \mu^{\frac{\epsilon}{2}} \frac{e^{3}}{(4 \pi)^{2}} \gamma_{\mu} \frac{2}{\epsilon} \tag{6.7.3}
\end{align*}
$$

### 6.7.2 Divergence of three-point vertices

For the rest of the three-point vertices, power counting can be used to quickly filter out finite amplitudes in loops with three propagators. Referring to figure 5, the momentumdependent vertex given first adds a power of integration momentum $k$, therefore some of the amplitudes may be divergent. As an example, imagine the diagram

the second term in the photon propagator (6.4.2) does not change the powers of $k$ in either the numerator or denominator, and the analysis is unchanged. From this we see that the only divergent diagrams are the ones containing two vertices of the type from figure ??. In addition, there are diagrams with two particles in the loop

where we have slightly adjusted the external lines for readability. These are all divergent, and need to be considered as well. To obtain the renormalization constants not all of the vertices are needed, and we show only those that are used later.

### 6.7.3 $\Gamma_{\mu \nu}^{A^{\mu} A^{\nu} \eta}$



All the divergent loops containing three propagators are listed in figure 11 . For the calculation of each individual diagram see appendix E.3.1.





Figure 11: Divergent contributions to 6.7.6 with three propagators.
The sum of the contributions in figure 11 is

$$
\begin{equation*}
\left(\Gamma_{\mu \nu}^{A^{\mu} A^{\nu} \eta}\right)_{1}=i \mu^{\epsilon} \frac{e^{4} \xi v g_{\mu \nu}}{4 \pi^{2} \epsilon}+i \mu^{\epsilon} \frac{e^{2} \lambda v g_{\mu \nu}}{\pi^{2} \epsilon} . \tag{6.7.7}
\end{equation*}
$$

As mentioned, there are several contributing diagrams with two propagators in the loop. These are shown in figure??



Figure 12: Two-point loop contributions to (6.7.6)

These diagrams have the combined amplitude

$$
\begin{equation*}
\left(\Gamma_{\mu \nu}^{A^{\mu} A^{\nu} \eta}\right)_{2}=-i \mu^{\epsilon} \frac{e^{2} \lambda v g_{\mu \nu}}{\pi^{2} \epsilon}-i \mu^{\epsilon} \frac{e^{4}(\xi+3) v g_{\mu \nu}}{4 \pi^{2} \epsilon} . \tag{6.7.8}
\end{equation*}
$$

Adding (6.7.7) and (6.7.8) causes some terms to cancel, leaving

$$
\begin{align*}
\Gamma_{\mu \nu}^{A^{\mu} A^{\nu} \eta} & =i \mu^{\epsilon} \frac{e^{4} \xi v g_{\mu \nu}}{4 \pi^{2} \epsilon}-i \mu^{\epsilon} \frac{e^{4}(\xi+3) v g_{\mu \nu}}{4 \pi^{2} \epsilon} \\
& =-i \mu^{\epsilon} \frac{3 e^{4} v g_{\mu \nu}}{4 \pi^{2} \epsilon} . \tag{6.7.9}
\end{align*}
$$

### 6.7.4 $\Gamma^{\eta \eta \eta}$



Following the same structure as above, all the divergent loop contributions with three propagators in the loop are listed in figure 13. Loop contributions with two propagators in the loop are shown in figure 14. For the calculation of each individual diagram see appendix E.3.2.


Figure 13: Three-point divergent contributions to 6.7.10

The three-point loops have the combined divergent amplitude

$$
\begin{equation*}
\left(\Gamma^{\eta \eta \eta}\right)_{1}=-i \mu^{\epsilon} \frac{3 e^{4} \xi^{2} v}{4 \pi^{2} \epsilon}-i \mu^{\epsilon} \frac{3 e^{2} \lambda \xi v}{4 \pi^{2} \epsilon} . \tag{6.7.11}
\end{equation*}
$$



Figure 14: Two-point loop contributions to 6.7.10

The two-point loops shown above have the combined divergent amplitude

$$
\begin{equation*}
\left(\Gamma^{\eta \eta \eta}\right)_{2}=i \mu^{\epsilon} \frac{3 e^{4}\left(\xi^{2}+3\right) v}{4 \pi^{2} \epsilon}+i \mu^{\epsilon} \frac{15 \lambda^{2} v}{2 \pi^{2} \epsilon} \tag{6.7.12}
\end{equation*}
$$

Once again adding the two contributions 6.7.11) and 6.7.12

$$
\begin{align*}
\Gamma^{\eta \eta \eta} & =-i \mu^{\epsilon} \frac{3 e^{4} \xi^{2} v}{4 \pi^{2} \epsilon}+i \mu^{\epsilon} \frac{3 e^{4}\left(\xi^{2}+3\right) v}{4 \pi^{2} \epsilon}-i \mu^{\epsilon} \frac{3 e^{2} \lambda \xi v}{4 \pi^{2} \epsilon}+i \mu^{\epsilon} \frac{15 \lambda^{2} v}{2 \pi^{2} \epsilon} \\
& =i \mu^{\epsilon} \frac{3 v\left(3 e^{4}-e^{2} \lambda \xi+10 \lambda^{2}\right)}{4 \pi^{2} \epsilon} \tag{6.7.13}
\end{align*}
$$

### 6.7.5 $\quad \Gamma^{\eta c \bar{c}}$



This vertex is special in the sense that all contributions are finite. They are listed in figure 15.



Figure 15: Finite contributions to (??)

As an example, we consider the first diagram


All the diagrams in figure 15 give the same result for the divergent part, and the sum is 0

$$
\begin{equation*}
\Gamma^{\eta c \bar{c}}=0 . \tag{6.7.15}
\end{equation*}
$$

### 6.8 Rescaling and counter-terms

The full Lagrangian (6.4.1) adequately describes the interactions between all the necessary particles, and we able to move forward with the standard renormalization procedure. The renormalization constants for the fields, electric charge and fermion mass are defined in the same way as previously (section 4)

$$
\begin{align*}
A_{0} & =Z_{A}^{1 / 2} A=\left(1+\frac{1}{2} \delta Z_{A}\right) A \\
\eta_{0} & =Z_{\eta}^{1 / 2} \eta=\left(1+\frac{1}{2} \delta Z_{\eta}\right) \eta \\
\psi_{0} & =Z_{\psi}^{1 / 2} \psi=\left(1+\frac{1}{2} \delta Z_{\psi}\right) \psi  \tag{6.8.1}\\
e_{0} & =Z_{e} \mu^{\frac{\epsilon}{2}} e=\left(1+\delta Z_{e}\right) e \\
m_{e, 0} & =Z_{m} m
\end{align*}
$$

In the previous constructions of counter-terms (section 4.1) multiplicative renormalization of the fermion mass was used. In the current theory, which consists of both fermion fields, and multiple scalar fields ( $\eta, \chi, c$ ), additive renormalization of the masses is useful [26].

$$
\begin{align*}
& M_{A, 0}^{2}=Z_{A}^{-1}\left(M_{A}^{2}+\delta M_{A}^{2}\right), \\
& M_{H, 0}^{2}=Z_{\eta}^{-1}\left(M_{H}^{2}+\delta M_{H}^{2}\right) \tag{6.8.2}
\end{align*}
$$

It is worth noting that this would be sufficient in order to render physical S-matrix elements finite [18, p. 658]. For a complete renormalization, the field renormalization of the Goldstone boson and ghost field, and the renormalization of the gauge fixing parameter $\xi$ are needed

$$
\begin{align*}
\chi_{0} & =Z_{\chi}^{1 / 2} \chi=\left(1+\frac{1}{2} \delta Z_{\chi}\right) \chi, \\
c_{0} & =Z_{c}^{1 / 2} c=\left(1+\frac{1}{2} \delta Z_{c}\right) c  \tag{6.8.3}\\
\xi_{0} & =Z_{\xi} \xi .
\end{align*}
$$

In addition, renormalization of the fundamental parameters of the theory $(\lambda, \mu, v)$ is needed. There exist methods that do not renormalize the vev [18, p. 580], however this approach yields non-finite vertex functions, and is not used here.

$$
\begin{align*}
v_{0} & =Z_{v} v, \\
\mu_{0} & =Z_{\mu} \mu,  \tag{6.8.4}\\
\lambda_{0} & =Z_{\lambda} \mu^{\epsilon} \lambda .
\end{align*}
$$

Counter-terms are constructed in the same was as before. Interactions between fermions and the photon are unchanged, therefore the fermion propagator counter-term

$$
\begin{equation*}
\longrightarrow \otimes \longrightarrow=i\left(\left(Z_{\psi}-1\right) \not p-\left(Z_{\psi} Z_{m}-1\right) m\right), \tag{6.8.5}
\end{equation*}
$$

and interaction counter-term

are unchanged from the unbroken theory. The photon counter-term is modified, since it is now a massive particle

$$
\begin{aligned}
-\frac{1}{4} F_{\mu \nu, 0} F_{0}^{\mu \nu}+\frac{1}{2} M_{A, 0}^{2} A_{0}^{2} & =-\frac{1}{4} Z_{A} F_{\mu \nu} F^{\mu \nu}+\frac{1}{2} M_{A, 0}^{2} Z_{A} A^{2} \\
& =-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}+\frac{1}{2} M_{A}^{2} A^{2}-\frac{1}{4} \delta Z_{A} F_{\mu \nu} F^{\mu \nu}+\frac{1}{2} \delta M_{A}^{2} A^{2}
\end{aligned}
$$

The kintetic terms $-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}$ are equal to $-\frac{1}{2} A_{\mu}\left(-\partial^{2} g^{\mu \nu}+\partial^{\mu} \partial^{\nu}\right) A_{\nu}$ by integration of parts [10] p. 331. The only terms relevant for the counter-term are

$$
\begin{aligned}
-\frac{1}{4} \delta Z_{A} F_{\mu \nu} F^{\mu \nu}+\frac{1}{2} \delta M_{A}^{2} A^{2} & =-\frac{1}{2} \delta Z_{A} A^{\mu}\left(-\partial^{2} g_{\mu \nu}+\partial_{\mu} \partial_{\nu}\right) A^{\nu}+\frac{1}{2} \delta M_{A}^{2} g_{\mu \nu} A^{\mu} A^{\nu} \\
& =-\frac{1}{2} A^{\mu}\left(\left(-\partial^{2} g_{\mu \nu}+\partial_{\mu} \partial_{\nu}\right) \delta Z_{A}-g_{\mu \nu} \delta M_{A}^{2}\right) A^{\nu}
\end{aligned}
$$

This gives the photon counter-term

$$
\begin{equation*}
\sim \cdots \sim \backsim \sim \sim=-i\left(\left(q^{2} g_{\mu \nu}-q_{\mu} q_{\nu}\right) \delta Z_{A}+g_{\mu \nu} \delta M_{A}^{2}\right) \tag{6.8.7}
\end{equation*}
$$

Counter-terms for the Higgs boson, Goldstone Boson and Ghost are constructed likewise. The derivation can be found in appendix E.1, and the results are listed in figure 16 ,

(a) $-i\left(\left(q^{2} g_{\mu \nu}-q_{\mu} q_{\nu}\right) \delta Z_{A}+g_{\mu \nu} \delta M_{A}^{2}\right)$
(b) $i\left(\delta Z_{\chi} p_{\chi}^{2}-\left(Z_{\xi} Z_{A}^{-1} Z_{\chi}-1\right) \xi M_{A}^{2}-Z_{\xi} Z_{A}^{-1} \delta M_{A}^{2} \xi\right)$
 $\ldots \ldots \ldots \ldots \ldots$. (c) $i\left(\delta Z_{\eta} p_{\eta}^{2}-\delta M_{H}^{2}\right)$
(d) $-i\left(\frac{1}{2} \delta Z_{c} p_{c}^{2}+\left(Z_{\xi} Z_{c}^{1 / 2} Z_{A}^{-1}-1\right) \xi M_{A}^{2}+Z_{\xi} Z_{c}^{1 / 2} Z_{A}^{-1} \xi \delta M_{A}^{2}\right)$

Figure 16: Propagator counter-terms.

Now that the counter-terms for the propagators and fermion interaction are defined, we simply list the remaining counter-terms from the Lagrangian. These are the counterterms for the interactions shown in figure 5. They come naturally from the Lagrangian (6.4.1) and are listed in figure 17.

$$
\begin{aligned}
i\left(p_{\eta}-p_{\chi}\right)_{\mu} e_{0} \eta_{0} A_{0}^{\mu} \chi_{0} & =i\left(p_{\eta}-p_{\chi}\right)_{\mu}\left[e \eta A^{\mu} \chi+\left(Z_{e} Z_{\eta}^{1 / 2} Z_{A}^{1 / 2} Z_{\chi}^{1 / 2}-1\right) e \eta A^{\mu} \chi\right], \\
\frac{1}{2} g_{\mu \nu} e_{0}^{2} A_{0}^{\mu} A_{0}^{\nu} \chi_{0}^{2} & =\frac{1}{2} g_{\mu \nu} e^{2} A^{\mu} A^{\nu} \chi^{2}+\frac{1}{2}\left(Z_{e}^{2} Z_{A} Z_{\chi}-1\right) g_{\mu \nu} e^{2} A^{\mu} A^{\nu} \chi^{2}, \\
g_{\mu \nu} e_{0}^{2} v_{0} A_{0}^{\mu} A_{0}^{\nu} \eta_{0} & =g_{\mu \nu} e^{2} v A^{\mu} A^{\nu} \eta+\left(Z_{e}^{2} Z_{v} Z_{A} Z_{\eta}^{1 / 2}-1\right) g_{\mu \nu} e^{2} v A^{\mu} A^{\nu} \eta, \\
-\lambda v \eta_{0}^{3} & =-\lambda v \eta^{3}-\left(Z_{\lambda} Z_{v} Z_{\eta}^{3 / 2}-1\right) \lambda v \eta^{3}, \\
-\lambda v \eta_{0} \chi_{0}^{2} & =-\lambda v \eta \chi^{2}-\left(Z_{\lambda} Z_{v} Z_{\eta}^{1 / 2} Z_{\chi}-1\right) \lambda v \eta \chi^{2}, \\
-\frac{\lambda}{2} \eta_{0}^{2} \chi_{0}^{2} & =-\frac{\lambda}{2} \eta^{2} \chi^{2}-\left(Z_{\lambda} Z_{\eta} Z_{\chi}-1\right) \frac{\lambda}{2} \eta^{2} \chi^{2}, \\
-\frac{\lambda}{4} \eta_{0}^{4} & =-\frac{\lambda}{4} \eta^{4}-\left(Z_{\lambda} Z_{\eta}^{2}-1\right) \frac{\lambda}{4} \eta^{4}, \\
-\frac{\lambda}{4} \chi_{0}^{4} & =-\frac{\lambda}{4} \chi^{4}-\left(Z_{\lambda} Z_{\chi}^{2}-1\right) \frac{\lambda}{4} \chi^{4} . \\
-e_{0}^{2} v_{0} \eta_{0} \bar{c} c_{0} & =-e^{2} v \eta \bar{c} c-\left(Z_{e}^{2} Z_{v} Z_{\eta}^{1 / 2} Z_{c}^{1 / 2}-1\right) e^{2} v \eta \bar{c} c
\end{aligned}
$$


(b) $2 i g_{\mu \nu} \mu^{\epsilon} e^{2} v$.
(c) $2 i g_{\mu \nu} \mu^{\epsilon} e^{2}\left(Z_{e}^{2} Z_{A} Z_{\chi}-1\right)$
(a) $-\mu^{\frac{\epsilon}{2}} e\left(p_{\eta}-p_{\chi}\right)_{\mu}$.
$\left(Z_{e}^{2} Z_{v} Z_{A} Z_{\eta}^{1 / 2}-1\right)$
$\left(Z_{e} Z_{\eta}^{1 / 2} Z_{A}^{1 / 2} Z_{\chi}^{1 / 2}-1\right)$


(d) $2 i g_{\mu \nu} \mu^{\epsilon} e^{2}\left(Z_{e}^{2} Z_{A} Z_{\eta}-1\right)$
(e) $-6 i \mu^{\epsilon} \lambda v\left(Z_{\lambda} Z_{v} Z_{\eta}^{3 / 2}-1\right)$
(f) $-6 i \mu^{\epsilon} \lambda\left(Z_{\lambda} Z_{\eta}^{2}-1\right)$

(g) $2 i \mu^{\epsilon} \lambda v\left(1-Z_{\lambda} Z_{v} Z_{\eta}^{1 / 2} Z_{\chi}\right)$
(h) $-2 i \mu^{\epsilon} \lambda\left(Z_{\lambda} Z_{\eta} Z_{\chi}-1\right)$
(i) $-6 i \mu^{\epsilon} \lambda\left(Z_{\lambda} Z_{\chi}^{2}-1\right)$

(j) $-i\left(Z_{e}^{2} Z_{v} Z_{\eta}^{1 / 2} Z_{c}^{1 / 2}-1\right) \mu^{\epsilon} e^{2} v$

Figure 17: Feynman rules for the additional counter-terms.

### 6.9 Determination of renormalization constants

## $Z_{\psi}, Z_{m}$

Although the fermion counter-term is the same as in the unbroken theory, the fermion and mass renormalization constants 5.4 .3 , 5.4.5 are changed due to changed fermion self-energy term (6.6.4)

$$
i \frac{e^{2}}{(4 \pi)^{2}}[\not p-4 m-(1-\xi)(\not p-m)] \frac{2}{\epsilon}+i\left(\left(Z_{\psi}-1\right) \not p-\left(Z_{\psi} Z_{m}-1\right) m\right)=0
$$

In order to isolate for the two coefficients, some reordering is convenient

$$
i \frac{e^{2}}{(4 \pi)^{2}}[\xi \not p-3 m-\xi m] \frac{2}{\epsilon}+i\left(\left(Z_{\psi}-1\right) \not p-\left(Z_{\psi} Z_{m}-1\right) m\right)=0 .
$$

This leads to the two independent equations

$$
\begin{aligned}
i \frac{e^{2}}{(4 \pi)^{2}} \xi \not p \frac{2}{\epsilon} & =-i\left(\left(Z_{\psi}-1\right) \not p\right), \\
-i \frac{e^{2}}{(4 \pi)^{2}}(3+\xi) m \frac{2}{\epsilon} & =i\left(Z_{\psi} Z_{m}-1\right) m
\end{aligned}
$$

The first equation readily gives the first fermion renormalization coefficient

$$
\begin{equation*}
Z_{\psi}=1-\xi \frac{e^{2}}{(4 \pi)^{2}} \frac{2}{\epsilon}, \tag{6.9.1}
\end{equation*}
$$

and the second one can be rewritten as

$$
Z_{m}=\frac{1-(3+\xi) \frac{e^{2}}{(4 \pi)^{2}} \frac{2}{\epsilon}}{Z_{\psi}}=\frac{1-(3+\xi) \frac{e^{2}}{(4 \pi)^{2}} \frac{2}{\epsilon}}{1-\xi \frac{e^{2}}{(4 \pi)^{2}} \frac{2}{\epsilon}} .
$$

Taylor expanding leads to the result

$$
\begin{equation*}
Z_{m}=1-\frac{3 e^{2}}{8 \pi^{2}} \frac{1}{\epsilon} \tag{6.9.2}
\end{equation*}
$$

where higher order terms have been omitted since they are not relevant at 1-loop order. It is interesting to note that while the fermion renormalization constant $Z_{\psi}$ has a gauge dependence, the mass renormalization constant $Z_{m}$ has not, at least not at the 1-loop level.

## $Z_{A}, \delta M_{A}^{2}$

The only change in wave function constants from the unbroken theory, apart from the new ones, is $Z_{A}$, which now obeys a modified version of (5.4.6), due to all the added contributions from new diagrams (section 6.6.2). The divergent contributions to the photon propagator can be summarized by equation (6.6.7)

$$
\Sigma_{\mu \nu}^{A}=-i \frac{e^{2}}{(4 \pi)^{2}} \frac{1}{\epsilon}\left\{\frac{10}{3}\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right)+g_{\mu \nu}\left(2 M_{H}^{2}+6 M_{A}^{2}+4 \xi M_{A}^{2}\right)\right\} .
$$

Adding the photon counter-term 16(a) and requiring the result to be zero

$$
\begin{aligned}
& -i\left(\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right) \delta Z_{A}+g_{\mu \nu} \delta M_{A}^{2}\right) \\
& -i \frac{e^{2}}{(4 \pi)^{2}} \frac{1}{\epsilon}\left\{\frac{10}{3}\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right)+g_{\mu \nu}\left(2 M_{H}^{2}+6 M_{A}^{2}+4 \xi M_{A}^{2}\right)\right\}=0
\end{aligned}
$$

The same observation as for the fermion self-energy can be made, $q$ and the different mass terms are independent quantities, and must evolve independently

$$
\begin{aligned}
& \delta Z_{A}=-\frac{10}{3} \frac{e^{2}}{(4 \pi)^{2}} \frac{1}{\epsilon}, \\
& \delta M_{A}^{2}=-\frac{e^{2}}{(4 \pi)^{2}}\left(2 M_{H}^{2}+4 \xi M_{A}^{2}+6 M_{A}^{2}\right) \frac{1}{\epsilon}
\end{aligned}
$$

from which follows

$$
\begin{equation*}
Z_{A}=1-\frac{10}{3} \frac{e^{2}}{(4 \pi)^{2}} \frac{1}{\epsilon} . \tag{6.9.3}
\end{equation*}
$$

## $Z_{e}$

The divergent amplitude of the vertex function (6.7.3) gives a relation between the other constants

$$
\begin{gather*}
-i \xi \frac{e^{3}}{(4 \pi)^{2}} \gamma_{\mu} \frac{2}{\epsilon}-i\left(Z_{e} Z_{A}^{1 / 2} Z_{\psi}-1\right) e \gamma_{\mu}=0, \\
Z_{e} Z_{A}^{1 / 2} Z_{\psi}=1-\xi \frac{e^{2}}{(4 \pi)^{2}} \frac{2}{\epsilon} \tag{6.9.4}
\end{gather*}
$$

Using equation (6.9.4) is the straightforward way to calculate the charge renormalization constant $Z_{e}$

$$
Z_{e}=\frac{1-\xi \frac{e^{2}}{(4 \pi)^{2}} \frac{2}{\epsilon}}{Z_{\psi} Z_{A}^{1 / 2}}=Z_{A}^{-1 / 2}
$$

and an expression for the 1-loop level can be found with Taylor expansion

$$
\begin{equation*}
Z_{e}=1+\frac{5 e^{2}}{48 \pi^{2}} \frac{1}{\epsilon} . \tag{6.9.5}
\end{equation*}
$$

We note that the relation $Z_{e}=Z_{A}^{-1 / 2}$ derived from the Ward identity in regular QED still holds. Earlier in this section, and in section 6.6, there are multiple examples ${ }^{2}$ of gauge-dependent amplitudes and constants that return to their unbroken values if the gauge parameter $\xi$ is equal to 1 (Feynman gauge). The charge renormalization constant $Z_{e}$ does not share this property ${ }^{3}$, which will be reflected in the $\beta$-function.

Continuing the same way, we solve for the rest of the renormalization constants. Some of these are straightforward, mainly $Z_{\eta}, Z_{\chi}$ and $\delta M_{H}^{2}$, while others require us to solve more complicated equations. The calculations are split into small sections for readability.

## $Z_{\eta}, \delta M_{H}^{2}$

These follow easily from a similar calculation to that of the photon. The counter-term is given in figure 16(c), with the divergent amplitude (6.6.8).

$$
i\left(\delta Z_{\eta} p^{2}-\delta M_{H}^{2}\right)+i \frac{\left(e^{2}(\xi-3) p^{2}+e^{2}\left(\xi^{2} M_{A}^{2}+12 M_{A}^{2}\right)+2 \lambda\left(\xi M_{A}^{2}+8 M_{H}^{2}\right)\right)}{8 \pi^{2} \epsilon}=0
$$

Solving for the two variables yields the two constants

$$
\begin{align*}
Z_{\eta} & =1-\frac{e^{2}}{8 \pi^{2} \epsilon}(\xi-3),  \tag{6.9.6}\\
\delta M_{H}^{2} & =\frac{\left(e^{2}\left(\xi^{2} M_{A}^{2}+12 M_{A}^{2}\right)+2 \lambda\left(\xi M_{A}^{2}+8 M_{H}^{2}\right)\right)}{8 \pi^{2} \epsilon} . \tag{6.9.7}
\end{align*}
$$

[^1]
## $Z_{\chi}$

The Goldstone boson counter-term, found in figure 16(b), does not have the convenient $Z_{i}-Z_{i, m}$ structure seen in so far in propagator counter-terms. There is however, only one term dependent on $p$. The divergent amplitude (6.6.9) has a similar structure to that of the Higgs boson, with two $p$-dependent terms.

$$
\begin{align*}
& i\left(\delta Z_{\chi} p_{\chi}^{2}-\left(Z_{\xi} Z_{A}^{-1} Z_{\chi}-1\right) \xi M_{A}^{2}-Z_{\xi} Z_{A}^{-1} \delta M_{A}^{2} \xi\right) \\
& +\frac{i\left(e^{2}(\xi-3) p^{2}+e^{2}\left(\xi\left(\xi M_{A}^{2}+M_{H}^{2}\right)+6 M_{A}^{2}\right)+6 \lambda \xi M_{A}^{2}+4 \lambda M_{H}^{2}\right)}{8 \pi^{2} \epsilon}=0 \tag{6.9.8}
\end{align*}
$$

As before the terms proportional to $p^{2}$ must evolve separately from the rest

$$
\begin{align*}
i \delta Z_{\chi} p^{2} & =-i \frac{e^{2}}{8 \pi^{2} \epsilon}(\xi-3) p^{2}, \\
Z_{\chi} & =1-\frac{e^{2}}{8 \pi^{2} \epsilon}(\xi-3) . \tag{6.9.9}
\end{align*}
$$

The rest of the constants are more complicated in form, as they also exhibit a $\lambda$ dependence in the same way as the higher order $e$-dependence, for which we have previously used a Taylor series to simplify to the 1-loop order. For these last constants there is therefore used a Taylor series in both $e$ and $\lambda$.

## $Z_{\xi}$

The rest of the terms from (6.9.8 must obey

$$
\xi M_{A}^{2}\left(\frac{Z_{\xi} Z_{\chi}}{Z_{A}}-1\right)+\frac{\delta M_{A}^{2} \xi Z_{\xi}}{Z_{A}}=\frac{i\left(e^{2}\left(\xi\left(\xi M_{A}^{2}+M_{H}^{2}\right)+6 M_{A}^{2}\right)+6 \lambda \xi M_{A}^{2}+4 \lambda M_{H}^{2}\right)}{8 \pi^{2} \epsilon} .
$$

This can then be solved for another coefficient, allowing another to be determined.

$$
\begin{aligned}
Z_{\xi} & =\frac{Z_{A}\left(e^{2} \xi^{2} M_{A}^{2}+6 e^{2} M_{A}^{2}-e^{2} M_{H}^{2} \xi+6 \lambda \xi M_{A}^{2}+8 \pi^{2} \xi M_{A}^{2} \epsilon+4 \lambda M_{H}^{2}\right)}{8 \pi^{2} \epsilon\left(\delta M_{A}^{2} \xi+\xi M_{A}^{2} Z_{\chi}\right)} \\
& =\frac{\left(24 \pi^{2} \epsilon-5 e^{2}\right)\left(e^{2}\left(M_{A}^{2}\left(\xi^{2}+6\right)-M_{H}^{2} \xi\right)+2 M_{A}^{2} \xi\left(3 \lambda+4 \pi^{2} \epsilon\right)+4 \lambda M_{H}^{2}\right)}{24 \pi^{2} \xi \epsilon\left(8 \pi^{2} M_{A}^{2} \epsilon-e^{2}\left(3 M_{A}^{2} \xi+M_{H}^{2}\right)\right)} .
\end{aligned}
$$

Taking the Taylor series in both $e$ and $\lambda$, as discussed above, yields

$$
\begin{aligned}
Z_{\xi}= & 1+\frac{\lambda\left(6 M_{A}^{2} \xi+4 M_{H}^{2}\right)}{8 \pi^{2} M_{A}^{2} \xi \epsilon} \\
& +e^{2}\left(\frac{12 \xi^{2}-5 \xi+18}{24 \pi^{2} \epsilon \xi}+\frac{\left(27 \xi^{2} M_{A}^{4}-15 \xi M_{A}^{4}-10 M_{H}^{2} M_{A}^{2}+27 M_{H}^{2} \xi M_{A}^{2}+6 M_{H}^{4}\right) \lambda}{96 M_{A}^{4} \pi^{4} \epsilon^{2} \xi}\right) .
\end{aligned}
$$

Terms which contain both $\lambda$ and $e^{2}$ are associated with higher order diagrams; in order to construct a diagram with this factor, one would need to go to at least 2-loop order. These terms can therefore be ignored.

$$
\begin{equation*}
Z_{\xi}=1+\frac{6 \lambda}{8 \pi^{2} \epsilon}+\frac{4 \lambda M_{H}^{2}}{8 \pi^{2} M_{A}^{2} \xi \epsilon}+e^{2}\left(\frac{12 \xi^{2}-5 \xi+18}{24 \pi^{2} \epsilon \xi}\right) . \tag{6.9.10}
\end{equation*}
$$

In order to determine the rest of the parameter renormalization constants $\left(Z_{v}, Z_{\lambda}\right)$, and the ghost constant $Z_{c}$, we use several three-point vertices, though the choice of which ones is quite arbitrary, and one could choose others. The charge renormalization constant is universal due to the Slavnov-Taylor identity [8]. This applies to the other parameter renormalization constants as well, no matter how a constant is calculated, it will be the same.

## $Z_{v}$

Now that universality of renormalization constants has been established, and we are free to choose a convenient counter-term. The $A^{\mu} A^{\nu} \eta$-vertex counter-term in figure 17(b) with the divergent amplitude (6.7.9) is a straightforward choice.

$$
-i \mu^{\epsilon} \frac{3 e^{4} v g_{\mu \nu}}{4 \pi^{2} \epsilon}+2 i \mu^{\epsilon} e^{2} v g_{\mu \nu}\left(Z_{A} Z_{e}^{2} \sqrt{Z_{\eta}} Z_{v}-1\right)=0
$$

which gives the relation

$$
\begin{aligned}
Z_{v} & =\frac{3 e^{2}+8 \pi^{2} \epsilon}{8 \pi^{2} Z_{A} Z_{e}^{2} \sqrt{Z_{\eta}} \epsilon} \\
& =\frac{13824 \pi^{5} \epsilon^{2}\left(3 e^{2}+8 \pi^{2} \epsilon\right)}{\left(24 \pi^{2} \epsilon-5 e^{2}\right)\left(5 e^{2}+48 \pi^{2} \epsilon\right)^{2} \sqrt{4 \pi^{2}-\frac{e^{2}(\xi-3)}{2 \epsilon}}} .
\end{aligned}
$$

Once again using the Taylor series

$$
\begin{equation*}
Z_{v}=1+\frac{e^{2}}{16 \pi^{2} \epsilon}(\xi+3) \tag{6.9.11}
\end{equation*}
$$

## $Z_{\lambda}$

For the last parameter constant $Z_{\lambda}$, we chose the triple Higgs self-interaction vertex, found in figure $17(\mathrm{e})$. The divergent amplitude is given by 6.7.13).

$$
i \mu^{\epsilon} \frac{3 v\left(3 e^{4}-e^{2} \lambda \xi+10 \lambda^{2}\right)}{4 \pi^{2} \epsilon}-6 \mu^{\epsilon} i \lambda v\left(Z_{\eta}^{3 / 2} Z_{\lambda} Z_{v}-1\right)=0
$$

which gives the relation

$$
\begin{aligned}
Z_{\lambda} & =\frac{3 e^{4}-e^{2} \lambda \xi+2 \lambda\left(5 \lambda+4 \pi^{2} \epsilon\right)}{8 \pi^{2} \lambda Z_{\eta}^{3 / 2} Z_{v} \epsilon} \\
& =\frac{\left(24 \pi^{2} \epsilon-5 e^{2}\right)\left(5 e^{2}+48 \pi^{2} \epsilon\right)^{2}\left(3 e^{4}-e^{2} \lambda \xi+2 \lambda\left(5 \lambda+4 \pi^{2} \epsilon\right)\right)}{6912 \pi^{4} \lambda \epsilon^{2}\left(3 e^{2}+8 \pi^{2} \epsilon\right)\left(8 \pi^{2} \epsilon-e^{2}(\xi-3)\right)},
\end{aligned}
$$

Taylor expanding as usual gives

$$
\begin{equation*}
Z_{\lambda}=1+\frac{5 \lambda}{4 \pi^{2} \epsilon}-\frac{e^{2}}{4 \pi^{2} \epsilon} . \tag{6.9.12}
\end{equation*}
$$

## $Z_{c}$

The only missing constant is $Z_{c}$, which can be found from the ghost propagator counterterm in figure $16(\mathrm{~d})$ together with the amplitude (6.6.11). This leads to a rather complicated equation. A simple workaround is the $\eta c \bar{c}$-vertex. From section 6.7 .5 we know that all contributions are finite. Therefore the counter-term in figure $17(\mathrm{j})$ gives the relation

$$
\begin{gathered}
-i\left(Z_{e}^{2} Z_{v} Z_{\eta}^{1 / 2} Z_{c}^{1 / 2}-1\right) e^{2} v=0 \\
Z_{c}=\frac{1}{Z_{e}^{4} Z_{v}^{2} Z_{\eta}}=\frac{\left(5 e^{2}-24 \pi^{2} \epsilon\right)^{2}}{9\left(3 e^{2}+8 \pi^{2} \epsilon\right)^{2}} .
\end{gathered}
$$

A Taylor expansion in $e$ yields

$$
\begin{equation*}
Z_{c}=1-\frac{7 e^{2}}{6\left(\pi^{2} \epsilon\right)} . \tag{6.9.13}
\end{equation*}
$$

All of the constants have now been determined and are summarized in table 4.

|  | Constant | 1-loop expression |
| :---: | :---: | :---: |
| Fermions | $Z_{\psi}$ | $1-\xi \frac{e^{2}}{8 \pi^{2} \epsilon}$ |
|  | $Z_{m}$ | $1-\xi \frac{3 e^{2}}{8 \pi^{2} \epsilon}$ |
| Gauge | $Z_{A}$ | $1-\frac{10}{3} \frac{e^{2}}{16 \pi^{2} \epsilon}$ |
| boson | $\delta M_{A}^{2}$ | $-\frac{e^{2}}{8 \pi^{2} \epsilon}\left(M_{H}^{2}+2 \xi M_{A}^{2}+3 M_{A}^{2}\right)$ |
| Higgs | $Z_{\eta}$ | $1-\frac{e^{2}}{8 \pi^{2} \epsilon}(\xi-3)$ |
| Boson | $\delta M_{H}^{2}$ | $\frac{\left(e^{2}\left(\xi^{2} M_{A}^{2}+12 M_{A}^{2}\right)+2 \lambda\left(\xi M_{A}^{2}+8 M_{H}^{2}\right)\right)}{8 \pi^{2} \epsilon}$ |
| Goldstone boson | $Z_{\chi}$ | $1-\frac{e^{2}}{8 \pi^{2} \epsilon}(\xi-3)$ |
| Ghost | $Z_{c}$ | $1-\frac{7 e^{2}}{6\left(\pi^{2} \epsilon\right)}$ |
|  | $Z_{e}$ | $1+\frac{5 e^{2}}{48 \pi^{2}} \frac{1}{\epsilon}$ |
| Parameters | $Z_{v}$ | $1+\frac{e^{2}}{16 \pi^{2} \epsilon}(\xi+3)$ |
|  | $Z_{\lambda}$ | $1+\frac{5 \lambda}{4 \pi^{2} \epsilon}-\frac{e^{2}}{4 \pi^{2} \epsilon}$ |
|  | $Z_{\xi}$ | $1+\frac{6 \lambda}{8 \pi^{2} \epsilon}+\frac{4 \lambda M_{H}^{2}}{8 \pi^{2} M_{A}^{2} \xi \epsilon}+e^{2}\left(\frac{12 \xi^{2}-5 \xi+18}{24 \pi^{2} \epsilon \xi}\right)$ |

Table 4: Renormalization constants for broken QED at the 1-loop order.

## $6.10 \beta$-functions

As noted in the last section, $Z_{e}=Z_{A}^{-1 / 2}$ still holds, and we able to still use (5.1.5) to calculate $\beta_{e}$

$$
\begin{aligned}
\beta_{e}(e) & =-\frac{\epsilon}{2} e+\mu \frac{e}{2 Z_{A}} \frac{\partial Z_{A}}{\partial \mu} \\
& =-\frac{\epsilon}{2} e-\frac{5}{24} \cdot \frac{e^{2}}{Z_{A}} \mu \frac{\partial e}{\partial \mu}
\end{aligned}
$$

Solving this equation yields

$$
\beta_{e}(e)=-\frac{e \epsilon}{2\left(\frac{5 e^{2}}{24 \pi^{2} \epsilon Z_{A}}+1\right)},
$$

and we get the result by Taylor expanding

$$
\begin{equation*}
\beta_{e}(e)=-\frac{e}{2} \epsilon+\frac{5 e^{3}}{48 \pi^{2}} \stackrel{\epsilon \rightarrow 0}{=} \frac{5 e^{3}}{48 \pi^{2}} . \tag{6.10.1}
\end{equation*}
$$

The other coupling constant $\lambda$ has a $\beta$-function as well. The derivation is similar to $\beta(e)$, which now is denoted $\beta_{e}$.

$$
\begin{aligned}
\beta_{\lambda} & =\mu \frac{d \lambda}{d \mu}, \quad \lambda=\lambda_{0} \mu^{-\epsilon} Z_{\lambda}^{-1} \\
& =\lambda_{0} \mu\left(-\epsilon \mu^{-\epsilon-1} Z_{\lambda}^{-1}+\mu^{-\epsilon} \frac{\partial Z_{\lambda}^{-1}}{\partial \mu}\right) \\
& =\lambda_{0} \mu\left(-\epsilon \mu^{-\epsilon-1} Z_{\lambda}^{-1}+\mu^{-\epsilon} \frac{\partial Z_{\lambda}^{-1}}{\partial Z_{\lambda}} \frac{\partial Z_{\lambda}}{\partial \mu}\right) \\
& =-\epsilon \lambda-\mu \frac{\lambda}{Z_{\lambda}} \frac{d Z_{\lambda}}{d \mu} \\
& =-\epsilon \lambda-\mu \frac{\lambda}{Z_{\lambda}}\left(\frac{d Z_{\lambda}}{d e} \frac{d e}{d \mu}+\frac{d Z_{\lambda}}{d \lambda} \frac{d \lambda}{d \mu}\right) \\
& =-\epsilon \lambda-\frac{\lambda}{Z_{\lambda}}\left(-\frac{2 e}{4 \pi^{2} \epsilon} \beta_{e}+\frac{5}{4 \pi^{2} \epsilon} \beta_{\lambda}\right)
\end{aligned}
$$

solving this for $\beta_{\lambda}$ yields

$$
\beta_{\lambda}=\frac{-\epsilon \lambda+\frac{\lambda}{Z_{\lambda}}\left(\frac{e}{4 \pi^{2} \epsilon}\right) \beta_{e}}{1+\frac{\lambda}{Z_{\lambda}} \frac{5}{4 \pi^{2} \epsilon}}
$$

which, with a Taylor expansion in both $e$ and $\lambda$ becomes

$$
\begin{equation*}
\beta_{\lambda}(\lambda, e)=-\epsilon \lambda+\frac{5 \lambda^{2}}{4 \pi^{2}}-\frac{e^{2} \lambda}{4 \pi^{2}} \stackrel{\epsilon \rightarrow 0}{=} \frac{\lambda}{4 \pi^{2}}\left(5 \lambda-e^{2}\right) . \tag{6.10.2}
\end{equation*}
$$

We have finally arrived at the $\beta_{\lambda}$ function. In the $R_{\xi^{-}}$gauge gauge independence for physical quantities is guaranteed if the corresponding $\beta$-function is gauge-independent [27]. The calculated $\beta_{\lambda}$ function is gauge-independent as it has no dependency on the gauge-fixing parameter $\xi$. We can therefore conclude that $\lambda$ is a gauge-independent quantity.

### 6.10.1 The Higgs contribution to the $\beta_{e}$-function

The $\beta_{e}$-function provides an interesting method of comparing spontaneously broken QED with the unbroken theory. The $\beta_{e}$-function is a function of $Z_{e}$ only, which in turn depends on $Z_{\psi}$ and $Z_{A}$. The change in $Z_{e}$, compared to the unbroken coefficient, comes solely
from the extra contributions to $Z_{A}$. Looking back at (6.6.6), one can see that the only term modifying $Z_{A}$ is

$$
-i \frac{e^{2}}{(4 \pi)^{2}} \frac{2}{3}\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right) \frac{1}{\epsilon},
$$

while the rest of the terms contribute to $\delta M_{A}^{2}$. This term was a part of the amplitude from the diagram


This can be used in order to calculate the contribution the Higgs boson has on the $\beta_{e}$-function.

$$
i\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right) \delta Z_{A}=-i\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right) \frac{e^{2}}{(4 \pi)^{2}}\left(\frac{2}{3}\right) \frac{1}{\epsilon},
$$

with the result

$$
\left(Z_{A}\right)_{\mathrm{Higgs}}=1-\frac{2}{3} \frac{e^{2}}{(4 \pi)^{2}} \frac{1}{\epsilon} .
$$

Using this in (6.9.4) gives $Z_{e}$ :

$$
\begin{equation*}
\left(Z_{e}\right)_{\mathrm{Higgs}}=1+\frac{e^{2}}{48 \pi^{2}} \frac{1}{\epsilon}, \tag{6.10.3}
\end{equation*}
$$

which, using (6.10.1), yields the $\beta$-function contribution from the Higgs

$$
\begin{equation*}
\beta_{e}^{\mathrm{Higgs}}(e)=\frac{e^{3}}{48 \pi^{2}} . \tag{6.10.4}
\end{equation*}
$$

Removing this contribution from the $\beta$-function also restores the QED $\beta$-function

$$
\begin{aligned}
\beta_{e}^{\mathrm{QED}}+\beta_{e}^{\mathrm{Higgs}} & =\frac{5 e^{3}}{48 \pi^{2}}, \\
\beta_{e}^{\mathrm{QED}} & =\frac{e^{3}}{12 \pi^{2}},
\end{aligned}
$$

as expected. The result of this is that adding a scalar particle to the theory of QED increases the value of the $\beta$-function.

### 6.10.2 $\beta$-function from Dynkin indices and particle content

Utilizing the renormalization group equations, it is possible to derive a form for the $\beta$ function that depends on different parameters of the groups and representations within the theory [28]. To the one-loop order

$$
\begin{equation*}
\beta(g)=-\frac{g^{3}}{(4 \pi)^{2}}\left[\frac{11}{3} C_{2}(G)-\frac{4}{3} \kappa S_{2}(F)-\frac{1}{6} S_{2}(S)+\frac{2 \kappa}{(4 \pi)^{2}} Y_{4}(F)\right], \tag{6.10.5}
\end{equation*}
$$

where $C_{2}$ is the quadratic Casimir of the gauge group $\mathrm{G}, S_{2}(F), S_{2}(S)$ are the Dynkin indices for the fermion and scalar representations, the factor $\kappa$ is equal to $\frac{1}{2}$ or 1 for two component fermions and four component fermions respectively and $Y_{4}(F)$ is an invariant defined from the Yukawa couplings, which can be ignored in the current theory.

For QED with a complex scalar, both the fermions and complex scalar transform under a fundamental representation of an Abelian $U(1)$ gauge group, this means that $C_{2}(G)=0$ [29, p. 5]. The Dynkin indices for an irreducible representation has the general form

$$
\begin{equation*}
\operatorname{Tr}_{R}\left(T^{A} T^{B}\right)=S_{2}(R) \delta^{A B} \tag{6.10.6}
\end{equation*}
$$

which reduces to $S_{2}=1$ for both the fermions and the scalar, since there is only one generator for the $U(1)$ transformation.

$$
\begin{align*}
\beta_{e}(e) & =-\frac{e^{3}}{(4 \pi)^{2}}\left[-\frac{4}{3}-\frac{1}{3}\right] \\
& =\frac{5 e^{3}}{48 \pi^{2}} . \tag{6.10.7}
\end{align*}
$$

From this comparison we can draw the conclusion that for that the $\beta_{e}$-function of a spontaneously broken theory is the same as in the unbroken theory. This is not a surprising result. At high energies, masses are negligible. The $\beta_{e}$-function, which is sensitive to UV-divergences, is therefore unaffected by whether the photon has a mass.

## 7 Conclusions and future work

In this thesis, we have discussed renormalization, the techniques within, and whether a theory can be renormalized. We have looked at different renormalization schemes for QED and investigated the $\beta$-function in the on-shell scheme and momentum subtraction scheme. The renormalization constants and $\beta$-function were calculated in the momentum subtraction scheme. After this we looked at the very useful minimal subtraction scheme, along with the P.V functions and applied the scheme to QED. We then looked at spontaneously broken QED. First we determined all the interactions between the real scalars and photon. We then used an $R_{\xi}$-gauge to eliminate a complicating term and in the process introduced a gauge-dependent mass for the Goldstone boson. To cancel this unphysical degree of freedom a Faddeev-Popov ghost was used. Interactions between all particles, including the unphysical Goldstone boson and ghost were studied. We tested the renormalizability of such a theory, and applied minimal subtraction to find all the renormalization constants and $\beta$-functions. It was shown that the $\beta_{e}$-function has the expected form based on particle content, and that it behaves as one would expect. We also found the $\beta_{\lambda}$ function. Both of the derived $\beta$-functions had the expected property of being gauge-independent. This is important as is it an essential condition for guaranteeing that observables are gauge-independent.

Moving forward, further analysis on the $\beta_{\lambda}$-function would be a first priority. The $\beta_{e^{-}}$ function has told us much about the behavior of QED at high energies and investigating the behavior of the $\beta_{\lambda}$ could potentially tell us more about the spontaneously broken QED theory. Finding the $\beta$-functions for other parameters could be interesting as well.
$\xi$ is dimensionless and $v$ has an unusual mass dimension that would be an intriguing complication to handle. This would also help to check if the procedure is consistent at every level. Continuing this analysis into more exotic theories incorporating kinetic mixing would be the next logical step after this. The renormalization of the kinetic mixing parameter would be of particular interest. Finding a $\beta$-function for such a parameter could be invaluable to help us understand the phenomenon.

## Appendices

## A QED Feynman rules

In the Feynman gauge $\xi=1$, the Feynman rules are

$$
\begin{aligned}
\longrightarrow & \rightarrow i \frac{p p+m}{p^{2}-m^{2}+i \epsilon} \\
\mu & \rightarrow-i \frac{g^{\mu \nu}}{q^{2}+i \epsilon}
\end{aligned}
$$



## B Dimensional regularization

## B. 1 D-Dimensional Clifford algebra

The d-dimensional Clifford algebra satisfies the same basic anti-commutation as the 4-dimensional

$$
\begin{equation*}
\left\{\gamma^{\mu}, \gamma^{\nu}\right\}=2 g^{\mu \nu} \tag{B.1.1}
\end{equation*}
$$

And, the metric is symmetric in the same way, and lowers and raises indices in the usual way

$$
\begin{align*}
g^{\mu \nu} & =g^{\nu \mu}  \tag{B.1.2a}\\
g^{\mu \sigma} g_{\sigma}{ }^{\nu} & =g^{\mu \nu} \tag{B.1.2b}
\end{align*}
$$

However, the trace is updated, to reflect that the metric is now in a d-dimensional vector space

$$
\begin{equation*}
g_{\mu \nu} g^{\mu \nu}=d \tag{B.1.3}
\end{equation*}
$$

And therefore the contractions of gamma matrices are also modified

$$
\begin{align*}
\gamma_{\mu} \gamma^{\mu} & =d  \tag{B.1.4a}\\
\gamma_{\nu} \gamma^{\mu} \gamma^{\nu} & =(2-d) \gamma^{\mu}  \tag{B.1.4b}\\
\gamma_{\lambda} \gamma^{\mu} \gamma^{\nu} \gamma^{\lambda} & =4 g^{\mu \nu}-(4-d) \gamma^{\mu} \gamma^{\nu}  \tag{B.1.4c}\\
\gamma_{\sigma} \gamma^{\mu} \gamma^{\nu} \gamma^{\delta} \gamma^{\sigma} & =-2 \gamma^{\delta} \gamma^{\nu} \gamma^{\mu}+(4-d) \gamma^{\mu} \gamma^{\nu} \gamma^{\delta} \tag{B.1.4d}
\end{align*}
$$

These relations can be used to construct many new identities, a few that will be useful are

$$
\begin{align*}
\gamma^{\mu} \gamma_{\nu} \gamma^{\sigma} \gamma_{\mu} \gamma^{\nu} & =-4 \gamma^{\sigma}-d^{2} \gamma^{\sigma}+6 d \gamma^{\sigma},  \tag{B.1.5a}\\
\gamma^{\mu} \gamma_{\mu} \gamma^{\sigma} \gamma_{\nu} \gamma^{\nu} & =d^{2} \gamma^{\sigma},  \tag{B.1.5b}\\
\gamma^{\mu} \gamma_{\nu} \gamma^{\sigma} \gamma^{\nu} \gamma_{\mu} & =4 \gamma^{\sigma}+d^{2} \gamma^{\sigma}-4 d \gamma^{\sigma} . \tag{B.1.5c}
\end{align*}
$$

Trace relations are unchanged, so long as they do not involve $\gamma_{5}$ [6, p. 78].

$$
\begin{align*}
\operatorname{Tr}(\mathbb{1}) & =4,  \tag{B.1.6a}\\
\operatorname{Tr}\left(\text { odd number of } \gamma^{\prime} \mathrm{s}\right) & =0  \tag{B.1.6b}\\
\operatorname{Tr}\left(\gamma^{\mu} \gamma^{\nu}\right) & =4 g^{\mu \nu},  \tag{B.1.6c}\\
\operatorname{Tr}\left(\gamma^{\mu} \gamma^{\nu} \gamma^{\rho} \gamma^{\sigma}\right) & =4\left(g^{\mu \nu} g^{\rho \sigma}-g^{\mu \rho} g^{\nu \sigma}+g^{\mu \sigma} g^{\nu \rho}\right) . \tag{B.1.6d}
\end{align*}
$$

## B. 2 Feynman parametrization

$$
\begin{align*}
\frac{1}{A B} & =\int_{0}^{1} d x \frac{1}{[A x+(1-x) B]^{2}} .  \tag{B.2.1a}\\
\frac{1}{A B C} & =2 \int_{0}^{1} d x \int_{0}^{1} d y \frac{y}{[x y A+(1-y) x B+(1-y) C]^{3}} .  \tag{B.2.1b}\\
\frac{1}{A_{1} A_{2} \cdots A_{n}} & =\int_{0}^{1} d x_{1} \cdots d x_{n}\left(\Sigma x_{i}-1\right) \frac{(n-1)!}{\left[x_{1} A_{1}+x_{2} A_{2} \cdots x_{n} A_{n}\right]^{n}} . \tag{B.2.1c}
\end{align*}
$$

## B. 3 D-Dimensional integrals

$$
\begin{align*}
& \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{\mu^{\epsilon}}{\left(k^{2}-\Delta\right)^{n}}=i \frac{(-1)^{n}}{(4 \pi)^{d / 2}} \frac{\Gamma\left(n-\frac{d}{2}\right)}{\Gamma(n)}\left(\frac{1}{\Delta}\right)^{n-\frac{d}{2}} \mu^{\epsilon},  \tag{B.3.1a}\\
& \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{k^{2}}{\left(k^{2}-\Delta\right)^{n}} \mu^{\epsilon}=-i \frac{d}{2} \frac{(-1)^{n}}{(4 \pi)^{d / 2}} \frac{\Gamma\left(n-1-\frac{d}{2}\right)}{\Gamma(n)}\left(\frac{1}{\Delta}\right)^{n-1-\frac{d}{2}} \mu^{\epsilon},  \tag{B.3.1b}\\
& \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{k_{\mu} k_{\nu}}{\left(k^{2}-\Delta\right)^{n}} \mu^{\epsilon}=-\frac{i}{2} g_{\mu \nu} \frac{(-1)^{n}}{(4 \pi)^{d / 2}} \frac{\Gamma\left(n-1-\frac{d}{2}\right)}{\Gamma(n)}\left(\frac{1}{\Delta}\right)^{n-1-\frac{d}{2}} \mu^{\epsilon} . \tag{B.3.1c}
\end{align*}
$$

There are amplitudes in which we encounter terms of both $l_{\mu} l_{\nu}$ and $l^{2}$, in which case there is a convenient way of transforming one into the other

$$
\begin{equation*}
\int \frac{d^{d} k}{(2 \pi)^{d}} k_{\mu} k_{\nu} f\left(k^{2}\right)=\frac{1}{d} g_{\mu \nu} \int \frac{d^{d}}{(2 \pi)^{d}} k^{2} f\left(k^{2}\right) \tag{B.3.2}
\end{equation*}
$$

## B. 4 Gamma functions

The above $\Gamma$-function is defined as [6, p. 82]

$$
\begin{equation*}
\Gamma(z)=\int_{0}^{\infty} d t t^{z-1} e^{-t} \tag{B.4.1}
\end{equation*}
$$

and it satisfies

$$
\begin{equation*}
\Gamma(x+1)=x \Gamma(x) . \tag{B.4.2}
\end{equation*}
$$

For positive values of $z$ this function is finite, some useful values are

$$
\begin{align*}
& \Gamma(1)=\Gamma(2)=1,  \tag{B.4.3}\\
& \Gamma(3)=2 . \tag{B.4.4}
\end{align*}
$$

At negative values or zero, the function diverges, and can be expanded around the pole

$$
\begin{align*}
\Gamma(\epsilon) & =\frac{1}{\epsilon}-\gamma_{E}+O(\epsilon),  \tag{B.4.5}\\
\Gamma\left(\frac{\epsilon}{2}\right) & =\frac{2}{\epsilon}-\gamma_{E}+O(\epsilon),  \tag{B.4.6}\\
\Gamma\left(-n+\frac{\epsilon}{2}\right) & =\frac{(-1)^{n}}{n!}\left[\frac{2}{\epsilon}+\psi(n+1)+O(\epsilon)\right], \tag{B.4.7}
\end{align*}
$$

for positive $\epsilon . \psi$ satisfies

$$
\begin{align*}
\psi(1) & =-\gamma_{E},  \tag{B.4.8}\\
\psi(z+1) & =\psi(z)+\frac{1}{z}, \tag{B.4.9}
\end{align*}
$$

where $\gamma_{E}=0.5772 \ldots$ is Euler's constant.

## B. 5 Regularization of QED

## B.5.1 Fermion self-energy



The scalar $\Sigma$ function has the form

$$
\Sigma(p)=(-i e)^{2} \int \frac{d^{4} k}{(2 \pi)^{4}} \gamma_{\mu} \frac{i(\nmid k+\not p+m)}{(k+p)^{2}-m^{2}} \gamma_{\nu} \frac{-i g^{\mu \nu}}{k^{2}-\lambda^{2}}
$$

Using the Feynman parametrization B.2.1a

$$
\begin{aligned}
\Sigma(p) & =-e^{2} \int \frac{d^{4} k}{(2 \pi)^{4}} \int_{0}^{1} d x \frac{\gamma_{\mu}(\not \not k+\not p+m) \gamma^{\mu}}{\left[\left((k+p)^{2}-m^{2}\right) x+(1-x)\left(k^{2}-\lambda^{2}\right)\right]^{2}} \\
& =-e^{2} \int \frac{d^{4} k}{(2 \pi)^{4}} \int_{0}^{1} d x \frac{\gamma_{\mu}(\not k+\not p+m) \gamma^{\mu}}{\left[\left(k^{2}+2 p k+p^{2}-m^{2}\right) x+k^{2}-\lambda^{2}-x\left(k^{2}-\lambda^{2}\right)\right]^{2}} .
\end{aligned}
$$

The terms $k^{2} x$ cancel, this makes completing the square in the denominator straight forward

$$
\Sigma(p)=-e^{2} \int \frac{d^{4} k}{(2 \pi)^{4}} \int_{0}^{1} d x \frac{\gamma_{\mu}(\not k+\not p+m) \gamma^{\mu}}{\left[(k+p x)^{2}+p^{2} x-m^{2} x-\lambda^{2}+\lambda^{2} x-\frac{(2 p x)^{2}}{4}\right]^{2}},
$$

and making the substitution $l=k+x p$

$$
\Sigma(p)=-e^{2} \int \frac{d^{4} l}{(2 \pi)^{4}} \int_{0}^{1} d x \frac{\gamma_{\mu}(l-x \not p+\not p+m) \gamma^{\mu}}{\left[l^{2}+p^{2} x-m^{2} x-\lambda^{2}+\lambda^{2} x-p^{2} x^{2}\right]^{2}} .
$$

The term linear in $l$ vanishes, and the following is obtained for the divergent integral

$$
\Sigma(p)=-e^{2} \int \frac{d^{4} l}{(2 \pi)^{4}} \int_{0}^{1} d x \frac{\gamma_{\mu}((1-x) \not p+m) \gamma^{\mu}}{\left(l^{2}-\Delta\right)^{2}}
$$

where $\Delta=m^{2} x+(x-1)\left(p^{2} x-\lambda^{2}\right)$. Generalizing to $d=4-\epsilon$ dimensions, and using the contraction identities B.1.4

$$
\Sigma(p)=-\mu^{\epsilon} e^{2} \int_{0}^{1} d x \int \frac{d^{d} l}{(2 \pi)^{d}} \frac{(2-d)(1-x) \not p+d m}{\left(l^{2}-\Delta\right)^{2}}
$$

Using the integral B.3.1a)

$$
\begin{align*}
\Sigma(p) & =-e^{2} \int_{0}^{1} d x((2-d)(1-x) \not p+d m)\left(\frac{i}{(4 \pi)^{d / 2}} \Gamma\left(\frac{\epsilon}{2}\right)\left(\frac{\mu^{2}}{\Delta}\right)^{2-d / 2}\right) \\
& =-i \frac{e^{2}}{(4 \pi)^{2}} \int_{0}^{1}((\epsilon-2)(1-x) \not p+(4-\epsilon) m) \Gamma\left(\frac{\epsilon}{2}\right)\left(\frac{\mu^{2}}{4 \pi \Delta}\right)^{\frac{\epsilon}{2}} d x \tag{B.5.2}
\end{align*}
$$

where $d=4-\epsilon$ has been used in the last step.

## B.5.2 Vacuum polarization



The second rank tensor $\Pi_{\mu \nu}$ has the form

$$
\begin{equation*}
\Pi_{\mu \nu}=-(i e)^{2} \int \frac{d^{4} k}{(2 \pi)^{4}} \operatorname{Tr}\left[\gamma_{\mu} \frac{i(k+m)}{k^{2}-m^{2}} \gamma_{\nu} \frac{i(\nmid k+\nmid+m)}{(k+q)^{2}-m^{2}}\right] . \tag{B.5.4}
\end{equation*}
$$

Taking the trace relations (B.1.6) into account, the terms with an odd number of gamma matrices can immediately be removed, leaving

$$
\begin{aligned}
\Pi_{\mu \nu} & =-e^{2} \int \frac{d^{4} k}{(2 \pi)^{4}} \operatorname{Tr}\left[\frac{\gamma_{\mu} \gamma_{\sigma} \gamma_{\nu} \gamma_{\delta} k^{\sigma} k^{\delta}+\gamma_{\mu} \gamma_{\sigma} \gamma_{\nu} \gamma_{\delta} k^{\sigma} q^{\delta}+\gamma_{\mu} \gamma_{\nu} m^{2}}{\left(k^{2}-m^{2}\right)\left[(k+q)^{2}-m^{2}\right]}\right] \\
& =-e^{2} \int \frac{d^{4} k}{(2 \pi)^{4}} 4 \frac{\left(g_{\mu \sigma} g_{\nu \delta}-g_{\mu \nu} g_{\sigma \delta}+g_{\mu \delta} g_{\sigma \nu}\right)\left(k^{\sigma} k^{\delta}\right)+\left(g_{\mu \sigma} g_{\nu \delta}-g_{\mu \nu} g_{\sigma \delta}+g_{\mu \delta} g_{\sigma \nu}\right)\left(k^{\sigma} q^{\delta}\right)+g_{\mu \nu} m^{2}}{\left(k^{2}-m^{2}\right)\left[(k+q)^{2}-m^{2}\right]} \\
& =-e^{2} \int \frac{d^{4} k}{(2 \pi)^{4}} 4 \frac{k_{\mu} k_{\nu}-g_{\mu \nu} k^{2}+k_{\mu} k_{\nu}+k_{\mu} q_{\nu}-g_{\mu \nu} k \cdot q+k_{\nu} q_{\mu}+g_{\mu \nu} m^{2}}{\left(k^{2}-m^{2}\right)\left[(k+q)^{2}-m^{2}\right]} \\
& =-e^{2} \int \frac{d^{4} k}{(2 \pi)^{4}} 4 \frac{k_{\mu}\left(k_{\nu}+q_{\nu}\right)+k_{\nu}\left(k_{\mu}+q_{\mu}\right)-g_{\mu \nu}\left(k(k+q)-m^{2}\right)}{\left(k^{2}-m^{2}\right)\left[(k+q)^{2}-m^{2}\right]} .
\end{aligned}
$$

Using Feynman parametrization B.2.1a

$$
\Pi_{\mu \nu}=-4 e^{2} \int_{0}^{1} d x \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{k_{\mu}\left(k_{\nu}+q_{\nu}\right)+k_{\nu}\left(k_{\mu}+q_{\mu}\right)-g_{\mu \nu}\left(k(k+q)-m^{2}\right)}{\left[\left((k+q)^{2}-m^{2}\right) x+(1-x)\left(k^{2}-m^{2}\right)\right]^{2}}
$$

Completing the square, and substituting $l=k+q x$ yields

$$
\begin{equation*}
\Pi_{\mu \nu}=-4 e^{2} \int_{0}^{1} d x \int \frac{d^{4} l}{(2 \pi)^{4}} \frac{2 l_{\mu} l_{\nu}-2 x(1-x) q_{\mu} q_{\nu}-g_{\mu \nu} l^{2}+g_{\mu \nu}\left(m^{2}+q^{2} x(1-x)\right)}{\left(l^{2}-\Delta\right)^{2}}, \tag{B.5.5}
\end{equation*}
$$

where $\Delta=m^{2}-q^{2} x(1-x)$ and terms linear in $l$ have been removed. Generalizing to $d=4-\epsilon$ dimensions, and using the transformation property (B.3.2)

$$
\begin{aligned}
\Pi_{\mu \nu}= & -4 e^{2} \mu^{\epsilon} \int_{0}^{1} d x\left[\int \frac{d^{d} l}{(2 \pi)^{d}} \frac{-2 x(1-x) q_{\mu} q_{\nu}+g_{\mu \nu}\left(m^{2}+q^{2} x(1-x)\right)}{\left(l^{2}-\Delta\right)^{2}}\right. \\
& \left.+\frac{2}{d} g_{\mu \nu} \int \frac{d^{d} l}{(2 \pi)^{d}} \frac{l^{2}}{\left(l^{2}-\Delta\right)^{2}}-g_{\mu \nu} \int \frac{d^{d} l}{(2 \pi)^{d}} \frac{l^{2}}{\left(l^{2}-\Delta\right)^{2}}\right] \\
= & -4 i e^{2} \mu^{\epsilon} \int_{0}^{1} d x\left[\frac{-2 x(1-x) q_{\mu} q_{\nu}+g_{\mu \nu}\left(m^{2}+q^{2} x(1-x)\right)}{(4 \pi)^{d / 2}} \frac{\Gamma\left(2-\frac{d}{2}\right)}{\Gamma(2)}\left(\frac{1}{\Delta}\right)^{2-\frac{d}{2}}\right. \\
& \left.-\left(\frac{2}{d}-1\right) g_{\mu \nu} \frac{d}{2} \frac{1}{(4 \pi)^{d / 2}} \frac{\Gamma\left(1-\frac{d}{2}\right)}{\Gamma(2)}\left(\frac{1}{\Delta}\right)^{1-\frac{d}{2}}\right]
\end{aligned}
$$

by changing the value of the argument of the second $\Gamma$-function with $(\overline{B .4 .2}$, this can be grouped together.

$$
\begin{aligned}
\Pi_{\mu \nu} & =-4 i e^{2} \mu^{\epsilon} \frac{\Gamma\left(2-\frac{d}{2}\right)}{(4 \pi)^{\frac{d}{2}}} \int_{0}^{1} \frac{-2 x(1-x) q_{\mu} q_{\nu}+g_{\mu \nu}\left(m^{2}+q^{2} x(1-x)\right)-\Delta g_{\mu \nu}}{\Delta^{2-\frac{d}{2}}} d x \\
& =-4 i e^{2} \mu^{\epsilon} \frac{\Gamma\left(2-\frac{d}{2}\right)}{(4 \pi)^{\frac{d}{2}}} \int_{0}^{1} \frac{\left.-2 x(1-x) q_{\mu} q_{\nu}+2 q^{2} g_{\mu \nu} x(1-x)\right)}{\left(m^{2}-q^{2} x(1-x)\right)^{2-\frac{d}{2}}} d x
\end{aligned}
$$

by using $\Delta=m^{2}-q^{2} x(1-x)$. Lastly, it will be convenient to factor out the tensor structure.

$$
\begin{equation*}
\Pi_{\mu \nu}=-4 i\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right) e^{2} \mu^{\epsilon} \frac{\Gamma\left(2-\frac{d}{2}\right)}{(4 \pi)^{\frac{d}{2}}} \int_{0}^{1} \frac{2 x(1-x)}{\left(m^{2}-q^{2} x(1-x)\right)^{2-\frac{d}{2}}} d x \tag{B.5.6}
\end{equation*}
$$

## B.5.3 Vertex correction



At one-loop order, the vertex is replaced by

$$
\begin{equation*}
i e \gamma^{\mu} \rightarrow i e \Gamma^{\mu}\left(p, p^{\prime}\right) \tag{B.5.7}
\end{equation*}
$$

where $\Gamma_{\mu}\left(p, p^{\prime}\right)$ is calculated using the Feynman rules

$$
\begin{aligned}
& \Gamma_{\mu}\left(p, p^{\prime}\right)=(-i e)^{3} \int \frac{d^{4} k}{(2 \pi)^{4}} \gamma_{\rho} i \frac{-g^{\rho \sigma}}{k^{2}-\lambda^{2}} \frac{i(\not p+\not k+m)}{(k+p)^{2}-m^{2}} \gamma_{\mu} \frac{i(\not k+\not p+\not p+m)}{(k+p+q)^{2}-m^{2}} \gamma_{\sigma} \\
& =-2 e^{3} \int \frac{d^{4} k}{(2 \pi)^{4}} \int_{0}^{1} d x \cdot y d y \frac{\gamma^{\sigma}(\not p+\not k+m) \gamma_{\mu}(\not k+\not p+\not p+m) \gamma_{\sigma}}{\left[(1-x) y\left(k^{2}-\lambda^{2}\right)+x y\left((k+p+q)^{2}-m^{2}\right)+(1-y)\left((k+p)^{2}-m^{2}\right)\right]^{3}} \\
& =-2 e^{3} \int \frac{d^{4} k}{(2 \pi)^{4}} \int_{0}^{1} d x \cdot y d y \\
& \\
& \hline
\end{aligned}
$$

Defining $l=k+p x y-p y+p+q x y$, this becomes
$=-2 e^{3} \int \frac{d^{4} k}{(2 \pi)^{4}} \int_{0}^{1} d x \cdot y d y \frac{\gamma^{\sigma}(\not p+l-\not p x y+\not p y-\not p-\not p x y+m) \gamma_{\mu}(l-\not p x y+\not p y-\not p-\not p x y+\not p+\not p+m) \gamma_{\sigma}}{\left[l^{2}-\Delta\right]^{3}}$,
where $\Delta=y\left(p^{2}(x-1)((x-1) y+1)+2 p q(x-1) x y+q^{2} x(x y-1)-\lambda^{2}(x-1)\right)-m^{2}(-x y+$ $y-1)$. Following [16, p. 254], $\Gamma_{\mu}$ is split into two parts, one proportional to $l^{2}$ and one independent of $l$.

$$
\begin{align*}
\Gamma_{\mu}^{1} & =-2 e^{3} \mu^{\frac{3}{2} \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \int_{0}^{1} d x \cdot y d y \frac{\gamma^{\sigma} l \gamma_{\mu} l \gamma_{\sigma}}{\left[l^{2}-\Delta\right]^{3}} \\
& =-2 e^{3} \mu^{\frac{3}{2} \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \int_{0}^{1} d x \cdot y d y \frac{\left(-2 \gamma_{\lambda} \gamma_{\mu} \gamma_{\delta}+(4-d) \gamma_{\delta} \gamma_{\mu} \gamma_{\lambda}\right) l^{\lambda} l^{\delta}}{\left[l^{2}-\Delta\right]^{3}} \\
& =-2 \frac{e^{3}}{(4 \pi)^{2}} \mu^{\frac{\epsilon}{2}} \int_{0}^{1} d x \cdot y d y\left(-2 \gamma_{\lambda} \gamma_{\mu} \gamma_{\delta}+(4-d) \gamma_{\delta} \gamma_{\mu} \gamma_{\lambda}\right) \frac{i}{4} g^{\lambda \delta} \Gamma\left(2-\frac{d}{2}\right)\left(\frac{\mu^{2}}{\Delta}\right)^{2-\frac{d}{2}} \\
& =-\frac{i}{2} \frac{e^{3}}{(4 \pi)^{2}} \mu^{\frac{\epsilon}{2}} \int_{0}^{1} d x \cdot y d y(-2(2-d)+(4-d)(2-d)) \gamma_{\mu} \Gamma\left(2-\frac{d}{2}\right)\left(\frac{\mu^{2}}{\Delta}\right)^{2-\frac{d}{2}} \\
& =-\frac{i}{2} \frac{e^{3}}{(4 \pi)^{2}} \mu^{\frac{\epsilon}{2}} \int_{0}^{1} d x \cdot y d y\left(4-4 \epsilon+\epsilon^{2}\right) \gamma_{\mu} \Gamma\left(2-\frac{d}{2}\right)\left(\frac{\mu^{2}}{\Delta}\right)^{2-\frac{d}{2}}, \tag{B.5.8}
\end{align*}
$$

using (B.1.4) and B.3.1c . The terms not proportional to $l$ take the form

$$
\begin{align*}
\Gamma_{\mu}^{2} & =-2 e^{3} \mu^{\frac{3}{2} \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \int_{0}^{1} d x \cdot y d y \frac{\gamma^{\sigma}(m-\not p x y+\not p y-\not p x y) \gamma_{\mu}(m-\not p x y+\not p y-\not p x y+\not p) \gamma_{\sigma}}{\left[l^{2}-\Delta\right]^{3}} \\
& =-2 e^{3} \mu^{\frac{3}{2} \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \int_{0}^{1} d x \cdot y d y \frac{\gamma^{\sigma}(m-\not p x y+\not p y-\not p x y) \gamma_{\mu}(m-\not p x y+\not p y-\not p x y+\not p) \gamma_{\sigma}}{\left[l^{2}-\Delta\right]^{3}} \\
& =i \frac{e^{3}}{(4 \pi)^{2}} \mu^{\frac{\epsilon}{2}} \int_{0}^{1} d x \cdot y d y \gamma^{\sigma}(m-\not p x y+\not p y-\not p x y) \gamma_{\mu}(m-\not p x y+\not p y-\not p x y+\not p) \gamma_{\sigma} \frac{\Gamma\left(3-\frac{d}{2}\right)}{\Delta^{3-\frac{d}{2}}} \mu^{\epsilon} . \tag{B.5.9}
\end{align*}
$$

The total amplitude for the vertex correction is the sum of these two expressions

$$
\begin{equation*}
\Gamma_{\mu}=\Gamma_{\mu}^{1}+\Gamma_{\mu}^{2} \tag{B.5.10}
\end{equation*}
$$

## C Passarino-Veltmann functions

## C. 1 Definition

The Passarino-Veltman integrals are readily tabulated, the following definitions is from [6].

The one point function $A_{0}$

$$
\begin{align*}
A_{0}\left(m^{2}\right) & =\frac{\mu^{\epsilon}}{i \pi^{2}} \int \frac{d^{d} k}{k^{2}-m^{2}}  \tag{C.1.1a}\\
& =m^{2}\left(\frac{2}{\epsilon}-\ln \pi-\gamma_{E}+1+\ln \frac{\mu^{2}}{m^{2}}\right)+O(\epsilon) . \tag{C.1.1b}
\end{align*}
$$

The two point functions $B$

$$
\begin{align*}
B_{0} & =\frac{\mu^{\epsilon}}{i \pi^{2}} \int d^{d} k \frac{1}{\left(k^{2}-m_{1}^{2}\right)\left[(k+p)^{2}-m_{2}^{2}\right]}  \tag{C.1.2a}\\
& =\frac{2}{\epsilon}-\ln \pi-\gamma_{E}+\ln \frac{\mu^{2}}{-p^{2}}-\int_{0}^{1} \ln \left[x(1-x)-(1-x) \frac{m_{1}^{2}}{p^{2}}-x \frac{m_{2}^{2}}{p^{2}}\right]+O(\epsilon), \\
B_{\mu} & =\frac{\mu^{\epsilon}}{i \pi^{2}} \int d^{d} k \frac{k_{\mu}}{\left(k^{2}-m_{1}^{2}\right)\left[(k+p)^{2}-m_{2}^{2}\right]}  \tag{C.1.2b}\\
B_{\mu \nu} & =\frac{\mu^{\epsilon}}{i \pi^{2}} \int d^{d} k \frac{k_{\mu} k_{\nu}}{\left(k^{2}-m_{1}^{2}\right)\left[(k+p)^{2}-m_{2}^{2}\right]} . \tag{C.1.2c}
\end{align*}
$$

And lastly, the triple point functions $C$

$$
\begin{align*}
C_{0} & =\frac{\mu^{\epsilon}}{i \pi^{2}} \int d^{d} k \frac{1}{\left(k^{2}-m_{1}^{2}\right)\left[(k+p)^{2}-m_{2}^{2}\right]\left[(q+k)^{2}-m_{3}^{2}\right]},  \tag{C.1.3a}\\
C_{\mu} & =\frac{\mu^{\epsilon}}{i \pi^{2}} \int d^{d} k \frac{k_{\mu}}{\left(k^{2}-m_{1}^{2}\right)\left[(k+p)^{2}-m_{2}^{2}\right]\left[(q+k)^{2}-m_{3}^{2}\right]},  \tag{C.1.3b}\\
C_{\mu \nu} & =\frac{\mu^{\epsilon}}{i \pi^{2}} \int d^{d} k \frac{k_{\mu} k_{\nu}}{\left(k^{2}-m_{1}^{2}\right)\left[(k+p)^{2}-m_{2}^{2}\right]\left[(q+k)^{2}-m_{3}^{2}\right]},  \tag{C.1.3c}\\
C_{\mu \nu \sigma} & =\frac{\mu^{\epsilon}}{i \pi^{2}} \int d^{d} k \frac{k_{\mu} k_{\nu} k_{\sigma}}{\left(k^{2}-m_{1}^{2}\right)\left[(k+p)^{2}-m_{2}^{2}\right]\left[(q+k)^{2}-m_{3}^{2}\right]} . \tag{C.1.3d}
\end{align*}
$$

## C. 2 Decompositions into scalar integrals

The decomposition of the tensor integrals are given by 18

$$
\begin{align*}
B^{\mu} & =p^{\mu} B_{1},  \tag{C.2.1a}\\
B_{1} & =\frac{1}{2 p^{2}}\left(A_{0}\left(m_{1}\right)-A_{0}\left(m_{2}\right)-\left(p^{2}+m_{1}^{2}-m_{2}^{2}\right) B_{0}\left(p^{2} ; m_{1}, m_{2}\right)\right),  \tag{C.2.1b}\\
B^{\mu \nu} & =g^{\mu \nu} B_{00}+p^{\mu} p^{\nu} B_{11},  \tag{C.2.1c}\\
B_{00} & =\frac{1}{2(d-1)}\left(A_{0}\left(m_{2}\right)+2 m_{1}^{2} B_{0}+\left(p^{2}+m_{1}^{2}-m_{2}^{2}\right) B_{1}\right),  \tag{C.2.1d}\\
B_{11} & =\frac{1}{2(d-1) p^{2}}\left(\left((d-2) A_{0}\left(m_{2}\right)-2 m_{1}^{2} B_{0}-d\left(p^{2}+m_{1}^{2}-m_{2}^{2}\right) B_{1}\right),\right.  \tag{C.2.1e}\\
B^{\mu \nu}= & \frac{1}{2}\left[\frac{1}{d-1}\left(g^{\mu \nu}-\frac{p^{\mu} p^{\nu}}{p^{2}}\right)\left(A_{0}\left(m_{2}\right)+2 m_{1}^{2} B_{0}+\left(p^{2}+m_{1}^{2}-m_{2}^{2}\right) B_{1}\right),\right. \\
& \left.+\frac{p^{\mu} p^{\nu}}{p^{2}}\left(A_{0}\left(m_{2}\right)-\left(p^{2}+m_{1}^{2}-m_{2}^{2}\right) B_{1}\right)\right] . \tag{C.2.1f}
\end{align*}
$$

And the triple-point functions can be deconstructed as follows 6

$$
\begin{align*}
C_{\mu} & =p_{\mu} C_{1}+q_{\mu} C_{2}  \tag{C.2.2a}\\
C_{\mu \nu} & =g_{\mu \nu} C_{00}+p_{\mu} p_{\nu} C_{11}+q_{\mu} q_{\nu} C_{22}+\left(p_{\mu} q_{\nu}+q_{\mu} p_{\nu}\right) C_{12} \tag{C.2.2b}
\end{align*}
$$

where only $C_{00}$ is divergent.
For the three point functions, the relations become trickier [22] appendix D, or 31] appendix B

## C. 3 Divergent terms of PV-functions

The following table summarizes the divergent terms for the P.V functions, we list the most commonly used, and a few that will be of use in our calculations.

| Tensor integral | Divergent term |
| :---: | :---: |
| $A_{0}\left(m^{2}\right)$ | $\frac{2}{\epsilon} m^{2}$ |
| $B_{0}\left(p^{2}, m_{1}^{2}, m_{2}^{2}\right)$ | $\frac{2}{\epsilon}$ |
| $B_{1}$ | $-\frac{1}{\epsilon}$ |
| $B_{\mu \nu}$ | $g_{\mu \nu}\left(-\frac{1}{6 \epsilon}\left(p^{2}-3 m_{1}^{2}-3 m_{2}^{2}\right)\right)+p_{\mu} p_{\nu} \frac{2}{3 \epsilon}$ |
|  | $-\frac{1}{12 \epsilon}\left(2 m_{1}^{2}\left(p^{\sigma} g^{\mu \nu}+p^{\nu} g^{\mu \sigma}+p^{\mu} g^{\nu \sigma}\right)\right.$ |
| $B_{\mu \nu \sigma}$ | $+4 m_{2}^{2}\left(p^{\sigma} g^{\mu \nu}+p^{\nu} g^{\mu \sigma}+p^{\mu} g^{\nu \sigma}\right)$ |
|  | $\left.-p^{2}\left(p^{\sigma} g^{\mu \nu}+p^{\nu} g^{\mu \sigma}+p^{\mu} g^{\nu \sigma}\right)+6 p^{\mu} p^{\nu} p^{\sigma}\right)$ |
| $C_{\mu \nu}$ | $g_{\mu \nu} \frac{1}{2 \epsilon}$ |
| $C_{\mu \nu \sigma}$ | $-\frac{1}{6 \epsilon}\left(2 p^{\sigma} g^{\mu \nu}+2 p^{\nu} g^{\mu \sigma}+2 p^{\mu} g^{\nu \sigma}+q^{\sigma} g^{\mu \nu}+q^{\nu} g^{\mu \sigma}+q^{\mu} g^{\nu \sigma}\right)$ |

Table 5: Divergent terms of the PV-functions

## D Momentum assignment conventions for PV-functions

For ease of use of the PV-functions, some standardization of momentum assignments are in order. The three main categories of diagrams are self-energy, vacuum polarization and vertex corrections diagrams, which will use the following conventions, unless otherwise noted.

In addition, fermion and scalar momentum, photon momentum and momentum integrand are usually denoted $p, q$ and $k$ respectively.

## D. 1 Self-energy types

We use the following assignment. It obeys convention of aligning momentum with the direction of particle flow [13, p. 226] for fermions, and make the transformation into P.V functions simple.


## D. 2 Polarization types



## D. 3 Vertex correction types



## E Diagram calculations

## E. 1 Constructing the counter-terms of SSB QED

## E.1.1 Higgs boson counter-term

$$
\begin{aligned}
\frac{1}{2}\left[\left(\partial_{\mu} \eta_{0}\right)^{2}-2 \mu_{0}^{2} \eta_{0}^{2}\right] & =\frac{1}{2}\left[\left(\partial_{\mu} \eta_{0}\right)^{2}-M_{H, 0}^{2} \eta_{0}^{2}\right] \\
& =\frac{1}{2}\left[\left(\partial_{\mu} Z_{\eta}^{1 / 2} \eta\right)^{2}-\left(M_{H}^{2}+\delta M_{H}^{2}\right) \eta^{2}\right] \\
& =\frac{1}{2}\left[\left(\partial_{\mu} \eta\right)^{2}-M_{H}^{2} \eta^{2}\right]+\frac{1}{2}\left[\delta Z_{\eta}\left(\partial_{\mu} \eta\right)^{2}-\delta M_{H}^{2} \eta^{2}\right]
\end{aligned}
$$

The counter-term is then given by [24, p. 203]

$$
\begin{equation*}
\frac{\eta}{----\otimes----}=i\left(\delta Z_{\eta} p_{\eta}^{2}-\delta M_{H}^{2}\right) \tag{E.1.1}
\end{equation*}
$$

## E.1.2 Goldstone boson counter-term

$$
\begin{aligned}
\frac{1}{2}\left(\partial_{\mu} \chi_{0}\right)^{2}-\frac{1}{2} \xi_{0} M_{A, 0}^{2} \chi_{0}^{2}= & \frac{1}{2}\left(\partial_{\mu} \chi\right)^{2}+\frac{1}{2} \delta Z_{\chi}\left(\partial_{\mu} \chi\right)^{2}-\frac{1}{2} Z_{\xi} \xi Z_{A}^{-1}\left(M_{A}^{2}+\delta M_{A}^{2}\right) Z_{\chi} \chi^{2} \\
= & \frac{1}{2}\left(\partial_{\mu} \chi\right)^{2}+\frac{1}{2} \delta Z_{\chi}\left(\partial_{\mu} \chi\right)^{2}-\frac{1}{2} Z_{\xi} \xi Z_{A}^{-1} M_{A}^{2} Z_{\chi} \chi^{2}-\frac{1}{2} Z_{\xi} \xi Z_{A}^{-1} \delta M_{A}^{2} Z_{\chi} \chi^{2} \\
= & \frac{1}{2}\left(\partial_{\mu} \chi\right)^{2}+\frac{1}{2} \delta Z_{\chi}\left(\partial_{\mu} \chi\right)^{2}-\frac{1}{2} \xi M_{A}^{2} \chi^{2} \\
& -\frac{1}{2}\left(Z_{\xi} Z_{A}^{-1} Z_{\chi}-1\right) \xi M_{A}^{2} \chi^{2}-\frac{1}{2} Z_{\xi} \xi Z_{A}^{-1} \delta M_{A}^{2} Z_{\chi} \chi^{2}
\end{aligned}
$$

The terms relevant for the counter-term take the form

$$
\begin{array}{r}
\frac{1}{2}\left(\delta Z_{\chi}\left(\partial_{\mu} \chi\right)^{2}-\left(Z_{\xi} Z_{A}^{-2} Z_{\chi}-1\right) \xi M_{A}^{2} \chi^{2}-Z_{\xi} Z_{A}^{-1} \delta M_{A}^{2} \xi \chi^{2}\right) \\
\chi  \tag{E.1.2}\\
\chi-----i\left(\delta Z_{\chi} p_{\chi}^{2}-\left(Z_{\xi} Z_{A}^{-1} Z_{\chi}-1\right) \xi M_{A}^{2}-Z_{\xi} Z_{A}^{-1} \delta M_{A}^{2} \xi\right)
\end{array}
$$

## E.1.3 Ghost counter-term

$$
\begin{aligned}
\left(\partial_{\mu} \bar{c}\right)\left(\partial^{\mu} c_{0}\right)-\xi_{0} M_{A, 0}^{2} \bar{c} c_{0} & =\left(\partial_{\mu} \bar{c}\right)\left(\partial^{\mu} c\right)+\frac{1}{2} \delta Z_{c}\left(\partial_{\mu} \bar{c}\right)\left(\partial^{\mu} c\right)-Z_{\xi} Z_{c}^{1 / 2} Z_{A}^{-1} \xi\left(M_{A}^{2}+\delta M_{A}^{2}\right) \bar{c} c \\
& =\left(\partial_{\mu} \bar{c}\right)\left(\partial^{\mu} c\right)+\frac{1}{2} \delta Z_{c}\left(\partial_{\mu} \bar{c}\right)\left(\partial^{\mu} c\right)-Z_{\xi} Z_{c}^{1 / 2} Z_{A}^{-1} \xi M_{A}^{2} \bar{c} c-Z_{\xi} Z_{c}^{1 / 2} Z_{A}^{-1} \xi \delta M_{A}^{2} \bar{c} c \\
= & \left(\partial_{\mu} \bar{c}\right)\left(\partial^{\mu} c\right)+\frac{1}{2} \delta Z_{c}\left(\partial_{\mu} \bar{c}\right)\left(\partial^{\mu} c\right)-\xi M_{A}^{2} \bar{c} c \\
& -\left(Z_{\xi} Z_{c}^{1 / 2} Z_{A}^{-1}-1\right) \xi M_{A}^{2} \bar{c} c-Z_{\xi} Z_{c}^{1 / 2} Z_{A}^{-1} \xi \delta M_{A}^{2} \bar{c} c
\end{aligned}
$$

The relevant terms take the form

$$
\begin{array}{r}
\bar{c}\left(\frac{1}{2} \delta Z_{c}\left(\partial_{\mu} \bar{c}\right)\left(\partial^{\mu} c\right)-\left(Z_{\xi} Z_{c}^{1 / 2} Z_{A}^{-1}-1\right) \xi M_{A}^{2}-Z_{\xi} Z_{c}^{1 / 2} Z_{A}^{-1} \xi \delta M_{A}^{2}\right) c \\
c \quad \bar{c} \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots\left(\frac{1}{2} \delta Z_{c} p_{c}^{2}-\left(Z_{\xi} Z_{c}^{1 / 2} Z_{A}^{-1}-1\right) \xi M_{A}^{2}-Z_{\xi} Z_{c}^{1 / 2} Z_{A}^{-1} \xi \delta M_{A}^{2}\right) \tag{E.1.3}
\end{array}
$$

## E. 2 Spontaneously broken QED propagators

## E.2.1 Photon propagator

$$
\begin{align*}
& \sim \text { 文: } \\
&=2 i g_{\mu \nu} e^{2} \mu^{\epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{i}{k^{2}-\xi M_{A}^{2}} \\
&=-2 i g_{\mu \nu} \frac{e^{2}}{(4 \pi)^{2}} A_{0}\left(\xi M_{A}^{2}\right)  \tag{E.2.1}\\
& \stackrel{\text { Div }}{=}-i \frac{e^{2}}{4 \pi^{2} \epsilon} g_{\mu \nu} \xi M_{A}^{2} .
\end{align*}
$$

$$
\begin{align*}
\text { Min } & =2 i g_{\mu \nu} e^{2} \mu^{\epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{i}{k^{2}-M_{H}^{2}} \\
& =-2 g_{\mu \nu} i \frac{e^{2}}{(4 \pi)^{2}} A_{0}\left(M_{H}^{2}\right) \\
& \stackrel{\text { Div }}{=}-i \frac{e^{2}}{4 \pi^{2} \epsilon} g_{\mu \nu} M_{H}^{2} . \tag{E.2.2}
\end{align*}
$$

$$
\begin{align*}
& \left.(1-\xi) \frac{k^{\rho} k^{\sigma}}{k^{2}-\xi M_{A}^{2}}\right) \frac{i}{(k+q)^{2}-M_{H}^{2}}, \\
& =\left(2 i e^{2} v\right)^{2} g_{\mu \rho} g_{\sigma \nu} \mu^{2 \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{i}{k^{2}-M_{A}^{2}}\left(-g^{\rho \sigma}+\right. \\
= & -i \frac{e^{4} v^{2}}{8 \pi^{2} \epsilon} \mu^{\epsilon} g_{\mu \nu}(3+\xi) \\
= & -i e^{2} \pi^{2} \epsilon M_{A}^{2} g_{\mu \nu}(3+\xi), \tag{E.2.3}
\end{align*}
$$

where we have used $M_{A}^{2}=(e v)^{2}$.

## E.2.2 Higgs boson

$$
\begin{align*}
& \cdot\left[-g^{\mu \nu}+(1-\xi) \frac{k^{\mu} k^{\nu}}{k^{2}-\xi M_{A}^{2}}\right] \\
& \stackrel{\text { Div }}{=}-i \frac{e^{2}}{(4 \pi)^{2}}\left(2 \xi M_{A}^{2} \cdot \xi-(\xi-3) p^{2}\right) \frac{2}{\epsilon} . \tag{E.2.4}
\end{align*}
$$

$$
\begin{align*}
& \eta \\
&=i \frac{9(\lambda v)^{2}}{4 \pi^{2}} \mu^{\epsilon} B_{0}\left(p^{2}, M_{H}^{2}, M_{H}^{2}\right) \\
& \stackrel{\operatorname{Div}}{=} i \frac{9(\lambda v)^{2}}{2 \pi^{2} \epsilon} \mu^{\epsilon} \\
&=i \frac{9 \lambda}{8 \pi^{2} \epsilon} M_{H}^{2} \tag{E.2.5}
\end{align*}
$$

where we have added a symmetry factor of $\frac{1}{2}$ in the last step.

$$
\begin{align*}
& \begin{aligned}
\chi & (-2 i \lambda v)^{2} \mu^{2 \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{i}{k^{2}-\xi M_{A}^{2}} \frac{i}{(k+p)^{2}-\xi M_{A}^{2}} \\
& =i \frac{(\lambda v)^{2}}{4 \pi^{2}} \mu^{\epsilon} B_{0}\left(p^{2}, \xi M_{A}^{2}, \xi M_{A}^{2}\right) \\
& { }^{\operatorname{Div}}= \\
& i \frac{(\lambda v)^{2}}{2 \pi^{2} \epsilon} \mu^{\epsilon} \\
& =i \frac{\lambda}{8 \pi^{2} \epsilon} M_{H}^{2}
\end{aligned}, l
\end{align*}
$$

where we have added a symmetry factor of $\frac{1}{2}$ in the last step.

$$
\begin{align*}
& =(-6 i \lambda) \mu^{\epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{i}{k^{2}-M_{H}^{2}} \\
& =6 i \frac{\lambda}{(4 \pi)^{2}} A_{0}\left(M_{H}^{2}\right) \\
& \stackrel{\text { Div }}{=} i \frac{3 \lambda}{4 \pi^{2} \epsilon} M_{H}^{2} . \tag{E.2.8}
\end{align*}
$$

$$
\hat{\eta}^{2} \sum_{\eta}^{2}=\left(2 i e^{2} g_{\mu \nu}\right) \mu^{\epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{i}{k^{2}-M_{A}^{2}}\left[-g^{\mu \nu}+(1-\xi) \frac{k^{\mu} k^{\nu}}{k^{2}-\xi M_{A}^{2}}\right]
$$

$$
\begin{equation*}
\stackrel{\text { Div }}{=} i \frac{e^{2}}{4 \pi^{2} \epsilon} M_{A}^{2}\left(\xi^{2}+3\right) \tag{E.2.9}
\end{equation*}
$$

$$
\begin{align*}
& \frac{1 \bar{\chi} ;}{} \underset{\eta}{\prime 2}=(-2 i \lambda) \mu^{\epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{i}{k^{2}-\xi M_{A}^{2}} \\
& =2 i \frac{\lambda}{(4 \pi)^{2}} A_{0}\left(\xi M_{A}^{2}\right) \\
& \stackrel{\text { Div }}{=} i \frac{\lambda}{4 \pi^{2} \epsilon} \xi M_{A}^{2} . \tag{E.2.7}
\end{align*}
$$

where we have added a symmetry factor of $\frac{1}{2}$ in the last step.

## E.2.3 Goldstone boson




$$
=i \frac{(\lambda v)^{2}}{4 \pi^{2}} \mu^{\epsilon} B_{0}\left(p^{2}, \xi M_{A}^{2}, M_{H}^{2}\right)
$$

$$
\begin{equation*}
\stackrel{\text { Div }}{=} i \frac{(\lambda v)^{2}}{2 \pi^{2} \epsilon} \mu^{\epsilon} . \tag{E.2.14}
\end{equation*}
$$

$$
\begin{align*}
& =-i \frac{e^{2}}{(4 \pi)^{2}} \xi^{2} M_{A}^{2} \mu^{\epsilon} B_{0}\left(p^{2}, \xi M_{A}^{2}, \xi M_{A}^{2}\right) \\
& \stackrel{\text { Div }}{=}-i \frac{e^{2}}{8 \pi^{2} \epsilon} \mu^{\epsilon} \xi^{2} M_{A}^{2} . \tag{E.2.11}
\end{align*}
$$

$$
\begin{align*}
& \cdots \eta^{\prime}-\sum_{\bar{\sigma}}^{\nu}-\cdots=\left(2 i e^{2} v\right)^{2} \mu^{2 \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} g_{\mu \rho} g_{\sigma \nu} \frac{i}{k^{2}-M_{A}^{2}}\left[-g^{\rho \sigma}+(1-\xi) \frac{k^{\rho} k^{\sigma}}{k^{2}-\xi M_{A}^{2}}\right] \\
& \cdot \frac{i}{(k+p)^{2}-M_{A}^{2}}\left[-g^{\mu \nu}+(1-\xi) \frac{(k+p)^{\mu}(k+p)^{\nu}}{(k+p)^{2}-\xi M_{A}^{2}}\right] \\
& \stackrel{\text { Div }}{=} i \frac{e^{4} v^{2}}{2 \pi^{2} \epsilon} \mu^{\epsilon}\left(\xi^{2}+3\right) \\
& =i \frac{e^{2}}{4 \pi^{2} \epsilon} M_{A}^{2}\left(\xi^{2}+3\right), \tag{E.2.10}
\end{align*}
$$

$$
\begin{align*}
& =2 i \frac{\lambda}{(4 \pi)^{2}} A_{0}\left(M_{H}^{2}\right) \\
& \stackrel{\text { Div }}{=} i \frac{\lambda}{4 \pi^{2} \epsilon} M_{H}^{2} . \tag{E.2.15}
\end{align*}
$$

$$
\begin{align*}
& \begin{aligned}
\text { रों } & (-6 i \lambda) \mu^{\epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{i}{k^{2}-\xi M_{A}^{2}} \\
& =6 i \frac{\lambda}{(4 \pi)^{2}} A_{0}\left(\xi M_{A}^{2}\right) \\
& \stackrel{\text { Div }}{=} i \frac{3 \lambda}{4 \pi^{2} \epsilon} \xi M_{A}^{2} .
\end{aligned}
\end{align*}
$$

## E. 3 3-point vertices

## E.3.1 $\Gamma_{\mu \nu}^{A^{\mu} A^{\nu} \eta}$

To ease notation, we define

$$
D^{\mu \nu}(k)=\left(\frac{(1-\xi) k^{\mu} k^{\nu}}{k^{2}-\xi M_{A}^{2}}-g^{\mu \nu}\right)
$$

$$
\begin{aligned}
& p \\
& p+k
\end{aligned}
$$

$$
\begin{align*}
& p+q+k=\left(-2 e^{2} \lambda v\right) \mu^{2 \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{(p+q+2 k)_{\mu}(-p-q-p-2 k)_{\nu}}{\left(k^{2}-\xi M_{A}^{2}\right)\left[(p+k)^{2}-\xi M_{A}^{2}\right]\left[\left(p^{\prime}+k\right)^{2}-M_{H}^{2}\right]} \\
& \stackrel{\text { Div }}{=}\left(-2 e^{2} \lambda v\right) \mu^{2 \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{-4 k_{\mu} k_{\nu}}{\left(k^{2}-\xi M_{A}^{2}\right)\left[(p+k)^{2}-\xi M_{A}^{2}\right]\left[\left(p^{\prime}+k\right)^{2}-M_{H}^{2}\right]} \\
& =8 i \frac{e^{2} \lambda v}{(4 \pi)^{2}} \mu^{\epsilon} C_{\mu \nu} \\
& \stackrel{\text { Div }}{=} i \frac{e^{2} \lambda v}{4 \pi^{2} \epsilon} \mu^{\epsilon} g_{\mu \nu} . \tag{E.3.1}
\end{align*}
$$




$$
\begin{align*}
& p^{\prime}  \tag{E.3.5}\\
& \eta \overbrace{2} \eta=(-6 i \lambda v)\left(2 i e^{2} g_{\mu \nu}\right) \mu^{2 \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{i^{2}}{\left(k^{2}-M_{H}^{2}\right)\left[(k+p)^{2}-M_{H}^{2}\right]}-i \mu^{\epsilon} \frac{3 e^{2} \lambda v g_{\mu \nu}}{4 \pi^{2} \epsilon},
\end{align*}
$$

where we have added a symmetry factor of $\frac{1}{2}$ in the last step.

$$
\begin{align*}
& i \chi=(-2 i \lambda v)\left(2 i e^{2} g_{\mu \nu}\right) \mu^{2 \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{i^{2}}{\left(k^{2}-\xi M_{A}^{2}\right)\left[(k+p)^{2}-\xi M_{A}^{2}\right]} \\
& \overbrace{2} \stackrel{\text { Div }}{=}-i \mu^{\epsilon} \frac{e^{2} \lambda v g_{\mu \nu}}{4 \pi^{2} \epsilon}, \tag{E.3.6}
\end{align*}
$$

where we have added a symmetry factor of $\frac{1}{2}$ in the last step.

$$
\begin{array}{l:l}
\eta & =\left(2 i e^{2} g_{\rho \nu}\right)\left(2 i e^{2} v g_{\mu \sigma}\right) \mu^{2 \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{i^{2} D^{\rho \sigma}(k)}{\left(k^{2}-M_{A}^{2}\right)\left[(k+q)^{2}-M_{H}^{2}\right]} \\
\hdashline \pi^{2} \epsilon \tag{E.3.7}
\end{array}
$$



## E.3.2 $\Gamma^{\eta \eta \eta}$

We define the flow of momenta in the loop here, to ease notation. This is of course arbitrary, however this definition gives straightforward applications to the P.V functions.

$\chi \ddots, ~ \eta \stackrel{\text { Div }}{=}-i \frac{e^{2} \lambda \xi v}{4 \pi^{2} \epsilon} \mu^{\epsilon}$.


$$
\begin{equation*}
\eta \stackrel{\text { Div }}{=}-i \frac{e^{2} \lambda \xi v}{4 \pi^{2} \epsilon} \mu^{\epsilon} \tag{E.3.10}
\end{equation*}
$$



$$
=\left(2 i e^{4} v g_{\mu \rho}\right) \mu^{2 \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{i^{3}(p-k)_{\nu}(k-p-q)_{\sigma} D^{\mu \nu}(k+p) D^{\rho \sigma}(k+p+q)}{\left(k^{2}-\xi M_{A}^{2}\right)\left[(k+p)^{2}-M_{A}^{2}\right]\left[(k+p+q)^{2}-M_{A}^{2}\right]}
$$

$$
\begin{equation*}
\eta \stackrel{\text { Div }}{=}-i \frac{e^{4} \xi^{2} v}{4 \pi^{2} \epsilon} \mu^{\epsilon} \tag{E.3.13}
\end{equation*}
$$



All of the diagrams below have a symmetry factor of $\frac{1}{2}$, which is added in the last step.


$$
\begin{align*}
& =\left(2 i e^{2} g_{\mu \sigma}\right)\left(2 i e^{2} v g_{\nu \rho}\right) \mu^{2 \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{i^{2} D^{\mu \nu}(k) D^{\sigma \rho}(k+q)}{\left(k^{2}-M_{A}^{2}\right)\left[(k+q)^{2}-M_{A}^{2}\right]} \\
& \stackrel{\text { Div }}{=} i \mu^{\epsilon} \frac{e^{4} v\left(\xi^{2}+3\right)}{4 \pi^{2} \epsilon} . \tag{E.3.16}
\end{align*}
$$

$$
\begin{align*}
& =\left(2 i e^{2} g_{\mu \sigma}\right)\left(2 i e^{2} v g_{\nu \rho}\right) \mu^{2 \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{i^{2} D^{\mu \nu}(k) D^{\sigma \rho}(k+q+p)}{\left(k^{2}-M_{A}^{2}\right)\left[(k+q+p)^{2}-M_{A}^{2}\right]} \\
& \stackrel{\text { Div }}{=} i \mu^{\epsilon} \frac{e^{4} v\left(\xi^{2}+3\right)}{4 \pi^{2} \epsilon} . \tag{E.3.17}
\end{align*}
$$

$$
\begin{array}{ll}
\chi \chi=(-2 i \lambda v)(-2 i \lambda) \mu^{2 \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{i^{2}}{\left(k^{2}-\xi M_{A}^{2}\right)\left[(k+p)^{2}-\xi M_{A}^{2}\right]} \\
\ddots \because & { }^{\text {Div }}=i \mu^{\epsilon} \frac{\lambda^{2} v}{4 \pi^{2} \epsilon} . \tag{E.3.18}
\end{array}
$$

$$
\begin{array}{l:l} 
\\
\chi & =(-2 i \lambda v)(-2 i \lambda) \mu^{2 \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{i^{2}}{\left(k^{2}-\xi M_{A}^{2}\right)\left[(k+q)^{2}-\xi M_{A}^{2}\right]}  \tag{E.3.19}\\
\hdashline \cdots \ddots & { }^{\text {Div }} i \mu^{\epsilon} \frac{\lambda^{2} v}{4 \pi^{2} \epsilon} .
\end{array}
$$

$$
\begin{align*}
& \chi=(-2 i \lambda v)(-2 i \lambda) \mu^{2 \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{i^{2}}{\left(k^{2}-\xi M_{A}^{2}\right)\left[(k+q+p)^{2}-\xi M_{A}^{2}\right]} \\
& \ddots \quad \stackrel{\text { Div }}{=} i \mu^{\epsilon} \frac{\lambda^{2} v}{4 \pi^{2} \epsilon} . \tag{E.3.20}
\end{align*}
$$

$$
\begin{align*}
& =(-6 i \lambda v)(-6 i \lambda) \mu^{2 \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{i^{2}}{\left(k^{2}-M_{H}^{2}\right)\left[(k+p)^{2}-M_{H}^{2}\right]} \\
& \stackrel{\text { Div }}{=} i \mu^{\epsilon} \frac{9 \lambda^{2} v}{4 \pi^{2} \epsilon} . \tag{E.3.21}
\end{align*}
$$

$$
\begin{align*}
& \eta,=(-6 i \lambda v)(-6 i \lambda) \mu^{2 \epsilon} \int \frac{d^{d} k}{(2 \pi)^{d}} \frac{i^{2}}{\left(k^{2}-M_{H}^{2}\right)\left[(k+q)^{2}-M_{H}^{2}\right]} \\
& \stackrel{\text { Div }}{=} i \mu^{\epsilon} \frac{9 \lambda^{2} v}{4 \pi^{2} \epsilon} . \tag{E.3.22}
\end{align*}
$$

## F Example of FeynCalc calculation

Here we show an example of a loop calculation done using Mathematica with the FeynCalc package. The example is the first diagram in appendix E.2.2.

$$
\begin{align*}
& \stackrel{\text { Div }}{=}-i \frac{e^{2}}{(4 \pi)^{2}}\left(2 \xi M_{A}^{2} \cdot \xi-(\xi-3) p^{2}\right) \frac{2}{\epsilon} . \tag{F.0.1}
\end{align*}
$$

Figure 18: Example input in Mathematica.

$$
\text { Out[385] }=-\frac{e^{2}(-k-2 p)^{\mu}(k+2 p)^{v}\left(\frac{(1-\varepsilon) k^{\mu} k^{v}}{k^{2}-\mathrm{m}^{2}}-g^{\mu v}\right)}{16 \pi^{4}\left(k^{2}-\mathrm{mA}^{2}\right) \cdot\left((k+p)^{2}-\mathrm{m}^{2}\right)}
$$

The full PV-decomp is

$$
\begin{aligned}
\text { Out[387] }= & \frac{i e^{2}(1-\xi)\left(\mathrm{m} 2^{2}-p^{2}\right)^{2} \mathrm{~B}_{0}\left(p^{2}, \mathrm{~m} 2^{2}, \mathrm{~m} 2^{2}\right)}{16 \pi^{2}\left(\mathrm{~m}^{2}-\mathrm{mA}^{2}\right)}- \\
& \frac{i e^{2}\left(\mathrm{~m} 2^{4}(-\xi)+3 \mathrm{~m} 2^{4}-3 \mathrm{~m} 2^{2} \mathrm{~mA}^{2}+2 \mathrm{~m}^{2} \xi p^{2}+\mathrm{mA}^{4}-2 \mathrm{~mA}^{2} p^{2}-\xi p^{4}+p^{4}\right) \mathrm{B}_{0}\left(p^{2}, \mathrm{~m}^{2}, \mathrm{~mA}^{2}\right)}{16 \pi^{2}\left(\mathrm{~m}^{2}-\mathrm{mA}^{2}\right)}+ \\
& \frac{i e^{2} \mathrm{~A}_{0}\left(\mathrm{~m}^{2}\right)\left(-2 \mathrm{~m} 2^{2} \xi+3 \mathrm{~m}^{2}-\mathrm{mA}^{2}+\xi p^{2}-p^{2}\right)}{16 \pi^{2}\left(\mathrm{~m}^{2}-\mathrm{mA}^{2}\right)}- \\
& \frac{i e^{2} \mathrm{~A}_{0}\left(\mathrm{~mA}^{2}\right)\left(\mathrm{m}^{2}(-\xi)+3 \mathrm{~m}^{2}-\mathrm{mA}^{2} \zeta-\mathrm{mA}^{2}+\zeta p^{2}-p^{2}\right)}{16 \pi^{2}\left(\mathrm{~m}^{2}-\mathrm{mA}^{2}\right)}
\end{aligned}
$$

With the UV-divergent part
Out[389] $=-\frac{i\left(2 e^{2} \mathrm{~m}^{2} \xi+e^{2}\left(-\mathrm{m} 2^{2}\right)+e^{2} \mathrm{~mA}^{2} \xi-e^{2} \xi p^{2}+3 e^{2} p^{2}\right)}{8 \pi^{2} \epsilon}$
Out[390] $=-\frac{i e^{2}\left(2 \mathrm{~m}^{2} \xi-(\xi-3) \bar{p}^{2}\right)}{8 \pi^{2} \epsilon}$
Figure 19: Corresponding output in Mathematica.

## G Lengthy calculations

## G. 1 Finding the Spontaneously broken QED Lagrangian

## G.1.1 Factorization

$$
\begin{aligned}
\mathscr{L}_{\phi}= & \left(D_{\mu}\left(\frac{\eta+i \chi}{\sqrt{2}}\right)\right)^{\dagger}\left(D^{\mu}\left(\frac{\eta+i \chi}{\sqrt{2}}\right)\right) \\
& +\mu^{2}\left(\frac{\eta+i \chi}{\sqrt{2}}\right)^{\dagger} \frac{\eta+i \chi}{\sqrt{2}}-\lambda\left(\left(\frac{\eta+i \chi}{\sqrt{2}}\right)^{\dagger}\left(\frac{\eta+i \chi}{\sqrt{2}}\right)\right)^{2} \\
= & \left(\left(\partial_{\mu}-i e A_{\mu}\right)\left(\frac{\eta+i \chi}{\sqrt{2}}\right)\right)^{\dagger}\left(\left(\partial^{\mu}-i e A^{\mu}\right)\left(\frac{\eta+i \chi}{\sqrt{2}}\right)\right) \\
& +\mu^{2}\left(\frac{\eta+i \chi}{\sqrt{2}}\right)^{\dagger} \frac{\eta+i \chi}{\sqrt{2}}-\lambda\left(\left(\frac{\eta+i \chi}{\sqrt{2}}\right)^{\dagger}\left(\frac{\eta+i \chi}{\sqrt{2}}\right)\right)^{2} \\
= & \left(\partial_{\mu}+i e A_{\mu}\right)\left(\frac{\eta-i \chi}{\sqrt{2}}\right)\left(\partial^{\mu}-i e A^{\mu}\right)\left(\frac{\eta+i \chi}{\sqrt{2}}\right) \\
& +\mu^{2}\left(\frac{\eta-i \chi}{\sqrt{2}}\right) \frac{\eta+i \chi}{\sqrt{2}}-\lambda\left(\left(\frac{\eta-i \chi}{\sqrt{2}}\right)\left(\frac{\eta+i \chi}{\sqrt{2}}\right)\right)^{2} \\
= & \frac{1}{2}\left(\partial_{\mu} \eta-i \partial_{\mu} \chi+i e A_{\mu} \eta+e A_{\mu} \chi\right)\left(\partial^{\mu} \eta+i \partial^{\mu} \chi-i e A^{\mu} \eta+e A^{\mu} \chi\right) \\
& +\frac{\mu^{2}}{2}\left(\eta^{2}+\chi^{2}\right)-\frac{\lambda}{4}\left(\eta^{2}+\chi^{2}\right)^{2} \\
= & \frac{1}{2}\left(\partial_{\mu} \eta \partial^{\mu} \eta+i \partial_{\mu} \eta \partial^{\mu} \chi-\partial_{\mu} \eta i e A^{\mu} \eta+\partial_{\mu} \eta e A^{\mu} \chi\right. \\
& -i \partial_{\mu} \chi \partial^{\mu} \eta+\partial_{\mu} \chi \partial^{\mu} \chi-\partial_{\mu} \chi e A^{\mu} \eta-i \partial_{\mu} \chi e A^{\mu} \chi \\
& +i e A_{\mu} \eta \partial^{\mu} \eta-e A_{\mu} \eta \partial^{\mu} \chi+e A_{\mu} \eta e A^{\mu} \eta+i e A_{\mu} \eta e A^{\mu} \chi \\
& \left.+e A_{\mu} \chi \partial^{\mu} \eta+e A_{\mu} \chi i \partial \chi-e A_{\mu} \chi i e A^{\mu} \eta+e A_{\mu} \chi e A^{\mu} \chi\right) \\
& +\frac{\mu^{2}}{2}\left(\eta^{2}+\chi^{2}\right)-\frac{\lambda}{4}\left(\eta^{2}+\chi^{2}\right)^{2}
\end{aligned}
$$

The terms containing $i$ cancel, leaving

$$
\begin{aligned}
\mathscr{L}_{\phi}= & \frac{1}{2}\left(\partial_{\mu} \eta \partial^{\mu} \eta+\partial_{\mu} \eta e A^{\mu} \chi+\partial_{\mu} \chi \partial^{\mu} \chi-\partial_{\mu} \chi e A^{\mu} \eta\right. \\
& \left.-e A_{\mu} \eta \partial^{\mu} \chi+e A_{\mu} \eta e A^{\mu} \eta+e A_{\mu} \chi \partial^{\mu} \eta+e A_{\mu} \chi e A^{\mu} \chi\right) \\
& +\frac{\mu^{2}}{2}\left(\eta^{2}+\chi^{2}\right)-\frac{\lambda}{4}\left(\eta^{2}+\chi^{2}\right)^{2}
\end{aligned}
$$

By rearranging some terms, a factorization can be seen

$$
\begin{align*}
\mathscr{L}_{\phi}= & \frac{1}{2}\left(\partial_{\mu} \eta \partial^{\mu} \eta+\partial_{\mu} \eta e A^{\mu} \chi+e A_{\mu} \chi \partial^{\mu} \eta+e A_{\mu} \eta e A^{\mu} \eta\right. \\
& \left.+\partial_{\mu} \chi \partial^{\mu} \chi-\partial_{\mu} \chi e A^{\mu} \eta-e A_{\mu} \eta \partial^{\mu} \chi+e A_{\mu} \chi e A^{\mu} \chi\right) \\
& +\frac{\mu^{2}}{2}\left(\eta^{2}+\chi^{2}\right)-\frac{\lambda}{4}\left(\eta^{2}+\chi^{2}\right)^{2} \\
= & \frac{1}{2}\left(\left(\partial_{\mu} \eta+e A^{\mu} \chi\right)^{2}+\left(\partial_{\mu} \chi-e A^{\mu} \eta\right)^{2}\right)+\frac{\mu^{2}}{2}\left(\eta^{2}+\chi^{2}\right)-\frac{\lambda}{4}\left(\eta^{2}+\chi^{2}\right)^{2} \tag{G.1.1}
\end{align*}
$$

## G.1.2 Field shift in Lagrangian

$$
\begin{aligned}
\mathscr{L}_{\phi}= & \frac{1}{2}\left(\left(\partial_{\mu}(v+\eta)+e A^{\mu} \chi\right)^{2}+\left(\partial_{\mu} \chi-e A^{\mu}(v+\eta)\right)^{2}\right) \\
& +\frac{\mu^{2}}{2}\left((v+\eta)^{2}+\chi^{2}\right)-\frac{\lambda}{4}\left((v+\eta)^{2}+\chi^{2}\right)^{2} \\
= & \frac{1}{2}\left(\left(\partial_{\mu} v+\partial_{\mu} \eta+e A^{\mu} \chi\right)^{2}+\left(\partial_{\mu} \chi-e A^{\mu} v-e A^{\mu} \eta\right)^{2}\right) \\
& +\frac{\mu^{2}}{2}\left((v+\eta)^{2}+\chi^{2}\right)-\frac{\lambda}{4}\left((v+\eta)^{2}+\chi^{2}\right)^{2}
\end{aligned}
$$

$v$ represents the new non-zero potenial minimum, and thus it's derivate is $0 ; \partial^{\mu} v=0$

$$
\begin{align*}
\mathscr{L}_{\phi}= & \frac{1}{2}\left(\left(\partial_{\mu} \eta+e A^{\mu} \chi\right)^{2}+\left(\partial_{\mu} \chi-e A^{\mu} v-e A^{\mu} \eta\right)^{2}\right) \\
& +\frac{\mu^{2}}{2}\left((v+\eta)^{2}+\chi^{2}\right)-\frac{\lambda}{4}\left((v+\eta)^{2}+\chi^{2}\right)^{2} \\
= & \frac{1}{2}\left(\left(\partial_{\mu} \eta\right)^{2}+2 \partial_{\mu} \eta e A^{\mu} \chi+\left(e A^{\mu} \chi\right)^{2}\right. \\
& +\left(\partial_{\mu} \chi\right)^{2}-\partial_{\mu} \chi e A^{\mu} v-\partial_{\mu} \chi e A^{\mu} \eta \\
& -e A^{\mu} v \partial_{\mu} \chi+\left(e A^{\mu} v\right)^{2}+e A^{\mu} v e A^{\mu} \eta \\
& \left.-e A^{\mu} \eta \partial_{\mu} \chi+e A^{\mu} \eta e A^{\mu} v+\left(-e A^{\mu} \eta\right)^{2}\right) \\
& +\frac{\mu^{2}}{2}\left(v^{2}+2 v \eta+\eta^{2}+\chi^{2}\right)-\frac{\lambda}{4}\left(v^{2}+2 v \eta+\eta^{2}+\chi^{2}\right)^{2} \\
= & \frac{1}{2} M_{A}^{2} A_{\mu}^{2}-e v A^{\mu} \partial_{\mu} \chi+\frac{1}{2}\left(\partial_{\mu} \eta\right)^{2}+\frac{1}{2}\left(\partial_{\mu} \chi\right)^{2} \\
& +\partial_{\mu} \eta e A^{\mu} \chi-\partial_{\mu} \chi e A^{\mu} \eta+\frac{\left(e A^{\mu} \chi\right)^{2}}{2}+\frac{\left(e A^{\mu} \eta\right)^{2}}{2}+e A^{\mu} v e A^{\mu} \eta \\
& +\frac{\mu^{2}}{2}\left(v^{2}+2 v \eta+\eta^{2}+\chi^{2}\right)-\frac{\lambda}{4}\left(v^{2}+2 v \eta+\eta^{2}+\chi^{2}\right)^{2} \tag{G.1.2}
\end{align*}
$$
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[^0]:    ${ }^{1}$ Some authors use the definition $d=4-2 \epsilon$, this has the advantage of getting rid of factors of 2 in some results.

[^1]:    ${ }^{2}$ See for example equations 6 6.6.4 or 6.9 .1 .
    ${ }^{3}$ See equation $\sqrt{5.4 .9}$ for the unbroken case.

