
Kristine Flacké Haualand

Influence of Diabatic Effects and
Tropopause Structure on
Baroclinic Development

2021

Thesis for the degree of Philosophiae Doctor (PhD)
University of Bergen, Norway



at the University of Bergen

Avhandling for graden philosophiae doctor (ph.d )

ved Universitetet i Bergen

.

2017

Dato for disputas: 1111

Kristine Flacké Haualand

Influence of Diabatic Effects and
Tropopause Structure on Baroclinic

Development

Thesis for the degree of Philosophiae Doctor (PhD)

Date of defense: 10.06.2021



The material in this publication is covered by the provisions of the Copyright Act.

Print:     Skipnes Kommunikasjon / University of Bergen

© Copyright Kristine Flacké Haualand

Name:        Kristine Flacké Haualand

Title: Influence of Diabatic Effects and Tropopause Structure on Baroclinic Development

Year:          2021



Scientific environment

This work was carried out at the Geophysical Institute at the University of Bergen and
the Bjerknes Centre for Climate Research in Norway. My PhD position was funded by
the University of Bergen and was associated with the UNPACC (Unifying Perspectives
on Atmosphere-Ocean Interactions during Cyclone Development) and NORPAN (Part-
nership between Norway and Japan for excellent Education and Research in Weather
and Climate Dynamics) projects. I have been enrolled in the Norwegian Research
School on Changing Climates in the coupled Earth System (CHESS).



ii Scientific environment



Acknowledgements

Doing a PhD is a challenging yet rewarding experience. Luckily, I have not been walk-
ing alone. With an inspiring attitude and a lot of patience, my supervisor, Thomas Spen-
gler, has been available for questions, feedback, guidance, and scientific discussions. I
have appreciated the opportunities and challenges he gave me through conferences, re-
search visits, networking, and teaching. I further want to thank my co-advisor Michael
Reeder for valuable feedback, fruitful conversations, and expert advice from the other
side of the world, but also during his research visits in Bergen and at conferences. In
addition, I want to acknowledge my collaboration with Vicky Meulenberg, whom I co-
advised during her internship in Bergen. Vicky’s work inspired me to explore the topic
for the third paper of my thesis.

In 2018, I was lucky to be part of the ISOBAR field campaign in Hailuoto in Fin-
land led by Stephan Kral and Jochen Reuder. Although not directly relevant for my
thesis, this campaign gave me valuable experience in field work, made me involved in
publishing an additional paper as a co-author, and motivated me as a researcher.

An important contribution for my motivation during my PhD was the scientific and
social environment at the Geophysical Institute, at the Bjerknes Centre for Climate
Research, at the research school CHESS, and in the writing group SciSnack. A special
thank goes to the dynmet group for regular discussions and company at conferences. I
also acknowledge the opportunity to laugh and sweat around a volleyball or a football
together with colleagues.

Last, but definitely not least, I want to thank family and friends for bringing so much
joy and value to my life. The final tribute goes to my two favourite persons in life: my
son, Aslak, for adding a new dimension to life, and my husband, Åsbjørn, for all your
support, motivation, and faith in me and for reminding me of what really matters in the
end.

Kristine Flacké Haualand
Bergen, March 2021



iv Acknowledgements



Abstract

Midlatitude cyclones play an important role in midlatitude weather and global climate.
While baroclinic instability is the dominant mechanism for their intensification, mid-
latitude cyclone development is also influenced significantly by diabatic processes and
tropopause structure. Of special importance is the relatively well-established role of
latent heating associated with cloud condensation, which has been shown to enhance
the intensification and reduce the horizontal scale of midlatitude cyclones. Less clear,
however, is the role of other diabatic processes, such as latent cooling associated with
evaporation of rain and sublimation or melting of snow as well as surface sensible and
latent heat fluxes transferring heat and moisture between the ocean and the overlying
cyclone. On top of these diabatic effects, baroclinic development depends on the struc-
ture of wind shear and stratification around the tropopause, which is essential for the
coupling of the surface cyclone with the upper levels. However, the sensitivity of the
development to various modifications of tropopause structure relative to diabatic pro-
cesses remains unclear.

In this thesis, consisting of three papers, we examine the contribution of these less
studied diabatic processes as well as the influence of tropopause structure on baroclinic
development in a numerical extension of the linear quasi-geostrophic Eady model in-
cluding effects of latent heating, latent cooling, surface sensible heat fluxes, and ver-
tical modifications of wind shear and stratification across the tropopause. The linear
approach focuses on effects of first order importance and restricts the study to the in-
cipient stage of cyclone development, which is typically nearly linear.

In the first paper, we include a layer of latent cooling below a mid-tropospheric layer
of latent heating in the ascent region of the cyclone. We find that low-level cooling
weakens the vertical circulation and hence latent heating. With the intensifying effect
of latent heating being reduced, latent cooling weakens baroclinic growth.

In the second paper, we find that baroclinic growth in the presence of latent heat-
ing also decreases when including surface sensible heat fluxes that are downward in the
warm sector and upward in the cold sector, which is in line with reduced local horizon-
tal temperature gradients and hence less low-level baroclinicity. Our findings remain
similar when parametrising the surface sensible heat fluxes with respect to meridional
temperature advection or vertical motion instead of temperature. In contrast, our find-
ings are sensitive to the horizontal shift of surface sensible heat fluxes. Furthermore,
estimates of increased latent heating related to moisture supply from surface latent heat
fluxes indicate that the role of latent heat fluxes overcompensates for the detrimental
effects from sensible heat fluxes, leaving the net effect of surface heat fluxes beneficial
for cyclone intensification.

In the third paper, cyclone intensification is investigated further by modifying the
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wind shear and stratification around the tropopause in experiments with and without
mid-tropospheric latent heating. We find that baroclinic growth is not very sensitive to
the sharpness and the altitude of the tropopause, but rather sensitive to modifications of
the low-stratospheric wind shear and stratification. However, for reasonable modifica-
tions of wind shear, stratification, and latent heating intensity, we show that baroclinic
growth is more sensitive to mid-tropospheric latent heating than to tropopause struc-
ture.
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Chapter 1

Background

1.1 Relevance of midlatitude cyclones for weather and cli-
mate

Midlatitude weather is dominated by cyclones and anticyclones typically forming near
the western boundary currents before moving eastward along the storm tracks (see re-
view by Chang et al., 2002, and references therein) and potentially hitting land (Figure
1.1). While anticyclones are associated with calm and dry weather, cyclones are often
accompanied by precipitation and strong winds. As a consequence, intense cyclones, or
storms, may greatly influence infrastructure through damage of constructions, flooding,
landslides, and avalanches.

Figure 1.1: Illustration of midlatitude cyclone propagating northeastward along the North Atlantic
storm track.

In addition to their high impact on the weather, cyclones and anticyclones are im-
portant components in the global climate system by transporting heat, energy, and mo-
mentum poleward (Hartmann, 1994). Moving warm air up and poleward and cold
air down and equatorward, the heat transport by cyclones acts to weaken the merid-
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ional temperature gradient that is constantly built up by the uneven radiative heating
on Earth. The contribution to weaken the meridional temperature gradient ensures a
somewhat balanced thermal state between tropical and polar regions, but is also an im-
portant source of energy for the cyclones because available potential energy from the
atmosphere is converted to eddy available potential energy and later eddy kinetic en-
ergy (Lorenz, 1955). This process is called baroclinic energy conversion and intensifies
midlatitude cyclones, which develop as growing baroclinic waves by consuming baro-
clinicity associated with the meridional temperature gradients.

1.2 Theoretical advances in midlatitude cyclone develop-
ment

One of the first conceptual models of midlatitude cyclones, including its associated
meridional heat transport, was the Norwegian cyclone model (Bjerknes, 1919; Bjerk-
nes and Solberg, 1922), which describes how a cyclonic disturbance along the polar
front propagates eastward while transporting warm air poleward to the east of the cy-
clone’s centre and cold air equatorward to the west of the cyclone’s centre, leading to
the formation of a warm and cold front, respectively (Figure 1.2). Despite some weak-
nesses of this model, especially at later stages of development (Schultz et al., 2019),
which led to more advanced versions like the Shapiro-Keyser cyclone model (Shapiro
and Keyser, 1990), the Norwegian cyclone model captures many of the key elements
in the horizontal structure and evolution of midlatitude cyclones, such as the local tem-
perature contrasts between the warm and the cold sector.

Figure 1.2: Conceptual Norwegian cyclone model showing (top) lower-tropospheric (e.g., 850 hPa)
geopotential height and fronts, and (bottom) lower-tropospheric potential temperature. The stages in
the cyclone’s evolution are separated by approximately 6–24 h and the frontal symbols are conventional.
The characteristic scale of the cyclone based on the distance from the geopotential height minimum,
denoted by L, to the outermost geopotential height contour in stage IV is 1000 km. [Caption and
figure from Fig. 2 in Schultz and Vaughan (2011). © American Meteorological Society. Used with
permission.]
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Further advancing the concept of midlatitude cyclone development, Charney (1947)
and Eady (1949) described how midlatitude cyclones intensify through baroclinic en-
ergy conversion, where intensifying baroclinic waves were found to be energetically
consistent with warm air rising poleward and cold air sinking equatorward (Figure 1.3).
They found remarkable agreement between their estimated growth rates and length
scales of the most unstable baroclinic wave and those of midlatitude cyclones at the
early stage of development. Even the westward tilting pressure field with height that
characterises baroclinic waves (Figure 1.3) shares similarities with the vertical structure
of observed midlatitude cyclones.
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Figure 1.3: Structure of the quasi-geostrophic streamfunction (contours) and temperature (shading)
of the most unstable Eady mode, shown for one wavelength and for height scaled with respect to
tropopause altitude. Upward (downward) arrow indicates upward (downward) motion, cross (dot)
symbols indicate meridional flow into (out of) the figure, red (blue) shading indicates anomalous warm
(cold) air, and L (H) letters indicate correspondence to minimum (maximum) pressure anomalies.

A more thorough understanding of these baroclinic waves was later established
through the concept of potential vorticity (PV) thinking (Hoskins et al., 1985), where
positive (negative) PV anomalies are associated with cyclonic (anticyclonic) circula-
tion and are a powerful tool to diagnose the dynamics of atmospheric features like
midlatitude cyclone development. When two PV anomalies of same sign tilt upshear
with height in a baroclinic atmosphere with a reversal of the basic-state horizontal PV
gradient at their respective locations, they mutually interact by advecting PV from the
environment to the location of the other anomaly (Figure 1.4). This is of relevance for
the baroclinic waves found by Eady (1949), because his vertical boundary conditions
represent such a reversal in the basic-state meridional PV gradient as well as temper-
ature edge waves (Davies and Bishop, 1994) that can be interpreted as PV anomalies
(Bretherton, 1966; de Vries et al., 2010). When these edge waves tilt upshear with
height and interact such that they propagate with the same speed, they phase lock and
travel together as one growing baroclinic wave.



4 Background

+

+ dq
dy>0

x

y

z

dq
dy<0

Figure 1.4: Schematic of how a low-level PV anomaly (blue plus symbol) mutually interacts with an
upper-level PV anomaly (red plus symbol) by advecting high PV from the basic-state toward the location
of the other PV anomaly, with the sign of the basic-state PV gradient reversing at the respective vertical
levels. The induced circulation associated with each PV anomaly is indicated by arrows around circles
with the same respective colours as the PV anomalies, with the vertically induced circulation at the
level of the other PV anomaly being indicated by dashed lines and small arrows, and the wind relevant
for mutual intensification being highlighted by bold stroke. The westward tilt with height between the
PV anomalies necessary for intensification is denoted by the black dotted line.

1.3 Role of diabatic processes in midlatitude cyclone devel-
opment

Of further relevance for cyclone development are diabatic processes because they gen-
erate diabatic PV anomalies and modify the energetics by generating eddy available
potential energy (Lin and Smith, 1979; Smith, 1980; Vincent et al., 1977) and in some
cases enhancing the conversion to eddy kinetic energy by strengthening the secondary
circulation (Robertson and Smith, 1983). Misrepresentations of these processes may
therefore result in large forecast errors of midlatitude cyclones (e.g., Beare et al., 2003;
Martínez-Alvarado et al., 2016).

The most important diabatic process for midlatitude cyclone development is latent
heating, which occurs, for example when water condenses and clouds form. The ef-
fect of latent heating on cyclone development is relatively well known and has been
shown to increase cyclone growth and decrease the horizontal scale of cyclones (e.g.,
Balasubramanian and Yau, 1996; Craig and Cho, 1988; Emanuel et al., 1987; Man-
abe, 1956; Moore and Montgomery, 2004; Snyder and Lindzen, 1991). Its impact on
cyclone growth and structure is related to the diabatic generation of positive (negative)
PV anomalies at lower (upper) levels (Ahmadi-Givi et al., 2004; Davis and Emanuel,
1991; Davis et al., 1993; de Vries et al., 2010; Stoelinga, 1996), with the PV tendency
being proportional to the vertical gradient of diabatic heating (Figure 1.5):
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Figure 1.5: Schematic of positive (plus symbols) and negative (minus symbols) PV anomalies induced
by latent heating exemplified by cloud condensation and latent cooling exemplified by evaporation of
rain.

While the effect of latent heating is typically crucial for cyclone development, less
is known about the effect of latent cooling associated with, e.g., evaporation of rain
or sublimation of snow. As expected from the relation between the PV tendency and
the vertical gradient of diabatic heating (Equation 1.1), latent cooling is associated
with a positive (negative) PV anomaly above (below) the cooling layer (Figure 1.5)
(Crezee et al., 2017; Joos and Wernli, 2012). Thus, if a layer of evaporative cooling
exists below a layer of condensational heating, leading to enhanced vertical gradients
of diabatic heating at the interface between these layers, the low-level positive PV
anomaly associated with latent heating is enhanced by the effects of latent cooling,
which is anticipated to have implications for cyclone development.

As midlatitude cyclones typically form and grow over open ocean, surface sensible
and latent heat fluxes are also often important for their development (e.g., Bui and
Spengler, 2021). While sensible heat fluxes transfer heat, latent heat fluxes transfer
moisture that can later condense and release latent heating. When cyclones move over
the ocean, surface sensible heat fluxes from the ocean typically heat the cold air in the
cyclone more than the warm air. As a response to this, the temperature contrast between
the warm and the cold sectors weakens, such that there is less local baroclinicity at
lower levels within the cyclone (Branscome et al., 1989; Zhang and Stone, 2011).

Concurrently, surface latent heat fluxes transfer moisture from the ocean to the cy-
clone, leading to enhanced condensation and latent heating and thereby enhanced cy-
clone growth (Pfahl et al., 2014). While most of the condensation occurs in the warm
and moist sector of the cyclone, i.e., in the warm conveyor belt (Browning, 1990), sur-
face latent heat fluxes are usually strongest in the cold and dry sector (e.g., Carrera
et al., 1999; Zhang et al., 1999). Therefore, the greatest source of moisture for con-
densation is not necessarily within the cyclone consuming it, but may be related to
peripheral origins like the leftovers of moisture from surface latent heat fluxes in the
cold sector of preceding cyclones (Figure 1.6) (Boutle et al., 2010; Dacre et al., 2019).
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Figure 1.6: Schematic of how moist air from the cold sector of a preceding cyclone flows cyclone-
relatively into the warm conveyor belt of a subsequent cyclone. Big grey arrows represent cyclone-
relative flow between the cyclones and within the warm conveyor belt of the westernmost cyclone.
Blue/red lines (shading) indicate cold/warm fronts (sectors), respectively. Wiggly arrows represent
surface heat fluxes, with dark colour indicating strong intensity.

1.4 Role of tropopause and low-stratospheric structure in
midlatitude cyclone development

Of further importance for midlatitude cyclone development is the tropopause, because
it is associated with strong horizontal PV gradients that are important for the inter-
action between upper-level waves and surface waves as demonstrated by baroclinic
development in the Eady model. Such meridional PV gradients are directly related to
tropopause structures through their proportionality to the vertical derivative of wind
shear over stratification, which both change abruptly across the tropopause (Birner
et al., 2006; Schäfler et al., 2020), making it difficult to accurately represent them in
weather and climate models. In addition to the abrupt vertical changes around the
tropopause, structures of wind shear and stratification near the tropopause may change
in time, for example during downward fluctuations of the tropopause (Hakim, 2005) or
during a weakening of the polar vortex that extends down toward the lower stratosphere
after a sudden stratospheric warming event (Baldwin and Dunkerton, 2001). Thus, with
the complex structures and features in the narrow region around the tropopause, where
the observational network is sparse, it remains challenging to represent tropopause
structure. This has resulted in relatively large forecast errors of PV gradients and
Rossby waves and therefore probably also forecast challenges of midlatitude cyclones
(Gray et al., 2014; Schäfler et al., 2018).



Chapter 2

Motivation

The relevance of midlatitude cyclones for midlatitude weather and global climate de-
scribed in Chapter 1 demands a thorough understanding of their development in the
current climate as well as in a future climate. The aim of this thesis is to improve the
knowledge of how the effect of latent cooling, surface sensible and latent heat fluxes,
and the structure of wind shear and stratification near the tropopause and in the lower
stratosphere influence cyclone development in the presence of latent heating. This in-
cludes the following research questions:

RQ-1: How does latent cooling influence baroclinic development?

Previous studies found that latent cooling associated with evaporation, melting, and
sublimation of hydrometeors such as rain and snow affects mesoscale systems like
fronts and sting jets (e.g., Barth and Parsons, 1996; Clough and Franks, 1991; Huang
and Emanuel, 1991; Martínez-Alvarado et al., 2010; Parker and Thorpe, 1995) and
enhances the low-level PV anomaly below the layer of latent heating in midlatitude
cyclones (Crezee et al., 2017; Joos and Wernli, 2012). However, no studies have inves-
tigated the further implications for baroclinic development.

In paper I, we aim to fill this gap by investigating how latent cooling and its impact
on the diabatically induced PV anomalies influence the energetics and the development
of baroclinic waves.

RQ-2: How do surface sensible and latent heat fluxes in conjunction with latent
heating influence baroclinic development?

Previous studies showed that the role of surface sensible and latent heat fluxes on cy-
clone development is convoluted and varies with environmental conditions associated
with, e.g., preceding cyclones, changes in sea surface temperature, and intrusion of po-
lar air masses from cold air outbreaks or moist air masses from the subtropics (e.g.,
Gyakum and Danielson, 2000; Kuo and Reed, 1988; Kuo et al., 1991a; Langland et al.,
1995; Mullen and Baumhefner, 1988). Consequently, surface heat fluxes can both en-
hance and weaken cyclone intensification (Nuss and Anthes, 1987). An important con-
tribution from surface latent heat fluxes is related to the supply of moisture into the
warm conveyor belt of the cyclone, leading to enhanced latent heat release (Carrera
et al., 1999; Hirata et al., 2019; Nuss and Anthes, 1987; Uccellini et al., 1987). Hence,
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as latent heating is one of the most important diabatic contributions to cyclone intensifi-
cation (e.g., Balasubramanian and Yau, 1996; Craig and Cho, 1988; Kuo et al., 1991b),
its effect should be included when investigating the role of surface sensible and latent
heat fluxes on cyclone development. This was partly done by Jiang and Gutowski
(2000), although their focus was on the effect of convective heating in the cold sec-
tor in the presence of surface sensible and latent heat fluxes. With latent heating being
most dominant in the warm conveyor belt of the cyclone (Browning, 1990), idealised
studies should rather implement latent heating in the warm and ascending part of the
cyclone when studying the impact of surface heat fluxes on baroclinic development.

In paper II, we explore the role of surface sensible heat fluxes on baroclinic devel-
opment in conjunction with latent heating associated with ascending air, with a focus
on understanding how the formulation of the heat fluxes as well as the location relative
to the warm sector and the region of latent heating matter for the development. The
role of surface sensible heat fluxes on baroclinic growth is then compared to estimates
of the changes in baroclinic growth resulting from an increase in latent heating related
to typical moisture sources from remote surface latent heat fluxes.

RQ-3: How sensitive is baroclinic development to tropopause structure? How im-
portant is this sensitivity relative to that of latent heating?

Previous studies showed that the tropopause is characterised by abrupt transitions in
wind shear and stratification (e.g., Birner et al., 2006; Schäfler et al., 2020) that are
poorly represented in weather and climate models (Hakim, 2005; Hamill et al., 2003)
and lead to forecast errors of horizontal PV gradients around the tropopause (e.g.,
Dirren et al., 2003; Gray et al., 2014; Hakim, 2005; Saffin et al., 2017). With the
high relevance of these PV gradients for baroclinic waves, there is a common notion
that baroclinic development is sensitive to the representation of wind shear and strat-
ification around the tropopause. However, few studies have investigated the effect of
tropopause sharpness on baroclinic instability, and no studies have quantified its im-
pact by comparing it to other important effects on baroclinic development, such as the
crucial role of latent heating.

In paper III, we systematically investigate the role of tropopause structure on baro-
clinic development by modifying the wind shear and stratification across the tropopause
for various degrees of smoothing. Unlike previous studies, we contrast these effects to
those related to alterations in tropopause height as well as to modifications in wind
shear and stratification in the lower stratosphere that change the vertical integral of
the horizontal PV gradients across the tropopause. Lastly, the sensitivity of baroclinic
development to these tropopause structures is contrasted with the sensitivity to latent
heating intensity.



Chapter 3

Methods

3.1 Classical Eady model

The cornerstone for the analysis in this thesis is an extended version of the Eady (1949)
model, which is a simple yet powerful model describing baroclinic instability. The
Eady model is formulated by the linear quasi-geostrophic (QG) PV equation in the
zonal and vertical directions (

∂

∂ t
+u

∂

∂x

)
q′ = 0 , (3.1)

where q′ is the QG potential vorticity perturbation and other variables having their
usual meanings. It assumes adiabatic frictionless flow with constant basic-state density,
Coriolis parameter, stratification, and vertical wind shear. Despite the absence of a y-
coordinate, the vertical wind shear is associated with meridional temperature gradients
through the thermal wind relation, which represents baroclinicity and is the source of
energy for the wave to become unstable.

The boundary conditions in the Eady model prescribe vanishing vertical motion and
introduce temperature anomalies at the top and the bottom of the domain that can be
interpreted as edge waves (Davies and Bishop, 1994). If these edge waves are long
and not too far apart, they “phase lock” and travel together with the same propagation
speed. While travelling together, these waves mutually interact, in accordance with the
concept of interacting PV anomalies. If the upper wave is upshear from the lower one,
they intensify each other such that there is one wave structure in the entire domain that
intensifies over time. In line with baroclinic energy conversion, the structure of the
wave aligns such that warm air rises poleward and cold air sinks equatorward, which
converts environmental available potential energy (APE) to eddy APE and eddy kinetic
energy.

To find the structure and the growth rate of such unstable waves, the Eady prob-
lem was originally solved analytically by solving an eigenvalue problem yielding the
growth rate as the eigenvalue and the vertical structure of the QG streamfunction ψ as
the eigenvector. The problem is therefore a so-called normal mode problem, where one
can find the most unstable solution and use the corresponding growth rate and stream-
function structure to investigate the most unstable mode. The structure of the wave then
grows exponentially with time, with its growth determined by the growth rate. Such
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modal solutions have been found to represent the main features of cyclone development
in the atmosphere at the incipient stage rather well.

3.2 Eady model with diabatic effects

While the original Eady problem considered the PV equation with ψ as the model
variable, the problem can be extended to include also the ω equation, with vertical
motion ω as another model variable. This is useful because it opens up the possibility
to include diabatic heating parametrised with respect to vertical motion. Following
Mak (1994), we include latent heating Q1 divided by pressure (which is the “heating”
that appears in the diabatic forcing term of the PV equation) as

Q1

p
=−ε1

1
2

h1ω
∗, (3.2)

where ε1 is a constant heating intensity parameter, h1 is the vertical heating profile, and
ω∗ is vertical motion at a predefined level taken here to be at the bottom of the heating
layer. With this parametrisation, diabatic heating is represented as a wave with heating
in a layer with mainly upward motion and cooling in a layer with mainly downward
motion. Although the cooling counterpart in such an unconditional heating parametri-
sation is not necessarily as realistic as the heating layer, numerical experiments have
shown that it does not alter the qualitative findings at weak to moderate heating in-
tensities in the early stage of development (personal communication with H. de Vries,
2019). It is unfortunately not possible to make the heating conditional on upward mo-
tion in this linear model.

The default heating profile h1 is a step function (left panel in Figure 3.1) and equals
one in the heating layer between 900 hPa and 400 hPa and zero elsewhere. Latent
cooling is included below the latent heating layer by extending the heating profile to
negative values below 900 hPa (left panel in Figure 3.1). The sensitivity to the simple
step function form of the heating profile can be tested using smooth versions that are
differentiable everywhere and mimic heating profiles from observations.

Following Mak (1998), we further include surface sensible heat fluxes Q2 divided
by pressure as

Q2

p
= ε2h2

∂ψ

∂ p
, (3.3)

where ε2 is a constant heating intensity parameter, h2 is the vertical heating profile for
surface fluxes (middle panel in Figure 3.1), which is set to one below 900 hPa and zero
elsewhere, and ∂ψ/∂ p is referred to as negative temperature. The latter nomenclature
is consistent with previous literature and represents the anomalous temperature differ-
ence between the air above the surface and the sea surface temperature, with the latter
set to a constant value. Such a parametrisation represents upward sensible heat fluxes
in the cold sector and downward sensible heat fluxes in the warm sector of the baro-
clinic wave. Motivated by the finding that surface fluxes also strongly depend on the
meridional temperature advection (Boutle et al., 2010), we also add a modified version
of this parametrisation by substituting ∂ψ/∂ p by −v = −∂ψ/∂x, such that surface
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sensible heat fluxes are positive when the wind is equatorward and negative when the
wind is poleward.

In addition to the two foregoing parametrisations of surface fluxes, we test a third
parametrisation of surface fluxes similar to that of latent heating, where ∂ψ/∂ p is sub-
stituted by ω∗, such that downward surface fluxes are always located below the latent
heating layer. This parametrisation is not necessarily based on physical arguments, but
has the advantage that surface fluxes can be directly phase shifted relative to latent heat-
ing, independent of modifications of the low-level wave structure. Also, the location
of surface sensible heat fluxes does not change much from the previous parametrisa-
tions, as low-level ascent is located near warm air advection. The location of surface
sensible heat fluxes can be further shifted by letting the heating intensity parameter be-
come complex, where a purely imaginary heating intensity corresponds to a quarter of
a wavelength phase shift compared to a real heating intensity.

As surface latent heat fluxes are dependent on specific humidity, which is absent in
this idealised model, we will not attempt to represent these fluxes directly. Neverthe-
less, as latent heat fluxes provide important moisture supply available for condensation,
we evaluate its impact on baroclinic development relative to that of surface sensible heat
fluxes through the effect of increased latent heating by estimating the change in growth
rate resulting from changes in latent heating intensity associated with typical moisture
sources.

QLH QLH QLH

QLC QSF

paper I paper II paper III

tropopausetropopause/
model top

tropopause/
model top

model top

Figure 3.1: Overview of basic model setup for the three papers in this thesis illustrating the basic-state
zonal wind (arrows) and the vertical profiles of diabatic heating (solid lines and red/blue shading for
positive/negative values), where the subscripts LH, LC, and SF refer to latent heating, latent cooling,
and surface fluxes, respectively. The heating/cooling boundaries, tropopause interface, and model
boundaries are marked by dashed, dotted, and hatched horizontal lines, respectively. These interfaces
represent the levels where PV anomalies can exist.

3.3 Eady model with tropopause

In addition to the diabatic effects, the Eady model can be extended to include an ide-
alised tropopause where the wind shear and/or stratification change from a constant
tropospheric value to another constant stratospheric value (illustrated by linearly in-
creasing/decreasing zonal wind below/above the tropopause in the right panel in Figure
3.1). Such vertical changes in wind shear and/or stratification result in a nonzero PV
gradient at the tropopause and hence PV anomalies at the tropopause that can inter-
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act with other PV anomalies. To restrict the mutual interaction of PV anomalies to the
troposphere, we remove temperature anomalies, which can be interpreted as PV anoma-
lies, at the upper boundary by using an upper boundary condition of ∂ψ/∂ p = 0.

To further investigate the sensitivity of baroclinic development to the structure
around the tropopause, we modify the vertical profiles of wind shear and/or stratifi-
cation by smoothing their transitions around the tropopause, altering the altitude of the
tropopause interface, and changing the value in the stratosphere. For the smoothing, we
substitute the step function at the tropopause with a sine function in a vertical interval
around the tropopause.

3.4 Numerical solution procedure

Many of the experiments in this thesis, such as those based on smooth vertical profiles
of diabatic heating, wind shear, and/or stratification, would be hard to conduct in an
analytical model. We therefore use a numerical extension, where the PV equation and
the ω equation are formulated at N vertical levels and form a linear matrix problem

Aξξξ = σBξξξ , (3.4)

with the growth rate σ being the eigenvalue, ξξξ = [ψ1,ψ2, . . . ,ψN,ω1,ω2, . . . ,ωN] being
the eigenvector with the subscripts for ψ and ω referring to the vertical grid point, and
A and B being matrices that represent all remaining constants. The problem can then
be solved for a given wavenumber by standard matrix solution techniques.

An observant reader may notice that such a problem contains one degree of free-
dom related to one more model variable than number of equations. Thus, the prob-
lem can only be solved with an arbitrary scaling of variables, implying that we cannot
quantitatively compare ψ and ω across different experiments and wavenumbers. We
alleviate this issue by normalising solutions with respect to meaningful quantities such
as energy and surface pressure and argue that it is then still meaningful to cautiously
compare some of the solutions quantitatively.

3.5 Lorenz’ energy cycle

The effects of diabatic processes and tropopause structure are investigated using the en-
ergy framework introduced by Lorenz (1955), where the tendency of domain-averaged
eddy available potential energy (EAPE) is defined as

∂

∂ t
(EAPE) =Ca +Ce +Ge, (3.5)

and Ca = −
λ

S
ψxψp is the conversion of basic-state potential energy to eddy available

potential energy, Ce = ωψp is the conversion from eddy available potential energy to

eddy kinetic energy, and Ge = −
1
S

Qψp is the diabatic generation of eddy available
potential energy, with the bar denoting zonal and vertical averages. When including
more than one diabatic effect, Ge can be split into the respective parts using the different
contributions to diabatic forcing Q.



Chapter 4

Summary of the papers

Paper I: How Does Latent Cooling Affect Baroclinic Development in an Idealized
Framework?

In line with previous studies and an increased vertical gradient of heating, we find in
this paper that including latent cooling below a layer of latent heating increases the PV
anomaly at the bottom of the latent heating layer. Concurrently, the PV anomaly at
the top of the heating layer weakens in the presence of low-level latent cooling, which
is related to reduced latent heating and hence a weaker vertical heating gradient at the
top of the latent heating layer. We find that the reduced latent heating is associated
with weaker vertical circulation due to low-level cooling. Hence, while low-level latent
cooling enhances the PV anomaly between the latent heating and the latent cooling
layers, it also weakens cyclone ascent and thereby latent heating. As latent heating
intensifies baroclinic development, the reduction of latent heating associated with latent
cooling leads to weaker baroclinic growth.

Paper II: Direct and Indirect Effects of Surface Fluxes on Moist Baroclinic Develop-
ment in an Idealized Framework

As expected from the reduction of low-level baroclinicity when the cold sector of a
baroclinic wave is heated and the warm sector is cooled, this paper shows that surface
sensible heat fluxes in the presence of latent heating reduce baroclinic growth. The
argument relating baroclinic growth to low-level baroclinicity is further supported by
the finding that baroclinic growth enhances when the location of the surface sensible
heat fluxes reverses relative to the warm and cold sectors. Such shifts in the location
of surface fluxes relative to the warm and cold sectors may be motivated by cyclones
moving over regions with strong sea surface temperature contrasts, such as over the
Gulf Stream and the Kuroshio. Moreover, if surface sensible heat fluxes are shifted only
halfway upstream or downstream toward the opposite sector, the growth rate remains
more or less unaltered compared to when no surface fluxes are added. Despite this
negligible impact on the growth rate, an upstream or downstream shift of the surface
sensible heat fluxes results in relatively large differences in the energetics and the low-
level structure of the wave, which may be of importance for nonlinear processes that are
not investigated in this linear framework. While these findings indicate that baroclinic
development is rather sensitive to the location of surface sensible heat fluxes, we find
that the results are not very sensitive to the surface flux parametrisation.



14 Summary of the papers

Independent of the location, the impact from surface sensible heat fluxes on baro-
clinic growth is weak relative to the positive impact by latent heating alone. Further-
more, estimates of the increase in latent heating associated with typical input of mois-
ture from remote surface latent heat fluxes indicate that the effect of surface latent heat
fluxes can easily overcompensate for the detrimental effects by surface sensible heat
fluxes. Hence, for typical environmental conditions, the net effect of surface sensible
and latent heat fluxes is usually intensifying baroclinic growth.

Paper III: Relative importance of tropopause structure and diabatic heating for baro-
clinic instability

This paper shows that baroclinic instability related to interactions between an idealised
tropopause and a surface is most unstable when there are weak or no changes in wind
shear and large changes in stratification across the tropopause. This is arguably due to
enhanced energy conversion from basic-state available potential energy to eddy avail-
able potential energy associated with an improved phase relation between temperature
and meridional wind in the tropopause region. Smoothing these vertical profiles of
wind shear and stratification around the tropopause results in a further enhancement
of energy conversion and hence even stronger baroclinic growth. However, for more
realistic configurations, with a reversal of wind shear across the tropopause resulting
in a tropopause jet, the effect of smoothing on baroclinic growth is negligible. Sim-
ilarly, modifying the altitude of the tropopause has weak impacts on the growth rate.
Instead, this study finds that baroclinic instability is more sensitive to changes in wind
shear and stratification in the lower stratosphere that modify the vertical integral of PV
across the tropopause region. Nevertheless, including latent heating and varying its
heating intensity has a much more pronounced effect on the growth rate than any of
the effects related to the representation of wind shear and stratification at and above the
tropopause. Hence, baroclinic development is more sensitive to diabatic heating than
tropopause structure.



Chapter 5

Conclusions and Outlook

The main research questions for this thesis concern how low-level latent cooling, sur-
face sensible and latent heat fluxes, and tropopause structure affect baroclinic devel-
opment in the presence of mid-tropospheric latent heating. In this thesis, we have
shown that all these processes influence midlatitude cyclone development in various
ways by changing the growth rate, the propagation speed, the horizontal and vertical
scale, and the intrinsic structure, including the energetics of the cyclone as well as the
associated circulation. However, using the effect of latent heating on baroclinic devel-
opment as a reference, this thesis demonstrates that midlatitude cyclone development
is more sensitive to latent heating and to some extent remote surface latent heat fluxes
and low-stratospheric structure than to latent cooling, surface sensible heat fluxes, and
tropopause sharpness and altitude.

Many of the findings from this thesis may be of even higher relevance in a fu-
ture climate, which is predicted to be associated with a warmer troposphere and sea
surface as well as higher specific humidity (Collins et al., 2013). Such environmen-
tal changes may imply fundamental adjustments in the governing diabatic processes
related to midlatitude cyclones. For example, with more moisture available for conden-
sation, the effect of latent heating on cyclone development is expected to increase (see
review by Catto et al., 2019, and references therein), contributing to stronger cyclone
growth. This positive contribution from latent heating is opposed by a negative effect
from weaker baroclinicity in the lower troposphere associated with stronger warming
in the Arctic relative to lower latitudes, leaving the net change of cyclone intensity in a
future climate uncertain (e.g., Catto et al., 2011; Geng and Sugi, 2003).

The increase in humidity and cloud condensation is associated with increased pre-
cipitation in midlatitude regions exposed to high cyclone frequency (Bengtsson et al.,
2009; Fläschner et al., 2016). With more precipitation, there is also a potential for
more evaporation of rain and the related latent cooling, which was found in paper I to
weaken cyclone intensification and may therefore – together with the effect of weaker
baroclinicity – partly compensate for the enhancement related to the increase in con-
densation and latent heating. Hence, a potential intensification of midlatitude cyclones
in a future climate may be less prominent if the effects related to latent cooling are ac-
counted for, though we expect this effect is minor compared to those related to latent
heating and baroclinicity.

The future warming of the sea surface and the overlying air modifies the surface
sensible and latent heat fluxes in various ways. While upward surface sensible heat
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fluxes are expected to dominate less in the future, a higher saturation humidity related
to the warming of the upper ocean makes upward surface latent heat fluxes dominate
more (Bala et al., 2010; Boer, 1993; Large and Yeager, 2012). This suggests that the
imbalance between the positive effect from surface latent heat fluxes and the negative
effect from surface sensible heat fluxes on baroclinic growth discussed in paper II may
increase in a future climate, such that the net influence of surface sensible and latent
heat fluxes on midlatitude cyclones is an increase in cyclone growth.

Along with the warming of the troposphere, climate change is associated with a
cooling of the stratosphere (Held, 1993). As a result, the meridional temperature gra-
dient around the tropopause enhances, such that the upper-level zonal wind strength-
ens through the thermal wind relation (Butler et al., 2010; Räisänen, 2003). With a
strengthening of the zonal wind near the tropopause, the vertical difference in wind
shear across the tropopause increases. This is of relevance for the findings from pa-
per III, where we found that the relatively weak sensitivity of cyclone development
to tropopause sharpness depends on the difference in zonal wind shear across the
tropopause. Depending on the exact configuration of wind shear, such future projec-
tions on the upper-level wind field may either increase or decrease the importance of
tropopause sharpness for baroclinic development. Nevertheless, as the amount of la-
tent heating is predicted to increase in a future climate and therefore become more
important for baroclinic instability, the large imbalance between the weak importance
of tropopause sharpness and the high importance of latent heating for baroclinic insta-
bility found in paper III will probably increase in a future climate.

The findings in this thesis are investigated in a linear quasi-geostrophic two-
dimensional model that is numerically extended from the classical Eady model includ-
ing diabatic effects and/or a tropopause. Such an idealised approach facilitates the in-
terpretation of the mechanisms in focus. Further mechanisms relevant for midlatitude
cyclone development may be included in the future, such as the effect of friction, which
modifies the low-level circulation and hence the location of latent heating and surface
sensible and latent heat fluxes. Another relevant process is the beta effect, which takes
into account variations in the Coriolis parameter and alters the gradient of potential vor-
ticity. Furthermore, a natural extension to the study on tropopause structure in paper
III would be to modify the basic-state zonal wind profile to account for a stratospheric
jet representing the polar vortex as well as downward extensions of a weakening polar
vortex resulting from sudden stratospheric warming events, which have been shown to
influence baroclinic development (Rupp and Birner, 2021). However, it is important to
keep in mind that adding new layers of complexity in such a basic linear model may
result in misleading interpretations of the findings, as nonlinear processes that are not
represented typically become more important when the complexity increases. Thus, it
may be most appropriate to investigate only a few mechanisms at the same time.

While the idealised approach in this thesis is an advantage for the physical inter-
pretation of the results, it suffers from its deficiency of representing several concurrent
relevant processes and their nonlinear interactions. Nevertheless, with this thesis’ im-
proved basic understanding of how diabatic effects and tropopause structure influence
midlatitude cyclone development, our findings point to what more advanced modelling
and observational studies could focus on in the future.

One natural step would be to further clarify our findings in three-dimensional nu-
merical weather prediction models including moisture and accounting for nonlinear



17

processes. Such models could for example investigate if cyclone growth is stronger
when latent cooling is omitted from the simulations, as indicated by paper I, or whether
the qualitative impact from surface fluxes on cyclone development found in paper II
changes when including moisture sources from remote surface fluxes in preceding cy-
clones, as was partly done by Bui and Spengler (2021). Another aspect worth inves-
tigating further in more advanced models is the sensitivity of cyclone development
to initial conditions of basic-state wind and temperature near the tropopause. Moti-
vated by the importance of preserving the vertical integral of the PV gradient across the
tropopause from paper III, one could for example evaluate how modifications near the
tropopause influence the vertical integral of PV gradients and thereby cyclone devel-
opment. Another idea for future research is to test how sensitive the effect of diabatic
processes and tropopause structure on cyclone development is to increased background
temperature and humidity associated with a future climate.

Our findings could also be further tested in case studies and composite analyses of
midlatitude cyclones. For example, inspired by the negative impact from latent cool-
ing on cyclone growth demonstrated in paper I, it could be valuable to evaluate if there
is more evaporation of rain and sublimation of snow relative to cloud condensation in
weakly intensifying cyclones compared to strongly intensifying cyclones. Furthermore,
clarifying the indication from paper II that cyclone development is possibly more sen-
sitive to the location of surface sensible heat fluxes than to the exact parametrisation,
observational studies could investigate if there is a relation between cyclone intensifica-
tion and the location of surface sensible heat fluxes relative to the warm conveyor belt.
Moreover, examining the role of surface latent heat fluxes discussed in paper II and
previous literature, such studies could investigate if strongly intensifying cyclones and
strong warm conveyor belts are associated with increased peripheral moisture sources
from for example preceding cyclones, cold air outbreaks, or moist air masses from the
subtropics. A final idea for future research is to explore if cases with large changes in
vertical wind shear across the tropopause, and hence strong upper-level horizontal PV
gradients, are characterised by reduced cyclone intensification compared to cases with
smaller changes in vertical wind shear, as shown in paper III.
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How Does Latent Cooling Affect Baroclinic Development in an
Idealized Framework?
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ABSTRACT

Latent cooling by evaporating or melting hydrometeors has recently been shown to contribute to the

positive low-level potential vorticity (PV) anomaly below the layer of latent heating in midlatitude cy-

clones. While the low-level PV anomaly might be intensified by latent cooling, the influence on the overall

baroclinic development remains unclear. Including both latent heating and cooling in the Eadymodel, this study

finds that latent cooling reduces baroclinic growth. While the PV anomaly between the layers of latent cooling

and heating increases for realistic heating intensities, the PVanomaly at the top of the heating layer decreases, as

latent heating is weakened because of reduced vertical motion within the cyclone. Consequently, the relative

contribution from diabatic heating to the generation of eddy available potential energy decreases when latent

cooling is included. Thus, despite the recently emphasized role of evaporation for the low-level PV anomaly in

developing cyclones, the overall effect of latent cooling is detrimental to baroclinic growth.

1. Introduction

Latent heating has been shown to increase the growth

rate of midlatitude cyclones while their horizontal scale is

reduced (e.g., Manabe 1956; Craig and Cho 1988; Snyder

and Lindzen 1991; Moore and Montgomery 2004). Al-

though latent heating is probably the most important

diabatic effect on midlatitude cyclone development,

Forbes and Clark (2003) and Dearden et al. (2016) re-

ported significant latent cooling rates from sublimation,

melting, and evaporation of hydrometeors in midlatitude

cyclones. While many studies have investigated the effect

of these cooling processes on mesoscale systems, such as

fronts or sting jets (e.g., Huang and Emanuel 1991;

Clough and Franks 1991; Parker and Thorpe 1995; Barth

and Parsons 1996; Martínez-Alvarado et al. 2010), only a

few have addressed the effect on synoptic-scale cyclones

(e.g., Joos andWernli 2012; Crezee et al. 2017). The latter

studies found that latent cooling, in particular through

evaporation of rain, contributes to the low-level po-

tential vorticity (PV) anomaly within the cyclone. The

influence of this PV modification on cyclone develop-

ment, however, remains unclear and forms the basis of

this study.

Baroclinic instability is characterized by PV anoma-

lies lying stationary relative to each other on the upper

and lower boundaries (Bretherton 1966; Hoskins et al.

1985). These PV anomalies can be described as two phase-

locked counterpropagating Rossby waves (e.g., Hoskins

et al. 1985; Heifetz et al. 2004). De Vries et al. (2010)

extended this framework to include interactions with PV

anomalies induced by latent heating and emphasized the

importance of the PV anomaly at the top of the heating

layer.While its importance was supported by Pomroy and

Thorpe (2000), other studies stressed the significance of

the diabatically induced low-level PV anomaly for cy-

clone intensification (e.g., Davis and Emanuel 1991;

Stoelinga 1996; Ahmadi-Givi et al. 2004). As the low-

level PV anomaly is enhanced through evaporation or

melting below the heating layer, the role of latent cooling

on the interacting PV anomalies and the overall baro-

clinic development demands further assessment.

The influence of latent cooling on midlatitude cyclo-

ne development can also be explored by investigating
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the energetics. While no studies have looked at the di-

rect influence from latent cooling on the diabatic gener-

ation of eddy available potential energy (EAPE),

several studies have found that latent heating is the

most important positive contributor to the EAPE in

midlatitude cyclones (e.g., Vincent et al. 1977; Lin and

Smith 1979; Smith 1980). Furthermore, diabatic heating

not only generates EAPE; it also enhances the con-

version to kinetic energy by strengthening the sec-

ondary circulation within the cyclone (Robertson and

Smith 1983). The complexity of this direct and indirect

impact on the energetics motivates a more detailed

analysis of the role of latent heating and cooling.

We investigate the influence of latent cooling on the

energetics, PV distribution, and baroclinic growth using a

diabatic extension of the quasigeostrophic (QG) Eady

(1949) model. The original extension was developed by

Mak (1994) and included only latent heating. We add

latent cooling at lower levels, which can be interpreted

as evaporation of rain, snowmelt, and sublimation. Sim-

ilar to Mak (1994), we use a highly idealized vertical

distribution of latent heating and cooling, though we

also test the validity of our results by prescribing more

realistic profiles and by changing the basic-state static

stability to mimic the effect of mixing in the heating and

cooling layers.

2. Model

a. Model equations

We focus on the incipient stage of baroclinic devel-

opment and use the same QG linear model and two-

dimensional (x, p) coordinate system as Mak (1994),

where x and p define the horizontal and pressure co-

ordinates, respectively, but we allow the diabatic ef-

fects to include both latent heating and cooling. Thus,

the diabatic processes can represent condensation and

evaporation of rain as well as other phase transitions

such as freezing, deposition, snowmelt, and sublima-

tion. We start with the nondimensionalized QG v and

PV equations
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is the QG PV, c is the QG streamfunction, v is the

vertical motion in pressure coordinates, l is the vertical

wind shear, u is the basic-state zonal wind, Q is the di-

abatic heating rate, and S is the basic-state static sta-

bility. The dimensional form of S is defined as
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where R is the gas constant, cp is specific heat at constant

pressure, and T0 is the background temperature. For con-

sistency, we choose the same parameter values as Mak

(1994) (see Table 1), where the velocity and length scales

areU5 10ms21 andL5 106m, respectively. For constant

l, u(p)5 l(pb 2 p) increases linearly with height (Fig. 1).

Assumingv5 0 at the top (p5 pt) and bottom (p5 pb)

of the model boundaries yields the vertical boundary

condition for the thermodynamic equation:
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where 2›c/›p is proportional to the negative density

perturbation, but, consistent with previous literature, will

hereafter be referred to as temperature.

Following Mak (1994), we further assume that c and

v have wavelike solutions in the x direction:

[c,v]5Ref[ĉ, v̂] exp[i(kx2st)]g, (4)

where k is the zonal wavenumber,s is the wave frequency,

and the hat denotes Fourier transformed variables.

b. Parameterization of latent heating and cooling

We parameterize the diabatic forcing in the same way

as Mak (1994):

Q̂52
« ~h(p)

2
v̂

hb
(k) , (5)

TABLE 1. Dimensional and nondimensional values of model parameters with corresponding units.

Parameter S l f pt pb

Dimensional value 0.04m2 s22 hPa22 35m s21 hPa21 10 s21 150 hPa 1000 hPa

Nondimensional value 4 3.5 1 0.15 1
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where « is the heating intensity parameter, ~h is the

vertical heating profile, and v̂hb is the vertical motion

at the bottom of the heating layer, as we assume

heating is controlled by low-level convergence, similar

to the idealized study by, for example, Craig and Cho

(1988). The structure of the heating profile ensures a

reasonable representation of the vertical distribution

of diabatic heating in midlatitude cyclones and can be

compared to case studies by, for example, Dearden

et al. (2016).

The sign of ~h and v̂hb determines whether there is

latent heating or cooling. A plausible physical reasoning

for the diabatic cooling in the descent region is to

assume a saturated atmosphere, where midlevel cooling

represents longwave radiative cooling and evaporation

of cloud droplets (e.g., De Vries et al. 2010). Further-

more, the low-level heating in the shallow layer below

this cooling region could be associated with shallow

convection in the cold sector.

For a conditional representation of heating, where

condensational heating and evaporative cooling only

occur in the ascent and not in the descent region, dia-

batic heating could be parameterized by an infinite

spectral series. The unconditional heating in (5) would

then represent the fundamental harmonic, while higher

harmonics are neglected. H. de Vries (2019, personal

communication) supports that such an unconditional

representation of diabatic heating does not significantly

alter the qualitative results at the incipient stage. We

therefore argue that the heating parameterization in

(5) is representative for the early development stage of

extratropical cyclones.

Inserting (4) and (5) into (2) and (3) and letting h5 ~h/p,

hereafter referred to as the heating profile, yield
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with the corresponding boundary conditions v̂5 0 and

(uk2s)
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t
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b
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As (6) is linear, the vertical motion can be split into

two components forced by each of the terms on the

right-hand side. Mak (1994) argued that although in-

terpreting these components as the dynamic and dia-

batic vertical motion can be meaningful for weak to

moderate heating intensities, it is important to keep in

mind that the components are coupled through the

streamfunction and heating parameterization. Thus,

they are neither purely dynamic nor diabatic. Never-

theless, we refer to them as the dynamic (vd) and dia-

batic components, where the diabatic component can be

further split into one component due to latent heating vh

and one due to latent cooling vc.

To incorporate latent cooling in the heating profile,

we modify the step function used by Mak (1994) to be

negative below the heating layer:
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ht
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where pht5 0.4 and phb5 0.9 are the pressures at the top

and bottom of the heating layer, respectively, and g is

the fraction of latent cooling below phb with respect to

the amount of latent heating above. For example, if g 5

0.3, the heating profile is 1 within the heating layer

and 20.3 below, yielding latent heating (cooling) above

(below) the bottom of the heating layer if vhb , 0

(Fig. 1). Note from (7) that for constant l and S, interior

PV anomalies can only exist where dh/dp 6¼ 0. Thus, the

step function in (9) yields interior PV anomalies at the

heating boundaries pht and phb only (dashed horizontal

lines in Fig. 1).

Note that h(p) is the heating profile in the PVequation.

The distribution of heating ~h(p) in physical space is

FIG. 1. Schematic of the heating and cooling layers, where red

(blue) indicates heating (cooling). Black thin arrows illustrate the

increase of wind with height. Gray thick arrow represents the

vertical motion at the bottom of the heating layer, which is used in

the heating parameterization. Dashed lines indicate boundaries

where diabatic PV anomalies are induced.
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obtained bymultiplying (9) by pressure, yielding a linearly

decreasing profile with pressure within the heating layer.

c. Numerical solution

We use n 5 (pb 2 pt)/Dp 1 1 5 120 vertical levels,

where Dp is the vertical increment between two grid

points. Vertical derivatives are expressed with standard

finite-difference methods, using forward and backward

differences at the model and heating boundaries and

central differences elsewhere. Using the heating profile

prescribed in (9) together with the boundary conditions

v 5 0 and (8), (6) and (7) form the eigenvalue problem

Aj5sBj , (10)

where A and B are matrices of dimension 2n 3 2n, the

wave frequency s is the eigenvalue, and j is the eigen-

vector representing ĉ(p) and v̂(p) through all vertical

grid points from 1 to n:

j5 [ĉ
1
, ĉ

2
, . . . , ĉ

n
, v̂

1
, v̂

2
, . . . , v̂

n
]. (11)

Applying standard solution techniques using the geev

routine in the Linear Algebra Package (LAPACK;

Anderson et al. 1999), which is based on the numerical

QR algorithm, (10) can be solved for s and j. Hence,

for a given wavenumber k, the full structure of c and

v can be derived from (4). At least 1 degree of freedom

exists for all nontrivial solutions of (10), implying that

the eigenvector j is not scaled and that we cannot

quantitatively compare c and v for different wave-

lengths and experiments. To alleviate this issue, we

tested several wavelength-dependent normalizations

of ĉ and v̂ ranging from kinetic energy, available po-

tential energy, total energy, minimum amplitude of the

streamfunction, to the amplitude of the streamfunction

at the surface. These normalizations allow for a more

meaningful quantitative comparison of the solutions

and yield important indications on how pertinent var-

iables are influenced by diabatic effects. As we find

similar behavior for all normalizations, we only present

results normalized by total energy. Henceforth, all

values except growth rate and wavelength are normal-

ized with total energy, although not explicitly stated

everywhere.

3. Choice of heating intensity and depth

a. Impact of heating intensity on growth rate and
wavelength

Before including the effect of latent cooling, we ex-

amine the limitations of our linear model. Because of the

normalization issues outlined in the previous subsection,

we can neither directly infer the absolute heating rate

from the heating intensity, nor assess the absolute mag-

nitude of the model variables. Nevertheless, using re-

alistic estimates of c and v, we perform a scale analysis

comparing the terms in the QG thermodynamic equation

and contrast them with the term for ageostrophic ad-

vection of temperature, which is one order Rossby higher

than the QG terms. When normalizing c and v with a

factor that yields surface meridional wind perturbations

of 5ms21, we find that the magnitude of the ageostrophic

FIG. 2. (a) Growth rate (1025 s21) vs wavelength (km) for varying heating intensity parameter «. (b)Amplitude of vertical motion due to

latent heating vh divided by amplitude of dynamically induced vertical motion vd, both taken at the bottom of the heating layer. Dashed

horizontal lines mark where « 5 15.
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advection term is 25%–45% of the dominating QG terms

when 0 # « # 30 (not shown). For comparison, using

surfacewind perturbations of 10ms21, the corresponding

ratio for the dry Eady limit («5 0) is 49%.We therefore

argue that the inclusion of diabatic heating does not vi-

olate the QG approximation beyond what is regularly

accepted in the dry Eady limit.

For « # 15, an increase in « yields an increase in the

maximum growth rate and a decrease in the wavelength

of the most unstable mode (Fig. 2a), consistent with

several previous studies (e.g., Emanuel et al. 1987;

Whitaker and Davis 1994; Moore and Montgomery

2004). As the wavelength of the instability is related to

the vertical distance between the interacting PV anoma-

lies (Hoskins et al. 1985), the decrease in wavelength for

increasing « is as expected because of the intensification

of interior PV anomalies that acts to reduce the vertical

distances between interacting PV anomalies. For « . 15,

the growth rate keeps increasing with increasing « until

« 5 24, although the wavelength is now also increasing.

The latter indicates a regime shift, as it is in disagreement

with the previously outlined arguments and findings. The

implications of the regime shift are beyond the focus of

this study.

b. Diabatically and dynamically induced vertical
motion and estimated heating rates

The change in the qualitative behavior of the wave-

length and the growth rate for «. 15 is likely related to

the dominance of the vertical motion due to latent

heating vh compared to the dynamically induced vd

(Fig. 2b). This diabatic dominance is not common in

midlatitude cyclones as shown in a statistical analysis by

Stepanyuk et al. (2017), in a model simulation of the in-

tense Queen Elizabeth II storm by Pauley and Nieman

(1992), and in an idealized baroclinic wave simulation by

Rantanen et al. (2017). Thus, heating intensities « # 15

seem to be most applicable to midlatitude cyclones.

Furthermore, using the scaling estimate byMak (1994),

a heating intensity parameter « 5 30 corresponds to a

heating rate of 80Kday21. This is significantly larger

than in the intense midlatitude cyclones studied by

Pauley and Nieman (1992) and Dearden et al. (2016),

where the maximum heating rates are below 20Kday21.

Even though Joos and Wernli (2012) showed a locally

confined maximum heating rate above 50Kday21 during

the intensifying phase, the heating rate averaged over the

heating layer was at least 2–3 times weaker. Moreover,

Kuo et al. (1991) estimated heating rates up to 550Kday21

in the explosiveQueen Elizabeth II storm, albeit at a highly

nonlinear stage with the heating confined to a narrow

band of about 250 km and a limited amount of time.

Thus, there exist extreme cases where the average

heating rate exceeds 100K day21, though these values

can be argued to be rare and not representative for a

larger area of the developing cyclone. We therefore

argue that heating intensities corresponding to « &

15, that is, heating rates &40K day21, are a realistic

and representative choice.

c. Additional modes at strong heating intensities

For « . 15, additional unstable modes at shorter

wavelengths appear, which were studied in detail by

Mak (1994) (Fig. 2a and his Figs. 6b,c). The first of these

modes appears for « * 20 and is confined to the layer

above the heating layer, whereas the second mode ap-

pears for « * 35 and is confined to the layer below the

heating layer.WhileMak (1994) indicated that the lower

mode can be associated with mesoscale cyclones such as

polar lows, we argue that the mode’s shallow low-level

westward tilt with height would be in the boundary layer

where the atmosphere is commonly well mixed, as seen

in the vertical cross sections of polar lows by Terpstra

et al. (2015). Consequently, the suggested interaction

between the PV anomalies at the surface and the

FIG. 3. Growth rate (shading, 1025 s21) and wavelength (con-

tours, km) of the most unstable mode for various heating intensity

parameter « and relative cooling parameter g.
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bottom of the heating layer is an unlikely feature of

polar lows. Similarly, because of the unrealistically strong

heating intensities necessary for these additional

modes, we also question whether the upper mode

identified by Mak (1994) can be associated with realistic

atmospheric instabilities. Considering the limited val-

idity of these additional modes, the aforementioned

unrealistic dominance of vh, as well as the excessive es-

timated heating rates for large «, we restrict our study to

« # 15.

d. Justification for chosen heating boundaries

Based on a subjective evaluation of vertical heating

distributions in case studies of representative midlatitude

cyclones (Pauley and Nieman 1992; Joos andWernli 2012;

Joos and Forbes 2016; Dearden et al. 2016), we find

the bottom of the heating layer to be approximately

between 950 and 800 hPa, and the top of the heating

layer to be roughly between 500 and 300 hPa. Thus,

our choice using the same heating boundaries as Mak

(1994), where phb 5 900 hPa and pht 5 400 hPa, ap-

pears reasonable.

e. Impact from latent cooling

For increasing latent cooling, the wavelength of the

most unstable mode increases at heating intensities

10 # « # 15, but decreases at intensities 18 & « # 30

(Fig. 3). In this range of heating intensities, the maxi-

mum growth rate decreases with increasing latent

cooling. Comparing Fig. 3 with Fig. 2a, the effects of

latent cooling are similar to the effect of decreasing «.

This relation between an increase in g and a decrease in

« remains similar when examining the additional modes

appearing at extreme heating intensities (not shown).

The changes in wavelength and growth rate for in-

creasing latent cooling depicted in Fig. 3 increase expo-

nentially for increasing « (Fig. 4, shownonly up to «5 15).

FIG. 4. Change in growth rate (red) and wavelength (dashed

black) from g5 0.0 to g5 0.5 relative to the reference value at g5
0.0 for the most unstable mode and various heating intensity pa-

rameters «. The gray vertical line marks where « 5 12.5.

FIG. 5. Structure of streamfunction (shading) and 2›c/›p }
temperature (contours) for the most unstable mode for (a) « 5 0

and g 5 0.0 (dry Eady mode), (b) «5 12.5 and g 5 0.0, and (c) «5
12.5 and g 5 0.5. Solid (dashed) contours and red (blue) shading

represent positive (negative) values.
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To investigate cases with a clear contribution from la-

tent cooling, but at the same time staying clear of the

threshold at « 5 15, we focus our analysis on « 5 12.5.

At this heating intensity, the growth rate decreases by

3.0% and the wavelength increases by 5.3% when in-

creasing g from 0.0 to 0.5. The corresponding values

if using « 5 10 are 0.9% and 1.3%, respectively.

4. Impact from latent heating and cooling on
structure and amplitude

a. Streamfunction and temperature

Despite the noteworthy impact from latent heating

and cooling on the growth rate, the structure of the

streamfunction remains qualitatively similar to the dry

Eady solution (Fig. 5a) when including latent heating

(Fig. 5b) or when including both latent heating and

cooling (Fig. 5c). It is particularly striking that there is

barely any change in structure when adding latent

cooling (Fig. 5c) to the results including latent heating

(Fig. 5b). All solutions tilt westward with height, in

accordance with baroclinic instability. The main dif-

ference is the presence of local extrema and weak kinks

at the heating boundaries when adding latent heating

and/or cooling. The meridional velocity ›c/›x is pro-

portional to the streamfunction and phase shifted by

908 (not shown).
As expected from baroclinic instability theory, the

structure of the temperature (contours in Fig. 5) tilts

eastward throughout the whole model troposphere.

When including latent heating and/or cooling, local

temperature extrema are present within the heating

layer and close to the heating boundaries. The sign

of the temperature anomalies partly reverses across

the heating boundaries, especially when « / 15 (not

shown). This temperature reversal is consistent with

the strengthening of the diabatic PV anomalies (not

shown), where a positive (negative) PV anomaly is

associated with warm (cold) air above and cold (warm)

air below. Such a PV dipole is a common feature of the

early development stage of midlatitude cyclones (e.g.,

Crezee et al. 2017).

b. Interior PV anomalies and diabatic heating

With « 5 12.5 and g 5 0.0, the amplitude of the PV

anomalies at the top of the heating layer (blue stars in

Fig. 6a) is almost twice as large as the PV anomalies

at the bottomof the heating layer (red stars). As g increases,

the PV anomalies at the top of the heating layer weaken

while the PV anomalies at the bottom of the heating

layer strengthen. This response is in accordance with the

increase in the heating step at the bottom of the heating

FIG. 6. (a) Amplitude of the PV anomalies at the top (blue) and

bottom (red) of the heating layer and their relative amplitudes (gray).

(b)Amplitude of the vertical difference of diabatic heatingDQ around

the top (blue) and bottom (red) of the heating layer and their relative

amplitudes DQht/DQhb (gray). (c) Amplitude of vd (gray circles), vh

(red dots),vd1 vh (red dots with gray circles), andv5 vd1 vh1 vc

(blue), all taken at the bottom of the heating layer. All quantities are

nondimensional and normalized with respect to total energy and are

shown for « 5 12.5 with varying relative cooling parameters g.
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layer and the decrease in the heating step at the top of

the heating layer for increasing g (Fig. 6b). The decrease

of the heating step at the top of the heating layer must be

related to reduced vertical motion, because that is the

only parameter in the heating parameterization that is

not fixed. Such a reduction in vertical motion has also an

impact on the heating step at the bottom of the heating

layer, but as latent cooling is added below the heating

layer, there can still be a net increase of the heating step

at this level.

The decrease in the PV anomalies at the top of the

heating layer relative to the PV anomalies at the bottom

of the heating layer (gray stars for « 5 12.5 in Fig. 6a)

remains when examining other heating intensities where

« # 15. The absolute change of the PV anomalies, how-

ever, depends on the relation between the reduction of

midlevel latent heating and the increase in low-level la-

tent cooling, which varies with heating intensity. For ex-

ample, when «/ 15, latent cooling weakens the diabatic

PV anomalies at both levels, though more the upper

anomalies than the lower anomalies (not shown), be-

cause the reduction of latent heating overcompensates

the increase in the heating step at the bottom of the-

heating layer because of latent cooling. For weak heat-

ing intensities («/ 0), however, the reduction of latent

heating by latent cooling is negligible and the PV

anomalies at the top of the heating layer barely change

for increasing latent cooling while the increase in the PV

anomalies at the bottom of the heating layer is enhanced

(not shown).

c. Diabatic heating and vertical motion

The zonal distribution of diabatic heating (contours in

Fig. 7) is determined by the vertical motion at the bot-

tom of the heating layer (shading in Fig. 7) and is mostly

positioned in the warm and ascending southerly flow.

This placement is consistent with midlatitude cyclones,

where the primary cloud-producing flow is in the warm

conveyor belt (e.g., Browning 1990).

The structure of the vertical motion remains similar

when including latent heating and/or cooling and is

mostly determined by the dynamic component vd

(shading in Fig. 8). However, when diabatic effects are

included, there is also a significant contribution from

the component due to latent heating vh (black contours

in Fig. 8). The amplitudes of both vd and vh at the

bottom of the heating layer decrease when adding la-

tent cooling (gray circles and red dots in Fig. 6c, re-

spectively), contributing to a net decrease in the total

vertical motion at this level (blue dots in Fig. 6c). This

decrease in vertical motion is in accordance with a case

study of midlatitude cyclones by Martínez-Alvarado

et al. (2016) and with the decrease in absolute latent

FIG. 7. As in Fig. 5, but for vertical motion (shading) and diabatic

heating based on h (black contours) and ~h (gray contours).
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heating in the presence of latent cooling, as discussed

in section 4b.

In contrast to the other components of vertical motion

vd and vh, the component due to latent cooling vc in-

creases when g increases (not shown). However, since

vc is both weaker and nearly in antiphase compared to

the other vertical motion components (gray contours

in Fig. 8), vc still contributes to a net reduction in

vertical motion for increasing g. This is evident when

comparing the total vertical motion with the vertical

motion that excludes vc (blue dots and red dots with

the gray edge in Fig. 6c), where 12% of the total re-

duction of vertical motion from g 5 0.0 to g 5 0.5

stems from vc.

d. Relation between vertical motion and wavelength

As latent cooling is also related to increasing wave-

lengths (Fig. 3), the reduced vertical motion for in-

creasing g can also be related to the horizontal scale. For

constant g, an increase in wavelength is consistent with

reduced vertical motion (Fig. 9), as expected from QG

scaling v(›/›p) ; (U/L)R0 (e.g., Holton and Hakim

2012), where R0 is the Rossby number. As long as g is

constant, this reduction with wavelength is true for all

three components of v (colored lines in Fig. 9), and holds

for other reasonable values of « and g (not shown).When

g increases, however, there is, as noted in section 4c, a

net increase in vc, despite the shift to longer wave-

lengths (not shown).

5. Energetics

To further elucidate the effect of latent cooling on

baroclinic development we examine the diabatic con-

tributions to the energetics. Following Lorenz (1955),

the tendency of eddy available potential energy Ae can

be expressed as

›A
e

›t
5C

a
1G

e
2C

e
, (12)

where

C
a
52

l

S
c
x
c
p
, G

e
52

1

S
Qc

p
, and C

e
5vc

p

(13)

represent the conversion from basic-state available po-

tential energy to eddy available potential energy, the

generation of eddy available potential energy from

diabatic heating, and the conversion from eddy avail-

able potential energy to eddy kinetic energy, respec-

tively. The bar denotes zonal and vertical averages.

In this study, we split the diabatic term into compo-

nents due to latent heating Gh
e and latent cooling Gc

e.

FIG. 8. Structure of the vertical motion components vd (shading), vh (black contours), and vc (gray contours) for

the modes in Figs. 7b and 7c.

FIG. 9. Amplitude of nonnormalized (dashed) and normal-

ized (solid) vertical motion at the bottom of the heating layer

for « 5 12.5, g 5 0.5, and varying wavelengths. Black lines show

total vertical motion, whereas colored lines show the different

components.
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Although we find the contribution from Gc
e to be

negligible (not shown), latent cooling still has an im-

portant indirect impact on the energetics through its

modification of vertical motion and latent heating,

and hence Gh
e .

The primary source of eddy available potential en-

ergy stems fromGh
e and Ce at short wavelengths and Ca

at long wavelengths (Fig. 10), because Gh
e and Ce de-

pend on the vertical motion, which is largest at short

wavelengths (Fig. 9). Consistent with the decrease in

vertical motion for increasing g (Fig. 6c), the relative

importance ofGh
e and Ce decreases when latent cooling

is included (Fig. 10b).

6. Sensitivity to heating profile

We investigate the sensitivity of our results to the

shape of the idealized heating profile by diagnosing how

the growth rate and structure respond to heating profiles

that are more realistic than a step function. Motivated

particularly by the heating distribution found in a

simulation of a deep midlatitude cyclone studied by

FIG. 10. Relative contributions to the energetics from Ca 52(l/S)cxcp (dark gray), Gh
e 52(1/S)Qcp (red), and Ce 5vcp (light gray)

(a) with corresponding growth rates for g5 0.0 (solid black) and g5 0.5 (dashed black) and (b) for themost unstablemodewith varying g.

The energetics in (a) are valid for both g5 0.0 and g5 0.5, but, as they can only be evaluatedwhere the growth rate is nonzero, one should

not consider the shading to the left of the shortwave cutoff (vertical line) for g 5 0.5. The change in the energetics with g in (b) is only a

result of the wavelength shift of the most unstable mode.

FIG. 11. (a) Original (solid) andmodified (dashed) heating profiles ~hwithout latent cooling (black) and with latent cooling (blue, g5 0.5

in original profile) for «5 12.5. See text for definition of profiles. (b) Growth rates corresponding to the heating profiles in (a) for varying

wavelengths.
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Dearden et al. (2016) as well as heating distributions from

other case studies of midlatitude cyclones (e.g., Pauley

and Nieman 1992; Joos and Forbes 2016), we devise the

two modified heating profiles shown as dashed lines in

Fig. 11a (see the appendix for details). Note that Fig. 11a

shows the physical profile of heating ~h obtained by multi-

plying the heating profilehwith pressurep (see section 2b),

yielding a better basis for comparison to the heating

distribution in the previously mentioned case studies.

When using the modified profiles, the maximum

growth rate is somewhat larger and shifted to shorter

scales (see Fig. 11b), although latent cooling still has

a stabilizing effect. The modified structures of the

streamfunction and the temperature (Fig. 12) are

smoother than the original structures shown in Fig. 5.

However, they possess many of the same features,

such as the collocation between warm (cold) air and

upward (downward) motion (not shown), as well as the

secondary maxima in the streamfunction at the top of

the heating layer. The main difference is the shift from

the two local maxima in temperature at the heating

boundaries to one maximum around p 5 0.5, as well as

reduced maxima in temperature at the surface.

The structures of other quantities, such as vertical

motion, diabatic heating, and meridional velocity, are

also smoother but remain qualitatively similar when

modifying the heating profile (not shown). These findings

demonstrate that the idealized heating profile yields

qualitatively meaningful results and that our interpreta-

tion is also applicable to more realistic heating profiles.

7. Sensitivity to static stability

So far, we assumed a constant basic-state static sta-

bility S. However, as argued by, for example, Lapeyre

and Held (2004) and O’Gorman (2011), the effective

stratification reduces when the atmosphere is moist,

because parcel displacements in the presence of latent

heating and cooling are nearly moist adiabatic. To in-

spect whether these moist effects are accounted for

in our model, we combine the terms involving static

stability and diabatic heating in the thermodynamic

equation

Sv1
«hv

hb

2
52

RT
0
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0
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0

p
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0
1 f )

›p
v , (14)

where u0 is the basic-state potential temperature

and ›F/›p 5 {[2«h(p)]/2}( p/RT0) 5 (›f/›p)(v/vhb)

represents the moist contribution to the effective strat-

ification. Since the heating parameterization is based on

vhb, and not v, it is not straightforward to define an ef-

fective stratification expressed as the right-hand side

of the inequality in (14). Furthermore, the effect of

diabatic forcing on the effective stratification can be

both positive and negative, depending on the sign of

the heating profile h. The moist effects on stratification

are thus only partly accounted for. We examine these

effects further by testing the sensitivity of our results

to changes in S. As we cannot accommodate any zonal

variations of the basic-state static stability in our model,

we reduce the stability in both the regions of ascent and

descent in the baroclinic wave.

To test the sensitivity of our results to reduced strat-

ification, we investigate how reducing the static stability

by 25% affects the growth rates when latent heating

and cooling are included. In addition to our reference

profile S, we introduce

FIG. 12. Structure of streamfunction (shading) and temperature (contours) for the most unstable mode using the

modified heating profiles in Fig. 11 with (a) latent heating only (dashed black profile in Fig. 11a), and (b) latent

heating and cooling (dashed blue profile in Fig. 11a).
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S
h
5 42H(p2 0:41)1H(p2 0:89) (15)

and

S
hc
5 42H(p2 0:41), (16)

where H is the Heaviside step function. These profiles

prescribe reduced stability either in the heating layer

only Sh or in the heating and the cooling layer Shc. We

argue that Shc is most realistic, as the stratification below

the heating layer is also nearly moist adiabatic because

of evaporation and associated latent cooling. Note that

the steps in static stability introduce PV anomalies and

levels with basic-state meridional PV gradients because

of the nonzero vertical gradients of Sh and Shc.

When the static stability is reduced in parts of themodel

domain (profiles Sh and Shc), the growth rates increase and

the most unstable solution moves to shorter wavelengths

(Fig. 13). This is expected, because a reduced stability is

associated with enhanced vertical interaction between PV

anomalies. The growth rates increase most when the sta-

bility is reduced all the way down to the surface Shc, which

is due to a deeper layer of reduced stability and hence a

greater net reduction of the overall stability. For all sta-

bility profiles, the growth rates decrease when latent cool-

ing is included, in accordance with the results in section 3.

We also tested the impact of the vertical extent of the

layer of reduced effective stratification by varying the

location and the magnitude of the reduced stability (not

shown). When the upper boundary of the layer of

weaker stability is shifted from 410 to 500 hPa and/or the

lower boundary is shifted from 890 to 800 hPa, the

growth rates decrease, because the overall reduction of

stability is weaker. Furthermore, when Sh and Shc are

adjusted so that the mean stability is identical for all

profiles, the growth rates are largest when the stability is

not constant, that is, for Sh and Shc. For these cases, the

increased growth rates cannot be explained by a net

reduction of overall static stability and are more likely

related to the superpositioning of the diabatic PV

anomalies and the PV anomalies induced by the steps in

the static stability profile. Independent of the changes in

static stability in this section, the effect of latent cooling

remains detrimental for baroclinic instability.

8. Concluding remarks

Including diabatic effects representing both midtropo-

spheric latent heating and low-level latent cooling with

heating intensities comparable to realistic midlati-

tude cyclones into the Eady model, we find that latent

cooling reduces baroclinic growth and shifts the most

unstable mode to longer wavelengths. For quantitative

comparison, we normalize the results by total energy and

find that the reduced growth is consistent with weakening

both verticalmotion and latent heatingwithin the cyclone

when low-level cooling is included. Thus, latent cooling is

primarily an indirect effect that influences midlatitude cy-

clones by reducing the intensifying effect of latent heating.

The reduction of latent heating weakens the vertical

heating gradients at the top and bottom of the heating

layer and thus leads to weaker diabatically induced PV

anomalies. The decrease in the vertical heating gradient

at the bottom of the heating layer, however, is coun-

teracted by the latent cooling below. Hence, the net

change of the PV anomaly at the bottom of the heating

layer depends on the relative contributions from the

reduced latent heating above and latent cooling be-

low. Nevertheless, the overall effect of latent cooling

is an enhancement of the low-level PV anomaly rela-

tive to the PV anomaly at the top of the heating layer.

The direct contribution from latent cooling to the gen-

eration of eddy available potential energy is negligible.

However, the contribution from latent heating decreases

when latent cooling is included. Thus, the influence of la-

tent cooling on cyclone development is primarily indirect

through suppression of vertical motion and latent heating.

We obtain similar results when using heating profiles

mimicking heating distributions from realistic case

studies of midlatitude cyclones. Furthermore, when

testing the sensitivity of our results to stability profiles

that take into account that the effective static stability is

reduced in a saturated moist atmosphere, the response

to latent cooling remains qualitatively the same. The

insensitivity to these variations proves the robustness of

our results obtained with the idealized model setup.

Consistent with previous studies, our findings confirm

that latent cooling enhances the low-level PV anomaly

FIG. 13. Growth rates for various stability profiles: S (solid), Sh
(dashed), and Shc (dotted), for « 5 12.5 and only latent heating

(black, g5 0.0) as well as latent heating and cooling (blue, g5 0.5).

See text for definition of stability profiles.
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in midlatitude cyclones for realistic heating intensities

at the early development stage. Overall, however, we

find that latent cooling is detrimental to cyclone devel-

opment through reducing vertical motion and latent

heating. These indirect effects should be further

assessed using more complex three-dimensional models

with the capacity to omit the effects of latent cooling

to test their influence on cyclone development.
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APPENDIX

Modified Heating Profiles

The modified heating profiles used for the sensitivity

study in section 6 are

h(p)5b3
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1 d

1 for p
ht
1 d,p, p

hb*
2 d*

sin

(
p[p2 p

hb
]

2[p
hb*

2 d*2p
hb
]

)
for p

hb*
2 d*, p ,

, (A2)

where the former (latter) excludes (includes) latent cooling

at lower levels, and d (d*) determines the sharpness of

the smooth curve around p5 pht ( p5 phb*). The profiles

shown in Fig. 11a are obtained by multiplying (A1) and

(A2) by p, where b 5 1.8, d 5 0.1, d* 5 0.25, and

phb* 5 0:75.
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ABSTRACT

The convoluted role of surface sensible and latent heat fluxes on moist baroclinic development

demands a better understanding to disentangle their local and remote effects. Including diabatic effects

in the Eady model, the direct effects of surface fluxes on the diabatic generation of eddy available po-

tential energy as well as their indirect effects through modifications of the circulation and latent heating

are investigated. It is shown that surface sensible heat fluxes have a minor impact, irrespective of their

position and parameterization, while latent heating in the region equivalent to the warm conveyor belt is

the dominant diabatic source for development. Downward surface sensible heat fluxes in proximity of

the warm conveyor belt results in structural modifications that increase the conversion from basic-state

available potential energy to eddy available potential energy, while concomitantly weakening the ascent

and hence latent heating. The detrimental effects are easily compensated through provision of additional

moisture into the warm conveyor belt. Upward surface heat fluxes in the cold sector, on the other hand,

are detrimental to growth. When downward (upward) surface sensible heat fluxes are located below

the equivalent of the warm conveyor belt, the diabatically induced PV anomaly at the bottom of the

latent heating layer becomes dominant (less dominant). Shifting the downward surface sensible heat fluxes

away from the warm conveyor belt results in substantial changes in the growth rate, latent heat release, low-

level structure, and energetics, where the effect of surface sensible heat fluxes might even be beneficial.

1. Introduction

The influence of surface sensible and latent heat fluxes

on midlatitude cyclone development is uncertain and

varies with environmental conditions in the atmosphere

and ocean (e.g., Nuss and Anthes 1987; Kuo and Reed

1988; Mullen and Baumhefner 1988). Nuss and Anthes

(1987) found that the effect of surface fluxes varies from

reducing the growth rate of extratropical cyclones by

25% to enhancing it by 15%. Moreover, when cyclones

move over regions with different air–sea temperature

contrasts, the role of surface fluxes often changes sub-

stantially during the development (Kuo et al. 1991a) and

may even reverse or partially cancel (Langland et al. 1995).

With state-of-the-art numericalweather predictionmodels

still struggling to correctly represent the amount and

location of diabatic processes in cyclone development

(e.g., Schäfler et al. 2018) as well as climate models fea-

turing significant biases in sea surface temperatures re-

sulting in a misrepresentation of storm tracks (e.g., Keeley

et al. 2012; Lee et al. 2018), improving our understanding

of the influence of surface fluxes on cyclone development

will allow us to identify associated sources of model biases

and forecast uncertainties.

While surface latent heat fluxes are usually upward in

most parts of the cyclone (e.g., Carrera et al. 1999;

Zhang et al. 1999), surface sensible heat fluxes often

feature a dipole with upward fluxes in the cold sector

and downward fluxes in the warm sector of the cyclone

(e.g., Danard and Ellenton 1980; Fleagle and Nuss 1985;

Neiman and Shapiro 1993; Sinclair et al. 2010; Booth

et al. 2012). Such a distribution of surface sensible heat

fluxes can reduce low-level baroclinicity (Branscome

et al. 1989; Zhang and Stone 2011) and ascent in the
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warm sector of the cyclone (Kuo et al. 1991a), poten-

tially weakening cyclone growth (Haltiner 1967; Kuo

and Low-Nam 1990).

Under different environmental conditions, how-

ever, surface sensible heat fluxes can also be upward in

the warm sector. For example, during the early phase

of an explosive midlatitude cyclone studied by Kuo

et al. (1991a), polar air from a previous cold-air out-

break resulted in upward surface sensible heat fluxes

in the warm sector. When excluding these fluxes

in numerical simulations of the storm, the cyclone

development was considerably weaker. This impact

from surface fluxes is supported by the climatological

study by Gyakum and Danielson (2000), where the

strongest cyclogenesis was associated with cold air

downstream of the developing cyclone in conjunction

with higher sea surface temperatures and thereby

larger surface fluxes. Furthermore, strong upward

oceanic surface fluxes warmed, moistened, and de-

stabilized the cold boundary layer of the vigorous

Presidents’ Day snowstorm, resulting in a strong low-

level baroclinic zone that aided cyclone development

at an early stage (Bosart 1981). Thus, under certain

conditions, surface sensible heat fluxes can enhance,

rather than weaken, low-level baroclinicity while re-

ducing static stability (Reed and Albright 1986; Atlas

1987; Carrera et al. 1999), yielding favorable condi-

tions for cyclone intensification.

Another contribution to cyclone growth is associ-

ated with surface latent heat fluxes that moisten the

air in the boundary layer (Mailhot and Chouinard

1989). Combining this effect with a reduced static

stability can lead to substantially enhanced latent

heating and cyclone growth (Uccellini et al. 1987;

Nuss and Anthes 1987; Carrera et al. 1999; Hirata

et al. 2019). Zhang et al. (1999) stressed the impor-

tance of this moist effect on midlatitude cyclone

development and found the impact of surface heat

fluxes only to be significant when latent heating was

included in the numerical experiments. As latent

heating strongly intensifies and alters cyclone devel-

opment (e.g., Craig and Cho 1988; Kuo et al. 1991b;

Balasubramanian and Yau 1996), the influence of

surface fluxes should be studied in conjunction with

latent heating.

Investigating both of these diabatic effects in baro-

clinic life cycle experiments using a primitive equation

global spectral model, Gutowski and Jiang (1998) found

that surface heat fluxes destabilize the cold sector and

stabilize the warm sector, resulting in a shift of convec-

tive heating to the cold sector. Consequently, in a

follow-up study including constant surface sensible heat

fluxes, Jiang andGutowski (2000) examined the effect of

convective heating only above the cold sector. While

surface fluxes can indeed modify the convective heat-

ing in the cold sector, the impact on the warm conveyor

belt, wheremost of the latent heating occurs (Browning

1990), is probably more crucial for the development of

the storm.

To investigate the role of surface fluxes in a frame-

work that includes latent heating in the warm conveyor

belt, we use the numerical extension of Mak’s (1994)

2D quasigeostrophic (QG) linear model that was in-

troduced by Haualand and Spengler (2019, hereafter

HS19). This model is based on the Eady (1949) model

and includes latent heating proportional to low-level

vertical motion. Here, we further extend the model with

different parameterizations of surface sensible heat

fluxes based on either air–sea temperature differences

(similar to Mak 1998), warm-air advection, or the loca-

tion and intensity of the warm conveyor belt and in-

vestigate the impact of varying their intensity and

location on the growth rate, structure, and energetics of

the baroclinic wave in the presence of latent heating.We

focus on the incipient stage of midlatitude cyclones, as

later stages are typically highly nonlinear (e.g., Kuo et al.

1991b) and therefore inadequately represented by our

linear model.

While surface sensible heat fluxes directly affect baro-

clinic development by altering the diabatic generation of

eddy available potential energy, surface sensible and

latent heat fluxes can also indirectly influence baroclinic

development through changes in the circulation and

moisture supply. For example, Boutle et al. (2010), Pfahl

et al. (2014), and Dacre et al. (2019) found that surface

latent heat fluxes remote from the cyclone area strongly

control the input of moisture into the warm conveyor

belt and hence the latent heat release. To examine and

quantify this indirect effect of surface latent heat fluxes,

we vary the latent heating intensity to evaluate the

sustained surface latent heat fluxes needed to provide

the additional moisture supply to the warm conveyor

belt to overcome the detrimental effects from local sur-

face sensible heat fluxes.

2. Model

a. Basic equations and model setup

We extend the linear 2D QG model formulated by

Mak (1994) and HS19, which includes different dia-

batic forcings in the Eady (1949) model, by imple-

menting various formulations of surface sensible

heat fluxes. Following Mak (1994), we use pressure as

the vertical coordinate and assume wavelike solutions in

the x direction for the QG streamfunction c and vertical

motion v:
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[c,v]5Ref[ĉ(p), v̂(p)]exp[i(kx2st)]g, (1)

where the hat denotes Fourier transformed variables, k

is the zonal wavenumber, and s is the wave frequency.

The nondimensionalized v and potential vorticity (PV)

equations can then be expressed as

d2v̂

dp2
2 Sk2v̂5 i2lk3ĉ1k2Q̂ (2)

and

(uk2s)

�
d2ĉ

dp2
2 Sk2ĉ

�
5 i

dQ̂

dp
, (3)

whereQ5Qlh1Qsf is the diabatic heating rate divided by

pressure, representing both latent heatingQlh and heating

associated with surface sensible heat fluxes Qsf, S is the

basic-state static stability as defined inHS19, l is the basic-

state vertical wind shear, and u(p)5l(pb 2 p)1 u0 is the

basic-state zonal wind (arrows in Fig. 1a). The set of

equations is completedwith the boundary conditions v̂5 0

at pt and pb together with the thermodynamic equation

(uk2s)
dĉ

dp
1 iQ̂1 lkĉ5 0 at p5 p

t
, p

b
, (4)

where pt and pb are the pressure at the top and bottom of

the domain, respectively.

For simplicity, we assume constant S and l. Note that

Mak (1998) prescribed S as a step function with a smaller

value in the lowest layer. Our choice of a constant S is

based on the argument that in the presence of latent

heating, the effective static stability not only reduces in

the surface flux layer but also in the latent heating layer

where parcel displacements are nearly moist adiabatic

(HS19). Furthermore, the effect of reduced stratification

related to moist processes and surface fluxes is incor-

porated partially through the diabatic heating (see HS19

for further clarification). Following HS19, we refer to

dc/dp, which is proportional to the negative density

perturbation, as temperature, and choose representable

model parameters for large-scale midlatitude flow (see

Table 1). The only difference from Mak (1994) and

HS19 is a uniform increase of u by u0 5 4m s21, con-

sistent with the surface flux implementation introduced

by Mak (1998), whereas the differences from Mak

(1998) are in S (as noted above), l, and pt.

b. Parameterization of latent heating

Following Mak (1994), latent heating divided by pres-

sure is proportional to upward motion at the bottom of

the latent heating layer and is parameterized as

Q̂
lh
52

«
lh
h
lh
(p)

2
v̂*(k) , (5)

FIG. 1. Schematic of (a) the linearly increasing zonal wind with decreasing pressure (black arrows) and vertical profiles of latent heating

(red) and surface fluxes (gray) and (b) vertical and zonal locations of downward surface sensible heat fluxes relative to the area of latent

heating for the formulations based on Ts [(8), red], ys [(9), blue], and v* [(11), gray]. Black dashed lines in (a) indicate heating boundaries

where internal diabatically produced PV can form. Gray dot–dashed and dashed lines in (b) respectively indicate the location of the

surface fluxes based on a 1908 and 2 908 zonal phase shift relative to v*.

TABLE 1. Nondimensional values ofmodel parameters. Value fromHS19 (Mak 1998) is indicated in parentheses (square brackets) if different

from this study. See Mak (1998) for a detailed description of S.

Parameter S l u0 f pt pb

Nondimensional value 4 [*] 3.5 [5.0] 0.4 (0.0) 1 0.15 [0.0] 1
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where «lh is the latent heating intensity parameter, v* is

the vertical motion at the bottom of the latent heating

layer, and hlh is the vertical profile of latent heating di-

vided by pressure. Consistent with Mak (1994) we let

h
lh
(p)5H(p2 0:4)2H(p2 0:9)

5

(
0 for p, 0:4 and p. 0:9

1 for 0:4, p, 0:9
, (6)

where plht 5 0.4 and plhb 5 p* 5 0.9 are the nondi-

mensional pressure at the top and bottom of the latent

heating layer, corresponding to 400 and 900 hPa, re-

spectively. We have also tested other levels for the

heating boundaries, which yield qualitatively similar

results (not shown).

We use the same latent heating intensity parame-

ter «lh 5 12.5 for all experiments, which corresponds

to a heating rate approaching 40K day21 when v ;
1023 hPa s21. This choice is based on the arguments

about reasonable heating rates by HS19, where similar

heating rates yield qualitatively comparable results. Note

that the heating should be viewed as heating anomalies

rather than total heating.

c. Parameterization of surface sensible heat fluxes

1) FORMULATIONS MOTIVATED BY

TEMPERATURE AND TEMPERATURE

ADVECTION

We apply the linearized version of the bulk relation for

surface sensible heat fluxes fromMonin–Obukhov theory

Q
sf } jv

s
j(SST2T

s
) , (7)

where jvsj is the surface wind speed, SST is the sea sur-

face temperature, and Ts is the temperature of the

overlying air. Following Mak (1998), we assume a con-

stant sea surface temperature and define the surface

fluxes divided by pressure as

Q̂
sf,T

5 «
sf
h
sf
(p)

›ĉ

›p

����
s

, (8)

where the subscript s denotes a surface value and the

impact of horizontal wind speed is incorporated in

the intensity parameter «sf. This formulation does not,

however, take into account that surface sensible heat fluxes

are typically located where the meridional temperature

advection ys(›T/›y)}2ikcsl is anomalously strong

(Boutle et al. 2010). Thus, we introduce an alternative

formulation based on meridional wind anomalies:

Q̂
sf,y

52«
sf
h
sf
(p)ikĉ

s
, (9)

where the basic-state meridional temperature gradient

is incorporated in the intensity parameter «sf. Note

that the dimensional form of the surface flux intensity

parameter «sf has different units in (8) and (9) (see

Table 2).

The heating profile for surface fluxes hsf is indepen-

dent of the flux formulation and given by

h
sf
(p)5H(p2 0:9)5

�
0 for p, 0:9

1 for p. 0:9
. (10)

Note that interior PV anomalies for the given profiles of

surface fluxes and latent heating in conjunction with

constant S and l can only exist at the two heating

boundaries where dQ/dp 6¼ 0 (see dashed lines relative

to the heating profiles in Fig. 1a).

2) FORMULATION MOTIVATED BY SENSITIVITY TO

HORIZONTAL LOCATION

In addition to the surface flux formulations above, we

introduce a third formulation based on v*

Q̂
sf,v

5 «
sf
h
sf
(p)v̂*. (11)

While this choice is not necessarily based on physical or

observational arguments, it has the advantage that we

can directly control the relative position between the

surface fluxes and the latent heating, independent of po-

tential alterations in the wave structure related to diabatic

effects. As low-level upwardmotion is located near warm-

air advection, the surface fluxes based on this formula-

tion are similar to the formulations based on temperature

[see (8)] and meridional wind [see (9)] anomalies.

By including an imaginary part in the intensity param-

eter «sf, we phase shift Qsf 5RefQ̂sf(p)exp[i(kx2st)]g
such that downward surface sensible heat fluxes are lo-

cated upstream (Im{«sf}. 0) or downstream (Im{«sf}, 0)

of the region of latent heating (see schematic in Fig. 1b for

the relative location of the surface fluxes and Table 2 for

the numerical value of «sf for the respective locations).

TABLE 2. Values of nondimensional surface flux intensity parameter («sf) and respective units for different surface flux parameterizations.

Surface flux parameterization Ts ys v*,08 v*,2908 v*,1908 v*,1808

«sf (nondimensional) 1.5 1.4 3.12 3.12 23.12 23.12

Units of dimensional «sf K Pam22 Km21 K Pa21 K Pa21 K Pa21 K Pa21
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This allows us to investigate how the relative positioning

of surface sensible heat fluxes and latent heating changes

the growth rate and the structure of the solution.

Although we are shifting the surface fluxes from their

typical location relative to the latent heating, such a

sensitivity analysis helps us to better understand how

alterations in the location of surface fluxes change the

relative role of PV anomalies at different vertical levels

and hence affect cyclone structure and development.

3) SURFACE FLUX INTENSITY

To ensure a fixed ratio between the maximum in-

tensity of latent heating and surface sensible heat

fluxes, i.e., max(Qlh)/max(Qsf), across all experiments,

we adjust the surface flux intensity parameter «sf be-

tween experiments accordingly. This is necessary, be-

cause changes in the surface flux intensity can cause

modifications in the structure that modify the relative

strength of the surface fluxes compared to the amount

of latent heating. A fixed ratio ensures that the relative

intensity of surface fluxes is similar in the different

experiments. The ratio is maintained across experi-

ments by varying «sf in a trial-and-error approach for

each of the surface flux formulations.

We tested surface flux intensities that range from zero

to intensities 3 times larger than the latent heating rate.

As the surface flux intensity is highly dependent on

various factors, e.g., the type of cyclone and differences

in the sea surface temperature underneath a cyclone, it is

difficult to define a universal intensity for the incipient

stage of the cyclone. For example, surface sensible heat

fluxes from composites along the frontal passage of 10

midlatitude cyclones ranged from about 230Wm22 in

the warm sector to about 100Wm22 in the cold sector

(Persson et al. 2005), while the surface fluxes in a Met

Office Unified Model analysis of a mature midlatitude

cyclone were significantly stronger and ranged from

2100Wm22 in the warm sector to 250Wm22 in the cold

sector (Sinclair et al. 2010).

Nevertheless, as our results are qualitatively similar

for all investigated intensities, we restrict our presenta-

tion to heating rates associated with surface fluxes that

reach 50% of the latent heating intensity, which corre-

sponds to about 150Wm22 when the surface fluxes affect

the air column between 1000 and 900hPa. The corre-

sponding values of «sf are shown in Table 2 for all surface

flux formulations used in this study.Choosing lower/higher

intensities would result in a weaker/stronger effect by

surface fluxes, but yield qualitatively similar results.

d. Numerical method

We apply a numerical solution technique, where (2)–

(4) form an eigenvalue problem that can be solved for

the eigenvalue s and the eigenvectors ĉ(p) and v̂(p)

for a given wavenumber k. We use a resolution of 171

vertical levels and calculate solutions for 122 different

wavenumbers. Further details can be found in HS19.

e. Normalization of solution

As the nontrivial solution of the eigenvalue problem

formed by (2)–(4) contains at least 1 degree of freedom,

we cannot compare c and v quantitatively for different

experiments and wavelengths (see HS19 for further

clarification). Consistent with HS19, we therefore nor-

malize all variables with respect to the domain averaged

total eddy energy and argue that such a scaling yields a

sound basis for a robust and reliable intercomparison.

We assessed the validity of the QG approximation

by comparing the scale of the QG terms in the mo-

mentum equations to the ageostrophic advection term.

Consistent with HS19, we find that the ageostrophic

term is less than 50% of the dominant QG terms when

using a dimensional surface velocity of 5m s21 (not

shown). We therefore argue that our linear QG frame-

work is suitable to investigate the impact of different

types of diabatic heating as long as we stay clear of the

intensity threshold discussed byHS19, beyondwhich the

diabatic component of v dominates over the dynamic

component.

3. Impact of surface sensible heat fluxes on cyclone
development

We first focus on the surface flux formulations based

on Ts in (8) and ys in (9), followed by the formulation

based on v* in (11), which includes the sensitivity ex-

periments where we zonally shift the surface fluxes

relative to the location of the latent heating. Given

the limitations of the linear QG framework, this

study mainly focuses on the incipient stage of cyclone

development.

a. Parameterizations using Ts and ys

1) GROWTH RATE

The main modification of the dry Eady growth rate is

due to the inclusion of latent heating, with the surface

sensible heat fluxes only playing a minor role (Fig. 2).

Including only surface sensible heat fluxes based on Ts

and ys, without latent heating, introduces an additional

mode with weakly positive growth rates (up to one-third

of the maximum Eady growth rate) at shorter wave-

lengths, while growth rates at long wavelengths are al-

most unchanged compared to the dry Eady mode (not

shown). As in Mak (1998), the growth rates at short

wavelengths become similar to the Eady growth rates

SEPTEMBER 2020 HAUALAND AND S PENGLER 3215

D
ow

nloaded from
 http://journals.am

etsoc.org/jas/article-pdf/77/9/3211/4999223/jasd190328.pdf by guest on 14 Septem
ber 2020



when using Mak’s (1998) discontinuous static stability

profile (see section 2a). Surface fluxes in conjunction

with latent heating reduce baroclinic growth (red and

blue lines in Fig. 2), which is consistent with the de-

struction of eddy available potential energy and low-

level baroclinicity by surface sensible heat fluxes.

2) GENERAL STRUCTURE OF THE MOST

UNSTABLE MODE

Comparing the structure of temperature (shading),

meridional wind (yellow contours), and latent heating

(black contours) for the most unstable modes, the so-

lutions with surface fluxes (Figs. 3c,d) bear great re-

semblance compared to the solution including latent

heating only (Fig. 3b). The overall structure of these

diabatically influenced solutions even remains qualita-

tively similar to the dry Eady solution (Fig. 3a). All ex-

periments feature a baroclinically unstable structure,

with themeridional wind, and hence the streamfunction,

as well as the PV anomalies (position of extremamarked

by gray dots), and vertical motion (not shown) tilting

westward with height, while the temperature tilts east-

ward with height. Thus, all solutions are energetically

consistent, with warm air ascending poleward.

The cooling from surface sensible heat fluxes (dashed

gray contours in Figs. 3c,d) formulated with respect to

temperature (meridional wind) is slightly upstream

(downstream) of the area of upward motion and is

hence located more or less directly below the area of

latent heating.

3) AMPLITUDE AND LOCATION OF POTENTIAL

VORTICITY ANOMALIES

Evaluating the terms in the PV equation, (3), we find

that the maximum tendency from meridional advection

of basic-state PV (rotated plus symbols in Fig. 3) is lo-

cated less than 908 upstream (downstream) of the upper

(lower) positive boundary PV anomaly for all experi-

ments. The positive tendencies contribute to both the

exponential growth of the PV anomalies associated

with the unstable wave solution as well as to the up-

stream (downstream) advection of the upper (lower) PV

anomaly. This setup counteracts the advection by the

basic-state zonal wind and ensures that the boundary

PV anomalies are phase locked. Similarly, the maximum

diabatic tendency (nonrotated plus symbols) at the heating

boundaries is located less than 908 upstream (downstream)

of the upper (lower) diabatically induced positive PV

anomaly, resulting in net amplification and propaga-

tion that ensures phase locking.

The cooling associated with the surface fluxes below

the layer of latent heating increases the vertical heating

gradient and hence, according to the PV equation, (3),

the dominance of the diabatic PV anomaly at the bottom

of the latent heating layer. At the surface, however,

the downward surface fluxes induce a negative diabatic

FIG. 2. Growth rate vs wavelength without diabatic heating (Eady, black dotted), with latent heating only (lh, black dot–dashed), as in

HS19, and with latent heating and surface sensible heat fluxes, where the surface fluxes are formulated with respect to Ts [(8), red], ys [(9),

blue], or v* [(11), gray]. The big box at the upper right shows a zoom-in of the area in the small box. The results for the surface fluxes

formulated with respect to v* are shown for four different phase shifts. See text for further explanation.
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PV anomaly that suppresses the existing surface PV

anomaly. The contribution from the diabatic tendency

associated with surface fluxes is therefore decreasing

the dominance of the surface PV anomaly relative

to the other PV anomalies.

The increasing dominance of the PV anomaly at the

bottom of the latent heating layer relative to the sur-

face PV anomaly is depicted in Fig. 4a, where the

vertical integral of maximum PV across the bottom of

the latent heating layer (red dots) becomes larger than

the integral of maximum PV around the surface (black

dots) when surface fluxes based on Ts and ys are in-

cluded. As a positive PV anomaly is associated with

warm air above and cold air below (Hoskins et al.

1985), the decreased dominance of the surface PV

anomaly relative to the PV anomaly at the bottom of

the latent heating layer is consistent with a weakening

of the positive temperature anomalies below 900 hPa

(Figs. 3c,d).

Although the diabatic PV tendency suppresses the

surface PV anomaly, the positive contribution from

meridional advection of basic-state PV dominates

over the diabatic contribution (not shown), resulting

in net amplification of the surface PV anomaly. The

dominance of meridional advection also ensures that

the surface PV anomaly remains phase locked and is

advected downstream. This is even the case when the

negative diabatic tendency is located downstream of

the surface PV, opposing its downstream propagation,

as in the formulation based on ys (Fig. 3d).

4) COMPONENTS OF VERTICAL MOTION

To study the impact of surface fluxes on vertical mo-

tion, we split v into components due to the dynamic and

FIG. 3. Temperature (shading), meridional wind (yellow contours), latent heating (black contours), and heating from surface sensible

heat fluxes (gray contours) for the most unstable solution (a) without diabatic heating (Eady), (b) with latent heating only (lh), and with

latent heating and surface fluxes, where the surface fluxes are either formulated with respect to (c) Ts or (d) ys. Dark (light) gray dots show

position of maximum (minimum) PV anomalies at the four interfaces. Plus and minus symbols showmaxima and minima of PV tendency

due to either diabatic forcing (nonrotated 1 and 2 symbols) or meridional advection of basic-state PV (rotated 1 and 2 symbols),

respectively, which overlap at the surface in (d).
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diabatic forcings on the right-hand side of thev equation,

(2) [see Mak (1994) and HS19 for further details].

Consistent with the low-level cooling by surface sen-

sible heat fluxes around the area of upward motion and

below the area of latent heating, the vertical velocity

component due to the forcing by surface fluxes reduces

the total vertical velocity (cf. blue dots with red dots

enclosed by gray circles in Fig. 4b). Even though one has

to be careful when comparing absolute vertical velocity

magnitudes across experiments (see the normalization

issue in section 2e), the weakening of the vertical velocity

also causes a reduction in the latent heating component of

the vertical velocity (red dots), as the latent heating is

parameterized withv*. As the dynamic component (gray

circles) is enhanced in the presence of latent heating, it

also diminishes when surface fluxes are included.

5) ENERGETICS

The effect of surface sensible heat fluxes on the

energetics is investigated using the energy framework

introduced by Lorenz (1955), where the tendency of

domain-averaged eddy available potential energy Ae

is defined as

›A
e

›t
5C

a
1G

e
2C

e
, (12)

with

C
a
52

l

S
c
x
c
p
, G

e
52

1

S
Qc

p
, and C

e
5vc

p
(13)

representing the conversion from basic-state available

potential energy to eddy available potential energy

(Ca), the generation of eddy available potential energy

through diabatic heating (Ge), and the conversion from

eddy available potential energy to eddy kinetic energy

(Ce), respectively. The bar denotes zonal and vertical

averages. We further split the diabatic term into com-

ponents due to latent heating Glh
e and surface fluxes Gsf

e

using the respective heating ratesQlh andQsf. We define

changes in Gsf
e as direct effects of surface fluxes, while

changes in Ca, Ce, and Glh
e due to surface fluxes are re-

ferred to as indirect effects.

Comparing the different terms in the energy equation,

(12), relative to the net source of eddy available poten-

tial energyAe, we find a weak and negative contribution

from Gsf
e when surface fluxes are included (Fig. 5). This

negative contribution is largest when the surface fluxes

are based on surface temperature, because the downward

surface fluxes are then more directly collocated with the

low-level positive temperature anomalies (Fig. 3c).

The positive contribution from Glh
e reduces when

surface fluxes are included. This is consistent with the

FIG. 4. (a) Vertical integral of the magnitude of scaled PV

anomalies (proportional to the magnitude of the PV anomalies) at

the model boundaries pt 5 0.15 (gray) and pb 5 1.0 (black) and

the heating interfaces plht 5 0.4 (blue) and plhb 5 0.9 (red).

(b) Amplitude of scaled components of v* at the bottom of the

latent heating layer, where the subscripts d, lh, and sf denote

dynamic, latent heating, and surface flux components, respec-

tively. Results are shown for experiments without diabatic

heating (Eady), latent heating only (lh), and for surface fluxes

based on Ts, ys, and v* (see text for further explanation). All

solutions are scaled with respect to the total energy averaged

over the domain.
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reduced vertical velocity, and hence latent heating,

caused by the downward surface fluxes underneath the

region of ascent discussed above. Furthermore, as latent

heating is associated with enhanced baroclinic growth, a

weakening of latent heating by surface fluxes is in

agreement with the decrease in growth rate when sur-

face fluxes are added (Fig. 2).

The contribution from Ca increases when surface

fluxes are included. This is consistent with a downstream

shift of the temperature field in the surface flux layer

(Figs. 3c,d), which better collocates the positive tem-

perature anomalies with the northward flow, thereby

increasing the meridional heat flux.

The contributions from Ce barely change when surface

fluxes are included. This can be explained by the combi-

nation of a decrease inCe due to the reduction in vertical

velocity associated with surface fluxes and an increase in

Ce due to the downstream shift in the low-level temper-

ature field that better collocates the positive temperature

anomalies with upward motion. The net effect on Ce is

therefore either weakly negative (when fluxes are based

on Ts) or weakly positive (when fluxes are based on ys).

b. Parameterizations using v* including phase shifts

When downward surface sensible heat fluxes are

proportional to upward motion at the bottom of the la-

tent heating layer, the location of the surface fluxes and

the PV anomalies (Fig. 6a) is between the corresponding

locations when surface fluxes are based on temperature

(Fig. 3c) and meridional wind (Fig. 3d). The maximum

growth rate (gray solid line in Fig. 2) and the amplitude

of the PV anomalies as well as the vertical velocity

components (Fig. 4) are comparable to the corre-

sponding growth rates and amplitudes for the surface

flux formulations based on surface temperature and

meridional wind.

1) SURFACE FLUXES SHIFTED 1808

When we shift upward surface fluxes in phase with

upward motion, and hence latent heating (cf. black and

gray contours in Fig. 6d), the growth rate (dotted gray

line in Fig. 2) of the deep mode at long wavelengths

(*2000km) is larger than in all other experiments. The

increased growth rate is consistent with a strengthening

of the vertical velocity by surface fluxes (cf. blue dots

with red dots enclosed by gray circles in Fig. 4b), as well

as an increase in the generation of eddy available potential

energy by latent heating and surface fluxes (lightest gray

bars in Fig. 5).

The zonal collocation of upward surface sensible heat

fluxes and latent heating reduces the vertical heating

gradient at the bottom of the heating layer and hence the

dominance of the PV anomaly at this level relative to

the other PV anomalies (Fig. 4a). On the other hand, the

relative dominance of the surface PV anomaly is en-

hanced with this surface flux configuration, because the

positive diabatic PV tendency (nonrotated plus symbol

in Fig. 6d) at the surface is located near the surface PV

anomaly. This results in a stronger surface PV anomaly

compared to the PV anomaly at the bottom of the latent

heating layer, in contrast to the previous surface flux

formulations.

2) SURFACE FLUXES SHIFTED 6908

When surface fluxes are shifted 908 upstream (down-

stream), upward surface fluxes are located at the leading

(trailing) edge of the warm sector (cf. black and gray

contours in Figs. 6b,c). For both of these formulations,

FIG. 5. Relative contributions from the energy terms for experiments with latent heating only (lh, black) and for surface fluxes based on Ts

(red), ys (blue), and v* (gray). Each term is scaled with respect to the total source of eddy available potential energy, i.e., Ca 1Glh
e 1Gsf

e .
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the maximum growth rate (gray dashed and dot–dashed

lines in Fig. 2) is, at long wavelengths, comparable to

when no surface fluxes are included (black dashed line),

and surface fluxes are neither enhancing nor suppressing

the vertical velocity (cf. blue dots with red dots enclosed

by gray circles in Fig. 4b).

Despite the similar growth rates and vertical veloci-

ties, these surface flux formulations are associated with a

different low-level structure of temperature and PV

(Figs. 6b,c). When the downward surface fluxes are

shifted upstream of the latent heating, the surface fluxes

are less out of phase with temperature compared to

when the downward fluxes are located directly below the

area of latent heating (Figs. 6a,b). The negative contri-

bution from Gsf
e is therefore slightly weaker (Fig. 5).

Concurrently, the low-level temperature anomalies be-

come stronger, in accordance with a slightly larger

contribution from Ca. The increase in Gsf
e and Ca is as-

sociated with a slightly weaker contribution from Glh
e

and Ce relative to the net source of Ae.

In contrast to the upstream shift of surface fluxes, a

downstream shift results in an upstream displacement of

the low-level temperature field, such that warm air col-

locates with heating from the surface fluxes (Fig. 6c).

The contribution from Gsf
e is therefore positive (Fig. 5).

Concurrently, the shift in temperature results in a re-

duced collocation between temperature and meridional

wind at low levels, yielding a decrease in Ca and hence

Ae. Thus, the decrease in Ca is associated with an in-

crease in the contribution fromGlh
e andCe relative to the

net source of Ae.

Consistent with the upstream (downstream) shift in

surface fluxes, there is an upstream (downstream) shift

in themaximum vertical gradient in diabatic heating and

hence the PV anomaly at the bottom of the latent

heating layer (gray dots in Figs. 6a–c). This displacement

results in a less ideal westward tilt between the diabati-

cally induced PV anomalies and a weaker dominance of

the PV anomaly at the bottom of the latent heating layer

relative to the other PV anomalies (Fig. 4a).

FIG. 6. As in Fig. 3, but for surface fluxes formulated with respect to v*. Downward surface fluxes are (a) 08, (b) 2908, (c) 1908, and
(d) 1808 out of phase with upward motion.
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At the surface, the upstream shift in surface fluxes

shifts the negative diabatic PV tendency (nonrotated

symbols in Fig. 6) upstream and further away from the

surface PV anomaly compared to when the downward

surface fluxes are located directly below the area of

latent heating. With the negative impact from the di-

abatic PV tendency being reduced, the surface PV

anomaly becomes more dominant relative to the other

PV anomalies (Fig. 4a).

As mentioned above, the downstream shift of surface

fluxes is associated with an upstream shift in tempera-

ture, which is per definition also shifting the surface PV

anomaly upstream (Hoskins et al. 1985). The surface PV

anomaly is now farther away from the positive PV ten-

dency associated with meridional advection (rotated

symbols in Fig. 6), but almost entirely in phase with the

diabatic PV tendency, which is in contrast to the other

surface flux formulations. The positive contribution

from the diabatic PV tendency strengthens the relative

dominance of the surface PV anomaly compared to

when the downward surface fluxes are located directly

below the area of latent heating (Fig. 4a).

The upstream (downstream) displacement of the PV

anomaly at the surface (bottom of the latent heating

layer) associated with the downstream shift of the sur-

face fluxes results in an eastward tilt with height between

the low-level PV anomalies (Fig. 6c). Although an

eastward tilt is not beneficial for baroclinic instability,

both low-level PV anomalies remain phase locked with

similar magnitudes (cf. red and black dots in Fig. 4a).

This is most likely due to a strong impact of the upper-

level PV anomaly on the surface PV anomaly. These

anomalies feature the typical westward tilt with height

and thereby favor baroclinic development.

3) ADDITIONAL MODES

Additional unstable modes exist for two of the phase-

shifted surface flux formulations at wavelengths shorter

than 2000km (dotted and dot–dashed lines in Fig. 2).

However, we argue that these modes are unphysical,

because the dynamic component of the vertical ve-

locity is much smaller than its diabatic component

(not shown), which indicates that these solutions

are not reasonable for typical midlatitude cyclones

(HS19). With a horizontal scale in the meso-a range,

we also argue that these modes are probably too small

to be reasonably resolved in the QG framework at

hand. Nevertheless, as this is an idealized study that

aims to broaden our understanding of moist baroclinic

modes, we briefly discuss and contextualize these

modes below.

The structure of the unstable mode corresponding to

the v*,1808 experiment at around 1000-km wavelength

is mainly around the top of the latent heating layer

and does not feature any surface cyclone, whereas the

structure corresponding to the v*,1908 experiment at

around 600-km wavelength is shallow and mainly within

the surface flux layer, where it tilts eastward with height

(not shown). Neither of these additional modes bear

resemblance to real cyclones nor to the additional mode

at short wavelengths presented in the related surface

flux study by Mak (1998), where the structure is tilting

westward with height in the surface flux layer.

The absence ofMak’s (1998) low-level mode is related

to the inclusion of latent heating and the lack of a ver-

tically varying static stability. As explained in section 2a,

we argue that the static stability profile presented by

Mak (1998) is not representative for this study when

latent heating is included. Consequently, we do not re-

cover Mak’s (1998) low-level mode.

While Mak (1998) argued that his low-level mode

resembles the structure of polar lows, HS19 questioned

if such a low-level mode is physical, as the interacting

PV anomalies are situated at the bottom and top of

the mixed boundary layer, rendering their interactions

questionable. To further test the model’s capability to

represent polar lows, we conducted additional experi-

ments with a more representative polar low environ-

ment, where the tropopause was lowered from 150

to 500 hPa and the Coriolis parameter f was increased

from 1.0 to 1.4 (corresponding to a latitude of 748N).

Accordingly, the top of the latent heating layer was also

lowered from400 to 600hPa. Themain outcome is that the

growth rates increase and shift to shorter wavelengths

mainly around 1000–2000km (not shown). These modifi-

cations are mainly due to the increase in Coriolis param-

eter and to the shallower latent heating layer, with the

lowering of the tropopause playing a minor role. The

corresponding structures are similar to the original struc-

tures in Figs. 3 and 6, though the lower tropopause con-

sistentlymakes the deepmodes shallower (not shown) and

thereby remarkably similar to the structure of the ideal-

ized polar lows in Terpstra et al. (2015, their Fig. 5b). This

confirms the hypothesis of Terpstra et al. (2015) that the

development of polar lows resembles that of moist mid-

latitude cyclones with a lowered tropopause, alongside

potential modifications by surface fluxes.

4. Impact of surface latent heat fluxes and moisture
supply

While we are able to directly include the role of sur-

face sensible heat fluxes in our model, we investigate the

impact of surface latent heat fluxes indirectly by keeping

«sf the same as in Table 2 while increasing the latent

heating intensity parameter «lh from its default value of
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12.5 to the intensity needed to match the growth rate of

the experiment only including latent heating (Fig. 2).

The resulting change of «lh is then inserted into (5) to

estimate the corresponding average dimensional change

in latent heating DQ for a vertical velocity scaling of

1023 hPa s21 (Table 3). Assuming pseudoadiabatic as-

cent, the corresponding additional water vapor supply

equals the average change in saturation humidity mixing

ratio qs

dq
s

dt
5 2

c
p

L
DQ , (14)

where cp is the heat capacity at constant pressure and L

is the latent heat of condensation. The additional water

supply can then be used to estimate the required sus-

tained surface latent heat flux to alter the air parcels

accordingly:

Q
lf
5L

dq
s

dt

p
lht
2 p

lhb

g
52c

p

p
lht
2 p

lhb

g
DQ , (15)

where (plhb 2 plht)/g represents the mass of the heating

layer, with g being the gravitational constant.

For surface flux formulations based on surface tem-

perature, meridional wind, and vertical motion at the

bottom of the latent heating layer, where the maximum

growth rate reduces compared to when no surface fluxes

are included, the estimated intensity of sustained surface

latent heat fluxes required to overcome the detrimental

effects range from 36 to 43Wm22 (Table 3). These

values are small compared to the passage of midlatitude

cyclones, where surface latent heat fluxes range from 30

to 140Wm22 in the warm sector and even reach up to

200Wm22 further ahead of the warm sector (Persson

et al. 2005). We therefore argue that the moisture input

from surface latent heat fluxes into the warm conveyor

belt increases the latent heat release sufficiently to

compensate for the detrimental effects of surface sen-

sible heat fluxes, such that the net effect of surface

sensible and latent heat fluxes is beneficial for cyclone

development.

5. Concluding remarks

We included surface sensible heat fluxes in conjunc-

tion with moderate latent heating in the linear QGEady

(1949) model to investigate the direct and indirect ef-

fects of surface fluxes on the incipient stage of midlati-

tude cyclone development, where direct and indirect are

defined as either directly influencing the diabatic gen-

eration of eddy available potential energy or related to

indirect changes in the circulation and latent heating

that affect the energetics, respectively. We find that

changes in the growth rate and structure due to surface

sensible heat fluxes are rather small compared to changes

related to latent heating. Growth rates reduce when

downward surface sensible heat fluxes are located around

warm surface air, poleward surface winds, or low-level

ascent. This is expected from the decrease in low-level

baroclinicity, where surface sensible heat fluxes cool

(heat) the warm (cold) sector. The surface fluxes also

yield a weakening of vertical motion and thus latent heat

release, which also leads to a reduction in growth rate.

We tested different parameterizations to represent

surface sensible heat fluxes and found that the results

are more sensitive to the actual location of the surface

sensible heat fluxes than to the type of surface flux

parameterization. When upward surface sensible heat

fluxes are located directly below the layer of latent

heating, the growth rate increases. However, when the

surface sensible heat fluxes are located one-quarter

wavelength up- or downstream from the region of

latent heating, the maximum growth rate is almost

unaffected compared to the experiment with latent

heating only.

The structure of the most unstable mode for all ex-

periments is generally consistent with the energetics of

baroclinic instability, featuring a QG streamfunction,

meridional wind, PV anomalies, and vertical motion

tilting westward with height as well as a temperature

field tilting eastward with height. Surface sensible heat

fluxes modify the relative role of the low-level PV

anomalies by shifting the low-level temperature struc-

ture. When downward surface sensible heat fluxes are

located below the equivalent of the warm conveyor belt,

the diabatically induced PV anomaly at the bottom of the

latent heating layer becomesmore dominant than the PV

anomalies at the model boundaries. This is consistent

with enhanced vertical heating gradients at the interface

between the layers of latent heating and surface fluxes.

In contrast, when upward surface sensible heat fluxes

are located below the area of latent heating, the diabatic

PV anomaly at the interface between the layers of latent

heating and surface fluxes becomes the least dominant

PV anomaly, while the surface PV anomaly becomes

TABLE 3. Estimated changes of the latent heating intensity pa-

rameter («lh) and latent heating (Qlh) as well as sustained surface

latent heat fluxes (SSLH) necessary to overcome the detrimental

effects of surface sensible heat fluxes for the deep modes at long

wavelengths in Fig. 2.

Surface flux parameterization Ts ys v*,08

D«lh (nondimensional) 0.31 0.34 0.37

DQlh (K day21) 0.61 0.67 0.72

SSLH (Wm22) 36 39 43
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more dominant due to a positive diabatic PV tendency

at the surface. Moreover, when downward surface sen-

sible heat fluxes are located upstream or downstream of

the area of latent heating, the diabatically induced PV

anomaly at the bottom of the latent heating layer is

shifted accordingly, resulting in a weaker or stronger

westward tilt with height relative to the diabatic PV

anomaly at the top of the layer of latent heating. Such a

setup is less ideal for baroclinic development.Concurrently,

the diabatic PV tendency around the surface PV anomaly

is less negative—or even positive—compared to when

downward surface sensible heat fluxes are located below

the layer of latent heating.Consequently, the importance of

the surface PV anomaly is similar to the diabatic PV

anomaly at the bottom of the latent heating layer.

When downward surface sensible heat fluxes are lo-

cated near the warm conveyor belt, the collocation of

warm air with northward flow is improved, resulting

in a positive impact on the conversion from basic-state

available potential energy to eddy available potential

energy. In contrast, the direct and indirect effects on the

diabatic generation of eddy available potential energy

are detrimental, where the indirect effect is related to a

reduction in vertical motion and hence latent heating.

Despite the reduction in vertical motion, the conver-

sion from eddy available potential energy to eddy ki-

netic energy is, however, not significantly affected by

surface fluxes.

The impact on the energetics described in the previ-

ous paragraph is qualitatively identical when surface

sensible heat fluxes are shifted a quarter wavelength

upstream. However, when the downward surface sensi-

ble heat fluxes are located one-quarter wavelength

downstream, as well as when they are completely out of

phase with latent heating, the qualitative impact on the

energetics reverses, with a positive impact on the dia-

batic generation of eddy available potential energy

and a negative impact on the conversion from basic-

state available potential energy to eddy available

potential energy. Hence, while the upstream and

downstream shift of surface fluxes may result in similar

growth rates, the low-level structure and energetics are

quite different, which is potentially important for other

aspects of the development, such as nonlinear processes.

In general, our surface flux formulations yield a reduced

strength in vertical motion at the bottom of the latent

heating layer, except when the surface fluxes are re-

versed or shifted downstream, in which case the ver-

tical motion at the bottom of the latent heating layer

strengthens. However, similar to the other formulations,

the modification of vertical motion does not significantly

affect the conversion from eddy available potential en-

ergy to eddy kinetic energy.

When we simultaneously lower the tropopause, in-

crease the Coriolis parameter, and make the latent

heating layer shallower to better represent polar envi-

ronments, our results are qualitative similar, though

growth rates increase and unstable modes shift toward

shorter wavelengths. Furthermore, consistent with a

shallower troposphere, the structure of the unstable

modes becomes shallower and thereby more similar to

polar lows, supporting earlier findings that polar lows

grow through moist baroclinic instability.

While our model framework only allows for a direct

investigation of surface sensible heat fluxes, estimated

modifications in moisture supply related to changes in

latent heating indicate that the detrimental effects of the

surface sensible heat fluxes are easily compensated by

the indirect effect of providing additional moisture into

the warm conveyor belt through surface latent heat

fluxes. This finding further highlights the importance of

previously identified moisture pathways into the warm

conveyor belt (Boutle et al. 2010; Pfahl et al. 2014; Dacre

et al. 2019), whereas local surface fluxes in the cold

sector energetically do not appear to be a viable option.

The moisture pathways into the warm conveyor belt and

their connection to local and remote surface fluxes

should thus be studied further using more complex

models that are able to represent peripheral moisture

sources from preceding cyclones or from moist air

masses originating in the subtropics.
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Abstract. Misrepresentations of wind shear and stratification around the tropopause in numerical weather prediction models

can lead to errors in potential vorticity gradients with repercussions for Rossby wave propagation and baroclinic instability.

Using a diabatic extension of the linear quasi-geostrophic Eady model featuring a tropopause, we investigate the influence of

such discrepancies on baroclinic instability by varying tropopause sharpness and altitude as well as wind shear and stratifica-

tion in the lower stratosphere, which can be associated with model or data assimilation errors or a downward extension of a5

weakened polar vortex. We find that baroclinic development is less sensitive to tropopause sharpness than to modifications in

wind shear and stratification in the lower stratosphere, where the latter are associated with a net change in the vertical integral

of the horizontal potential vorticity gradient across the tropopause. To further quantify the relevance of these sensitivities, we

compare these findings to the impact of including mid-tropospheric latent heating. For representative modifications of wind

shear, stratification, and latent heating intensity, the sensitivity of baroclinic instability to tropopause structure is significantly10

less than that to latent heating of different intensities. These findings indicate that tropopause sharpness is less important for

baroclinic development than previously anticipated and that latent heating and the structure in the lower stratosphere play a

more crucial role, with latent heating being the dominant factor.

1 Introduction

The tropopause is characterised by sharp vertical transitions in vertical wind shear and stratification, resulting in large horizontal15

and vertical gradients of potential vorticity (PV) (e.g., Birner et al., 2006; Schäfler et al., 2020). These PV gradients act as wave

guides for Rossby waves and are crucial for their propagation (see review by Wirth et al., 2018, and references therein). Hence,

the common notion that tropopause sharpness must be important for midlatitude weather and its predictability (e.g., Schäfler

et al., 2018). In addition to the potentially important impact from the structure of the tropopause, baroclinic development is also

greatly influenced by diabatic heating associated with cloud condensation (e.g., Manabe, 1956; Craig and Cho, 1988; Snyder20

and Lindzen, 1991). As diabatic heating strongly influences the horizontal scale and intensification of cyclones (e.g., Emanuel

et al., 1987; Balasubramanian and Yau, 1996; Moore and Montgomery, 2004), its misrepresentation is a common source for

errors in midlatitude weather and cyclone forecasting (Beare et al., 2003; Gray et al., 2014; Martínez-Alvarado et al., 2016).

While the effect of diabatic heating on baroclinic development is relatively well known, few studies have investigated the

1
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impact of tropopause sharpness on baroclinic development. Here, we quantify and contrast these two contributions to baroclinic25

instability using an idealised framework.

The initialisation of the tropopause in weather and climate prediction models is based on a sparse observational network of

satellites and radiosondes, resulting in large estimates of analysis errors and analysis error variance in the tropopause regions

(Hamill et al., 2003; Hakim, 2005). Given this challenge in constraining the atmospheric state near the tropopause, it is difficult

to evaluate how potential errors influence the initial state in weather forecast models and thereby the overall predictability30

of midlatitude weather. In addition to errors related to observations, the representation of tropopause sharpness is further

modified by data assimilation techniques (Birner et al., 2006; Pilch Kedzierski et al., 2016). For example, investigating the

representation of the tropopause inversion layer, Birner et al. (2006) concluded that data assimilation smoothed the analysis

of the sharp vertical temperature gradient just above the tropopause. In contrast, Pilch Kedzierski et al. (2016) found that data

assimilation improved the representation of these sharp gradients, although the gradients were still too smooth and their location35

displaced from the actual tropopause compared to satellite and radiosonde observations. Given the unclear contributions from

data assimilation and observational errors, it remains uncertain how well tropopause sharpness is represented in model analysis

and especially how important such a representation is for baroclinic development.

Even if these sharp structures were well represented at the initial state, forecast errors at the tropopause have been shown to

quickly develop in a few days (e.g., Dirren et al., 2003; Hakim, 2005; Gray et al., 2014; Saffin et al., 2017). Using medium-40

range forecasts from three operational weather forecast centres, Gray et al. (2014) showed that PV gradients at the tropopause

were smoothed with forecast lead time due to horizontal resolution and numerical dissipation. One can expect such a smoothing

to dominate even more in global climate prediction models due to the coarser resolution. It is, however, unclear how much these

forecast errors near the tropopause contribute to forecast errors for midlatitude cyclones.

Another challenge influencing the forecast skill related to structures near the tropopause is the chosen altitude of the top of45

the atmospheric model, because it affects how artefacts from the upper boundary imprint themselves at the tropopause. Lifting

the model lid has been shown to significantly improve the medium-range forecast of the stratosphere (Charron, 2012) as well

as climate predictions on intraseasonal to interannual time scales (Marshall and Scaife, 2010; Hardiman et al., 2012; Charlton-

Perez et al., 2013; Osprey et al., 2013; Butler et al., 2016; Kawatani et al., 2019). However, no studies have investigated the

direct impact of the model lid on tropopause sharpness. With the discrepancies related to a low model lid potentially affecting50

the representation of the tropopause, it is valuable to understand how sensitive baroclinic development is to such modifications

of the tropopause.

While the modelling challenges related to the model lid, model resolution, data assimilation techniques, and observations

typically lead to a smoothing of the sharp PV gradients around the tropopause, they may also contribute to misrepresentations

of wind (Schäfler et al., 2020) and temperature (Pilch Kedzierski et al., 2016) in the stratosphere that result in further deviations55

in the stratospheric PV gradients. Even if such deviations were small, a change in the difference in wind shear and stratification

across a finite tropopause alters the vertical integral of the horizontal PV gradient. For example, increasing the wind in the

lower stratosphere, which alters the vertical integral of the horizontal PV gradient by weakening the amplitude of the negative

wind shear above the tropopause, influences the nonlinear decay in baroclinic lifecycles (Rupp and Birner, 2021). The authors
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also indicated that the linear growth phase of the development might respond more to changes in the stratospheric wind if60

the horizontal PV gradients were further modified. As no previous studies have directly investigated how modifications in the

vertical integral of the horizontal PV gradient influences baroclinic development, the importance of preserving the vertical

integral of PV gradients remains unclear.

While tropopause sharpness is mainly related to vertical changes across the tropopause, misrepresentations of either strati-

fication or vertical wind shear may also lead to implicit modifications of the altitude of the tropopause itself. Such fluctuations65

of the tropopause are associated with enhanced analysis and forecast errors (Hakim, 2005) and are often induced by baroclinic

waves through vertical and meridional heat transport (Egger, 1995). While some studies argue that baroclinic instability is sen-

sitive to the level of the tropopause (Blumen, 1979; Harnik and Lindzen, 1998), Müller (1991) found that the vertical distance

between the waves at the tropopause and at the surface is not very important for baroclinic development. Thus, the net effect

on baroclinic instability by altering stratification and wind shear in ways that affect tropopause altitude remains unclear.70

To evaluate the relative importance of the various aspects of tropopause structure and diabatic heating for baroclinic in-

stability, we use a moist extension of the linear quasi-geostrophic (QG) Eady (1949) model where we vary wind shear and

stratification across the tropopause using different heating intensities. While previous idealised studies focused on the impact

of abrupt environmental changes across the tropopause (e.g., Blumen, 1979; Müller, 1991; Wittman et al., 2007) and how sharp

and smooth transitions across the tropopause affected neutral modes and the longwave cutoff (de Vries and Opsteegh, 2007)75

as well as wave frequency, energetics, and singular modes (Plougonven and Vanneste, 2010), we systematically investigate

the sensitivity of the most unstable baroclinic mode to both changes across the tropopause region as well as different degrees

of smoothing. We also include the effect of latent heating and contrast its impact on baroclinic growth to the structure of the

tropopause.

2 Model and methods80

2.1 Model setup and solution procedure

Focusing on the incipient stage of baroclinic development, we use a numerical extension of the linear 2D QG model by Eady

(1949), formulated similarly to the model of Haualand and Spengler (2019) and Haualand and Spengler (2020), which is based

on an analytic version of Mak (1994). We use pressure as the vertical coordinate and assume wavelike solutions in the x

direction for the QG streamfunction ψ and vertical motion ω:85

[ψ,ω] = Re{
[
ψ̂(p), ω̂(p)

]
exp(i(kx−σt))} , (1)

where the hat denotes Fourier transformed variables, k is the zonal wavenumber, and σ is the wave frequency. The non-

dimensionalised ω and potential vorticity (PV) equations can then be expressed as

d2ω̂

dp2
−Sk2ω̂ = i2λk3ψ̂+ k2Q̂ (2)
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[
d

dp

(
1
S

dψ̂

dp

)
− k2ψ̂

]
+ k

d

dp

(
λ

S

)
ψ̂ = i

d

dp

(
Q̂

S

)
, (3)

where S is the basic-state static stability as defined in Haualand and Spengler (2019), λ is the basic-state vertical wind shear,

and u is the basic-state zonal wind. As introduced by Mak (1994) and implemented by Haualand and Spengler (2019), the

diabatic heating rate divided by pressure is Q=−ε
2
h(p)ωlhb, where ε is the heating intensity parameter, h(p) is the vertical

heating profile defined as 1 between the bottom (plhb) and the top of the heating layer (plht) and zero elsewhere, and ωlhb is95

the vertical velocity at the bottom of the heating layer.

Unlike Mak (1994) and Haualand and Spengler (2019), we include an idealised tropopause with a default setup of uniform

λ and S in the troposphere and in the stratosphere, separated by a discontinuity at the tropopause. The discontinuity introduces

an interface condition for the vertical integral of the PV equation across the tropopause:

[
1
S

∂ψ

∂p

]p−∗

p+∗

∝
[
λ

S

]p−∗

p+∗

, (4)100

where p∗ is the pressure at the sharp tropopause interface and p+
∗ and p−∗ denote locations just below and just above the

tropopause, respectively. Following Haualand and Spengler (2019), we refer to ∂ψ/∂p, which is proportional to the negative

density perturbation, as temperature. In line with Bretherton (1966), the jump in λ/S is proportional to the vertical integral of

∂q/∂y across the sharp tropopause. Thus, the changes in λ and S across the tropopause introduce a meridional PV gradient at

the tropopause, which is positive for the parameter space we explore.105

The set of equations is completed with the boundary conditions ω̂ = 0 at pt and pb, the thermodynamic equation

(uk−σ)
dψ̂

dp
+ iQ̂+λkψ̂ = 0 at p= pb, (5)

as well as ∂ψ/∂p= 0 at pt, where pt and pb are the pressure at the top and bottom of the domain, respectively. The upper

boundary condition is in line with Müller (1991) and Rivest et al. (1992) and prescribes vanishing temperature anomalies. As

temperature anomalies at the model boundaries can be interpreted as PV anomalies (e.g., Bretherton, 1966; de Vries et al.,110

2010), this boundary condition is associated with zero PV anomalies at the model top, ensuring that the instability is mainly

restricted to the troposphere, where PV anomalies at the tropopause mutually interact with PV anomalies at the surface. Addi-

tional tropospheric PV anomalies appear at the top and bottom of the heating layer in the presence of latent heating Q.

The default setup is the same as in Haualand and Spengler (2019) with the following exceptions (summarised in Table

1). The tropopause is at p= p∗ = 0.25, corresponding to 250 hPa, and the model top is, in accordance with Mak (1998), at115

p= pt = 0. Furthermore, the wind shear λ reverses sign across the tropopause, from λtr = 3.5 in the troposphere to λst =−3.5

in the stratosphere, with the zonal wind profile being defined as

u=





λtr(pb− p) for p≥ p∗
u∗+λst(p∗− p) for p < p∗

, (6)
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Table 1. Setup of sharp and smooth CTL experiments

λst [λtr] Sst [Str] p∗ α̂ δ

nondimensional -3.5 [3.5] 4 [1] 0.25 1 0.15

dimensional -0.035 [0.035] 0.04 [0.01] 250 1 150

units ms−1hPa−1 m2 s−2 hPa−2 hPa . . . hPa

δ only applicable for smooth experiments.

which we argue is a good representation of the zonal wind profile in the midlatitudes when compared to observations (e.g.,

Birner et al., 2006; Houchi et al., 2010; Schäfler et al., 2020). In the stratosphere, the stratification Sst = 4 remains the same as120

that of the full model domain in Mak (1994) and Haualand and Spengler (2019), but is reduced to Str = 1 in the troposphere,

which is a more representative value for the midlatitude troposphere (e.g., Birner, 2006; Grise et al., 2010; Gettelman and

Wang, 2015) and is consistent with previous studies (Rivest et al., 1992; de Vries and Opsteegh, 2007; Wittman et al., 2007).

The choice of a weaker tropospheric stratification results in stronger vertical motion and hence a larger scaling of latent heating

as well as increased growth rates. To compensate for this, we consistently reduce the heating intensity parameter of ε= 12.5125

from Haualand and Spengler (2019) to ε= 2, such that the growth rates and the scaling of latent heating remain of the same

order of magnitude as in Haualand and Spengler (2019).

Equations (2), (3), and (5) form an eigenvalue problem that is solved numerically for the eigenvalue σ and the eigenvectors

ψ̂(p) and ω̂(p) for a given wavenumber k. Due to the normalization constraint mentioned in Haualand and Spengler (2019),

the eigenvectors ψ̂(p) and ω̂(p) are scaled arbitrarily and cannot be compared quantitatively across experiments. We use a130

numerical resolution of 201 vertical levels with increments of 5 hPa and calculate solutions for 200 different wavenumbers.

See Haualand and Spengler (2019) for further details.

2.2 Smoothing procedure

To investigate the sensitivity of baroclinic instability to smoothing the tropopause, we substitute the step function of λ/S

around the tropopause with a sine function that gradually increases from (λ/S)st in the upper stratosphere to (λ/S)tr in the135

lower troposphere in a vertical range symmetric around the sharp tropopause interface, i.e., p∗− δ/2≤ p≤ p∗+ δ/2:

λ

S
(p) =





(λ/S)st α̂ for 0≤ p < p∗− δ/2,
1 +α

2
(λ/S)tr +

1−α
2

(λ/S)tr sin[τ(p)] for p∗− δ/2≤ p≤ p∗+ δ/2,

(λ/S)tr for p∗+ δ/2< p≤ 1,

(7)

where τ(p) increases linearly from −π/2 at p= p∗− δ/2 to π/2 at p= p∗+ δ/2 such that sin[τ(p)] ∈ [−1,1] for p ∈ [p∗−
δ/2,p∗+ δ/2], and α= α̂

(λ/S)st
(λ/S)tr

is the scaling parameter, with α̂ being an offset parameter that shifts (λ/S)st such that the

vertical integral of ∂q/∂y around the tropopause region is modified when α̂ 6= 1 compared to when α̂= 1. We conduct sharp140
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Figure 1. Vertical profiles of λ, S, λ/S, and ∂q/∂y near the tropopause for some key experiments.

and smooth experiments with p∗ = 250 hPa, α̂= 1, and δ = 0 hPa and δ = 150 hPa for the "sharp CTL" and "smooth CTL",

respectively (grey and black profiles in Fig. 1). These settings are summarised in Table 1 together with the default setup of λ

and S. We further vary δ between 50 hPa and 200 hPa (compare black and red profiles in Fig. 1), p∗ between 200 hPa and 300

hPa (compare black and blue profiles), and α̂ between 1 and 0.7 (compare black and dashed yellow profiles). Note that due

to the finite resolution of the model grid, there is always some smoothing even for the sharp profiles, which results in a finite145

value of ∂q/∂y in Fig. 1d.

The choices for δ, p∗, and α̂ are based on vertical profiles in the midlatitudes from observational studies (Birner et al., 2002;

Birner, 2006; Grise et al., 2010; Gettelman and Wang, 2015; Schäfler et al., 2020), where the motivation for varying the offset

parameter down to α̂= 0.7 is based on the finding that some models only capture about 70% of the observed magnitude of

the wind shear (Schäfler et al., 2020, see their Fig. 9 c,d). Experiments with α̂ 6= 1, resulting in a modified vertical integral150

of the horizontal PV gradient, are labeled "MOD", with the offset parameter α̂ shown in percentage after "MOD", such that

"MOD-70" corresponds to α̂= 0.7 and means that (λ/S)st is reduced to 70% of its original value. In some cases we also refer

to experiments with α̂= 1 and hence an unaltered vertical integral of the horizontal PV gradient as "NO-MOD" experiments

to avoid confusion with the MOD experiments.

After smoothing λ/S, we define the smoothed profiles of λ and S (see Fig. 1a,b) by letting155

λ(p) = λstα̂+ ∆λ · γ(p) and S(p) = Sstα̂+ ∆S · γ(p),
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where ∆λ= λtr −λst α̂ and ∆S = Str −Sst α̂ are the respective differences in λ across the tropopause region and

γ(p) =





0 for 0≤ p < p∗− δ/2,

−α̂
λst−Sst

λ

S
(p)

∆λ−∆S
λ

S
(p)

for p∗− δ/2≤ p≤ p∗+ δ/2,

1 for p∗+ δ/2< p≤ 1,

is a factor based on the smoothed profile of λ/S ensuring that the smoothing of λ and S is distributed equally from p= p∗−δ/2
to p= p∗+δ/2 relative to the total increments ∆λ and ∆S. After defining the smoothed profile λ(p), we set u(p) =

∫ p
pb
λ(p)dp,160

where we assumed u(pb) = 0.

Note that if the step function of λ shifts sign at the tropopause, while S is positive everywhere, the zero value of the

smoothed profile of λ/S will be located at a higher vertical level than the discontinuity of the original sharp profile at p∗. Thus,

the maximum vertical gradient of λ and S is, unlike that of λ/S, typically shifted above the tropopause (compare e.g., black

lines in Fig. 1a-c).165

2.3 Energy equations

The relation between baroclinic growth and changes in wind shear and stratification across the tropopause is investigated from

the energetics perspective following Lorenz (1955). The tendency of domain averaged eddy available potential energy EAPE

is

∂

∂t
(EAPE) = Ca−Ce +Ge, (8)170

where Ca =−λ
S
ψxψp is the conversion from basic-state available potential energy (APE) to EAPE, Ce = ωψp is the conver-

sion from EAPE to eddy kinetic energy, and Ge =− 1
S
Qψp is the diabatic generation of EAPE. The bar denotes zonal and

vertical averages.

2.4 Validity of QG assumptions

Although several other studies have implemented discontinuous vertical profiles of λ and/or S around an idealised tropopause175

in QG models (e.g., Robinson, 1989; Rivest et al., 1992; Juckes, 1994; Plougonven and Vanneste, 2010), Asselin et al. (2016)

argued that the quasi-geostrophic approximation is less appropriate near sharp gradients and narrow zones like the tropopause.

Hence, to justify our modelling framework, we tested the validity of the QG approximation by comparing the magnitude of

the QG terms in the thermodynamic equation with the magnitude of the nonlinear vertical advection term neglected in the QG

framework. As such a quantitative comparison between linear and nonlinear terms requires a scaling of variables (see section180

2.1), we chose a maximum surface wind of 5 ms−1 across all experiments, which is in line with our focus on the incipient stage

of baroclinic development.
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For the sharp CTL experiment, where profiles are discontinuous across the tropopause, the nonlinear vertical advection term

is less than 0.25 of the dominant QG term in the thermodynamic equation at all grid points in the baroclinic wave apart from

the tropopause interface (not shown). Given the discontinuity at the tropopause due to the jump in wind shear and stratification,185

the temperature is actually undefined at this level and it is therefore inconsistent to evaluate the thermodynamic equation at this

interface.

For the smooth CTL experiment, where profiles are smoothed across the tropopause, the vertical advection term is also less

than 0.25 of the dominant QG term at most grid points, though near the tropopause this ratio becomes up to 7.5 (4.7) [3.3] when

the vertical extent of the tropopause is 100 (150) [200] hPa. Thus, there are grid points where the non-linear vertical advection190

term becomes dominant. However, that we obtained qualitatively similar solutions for all smoothing ranges, including the sharp

experiment, indicates the suitability of QG framework to explore the sensitivity to the sharpness of the tropopause.

3 Impact of wind shear and stratification across the tropopause on baroclinic growth

3.1 Control setup with sharp jet and stratification jump

Introducing the effect of variations in λ and S across the tropopause, we first compare the sharp CTL experiment, where both195

λ and S are discontinuous across the tropopause (see Sect. 2.1), with setups where either only λ is discontinuous across the

tropopause (sharp CTL-λ) or only S is discontinuous across the tropopause (sharp CTL-S). For the sharp CTL experiment, the

growth rate [wavelength] of the most unstable mode (black line in Fig. 2) is stronger [longer] than if only λ is discontinuous

(grey) and weaker [shorter] than if only S is discontinuous (blue). For all of these experiments, there is a longwave cutoff that

is related to a non-matching phase speed of the waves at the tropopause and the surface, which is in line with the arguments200

by Blumen (1979), de Vries and Opsteegh (2007), and Wittman et al. (2007). The qualitative differences in growth rate and

wavelength of the most unstable mode as well as the shortwave and longwave cutoffs between these three experiments are the

same as those found by Müller (1991) (see his Fig. 2). We present a more detailed discussion of these findings in subsection

3.2, where we explore the parameter space of λ and S more extensively.

Below the tropopause, the structure of ψ (shading in Fig. 3a) and temperature T (black contours) for the most unstable mode205

is similar to the structure of the most unstable Eady mode, with ψ tilting westward and T tilting eastward with height. Together

with the westward tilt in both ω (Fig. 3a) and meridional wind v = ikψ (not shown, but phase shifted a quarter of a wavelength

upstream from ψ), this structure is baroclinically unstable and is consistent with warm air ascending poleward and cold air

descending equatorward.

In contrast to the Eady model, where the tropopause is represented by a rigid lid, the inclusion of a tropopause with dis-210

continuous profiles of λ and S introduces nonzero ω at the tropopause interface. Just below the tropopause, this nonzero ω

adiabatically cools (warms) the air upstream of the positive (negative) temperature anomaly (compare grey contours and shad-

ing in Fig. 3a), thereby weakening the temperature wave as well as accelerating its downstream propagation. This effect is

opposed by the meridional temperature advection, which warms (cools) the air upstream of the positive (negative) tempera-

ture anomaly just below the tropopause. Thus, with a negative meridional temperature gradient associated with the positive215
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Figure 3. Structure of ψ (shading), −∂ψ/∂p (black contours), and ω (grey contours) for (a) the sharp CTL experiment and (b) the smooth

CTL experiment. Values are not comparable to physical values due to normalisation constraint mentioned in Sect. 2.1.

wind shear λ via the thermal wind relation, meridional temperature advection amplifies the temperature wave and retards its

downstream propagation at this level. The net effect is propagation against the zonal wind such that the propagation speed of

the temperature wave just below the tropopause matches the propagation speed of the wave at the surface. Only when these

propagation speeds are identical, the waves can phase lock and travel together with a common propagation speed that equals

the average phase speed of the two waves (de Vries and Opsteegh, 2007).220
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The phase of the temperature wave reverses across the tropopause and does not tilt with height in the entire stratosphere

(shading in Fig. 3). Such a barotropic structure is in line with the lack of mutual intensification of PV anomalies in this layer.

There is a monotonic decay of the temperature anomaly toward the top of the model domain related to the upper boundary

condition ∂ψ/∂p= 0. Together with the barotropic structure, this decay yields T ∝−∂ψ/∂p being exactly in phase with −ψ
and therefore also exactly 90 degrees out of phase with v = ikψ. Nevertheless, due to the reversal of the wind shear across225

the tropopause, the meridional temperature advection is still retarding the downstream wave propagation above the tropopause

such that the stratospheric part of the wave propagates together with the tropospheric part.

However, due to the 90 degrees phase shift between v and T , meridional advection can no longer amplify the stratospheric

part of the temperature wave. Instead, the amplification of the wave in the stratosphere is entirely due to ω, where ω is almost

in phase with temperature. Hence, the role of ω on the amplification of the wave reverses across the tropopause.230

The weakening and acceleration of the temperature wave just below the tropopause associated with nonzero ω is in line with

a weaker growth rate, higher phase speed, and hence longer wavelength compared to the most unstable Eady mode (compare

contour at the black dot with the black contour in Fig. 4). Such effects on baroclinic development were also found in similar

experiments by Müller (1991) and partly by de Vries and Opsteegh (2007).

3.2 Sensitivity to variations in stratospheric wind shear and/or stratification235

Varying λst and Sst while holding λtr and Str fixed changes ∂q/∂y through its relation to the jump in λ/S across the

tropopause (see Eq. (4) and related arguments), which has implications for baroclinic growth through the arguments of mutual

intensification by interacting PV anomalies (Hoskins et al., 1985). For the parameter space explored in this study, decreasing

λst relative to λtr always increases ∂q/∂y, whereas increasing Sst relative to Str increases ∂q/∂y only when λst is positive

and decreases ∂q/∂y when λst is negative (Fig. 4d).240

The increase in ∂q/∂y for varying λst and Sst yields the observed decrease in phase speed and wavelength (compare pattern

of black contours in Fig. 4b-d). As argued by Wittman et al. (2007), the relation between ∂q/∂y, phase speed, and wavelength

is in line with the proportionality of the phase speed of Rossby waves to -1/k · ∂q/∂y. Thus, a larger positive ∂q/∂y reduces

the phase speed, which can be partly compensated by increasing the wavenumber k. A similar qualitative relation between

increasing wavelengths for decreasing ∂q/∂y related to varying λst and Sst was found by Müller (1991) (see his Fig. 2b).245

Müller (1991) also found that decreasing λst reduces the phase speed for a ratio of static stability of 1.5 across the tropopause

(see his Fig. 3a-c), which is confirmed by our results (Fig. 4c). Furthermore, our results also show that this relation between λ

and phase speed holds for all investigated configurations of Sst.

The sensitivity on the growth rate is less straightforward, with growth rates being largest in the upper right corner of the

λ-S parameter space, where the wind shear is uniform and the stratification in the stratosphere is larger than in the troposphere250

(Fig. 4a). Growth rates decrease from this maximum toward weaker λst and Sst. A similar sensitivity on the growth rate to

changes in λ and S was found by Müller (1991), where the growth rate of the most unstable mode also peaked when λst and

Sst were large and decreased toward weaker λst and Sst (see his Fig. 2a). While the decrease in growth rates toward the upper

left corner of the λ-S parameter space in Fig. 4a can be explained by the absence of a tropopause due to a uniform λ and S
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Figure 4. Growth rate, wavelength, and phase speed of the most unstable mode together with absolute value of ∂q/∂y at the tropopause

relative to its value at the surface for various λ and S in the stratosphere (subscript st) and troposphere (subscript tr). Black (yellow) contours

show absolute values of experiments with discontinuous (smooth) profiles, and shading shows relative difference between the discontinuous

and smooth experiments in percentage. The values for the most unstable Eady mode with a rigid lid at the tropopause using λtr and Str are

marked by a bold contour. Small black dots indicate regions where no solution is calculated due to the absence of unstable solutions. Big

black, grey, and blue dots mark the configurations of λ and S used for the sharp CTL, CTL-λ, and CTL-S experiments in Fig. 2, respectively.
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Figure 5. Same as Fig. 4, but for −∂ψ/∂p and ψ at the tropopause relative to surface and the phase shift of T and v at the surface and just

below the tropopause.

resulting in no upper level wave and hence no instability, the relation of the growth rate to the choices in the λ-S parameter255

space is more complex.

To further understand the changes in growth rate, we consider the conversion of basic-state APE to EAPE (Ca), which is

constant with height in the troposphere where PV anomalies mutually intensify (not shown). As this energy conversion term
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is the main source for EAPE when dry baroclinic waves intensify, it should reflect the observed changes in growth rate. We

therefore explore this term by considering the location and amplitude of v ∼ ψx and T ∼ ψp.260

Just below the tropopause, v and T are more in phase when λst is positive (Fig. 5d), which is beneficial for the energy

conversion. At the surface, v and T are generally less in phase than just below the tropopause and changes in phase between

v and T are small for different λst and Sst (Fig. 5c). Given that Ca is constant throughout the troposphere, the different phase

relation between v and T at the surface and just below the tropopause are consistent with larger amplitudes of v = ikψ and T

at the surface relative to the amplitudes just below the tropopause (Fig. 5a,b). This dominance of v and T at the surface relative265

to just below the tropopause is strongest when the phase between v and T just below the tropopause and the magnitude of

∂q/∂y are small (compare pattern of Figs. 4d, 5a, and 5d). For positive λst, we thus argue that the beneficial phase relation

between v and T and the larger amplitudes of v and T at the surface favour a larger conversion of basic-state APE to EAPE

(Ca) compared to when λst is negative. With a large source of EAPE, baroclinic growth is expected to intensify.

To justify the argument relating increased growth rates to an increased source of EAPE through Ca, we need to understand270

what sets the phase relation between v and T . Due to the difference condition for temperature across the tropopause in Eq.

(4), where the difference in 1/S · ∂ψ/∂p is proportional to the jump in λ/S and hence the vertical integral of ∂q/∂y across

the tropopause, the temperature anomaly typically reverses across the tropopause (see example in Fig. 3a). When the jump in

λ/S is large, the temperature difference is also large, such that the temperature anomaly just below the tropopause becomes

zonally more aligned with the opposite temperature anomaly just above the tropopause, reducing the freedom for a phase shift275

to a more beneficial phase relation with the meridional wind. In contrast, when the jump in λ/S is small, the difference in

temperature across the tropopause is less constrained such that the temperature anomaly just below the tropopause can more

easily be shifted upshear to be more in phase with the meridional wind.

In line with these arguments, the jump in temperature across the tropopause is monotonically increasing with decreasing

λst/λtr when Sst and Str are constant (not shown). In contrast, as mentioned in the beginning of this subsection, an increase280

in Sst relative to Str increases the jump in λ/S only when λst is positive and is therefore not always associated with an increase

in the difference of T across the tropopause. Furthermore, as S appears on both sides of the difference condition in Eq. (4), an

increase of Sst relative to Str can compensate for a significant part of the changes in the jump of 1/S · ∂ψ/∂p, which would

leave the temperature more or less unaltered.

It is also worth noting that increasing Sst yields a more dominant omega term in the thermodynamic equation that amplifies285

the temperature anomaly just above the tropopause (as discussed in section 3.1). For a given difference in temperature across

the tropopause, the latter effect allows the temperature wave below the tropopause to move more freely away from its antiphase

relation with the wave above the tropopause, thereby improving its correlation with v. The above arguments related to the

complex role of S on temperature near the tropopause demonstrate that the phase relation between v and T just below the

tropopause is more sensitive to changes in λ than S (as shown in Fig. 5d).290

The arguments related to the beneficial phase relation between v and T for large λst together with the absence of instability

for uniform λ and S, i.e., no tropopause, yield the observed pattern in growth rates (Fig. 4a), with a maximum where λ

is uniform and the jump in S is large. Hence, baroclinic growth is not largest when the tropopause is at its most abrupt
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configuration (lower right corner around the black dot in Fig. 4), but rather when the linear increase in zonal wind is extended

to above the tropopause (upper right corner around the blue dot in Fig. 4).295

4 Impact of smoothing the tropopause on baroclinic growth

4.1 Sensitivity to variations in stratospheric wind shear and/or stratification

Smoothing the vertical profiles of λ and S in a vertical extent of 150 hPa around the tropopause yields a similar structure of the

most unstable mode as for the experiments with discontinuous profiles (compare Figs. 3a and b). Moreover, the sensitivity to λ

and S for growth rate, wavelength, phase speed, and ∂q/∂y, as well as the amplitude and phase of v and T remain qualitatively300

the same after smoothing (compare black and yellow contours in Figs. 4 and 5), with growth rates still peaking when λst and

Sst are large.

Even though smoothing weakens the maximum of ∂q/∂y by 90% (shading in Fig. 4d), the growth rate, wavelength, and

phase speed change by less than ±4% (shading in Fig. 4a-c). In line with a weaker ∂q/∂y and the dispersion relation for

Rossby waves (as discussed in Sect. 3.2), smoothing increases the wavelength and the phase speed for most of the investigated305

configurations of λst and Sst (Fig. 4b,c) and decreases the growth rates by up to 2.9% when λst is negative and Sst is weak

(Fig. 4a).

However, when λst and Sst are large, the growth rate increases by up to 0.9% (Fig. 4a). We argue that this enhancement

is related to an improved phase relation between v and T compared to the experiments with discontinuous profiles (shading

in Fig. 5d), where a smooth tropopause with a wider vertical distribution of ∂q/∂y yields more flexibility in relative location310

between the temperature anomalies just below and above the tropopause. Such an improved phase relation is associated with

enhanced conversion of basic-state APE to EAPE and may overcompensate for the detrimental impact from the weakening

of ∂q/∂y. In fact, for the most realistic setup where both λ and S change across the tropopause (around the black dot in Fig.

4a), the sensitivity on the growth rate from smoothing is almost negligible, indicating that the positive impact related to the

improved phase relation between v and T is balanced by the detrimental impact from the weakening of ∂q/∂y. This suggests315

that baroclinic growth is typically not very sensitive to an accurate representation of λ and S around the tropopause.

The perhaps largest qualitative difference from the impact of smoothing on the overall instability analysis is an additional

mode at long wavelengths when λst is negative and Sst is large (Fig. 6). The streamfunction structure of this mode features its

strongest westward tilt with height within the smoothed tropopause region and decays rapidly above (not shown). This mode

exists only due to the additional levels of opposing and nonzero ∂q/∂y in the smoothed tropopause region. We will not focus320

on these modes at long wavelengths, as we argue that their weak growth rate and long wavelength as well as their westward tilt

bound solely to the tropopause region make them less relevant for an assessment for typical midlatitude cyclones.
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Figure 6. (a) Growth rate vs. wavelength for λtr = 3.5, λst =−3.5, Str = 1, Sst = 4 and various sensitivity experiments, with the default

smooth experiment being associated with a tropopause region of 150 hPa depth centered at an altitude of 250 hPa. See text for further details.

(b) Zoom-in of (a).

4.2 Sensitivity to vertical extent and altitude of tropopause

Comparing the sensitivity of baroclinic growth to the vertical extent of smoothing, tropopause height, and changes in the

vertical integral of ∂q/∂y (see details in Sect. 2.2), the greatest sensitivity is related to the changes in the vertical integral325

of ∂q/∂y, where the growth rates of the sharp and smooth MOD-70 experiments are similar and increase by 2.7% to 3.5%
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compared to their NO-MOD counterpart experiments (compare sharp and faint colours in Fig. 6). The increase in growth rate

from the NO-MOD experiments to the MOD-70 experiments is associated with a decrease in ∂q/∂y at the tropopause toward a

more optimal value that better matches with the ∂q/∂y at the surface (not shown), such that the waves at the tropopause and at

the surface can more easily phase lock and travel together with the same phase speed (Blumen, 1979; de Vries and Opsteegh,330

2007; Wittman et al., 2007). For the NO-MOD experiments, the sensitivity to tropopause height (solid and dashed blue in Fig.

6) and vertical extent of smoothing (solid and dashed red) changes the growth rate by only -0.24% to 0.31% compared to the

sharp control experiment (black).

The sensitivity to vertical extent of smoothing and tropopause height is qualitatively the same for both the NO-MOD and the

MOD-70 experiments. Lowering (raising) the tropopause weakens (enhances) the growth rate (solid and dashed blue in Fig.335

6). This can be related to an increased (decreased) vertical average of S from the surface to the tropopause (Fig. 7)

Str =
1

p∗− pb

p∗∫

pb

Str dp,

where the stratification is related to the growth rate through the inverse proportionality between the static stability and the

maximum Eady growth rate (Lindzen and Farrell, 1980; Hoskins et al., 1985).

In contrast to the sensitivity to tropopause height, increasing the vertical extent of smoothing does not necessarily have a340

monotonic impact on the growth rate. Deepening the tropopause region from a narrow (solid red in Fig. 6) to an intermediate

(dash-dotted black) vertical extent of smoothing increases the growth rate. However, deepening the tropopause further from

an intermediate to a wide (dashed red) extent of smoothing barely changes the growth rate. Moreover, when increasing the

smoothing further, i.e., beyond the displayed sensitivity range, the growth rate starts to decrease (not shown). For the MOD-70

experiments, the turnover point, i.e., where increased extent of smoothing starts to weaken the growth rate, exists at a larger345

extent of smoothing that is beyond our sensitivity range considered for the NO-MOD experiments (not shown).

The maximum in growth rate for some intermediate degree of smoothing is associated with an intermediate ∂q/∂y and

an intermediate phase speed of the wave at the tropopause (recall that the phase speed for Rossby waves is proportional to

-∂q/∂y). Such an intermediate phase speed appears to be the most optimal phase speed yielding the best match in phase speed

for the surface wave, such that the waves at these two levels phase lock and intensify each other as efficiently as possible.350

Changes in growth rate relative to the sharp CTL experiment are summarised in Fig. 8, including experiments with simulta-

neous modifications of the vertical extent and altitude of the tropopause for different modifications of the vertical integral of

the PV gradient. This figure highlights that the main relative change in growth rate is related to the modification of the vertical

integral of the PV gradient rather than modifications of vertical extent and altitude of the tropopause.

4.2.1 Changes in growth rate and corresponding forecast error355

The changes in growth rate may seem small, but as variables grow nearly exponentially at the incipient stage of develop-

ment, errors grow quickly with time. Relative to a reference experiment (subscript ref ), the forecast error of the relative wave
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S

Figure 7. Schematic illustrating how the altitude of the tropopause modifies the vertical average of the tropospheric stratification S.

amplitude A′/Aref at the time t= t1 is

A′

Aref

∣∣∣∣
t=t1

=
(

1 +
A′

Aref

∣∣∣∣
t=0

)
exp[(σ−σref)t]− 1. (9)

Assuming perfect initial conditions, i.e., A′/Aref = 0 at t= 0, the forecast error for the NO-MOD smooth experiments relative360

to the sharp control experiment is less than +/- 1% [2%] during a short-range forecast of 2 days [medium-range forecast of 5

days], while the corresponding error for the MOD-70 experiments is up to 6% [17%] (dashed lines in Fig. 9). In comparison,

assuming a relative initial error of 5%, the relative forecast error is down to 4% [3%] after 2 [5] days for the NO-MOD smooth

experiments, and up to 12% [22%] for the MOD-70 experiments. The decrease in the relative error for some of the NO-MOD

smooth experiments is a result of an underestimate of the growth rate relative to the sharp control experiment, which reduces365

the initial positive relative error. If the growth rates are compared to the growth rate of a weakly smoothed experiment instead

of the sharp reference experiment, the error is more or less unaltered. We therefore let the growth rate of the sharp experiment

be the reference for the error growth calculations.

Keeping in mind that these results are based on a highly idealised model, the findings indicate that it is not so important

if models fail to accurately represent λ and S around the tropopause. Instead, it is much more important that λ and S are370

well represented in the lower stratosphere, such that the vertical integral of ∂q/∂y around the tropopause region is preserved.
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Figure 8. Change in growth rate (shading and numbers) for various smooth experiments relative to CTL with discontinuous profiles from

Fig. 6 for no latent heating (ε= 0).

The importance of representing the lower stratospheric winds is further supported by Rupp and Birner (2021), who found that

baroclinic lifecycle experiments are sensitive to changes in the wind structure in the lower stratosphere. Such changes in wind

structure are often related to a downward extension of a weak polar vortex after sudden stratospheric warming events (Baldwin

and Dunkerton, 2001), which have been shown to significantly alter midlatitude weather in the troposphere (see review by375

Kidston et al., 2015, and references therein).

4.3 Sensitivity to latent heating intensity

Including latent heating in the mid-troposphere does not significantly change the qualitative findings of the sensitivity ex-

periments from section 4.2 (compare Fig. 10 with Fig. 6). Nevertheless, the most unstable mode at shorter wavelengths is

associated with dominant diabatic PV anomalies at the heating boundaries (Fig. 11b), which align with the westward tilt of ψ380

(Fig. 11a). Growth rates peak at shorter wavelengths, which is consistent with the presence of diabatic PV anomalies and hence

a shallower effective depth of interacting PV anomalies (Hoskins et al., 1985).

For some of the experiments, the weak and positive growth rates at long wavelengths are split into two modes (Fig. 10). The

longest of the two is similar to their adiabatic counterpart mentioned in the end of Sect. 4.1, while the shortest of the two is

associated with the increased dominance of the diabatic PV anomalies at the top of the heating layer. Due to the irrelevance for385

midlatitude cyclones mentioned in section 4.1, these modes are beyond the scope of this study.

In line with the dominance of diabatic PV anomalies in the lower and middle troposphere, latent heating also weakens the

relative sensitivity to the modifications of the vertical integral of ∂q/∂y across the tropopause (compare Fig. 10 with Fig. 6),
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Figure 9. Evolution of error for the weakest (blue) and strongest (red) maximum growth rates from Fig. 6 (dashed, dry) and Fig. 10 (solid,

moist) starting with initial relative errors of 0% and 5% (grey dotted horizontal lines).

with growth rates for the MOD-70 experiments increasing by only 1.0-1.1% relative to the NO-MOD counterpart experiment

instead of 2.7-3.5% as for the adiabatic experiments. Keeping the idealised context of this study in mind, this finding indicates390

that the presence of latent heating makes models relatively less vulnerable to an inaccurate representation of λ and S around

the tropopause.

Decreasing (increasing) the heating parameter from ε= 2 to ε= 1.5 (ε= 2.5), which corresponds to a 25% decrease (in-

crease) in latent heating and associated precipitation, yields a much larger variation in the maximum growth rate compared to

the tropopause sensitivity experiments for a fixed heating parameter (Fig. 12). The change in growth rate relative to the sharp395

experiment for ε= 2 is between -10.2% (for ε= 1.5) and +14.2% (for ε= 2.5), and the corresponding error after 2 [5] days is

between -21% [-44%] (for ε= 1.5) and +38% [+124%] (for ε= 2.5) if there are no initial errors, and a few percent larger if

the relative initial error is 5% instead (solid lines in Fig. 9). In comparison, the corresponding numbers for the relative change

in growth rate when changing the latent heating intensity ε by only 5% [10%] instead of 25% are between -2.4% [-4.5%] and

+2.4% [+4.9%] instead of -10.2% and +14.2%.400
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Figure 10. Same as Fig. 6 but including latent heating with ε= 2.

All aforementioned changes associated to the intensity of the diabatic heating are larger than the relative changes in growth

rate for the various tropopause smoothing experiments for a fixed ε= 2 (middle row in Fig. 12), which range between -0.2%

and +1.7%. Moreover, these findings remain similar when using smooth vertical profiles of latent heating as in Haualand and

Spengler (2019) (see their Fig. 11a), with the relative change in growth rate being between -5.0% and +3.0% when changing

the latent heating intensity ε by 5% (not shown). Again, these numbers are all larger than the change in growth rate relative405

to the experiment with the discontinuous profiles for a fixed ε= 2, which are between -2.1 and +1.9% when using a smooth
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Figure 11. (a) Structure of interior PV (shading) and ψ (contours) for the most unstable mode of the default smooth experiment including

latent heating and (b) amplitude of interior PV anomalies. Values are not comparable to physical values due to normalisation constraint

mentioned in Sect. 2.1.

heating profile. With such a high sensitivity of the forecast error to heating intensity, our results indicate that it is much more

important to adequately represent diabatic processes than the sharpness of the tropopause.

5 Conclusions

Including sharp and smooth transitions of vertical wind shear and stratification across a finite tropopause in a linear QG model410

extended from the Eady (1949) model, we investigated the relative importance of changes across the tropopause region at

different degrees of smoothing on baroclinic development and compared its sensitivity to that of diabatic heating. We found

that impacts related to tropopause structure are secondary to diabatic heating related to mid-tropospheric latent heating.

In contrast to the Eady mode, where the tropopause is represented by a rigid lid, the inclusion of an idealised tropopause with

abrupt changes in wind shear and/or stratification introduces nonzero vertical motion at the tropopause. The vertical motion415

leads to adiabatic cooling/warming at the tropopause, which opposes the effect of meridional temperature advection. The

adiabatic cooling/warming weakens the amplitude of the wave at the tropopause but accelerates its downstream propagation,

resulting in weaker growth rates and higher phase speed than the most unstable Eady mode.

In agreement with the dispersion relation for Rossby waves, increasing (decreasing) ∂q/∂y at the tropopause by varying

the stratospheric wind shear and/or stratification is associated with relatively weak (strong) phase speed and short (long)420

wavelength. In contrast to wavelength and phase speed, the impact from wind shear and stratification on the growth rate is less

straight forward, with growth rates being strongest when wind shear is uniform and the increase in stratification is large across

the tropopause. The strong growth rates are related to a beneficial phase relation between meridional wind and temperature

near the tropopause, which is associated with enhanced conversion of basic-state available potential energy to eddy available

potential energy. Thus, baroclinic growth is not strongest when the tropopause is sharpest.425
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Figure 12. Same as Fig. 8, but including latent heating for three different heating intensity parameters (ε= 1.5,2.0,2.5). Note that the

colorbar is extended from the one in Fig. 12 but contains the same colours at lower values.

Smoothing the tropopause is associated with a positive effect on baroclinic growth related to a further enhancement of energy

conversion through an improved phase relation between meridional wind and temperature, as well as a negative effect related

to a weaker maximum gradient of ∂q/∂y in the tropopause region. The positive effect from smoothing dominates when there

are no or small changes in wind shear and large changes in stratification across the tropopause, resulting in increased growth

rates compared to when the tropopause is sharp. In contrast, the negative effect dominates when there are large changes in430
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wind shear and no or small changes in stratification, yielding weaker growth rates than for a sharp tropopause. For the most

realistic configuration, with large changes in both wind shear and stratification across the tropopause, these opposing effects

balance each other, resulting in negligible changes in growth rate from smoothing, suggesting that baroclinic growth is not very

sensitive to tropopause sharpness.

The effect of smoothing for a realistic configuration of wind shear and stratification remains weak when increasing the435

vertical extent of smoothing and altering the tropopause altitude, with an error growth for exponentially growing quantities

of less than 2% in a medium-range forecast of 5 days. In contrast, modifying the wind shear and stratification above the

tropopause, resulting in modifications in vertical integral of the PV gradient relative to a sharp control experiment, has a

much more pronounced effect on baroclinic growth than the effects related to smoothing and varying tropopause altitude.

The associated exponentially growing forecast error of any wave amplitude assuming perfect initial conditions is 17% in a440

medium-range forecast of 5 days when the stratospheric wind shear divided by stratification is reduced to 70% of its original

value, which is a reduction actually occurring in operational numerical weather prediction models (Schäfler et al., 2020). The

relatively large sensitivity to the lower stratospheric winds on baroclinic development is in line with Rupp and Birner (2021),

who also argued that baroclinic growth may be sensitive to modifications in the horizontal PV gradients.

Although the relative impact on baroclinic growth depends on how much the profiles of wind shear and stratification are445

altered for the different sensitivity experiments, our estimates indicate that it is much more important to maintain the vertical

integral of the PV gradient than to accurately represent the abrupt vertical contrasts across the tropopause. Such modifications

above the tropopause may represent modelling challenges related to observational errors, vertical resolution, a low model lid,

or limitations related to data assimilation techniques, but they can also represent changes in the lower stratospheric winds

resulting from downward extensions of a weak polar vortex after a sudden stratopheric warming event.450

As expected from the strong impact of diabatic heating on baroclinic development, including mid-tropospheric latent heating

of moderate intensity increases the growth rate. However, including latent heating does not alter the qualitative findings regard-

ing the impact of tropopause structure on baroclinic development. Nevertheless, modifying the heating intensity by 5-25% has

a significantly larger impact on the growth rate than the effects of smoothing tropopause structure, varying tropopause altitude,

and maintaining the vertical integral of the PV gradient. This highlights the main finding of this study that baroclinic growth is455

more sensitive to diabatic heating than tropopause structure.

While this study is the first to quantify the relative effect of tropopause sharpness and latent heating on baroclinic devel-

opment, it is important to keep in mind the highly idealised character of this study. More realistic simulations with numerical

weather prediction models should be performed to test our findings and to further clarify the relative importance of the repre-

sentation of the tropopause and diabatic forcing on midlatitude cyclones.460

Code availability. The current version of the model code is available on https://github.com/krifla/2dQGnum/tree/v1.0.0. A digital object

identifier (DOI) will be provided if this work gets published in WCD.
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