
Received: 9 March 2020 Revised: 5 September 2020 Accepted: 24 September 2020 Published on: 17 October 2020

DOI: 10.1002/qj.3924

R E S E A R C H A R T I C L E

Characteristics of cyclones following different pathways in
the Gulf Stream region

Leonidas Tsopouridis Clemens Spensberger Thomas Spengler

Geophysical Institute, University of
Bergen, and Bjerknes Centre for Climate
Research, Bergen, Norway

Correspondence
L. Tsopouridis, Geophysical Institute,
University of Bergen, Postboks 7803, 5020
Bergen, Norway.
Email: leonidas.tsopouridis@uib.no

Funding information
Research Council of Norway (RCN),
Grant/Award Number: 262220

Abstract
The Northwest Atlantic is a region of strong temperature gradients and hence is
a favourable location for wintertime cyclone intensification co-located with the
storm track. The temperature gradient is associated with both the sea surface
temperature front along the Gulf Stream and the land–sea contrast. To under-
stand the respective influences of the sea surface temperature (SST) front and
land–sea contrast in the Gulf Stream region, as well as the role of upper-level
forcing on cyclone development, we track individual cyclones and categorise
them depending on their propagation relative to the SST front. We concentrate
on cyclones staying either on the cold (C1) or warm (C2) side of the SST front,
and on cyclones that cross the SST front from the warm to the cold side (C3).
Comparing these categories, we find that the land–sea contrast is more impor-
tant for supplying baroclinicity to cyclones in C1, while the strong low-level
baroclinicity in C3 is also partially attributable to the SST front. The propaga-
tion of cyclones in C1 and C3 near the left exit region of the North Atlantic jet
explains the higher intensification and precipitation.
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1 INTRODUCTION

The western North Atlantic region is characterized by
both strong sea surface temperature (SST) gradients asso-
ciated with the Gulf Stream (Tomczak and Godfrey, 2003)
and strong land–sea temperature contrasts during winter
(Thompson et al., 1988). The region is a preferential loca-
tion for cyclogenesis (Hoskins and Hodges, 2002), cyclone
intensification (e.g., Wang and Rogers, 2001; Lim and
Simmonds, 2002; Jacobs et al., 2008), and cyclonic bomb

formation (Sanders and Gyakum, 1980). Roebber (1989)
indicated that the deepening rates of extratropical cyclones
(hereafter cyclones) “arise as a sum of processes”, such
as latent heat release (e.g., Rogers and Bosart, 1991; Kuo
et al., 1991; Whitaker and Davis, 1994) and baroclinic insta-
bility (e.g., Sanders, 1986; Manobianco, 1988; 1989; Catto,
2016). The origin of the baroclinicity has been argued to
be due to the Gulf Stream SST gradient (Sanders, 1986)
and the land-sea contrast (Wang and Rogers, 2001). We
aim to clarify the relative roles of the SST front and the
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land–sea contrast by categorising the intensification of
cyclones in the Gulf Stream region with respect to their
position relative to the SST front.

Several studies have highlighted the importance of
diabatic heating and surface heat fluxes on maintaining
low-level baroclinicity in the area of strong SST gradients
(Kuo et al., 1991; Reed et al., 1993; Nakamura et al., 2004;
Hotta and Nakamura, 2011; Papritz and Spengler, 2015).
Hotta and Nakamura (2011) underlined the significance
of sensible heat fluxes for restoring low-level baroclinic-
ity along oceanic frontal zones, while Papritz and Spengler
(2015) emphasised latent heat release as a major contrib-
utor maintaining baroclinicity in the Gulf Stream region.
The SST front has also been argued to increase convection
and large-scale precipitation along the SST front (Minobe
et al., 2008; Parfitt et al., 2016; Vannière et al., 2017b). How-
ever, studies based on composite analysis found cyclone
intensity and moisture availability to be the dominant fac-
tors altering precipitation (Field and Wood, 2007; Rudeva
and Gulev, 2011; Pfahl and Sprenger, 2016). Consistently,
de Vries et al. (2019) found that cyclones respond to both
the low-level baroclinicity associated with the SST front as
well as the additional moisture provided by altered surface
latent heat fluxes associated with changes in the SSTs.

In addition to the SST front, the wintertime tempera-
ture contrast between the cold continent to the west and
the warmer ocean to the east can also influence the baro-
clinicity and the storm track (Cione et al., 1993); Inatsu
et al., 2000; 2003; Brayshaw et al., 2009; Booth et al., 2012).
In particular, Wang and Rogers (2001) and Brayshaw et al.
(2009) showed that cyclones in the Northwest Atlantic are
associated with a greater amount of baroclinicity due to
their proximity to the land–sea boundary than cyclones in
the Northeast Atlantic. Furthermore, the triangular shape
of the North American continent together with the Rocky
Mountains support the growth of the pool of cold air in
the northeast of the continent, contributing to the surface
temperature contrast along the Eastern North American
continental margin which increases low-level baroclinicity
and thereby cyclone intensification (Brayshaw et al., 2009).

In addition to the low-level baroclinicity, the
upper-level forcing, determined by the relative position
of the jet stream, can contribute to cyclogenesis (e.g.,
Sanders and Gyakum, 1980; Uccellini et al., 1984; Sinclair
and Revell, 2000), as well as influence the subsequent
evolution and intensification of cyclones (e.g., Evans et al.,
1994; Schultz et al., 1998). Sanders and Gyakum (1980)
noted that explosive cyclogenesis mainly occurs on the
poleward side of the jet stream and is associated with an
upper-level trough. This rapid cyclone intensification is
due to the location close to the poleward exit region of the
jet, because the upper-level divergence and vertical lifting
stimulate both cyclone deepening and precipitation (e.g.,

Johnson and Daniels, 1954; Uccellini, 1990; Ritchie and
Elsberry, 2003; Oruba et al., 2013; Milrad, 2017).

To better understand the relative roles of the SST front,
the land–sea contrast and upper-level forcing to cyclone
intensification in the Gulf Stream region, we need to con-
sider the evolution on synoptic time-scales (e.g., Parfitt
et al., 2016; Vannière et al., 2017b; Ogawa and Spengler,
2019). This can be accomplished either through composite
analysis or by investigating individual case-studies. While
case-studies can provide great detail of the different phys-
ical processes during the development of an individual
cyclone, it is often difficult to draw more general conclu-
sions on the dominant mechanisms. Analyses of compos-
ites of developing cyclones, on the other hand, have proven
to be advantageous, as the basic features and general char-
acteristics of the evolution are maintained, while not rely-
ing on arguments built around individual events with large
case-to-case variability (Sinclair and Revell, 2000; Rudeva
and Gulev, 2011).

For instance, using cyclone-centric composites, Wang
and Rogers (2001) compared the dynamical structure and
evolution of cyclones in different sectors of the North
Atlantic. However, their analysis is based on explosive
cyclones only. More recent studies evaluated surface heat
fluxes and atmospheric moisture content for cyclones at
different stages of their development over the Gulf Stream
region (Rudeva and Gulev, 2011; Dacre et al., 2020). How-
ever, none of these studies examined the specific contribu-
tion of the SST front to the intensification of cyclones. We
thus complement these studies by including both explo-
sive and non-explosive cyclones in the composite analysis
and by evaluating the significance of the SST front on
cyclone growth, where we divide cyclone propagation into
different categories based on the path of cyclone trajecto-
ries relative to the SST front. Thereby, we shed light on
the aspects of cyclone intensification in the Gulf Stream
region and highlight the structural differences of cyclones
following different paths relative to the Gulf Stream SST
front.

2 DATA AND METHODS

2.1 Data

We use 6-hourly data from the ERA-Interim reanaly-
sis (Dee et al., 2011) with a horizontal resolution of
0.5◦ × 0.5◦ for all winter months (December–February) in
the period 1979–2016. Both cyclone intensity and distribu-
tion (Hodges et al., 2011) as well as precipitation (Hawcroft
et al., 2012; Booth et al., 2018) in ERA-Interim compare
well to other reanalyses. For our analysis, we use mean
sea level pressure (MSLP), SST, temperature at 850 hPa,
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(a) (b) (c)

F I G U R E 1 (a) Density of SST fronts (km of line (100 km)−2, blue shading) and of the climatological jet stream (km of jet axis line
(1000 km)−2, light red shading) for the North Atlantic. The Gulf Stream region is marked with a red box. (b) Illustration describing the scalar
product method to derive the relative position between the cyclone and the SST front. (c) Schematic of the cyclone classification based on the
cyclone position relative to the SST front

total column water vapour (TCWV), vertically integrated
water vapour flux (IWVF), wind at 925 hPa, large-scale
and convective precipitation, as well as latent and sensible
surface heat fluxes. Surface heat fluxes and precipitation
are derived from the twice-daily forecasts (initialised at
0000 and 1200 UTC) and are accumulated ±3 hr around
the respective timesteps, following the same procedure as
Ogawa and Spengler (2019) and Weijenborg and Spengler
(2020). Specifically, we use the cumulative values from
the 0000 UTC forecasts between 3 and 9 hr lead time, as
well as between 9 and 15 hr lead time to derive fluxes
and precipitation for the analyses of 0600 and 1200 UTC,
respectively. Analogously, we use the 1200 UTC forecasts
to derive precipitation and fluxes at 1800 and 0000 UTC.

2.2 SST front detection

We identify SST fronts using an objective frontal detec-
tion scheme that is based on the “thermal” method
(Hewson, 1998). This scheme has been applied to detect
atmospheric fronts in several previous studies (Jenkner
et al., 2010; Berry et al., 2011; Schemm et al., 2015). The
method by Hewson (1998) identifies frontal lines in a
two-dimensional thermal field 𝜏 using the thermal frontal
parameter (Renard and Clarke, 1965)

TFP = −∇|∇𝜏| ⋅ ∇𝜏
|∇𝜏| , (1)

where we chose 𝜏 to be the SST. The TFP indicates “the
gradient of the magnitude of the gradient of a thermody-
namic scalar quantity, resolved into the direction of the
gradient of that quantity” (Renard and Clarke, 1965). Hew-
son (1998)’s framework is based on identifying the maxima
of TFP, which correspond to the warm side of a frontal
zone. In our study, however, we choose TFP=0 to identify
the centre of the frontal zone (following e.g., Jenkner et al.,

2010), and apply a masking criterion

∇|∇𝜏| < 0 (2)

to exclude the detection of minima in SST gradients.
We perform the detection using SST data filtered

with a triangular truncation T84 and require a mini-
mum frontal length of 500 km to retain only fronts with a
length-scale comparable to atmospheric fronts. To capture
the most prominent parts of the SST fronts along the Gulf
Stream, we found a temperature gradient threshold |∇𝜏| >
2K∕100 km to yield the most accurate results. Consistent
with oceanographic studies (e.g., Lee and Cornillon, 1996;
Meinen and Luther, 2016), the SST front climatology for
the North Atlantic basin features the highest frequency of
SST fronts along the Gulf Stream (Figure 1a). To account
for the convergence of the grid towards the poles, we nor-
malise the front line detections to an average line length
per unit area 𝛾 , with

𝛾 = 1
AN

N∑
i=1

li . (3)

Here, A is the area covered by a grid cell, N the number
of time steps in the climatology, and li the length of a SST
front line over the respective grid cell during time step i
(zero if no front is detected).

2.3 Jet stream detection

To diagnose the role of upper-level forcing on cyclone
intensification, we employ a jet detection, based on auto-
matically detected jet axes, following the method and cri-
teria of Spensberger et al. (2017). The jet axes are identified
by lines separating the cyclonic from the anticyclonic wind
shear. The climatological position of the North Atlantic jet
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coincides with the location of the SST front (compare blue
and light red shadings in Figure 1a).

2.4 Cyclone detection and tracking

We employ the University of Melbourne cyclone detection
and tracking algorithm (Murray and Simmonds, 1991a;
1991b). The algorithm defines cyclones as maxima in the
Laplacian of the MSLP field and tracks them over time
using a nearest-neighbourhood method together with the
most probable direction of propagation (Murray and Sim-
monds, 1991a; 1991b; Michel et al., 2018) The Appendix
gives the chosen parameters.

For the selection of tracks, we require cyclones to
spend at least 12 hr (three consecutive time steps) in
the area of interest (30–50◦N and 290–310◦E), hence-
forth referred to as the Gulf Stream region. We also
require that the minimum of pressure along the track
occurs during December–February (DJF) and only con-
sider tracks with maximum intensification, defined as the
most rapid decrease in surface pressure, in the Gulf Stream
region. In addition, we require the Great Circle distance
between cyclogenesis and cyclolysis to be greater than
300 km to remove quasi-stationary systems. Furthermore,
all cyclones positioned over terrain higher than 1000 m
are discarded. By applying the criteria described above, we
obtain 222 tracks over the 38 winters.

2.5 Classification of cyclone tracks
based on position to SST front

We find the shortest distance between each cyclone posi-
tion and the SST front for every timestep along the cyclone
track and define the vector r directed from the SST front to
the cyclone. We then use the scalar product

r ⋅ ∇SST = |r||∇SST| cos 𝜃 (4)

to calculate the angle 𝜃 between r and ∇SST to detect
which side of the SST front the cyclone is located
(Figure 1b). If a cyclone is located on the warm (cold) side
of the SST front, the scalar product is positive (negative).
Note that the SST front lines do not have to follow the SST
contours and that the front lines therefore do not have to
be perpendicular to the SST gradient.

Using the relative position of the cyclone to the SST
front within the Gulf Stream region, we categorise cyclone
propagation into five categories (Figure 1c). For category 1
(C1) the cyclone always stays on the cold side of the SST
front, while the cyclone always stays on the warm side of
the SST front for category 2 (C2). Cyclones crossing the

SST front from the warm to the cold side belong to cate-
gory 3 (C3), whereas they belong to category 4 (C4) if they
cross the SST front from the cold to the warm side. Finally,
cyclones that cross the SST front multiple times belong to
category 5 (C5).

3 RESULTS

3.1 Cyclone occurrence
and intensification

The cyclone density for the winter season (DJF) over the
North Atlantic exhibits three major regions of cyclone
activity: East of Greenland, the Gulf Stream, and along the
Scandinavian coastline (Figure 2a). The cyclone density
pattern is in good spatial agreement with previous stud-
ies (e.g., Hanley and Caballero, 2012; Neu et al., 2013).
We observe small quantitative differences compared to the
density climatology presented by either Neu et al. (2013)
or Murray and Simmonds (1991a), who also used the Mel-
bourne University algorithm. These small deviations are
most likely due to the neglect of shallow and weak systems
in our database.

A large number of cyclones (84) stay on the cold side
of the SST front (C1) (Figure 2b), whereas fewer cyclones
(26) stay on the warm side of the SST front (C2) (Figure 2c).
When crossing the SST front in the Gulf Stream region, the
great majority of cyclones (64) cross the SST front towards
its cold side (C3) (Figure 2d). A common feature for the
three categories of cyclones is their propagation from
the southwest to the northeast, whether or not they cross
the SST front. Brayshaw et al. (2009) associated this tilt
of the storm track with both the orientation of the North
American east coast, as well as stationary waves from
the Rocky Mountains. Only 13 cyclones cross the SST
front from the cold to the warm side (C4) (Figure 2e)
while 35 cyclones cross the SST front multiple times (C5)
(Figure 2f). In order to assess the influence of the SST front
on cyclones, we discard C4 and C5, because of the small
number of tracks and multiple crossings, respectively. We
will thus focus exclusively on C1, C2, and C3.

Cyclones in C1 and C2 never cross the SST front
in the Gulf Stream region and mostly stay at a dis-
tance greater than 300 km on the cold or warm side,
respectively (Figure 3a). In contrast, cyclones in C3
cross the SST front on average 6 hr after their max-
imum intensification (Figure 3a,b). Overall, cyclones
in C1 and C3 feature the highest deepening rates
(Figure 3b), with a maximum deepening rate of approx-
imately 1.2 hPa⋅h−1 (28 hPa⋅day−1), while cyclones of
C2 experience a lower, yet notable intensification of
0.8 hPa⋅hr−1 (19 hPa⋅day−1). C2 has a qualitatively similar,
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(a) (b) (c)

(d) (e) (f)

F I G U R E 2 (a) Cyclone density (10−6 km−2) based on the ERA-Interim reanalysis for the winter seasons in 1979–2016. (b)–(f) are as (a)
but for cyclones with maximum intensification in the Gulf Stream region in categories C1 to C5, respectively. See main text for more details
on the cyclone detection and categorisation

but more variable distribution, due to the lower number
of cyclones than in C1 and C3. Following the definition
of Sanders and Gyakum (1980), 40% of the cyclones in
C3 (26 cyclones), 23% of the cyclones in C1 (19 cyclones),
and only 11% of the cyclones in C2 (3 cyclones) are explo-
sively developing cyclones. The total number of explosive
cyclones is smaller than in the climatologies of Lim and
Simmonds (2002) and Allen et al. (2010), as we restrict our
analysis to the Gulf Stream region.

The location of maximum intensification is equally
spread on the cold and warm sides of the SST front for cat-
egories C1 and C2, while the locations are spread along
the main SST gradient for C3 (Figure 4a–c). For C1, and in
particular C3, the location of maximum intensity is close
to the location of maximum intensification. In contrast,
cyclones of C2 reach their maximum intensity further
downstream.

3.2 Cyclone-relative SST and wind
composites

We present cyclone-relative composites for C1, C2, and C3
to clarify the potential role of the SST front, the land–sea
contrast, and upper-level forcing on the cyclone structure
and intensity. Cyclone centres in the composites repre-
sent the minimum sea level pressure. In the following,
we will contrast the non-crossing categories C1 and C2

with the crossing category C3. We present composites for
the time of maximum intensification (centre column in
Figures 5–9) as well as 12 hr before and after this time (left
and right columns in Figures 5–9, respectively).

Due to the cyclones in C1 moving towards higher
SSTs (Figures 2b and 3a), we observe an increase in
SST with time in the southeastern quadrant before the
time of maximum intensification (Figure 5a,b). Due to
the southern position of cyclones in C2 (Figure 2c), they
are propagating over higher SSTs than in C1. In contrast
to C2 (Figure 5d–f), cyclones in C1 are associated with
the strongest temperature gradient at 850 hPa, most likely
due to the proximity of the cyclones to the United States
east coast throughout their evolution (Figure 5a–c). How-
ever, in both categories there is a gradual increase of the
maximum wind speed at 925 hPa from 18 m⋅s−1 at 12 hr
prior to maximum intensification to 24 m⋅s−1 24 hr later
(Figure 5a-c,d-f), with the maximum wind speed observed
in the southeastern quadrant, due to the superposition of
the cyclonic circulation and the eastward propagation.

Twelve hours prior to their maximum intensification,
cyclones of C3 are located on the warm side of the SST
front, similar to cyclones of C2. However, cyclones of C3
propagate closer to both the SST front and the landmass
(Figures 3a and 5g), which likely explains the stronger
temperature gradient at 850 hPa observed in C3 than in
C2. Drawing air both from the warm side of the SST front
and the cold continent, cyclones of C3 can make use of the
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(a) (b)

F I G U R E 3 (a) Distance (km) between cyclone centres and the SST front relative to the time of maximum intensification. Lines
indicate the 50th percentile and the shading the interquartile range. (b) is as (a), but for the pressure tendency (hPa⋅hr−1)

(a) (b) (c)

F I G U R E 4 Locations of cyclone maximum intensification (hPa⋅h−1, yellow-red circles) and cyclone maximum intensity
(hPa⋅ (deg lat)−2, blue triangles) for category (a) C1, (b) C2, and (c) C3

combined thermal gradient across both the SST front and
the coastline. This interpretation is in line with Brayshaw
et al. (2009), who documented increased near-surface
low-level baroclinicity along the United States east coast,
where the cold dry continental air meets the warmer and
moist air over the ocean.

Contrary to C1, the SST decreases with time for C3,
consistent with the propagation towards the cold side of
the SST front (Figures 2d and 5g–i). As for C1 and C2, the
wind speed increases with time for C3 (Figure 5g–i), and
the highest wind speed, exceeding 30 m⋅s−1, is observed
12 hr after maximum intensification (Figure 5i). The
wind decays 18 hr after the maximum intensification (not
shown).

3.3 Cyclone-relative surface heat flux
composites

For both C1 and C2, the latent heat fluxes are always
upward (Figure 6a–c,d–f) and largest in the southwest-
ern quadrant south of the SST front due to the increase
in surface saturation mixing ratio with increasing SST.

Likewise, sensible heat fluxes are directed towards the
atmosphere in the southwestern quadrant, within the
cyclone’s cold sector (Figure 6a–c,d–f). Both fluxes are
highest south of the SST front due to an increase in SST
(consistent with, e.g., Zolina and Gulev, 2003; Vannière
et al., 2017a). Twelve hours before maximum intensifica-
tion, there are on average significantly lower fluxes for
C1 than for C2. This is most likely associated with the
propagation of the C2 cyclones over higher SSTs than for
C1 (Figure 2b,c). However, for both categories, there is a
marked increase in both latent and sensible heat fluxes in
the southwestern quadrant within 24 hr (Figure 6a–c,d–f)
associated with the proximity of the SST front. Consistent
with Businger et al. (2005) and Rudeva and Gulev (2011),
the maximum sensible and latent heat fluxes are almost
collocated, with a slight northward shift of the sensible
heat fluxes compared to the latent heat fluxes. Similar to
C1, surface heat fluxes increase within the 24 hr period
(Figure 6d–f).

C3 can be considered a combination of C1 and C2,
as cyclones are initially located on the warm side of the
SST front (C2) before crossing to the cold side (C1). At
12 hr before maximum intensification, latent and sensible
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

F I G U R E 5 Composite evolution of cyclone-centred SST (blue-red shading, K), temperature at 850 hPa (purple contours with interval
5 K), wind speed at 925 hPa (black contours with interval 3 m⋅s−1), SST front density (yellow shading, in 10−5km−1) and probability of being
over land (grey shading, 60–100%). (a, d, g) are at 12 hr prior to maximum intensification, (b, e, h) at maximum intensification, and (c, f, i) at
12 hr after maximum intensification, for categories (a–c) C1, (d–f) C2, and (g–i) C3

heat fluxes are relatively high, exceeding 240 W⋅m−2 and
100 W⋅m−2, respectively (Figure 6g). These values are
higher than for C2 (Figure 6d), because the cyclones
are located closer to the SST front (Figure 3a) and the
wind is stronger (Figure 5d,g). Similar to C1, C3 consists
of cyclone tracks located closer to the continent at the
early stage of development (Figure 2b,d) and are thus
more strongly influenced by cold continental air masses
(Figure 5d,g) than C2.

During maximum intensification, sensible (latent)
heat fluxes increased to more than 100 (160) W⋅m−2 for C1
(Figure 6b). Twelve hours past maximum intensification,
upward sensible heat fluxes increased to approximately
160 W⋅m−2 in the southwestern quadrant (Figure 6c).

Besides that, downward sensible heat fluxes appear in the
eastern quadrant due to warm air advection over relatively
lower SST (Figure 6b,c), yielding a dipole structure in the
sensible heat flux, with positive values to the west and
negative sensible heat fluxes to the east (consistent with
Rudeva and Gulev, 2011; Dacre et al., 2020). This tongue
of warm air is wrapped cyclonically around the cyclone
centre. For C3, the heat fluxes (Figure 6h,i) are equivalent
to C1 (Figure 6b,c) with a similar dipole emerging in the
sensible heat fluxes 12 hr after maximum intensification
(Figure 6i).

In C2, this dipole in sensible heat fluxes is much
less pronounced, because these cyclones generally form
further away from the North American continent than
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

F I G U R E 6 As Figure 5, but showing evolution of cyclone-centred latent heat fluxes (yellow-red shading, W⋅m−2), sensible heat fluxes
(black contours with interval 20 W⋅m−2, with thick line for zero), and temperature at 850 hPa (purple contours with interval 5 K). Here, SST
front density is shown as grey shading

those in C1 and C3 (Figure 5). The surface upward
heat fluxes slightly increase with time (Figure 6e,f), but
only weak downward sensible heat fluxes appear 12 hr
after maximum intensification (Figure 6f). This is due
to both the warm airstream not crossing the SST front
(Figure 6f) and the tongue of warm air wrapped around
the cyclone centre being less pronounced for C2 than
for C1 and C3.

3.4 Cyclone-relative moisture
and precipitation composites

C2 is characterised by higher values of TCWV, exceeding
30 kg⋅m−2, and stronger moisture transport (Figure 7d–f)
than C1 (Figure 7a–c). The increase of TCWV with SST

is expected from the Clausius–Clapeyron relation, as
cyclones in C2 propagate towards the warm and moist side
of the SST front. The maximum values of TCWV for C2
occur 12 hr before maximum intensification (Figure 7d).
Thereafter, the values slightly decrease with time as the
cyclones propagate to the northeast towards lower SSTs.
Nonetheless, TCWV remains relatively high (>27 kg⋅m−2)
throughout the evolution as the cyclones remain on the
warm side of the SST front (Figure 7e,f).

In contrast, cyclones of C1 remain on the cold side of
the SST front, propagate over lower SSTs (Figure 7a–c) and
are thus associated with lower TCWV. However, higher
values of TCWV in excess of 27 kg⋅m−2 appear during max-
imum intensification (Figure 7b) compared to 12 hr before
(Figure 7a), located approximately 750 km to the south
of the cyclone centre. We associate the maximum values



400 TSOPOURIDIS et al.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

F I G U R E 7 As Figure 5, but showing evolution of cyclone-centred total column water vapour (blue shading, kg⋅m−2), integrated water
vapour flux (black vectors), and temperature at 850 hPa (purple contours with interval 5 K). Here, SST front density is shown as pink shading

of TCWV, during the maximum intensification with the
smaller distance between the cyclones and the SST front
(Figure 3a), which enables moisture uptake from the warm
side of the SST front.

For both C1 and C2, the moisture transport increases
in the 12 hrs before the time of maximum intensification
(Figure 7a,b,d,e). At the time of maximum intensifica-
tion, the transport peaks around 400–500 km to the south-
southeast of the cyclone core (Figure 7b,e). At 12 hr after
maximum intensification, the strong moisture transport
persists, but occurs at a greater distance, approximately
600 km southeast of the cyclone centre (Figure 7c,f). The
cyclonic wrap-up of the warm sector is also evident in
TCWV as well as the moisture transport for both C1 and
C2, though more distinctly for C2 (Figure 7f).

Both C1 and C2 are characterised by similar average
large-scale precipitation. For C1, large-scale precipitation
increases gradually throughout the cyclone evolution
(Figure 8a–c). For C2, large-scale precipitation rate is gen-
erally higher (Figure 8d–f) than for C1 (Figure 8a–c),
however the average large-scale precipitation rate is sim-
ilar to C1, despite the higher availability of moisture
(compare Figure 7d–f with Figure 7a–c). Based on the
925 hPa wind speeds for the two categories, we conclude
that the cyclones of the two categories are rather simi-
lar, in terms of intensity. Surprisingly though, they result
in the same amount of precipitation, which could be due
to the isentropic ascent of the baroclinic moisture flux
that leads to higher precipitation (McTaggart-Cowan et al.,
2017). Based on the larger temperature gradient in C1
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

F I G U R E 8 As Figure 5, but showing evolution of cyclone-centred large-scale precipitation rate (blue shading, mm⋅day−1), convective
precipitation rate (black contours, mm⋅day−1), and temperature at 850 hPa (purple contours with interval 5 K). Here, SST front density is
shown as orange shading. Numbers in the top right of each panel represent the average large-scale/convective precipitation rate in the
composite domain in mm⋅day−1

(Figure 5a–c) than in C2 (Figure 5d–f), we hypothesise that
the increased isentropic upglide in C1 indeed results in
more precipitation compared to the sole contributions of
cyclone intensity and moisture availability, as described in
Pfahl et al. (2015).

Conversely, the convective precipitation for C2 is
higher (Figure 8d–f) than for C1 (Figure 8a–c), due to
higher TCWV (Figure 7d–f) and higher SSTs (compare
Figure 5d-f with Figure 5a–c). For both C1 and C2, the
highest convective precipitation rate coincides with the
time of maximum intensification (Figure 8b,e), exceeding
14 mm⋅day−1 for C2. A maximum of convective precip-
itation is observed during maximum intensification for

C1, when cyclones are typically closer to the SST front
(Figure 3a) and thus reside in a region with higher SSTs
(Figure 5b) and moisture (Figure 7b) than 12 hr previ-
ously and subsequently (Figure 5a,c). For C2, the cyclones
always stay on the warm and moist side of the SST front
and thus it is the increase in intensity that increases con-
vective precipitation.

Structurally, precipitation occurs in a relatively broad
region tracing the cyclone’s cold front in C1, whereas it is
more confined within the cyclone core in C2 (Figure 8a–f).
These structural differences of the cyclone are in line with
the findings of Pfahl et al. (2015), who compared the struc-
ture of cyclones in warmer and colder climates. Therefore,
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the difference in the spatial distribution of precipitation
most likely arises due to the higher SST in C2 (Figure 5f)
than in C1 (Figure 5c).

The decrease of TCWV with time in C3 is consistent
with the gradual propagation of cyclones over lower SSTs.
Maximum values of TCWV exceed 27 kg⋅m−2 up to the
time of maximum intensification and are located to the
southeast of the cyclone core within the cyclone’s warm
sector (Figure 7g,h). They decrease slightly until 12 hr
after maximum intensification when cyclones propagate
towards the cold side of the SST front (Figure 7i). This evo-
lution and location of the maximum values of TCWV is
similar to C1 and C2 (Figure 7b,e). However, the maximum
values of TCWV are observed in a south–north direction
and not from the southwest to the northeast as in C1 and
C2. Consistent with the TCWV, the largest moisture trans-
port also occurs to the southeast of the cyclone core and
has again a more meridional component, contrary to C1
and C2, where the transport is oriented from the southwest
to the northeast.

Similar to C2, the strongest convective precipitation in
C3 occurs during maximum intensification (Figure 8h).
At this point in time, cyclones in C3 are propagating over
regions of higher SSTs and, based on the higher wind
speed (Figure 5g,h), are stronger than at 12 hr prior to
maximum intensification. At 12 hr after maximum inten-
sification, convective precipitation is reduced, in line with
the cyclones propagating over lower SSTs (Figure 5i) com-
pared to 12 hr before (Figure 5h). Thus, more rapidly inten-
sifying cyclones propagating over regions with higher SSTs
are associated with higher convective precipitation.

Cyclones in C3 are associated with the highest average
large-scale precipitation (Figure 8g–i) rate among the three
categories, with the maximum average large-scale precip-
itation rate of 7.14 mm⋅day−1 occurring 12 hr after maxi-
mum intensification. The distribution of large-scale pre-
cipitation in C3 (Figure 8g–i) is similar to C1 (Figure 8a–c),
affecting a broader area around the cyclone core, which
is different from the locally confined distribution in C2
(Figure 8d–f). The fact that cyclones in C1 and C3 propa-
gate over regions with lower SSTs (Figure 6c,i) than in C2
(Figure 6f) during this later stage of development further
supports the connection between the SST and the spatial
distribution of precipitation. The observation that C3 fea-
tures the highest precipitation is also consistent with the
higher intensification (Figures 3b and 8i), high wind speed
(Figure 5i), and stronger surface heat fluxes (Figure 6i)
than in the other categories.

Contrary to C1 and C2, the maximum of large-scale
precipitation for C3 at 12 hr after maximum intensifica-
tion is located to the north-northwest of the cyclone core
(Figure 8i), which is consistent with the more wrapped-up
structure of the cyclones in C3 than in C1 and C2 (compare

Figures 6c,f,i). This structure indicates a faster develop-
ment of cyclones in C3, consistent with cyclones reach-
ing their maximum intensity sooner after their maximum
intensification than in the other categories (Figure 4a–c).
Given that all cyclones passed their time of maximum
intensification, it is likely that they feature an occlusion,
which is commonly associated with a maximum in pre-
cipitation (Sanders, 1986; Martin, 1998). The more rapid
wrap-up and occlusion process in C3 than in C1 and C2
explains the increased precipitation.

Overall, the features in large-scale precipitation for C3
can be seen as a combination of C1 and C2. For C1, we
concluded that the larger temperature gradient than in C2
mainly explains the increased precipitation, whereas for
C2 it is mainly the higher values of TCWV that contribute
to the increased precipitation. With both cyclone strength
and moisture availability resulting in increased large-scale
precipitation (Pfahl and Sprenger, 2016), it is straightfor-
ward that C3 has higher values than C1 and C2 due to
the cyclones in C3 being both stronger (Figure 5g–i) and
featuring higher TCWV (Figure 7g–i) than C1 and C2.

3.5 Cyclone-relative geopotential
and wind at 300 hPa

Cyclones in C2 evolve at a greater distance from the cli-
matological position of the North Atlantic jet compared
to the other categories (Figures 1a and 2b–d). Consis-
tently, cyclones of C2 are associated with the lowest wind
speed maximum at 300 hPa during maximum intensifica-
tion (Figure 9e). The structure in the geopotential field
indicates a gradual development of an upper-level trough
in the northwest quadrant and a corresponding shift in the
position of the wind maximum to the south (Figure 9d–f).

Compared to C2, cyclones of C1 and C3 propagate at
a smaller distance from the North Atlantic jet (Figures 1a
and 2b,d). Consequently, the isohypses are distributed
tighter than in C2 (Figure 9a–c,g–i) and feature a jet
streak of 50–60 m⋅s−1 to the southwest of the cyclone cen-
tre. While all categories are associated with a trough at
300 hPa, this trough is much more pronounced in C1 and
C3 than in C2 (Figure 9).

Cyclones in C1 are associated with the strongest jet
and most pronounced upper-level trough among the three
categories, with cyclones being located near the left exit
of the jet (Figure 9a–c), a position favourable for the
increase of large-scale precipitation via forced ascent
(e.g., Johnson and Daniels, 1954; Brown et al., 1994;
Milrad, 2017). The upper-level forcing is thus a plausi-
ble explanation for why cyclones in C1 and C2 produce
a similar area-averaged precipitation rate (Figure 8a–f),
although considerably more moisture is available for C2
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(b) (c)

(d) (e) (f)

(g) (h) (i)

(a)

F I G U R E 9 As Figure 5, but showing evolution of cyclone-centred SST front density (yellow shading, in 10−5km−1), wind speed at
300 hPa (blue-red shading, m⋅s−1) and geopotential height at 300 hPa (grey contours with interval 5 gpdm). Here, SST front density is shown
as yellow shading

(Figure 7a–f). We thus confirm the previously highlighted
(e.g., Uccellini, 1990; Riviere and Joly, 2006; Milrad, 2017)
contribution of the upper-level forcing to cyclone intensifi-
cation and increased average large-scale precipitation rate
for cyclones in C1. The average large-scale precipitation
rate in C2 can be related to the higher moisture availability,
in line with previous studies (e.g., Field and Wood, 2007;
Pfahl and Sprenger, 2016).

4 DISCUSSION
AND CONCLUDING REMARKS

We classified cyclones in the Gulf Stream region with
respect to their propagation relative to the SST front, which
we detected automatically using an established algorithm
that was originally developed to identify atmospheric front

lines. We considered cyclones which stay either on the
cold (C1) or warm (C2) side of the SST front, and those
crossing the SST front from the warm to the cold side
(C3). A high density of cyclone tracks associated with the
North Atlantic storm track (Figure 2a) coincides with the
region of the highest SST front density (Figure 1a). To
compare the characteristics of cyclones following different
tracks relative to the SST front, we performed a composite
analysis around the time of maximum intensification. We
use composites to analyse the respective roles of the SST
front, the land–sea contrast, and the upper-level forcing on
cyclone development.

Cyclones in C1 and C3 intensify more rapidly than
cyclones in C2 (Figure 3b). Cyclones in C1 and C3 fre-
quently form over land (Figure 2b–d) and propagate closer
to the continent during their evolution than cyclones in
C2 (Figure 5). Thus, they commonly include continental
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air masses in their cold sector (Figure 5a,g). The conti-
nental air mass provides additional baroclinicity which
is conducive for cyclone intensification. Cyclones in C1
propagate closer to the land, yet at a greater distance from
the SST front than cyclones in C3. However, for most
of the evolution, low-level baroclinicity is lower around
C3 cyclones than around C1 cyclones. This comparison
between C1 and C3 suggests that the role of the SST front
is secondary compared to that of the land–sea contrast for
the low-level baroclinicity. Nevertheless, cyclones of C3
deepen most rapidly on average and feature the highest
fraction of explosive cyclones. Based on the rather simi-
lar orientation of the upper-level wave in C1 and C3, we
relate the more rapid intensification for cyclones in C3
to the increased latent heat release within the cyclones’
warm conveyor belt, as cyclones in C3 are associated with
the highest average large-scale precipitation rate among
the three categories (Figure 8).

Contrary to cyclones of C1 and C3, cyclones of C2
remain distant from both the SST front and the conti-
nent (Figures 2c and 5d–f) resulting in a less pronounced
temperature gradient across the cyclone. In addition, C2
cyclones are typically furthest away from the upper-level
jet and associated with the least pronounced trough. They
thus receive considerably less upper-level forcing than C1
and C3 cyclones, which both develop in the left exit region
of a pronounced jet.

Cyclones for all categories reach their maximum sur-
face heat fluxes 12 hr after their maximum intensification
(Figure 6c,f,i), the time when they tend to reach their maxi-
mum intensity. Cyclones of C1 and C3 are associated with a
pronounced dipole structure in the sensible heat flux, with
positive (negative) values to the west (east) of the cyclone
core, which is absent for cyclones of C2 (Figure 6a–c,h,i).
This dipole structure is detrimental to cyclone intensifica-
tion as it reduces baroclinicity and thus available potential
energy in the cyclone. However, cyclones of C1 and C3 are
still associated with a higher intensification than cyclones
in C2 (Figure 3b). Thus, the intensification of cyclones
is not directly associated with the surface heat fluxes.
Instead, the strength of the surfaces fluxes is closely tied
to the different pathways of the cyclones and in particular
the proximity to the SST front and the cold continent.

We find convective precipitation to be closely related
to the SSTs under the cyclone. For example, convective
precipitation is strongest for C2, in which the cyclones
propagate over the highest SSTs (Figure 5d–f). Further, for
C3, convective precipitation evolves parallel to the SSTs.
Before maximum intensification (Figure 8d,e,g,h), SSTs
and convective precipitation are both most intense, and
both decrease in tandem with the cyclone crossing the SST
fronts. As this relation between SSTs and convective pre-
cipitation holds for all our categories, we conclude that

convective precipitation is strongly modulated by the abso-
lute SST, independent of whether or not the cyclones cross
the SST front.

Strongest average large-scale precipitation is associ-
ated with cyclones in C3. Cyclones in this category are
the most intense as measured by 925 hPa wind speeds,
and have available nearly as much moisture as cyclones
in C2. However, the average large-scale precipitation for
C1 and C2 are rather similar, despite the larger moisture
availability in C2 (Figure 8a–f). Thus, C2 seems to be less
efficient than C1 in making use of the available moisture.
We identified two likely reasons for this reduced efficiency.
First, cyclones in C1 intensify more due to considerably
stronger upper-level forcing than in C2. Second, tempera-
ture gradients across C2 cyclones are smaller than across
C1 cyclones, which implies a reduced isentropic upglide.
We consequently hypothesize that low-level baroclinicity
might be an additional factor determining precipitation
intensity, in addition to moisture availability and cyclone
intensity as documented by Pfahl and Sprenger (2016). Our
hypothesis is supported by McTaggart-Cowan et al. (2017)
who document that the strongest precipitation in a cyclone
is co-located with the strongest moist isentropic upglide.

Overall, we identified that the land–sea contrast has
a clear influence on cyclone intensification in the Gulf
Stream region for cyclones staying to the north of the
SST front (C1) through increased low-level baroclinicity.
For cyclones crossing the SST front from the warm to the
cold side (C3), low-level baroclinicity is slightly weaker
than in C1, but is nevertheless attributable to both the
land–sea contrast and the SST front. Furthermore, both C1
and C3 are associated with stronger upper-level forcing,
which contributes to cyclone intensification in addition
to the low-level baroclinicity. However, given the specific
geographic features of the western North Atlantic, a gener-
alisation of our results to SST fronts associated with other
western boundary currents is not straightforward. There-
fore, a similar study should be conducted for the Kuroshio
Extension region. The cold continental air masses in the
West Pacific are located further away from the SST front
than in the Gulf Stream region. This would allow us to
further assess the relative role of the land–sea contrast
and the SST front for cyclone intensification in these two
regions with the strongest western boundary currents in
the Northern Hemisphere.
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APPENDIX

Namelists used when running the cyclone detection and
tracking algorithm

T A B L E A1 Values of the parameters for the detection and
tracking namelists used by the algorithm (Murray and
Simmonds, 1991a; 1991b; Michel et al., 2018)

Cyclone detection

ni, nj 301 drmx1 0.7 fccmn 0.0

rproj 150 drmx2 0.3 cvarad 1.25

rdiff 2.0 itmx1, itmx2 10 nrrdir 18

rdifz 2.0 diflt1, diflt2 2.0 rdincr 0.25

iopmxc 1 cmnh, cmnc 0.0 sphtrg .false.

istmxc 11 cmnc1 0.5 rdpgrd 5.0

nshell 12 cmnc2 1.3 npgdir 12

mscrn 2 dpmn 0.1 ftopeq 0.005

sdrmx 10 zsmax 1000 cmncw 2.0

Tracking

irevmx 400 refdt 0.25 qmxnew 0.75

wsteer 0.6 wpten 0.3 qmxopn 0.75

fsteer 2.0 wmotn 1.0 qmxwek 0.5

asteer 0.5 rcprob 12.0 rpbell 0.5


