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#### Abstract

The spectral distribution $f(\omega)$ of a stationary time series $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ can be used to investigate whether or not periodic structures are present in $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$, but $f(\omega)$ has some limitations due to its dependence on the autocovariances $\gamma(h)$. For example, $f(\omega)$ can not distinguish white i.i.d. noise from GARCH-type models (whose terms are dependent, but uncorrelated), which implies that $f(\omega)$ can be an inadequate tool when $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ contains asymmetries and nonlinear dependencies.

Asymmetries between the upper and lower tails of a time series can be investigated by means of the local Gaussian autocorrelations introduced in Tjøstheim and Hufthammer [2013], and these local measures of dependence can be used to construct the local Gaussian spectral density presented in this paper. A key feature of the new local spectral density is that it coincides with $f(\omega)$ for Gaussian time series, which implies that it can be used to detect non-Gaussian traits in the time series under investigation. In particular, if $f(\omega)$ is flat, then peaks and troughs of the new local spectral density can indicate nonlinear traits, which potentially might discover local periodic phenomena that remain undetected in an ordinary spectral analysis.
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[^0]
## 1 Introduction

Spectral analysis is an important tool in time series analysis. In its classical form, assuming $\sum|\gamma(h)|<\infty$, the spectral density function of a stationary times series $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ is the Fourier transform of the autocovariances $\left\{\gamma(h)=\operatorname{Cov}\left(Y_{t+h}, Y_{t}\right)\right\}_{h \in \mathbb{Z}}$. Furthermore, since $\gamma(h)=\operatorname{Var}\left(Y_{t}\right) \cdot \rho(h)$, with $\rho(h)$ the autocorrelations, this can be expressed as:

$$
\begin{equation*}
f(\omega):=\sum_{h \in \mathbb{Z}} \gamma(h) \cdot e^{-2 \pi i \omega h}=\operatorname{Var}\left(Y_{t}\right) \cdot \sum_{h \in \mathbb{Z}} \rho(h) \cdot e^{-2 \pi i \omega h} . \tag{1}
\end{equation*}
$$

The connection $\operatorname{Var}\left(Y_{t}\right)=\int_{-1 / 2}^{1 / 2} f(\omega) \mathrm{d} \omega$ follows from the inverse Fourier transformation, and this reveals how $f(\omega)$ gives a decomposition of the variance over different frequencies. In particular, the spectral density function $f(\omega)$ captures the components of periodic linear structure decomposed over frequency for $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$, and the peaks and troughs of $f(\omega)$ can thus reveal important features of the time series under investigation.

Nonlinear dependencies between the terms of a time series $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ will however not be reflected in the spectral density $f(\omega)$, since it is the linear dependencies that are detected by the autocovariance functions $\gamma(h)$. The most obvious example is the GARCH model from Bollerslev [1986]. The GARCH model is much used in econometrics, and it is well known that this model in general exhibits dependence over many lags (long range dependence). But this dependence is not captured by the autocovariance function, since $\gamma(h)$ is zero for lags $|h| \geq 1$. This again implies that the spectral density is flat for a GARCH model.

An estimate of $f(\omega)$ based on samples from, for example, a $\operatorname{GARCH}(1,1)$-model will then, as seen in the left panel of Figure 1, not reveal any information at all. An investigation based on the method presented in this paper can however detect the nonlinear structure as seen in the right panel of Figure 1, where a point in the lower tail has been inspected.

One may ask whether there exist classes of processes for which the spectral density gives complete information about the probabilistic dependence structure. The answer is simple:


Figure 1: Left: Estimated ordinary (variance-rescaled) spectral density based on a $\operatorname{GARCH}(1,1)$-example. Right: Estimated local Gaussian spectral density at a point in the lower tail. See Appendix G. 2 for details regarding the underlying data.

If $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ is a stationary Gaussian process, then its complete distributional dependence structure (assuming a zero mean process) can be set up in terms of its spectral density. This is in fact a starting point for the Whittle-type likelihood in time series analysis.

This paper is concerned with finding a generalization of Equation (1) that enables the investigation of nonlinear structures in general non-Gaussian stationary processes. This will be based on a local approach using Gaussian approximations, which ensures the desirable property that the ordinary spectral density is returned for a Gaussian process.

A number of attempts have been made in the literature to extend the standard spectral density $f(\omega)$, and these can roughly be divided into three categories.

Perhaps the best known, and probably the procedure going furthest back in time, is represented by the higher order spectra; see Brillinger [1984, 1991]; Tukey [1959]. The formula for the ordinary spectral density $f(\omega)$ from Equation (1) is then supplemented by considering the Fourier transformations of the higher order moments (or cumulants), such as $\mathrm{E}\left[Y_{r} Y_{s} Y_{t}\right]$ resulting in the bispectrum depending on a double set of frequencies and $\mathrm{E}\left[Y_{r} Y_{s} Y_{t} Y_{u}\right]$ producing the trispectrum dependent on a triple of frequencies. These cumulant-based higher order spectra are identical to zero for Gaussian processes. The multi-
frequency dependence of the bispectrum and trispectrum is not always easy to interpret, and one may also question the existence of higher order moments; in econometrics thick tails often makes this into an issue.

Another approach is to replace $\gamma(h)$ in Equation (1) by another measure of dependence as a function of $h$. Recently there has been much activity in constructing an alternative to Equation (1) by considering covariances of a stationary process obtained by describing quantile crossings, see Hagemann [2011] for a well-written introduction and many references. This is a local spectrum in the sense that it varies with the chosen quantile. It is not always possible to give a local periodic frequency interpretation as in Equation (1), but Li [2012c] emphasized a local sinusoidal construction by analogy with quantile regression models. See also Han et al. [2016]; Li [2008, 2010a,b,c, 2012a,b, 2014]; Linton and Whang [2007]. These approaches does usually not recover the ordinary spectrum for the Gaussian processes. This loss of recovery is also the case if a local spectrum is constructed on the basis of the so-called conditional correlation function (Silvapulle and Granger [2001]). Still another viewpoint would be obtained in a spectral analysis of the distance Brownian covariance function Székely and Rizzo [2009].

A third alternative is constituted by Hong's generalized spectrum, see Hong [1999, 2000], which is obtained by replacing the covariance function $\gamma(h)$ in Equation (1) by the bivariate covariance function $\sigma_{h}(u, v)$ constructed by taking covariances between the characteristic function expressions $\exp \left(i u Y_{t+h}\right)$ and $\exp \left(i v Y_{h}\right)$. Again, this gives a complete distributional characterization of dependence properties, but so far not much attention has been given to concrete data analytic interpretation of this frequency representation. Rather, it has been used to test for independence, conditional independence and predictability Li et al. [2016]; Wang and Hong [2018].

The new approach presented in this paper follows the strategy where the $\gamma(h)$ of Equation (1) is replaced by another dependence measure, that is, the local Gaussian autocorrelation introduced in Tjøstheim and Hufthammer [2013], see Lacal and Tjøstheim [2017, 2018] for a number of recent references. The definition of the local Gaussian autocorrelation is given in section 2.1, but the gist of it can be described as follows: The joint distribution of $\left(Y_{t+h}, Y_{t}\right)$ is approximated locally at a point $\boldsymbol{v}$, say, by a Gaussian bivariate distribution - and the correlation parameter from this approximating Gaussian distribution is then taken as the local Gaussian autocorrelation $\rho_{\boldsymbol{v}}(h)$ at the point $\boldsymbol{v}$. If $\sum\left|\rho_{\boldsymbol{v}}(h)\right|<\infty$, the local Gaussian spectral density at the point $\boldsymbol{v}$ can be defined in the following manner,

$$
\begin{equation*}
f_{\boldsymbol{v}}(\omega):=\sum_{h=-\infty}^{\infty} \rho_{\boldsymbol{v}}(h) \cdot e^{-2 \pi i \omega h} \tag{2}
\end{equation*}
$$

This enables a local frequency decomposition with different frequency representations at different points $\boldsymbol{v}$, for example, different oscillatory behaviour at extremes (cf. also the extremogram of Davis and Mikosch [2009]) as compared to oscillatory behaviour in the center of the process. The point $\boldsymbol{v}$ will naturally correspond to a pair of quantiles, but this concept is distinctly different from the quantile spectra referred to above in that it considers a neighbourhood of $\boldsymbol{v}$ and not $\boldsymbol{v}$ as a threshold. Moreover, this approach returns a scaled version of the ordinary spectrum when a Gaussian process is investigated, with equality when $\operatorname{Var}\left(Y_{t}\right)=1$.

Due to issues related to numerical convergence, the estimates presented in this paper will be based on an initial normalization of $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$, and for the normalized processes the correlation $\rho(h)$ will always equal the covariance $\gamma(h)$. All references to $f(\omega)$ will henceforth refer to the spectral density of a normalized process, that is, $f(\omega)$ will now refer to the
following rescaled version instead of the one given in Equation (1),

$$
\begin{equation*}
f(\omega):=\sum_{h \in \mathbb{Z}} \rho(h) \cdot e^{-2 \pi i \omega} . \tag{3}
\end{equation*}
$$

For the normalized processes, $f(\omega)$ and $f_{\boldsymbol{v}}(\omega)$ will by construction be identical for Gaussian time series, and a comparison of the ordinary spectrum $f(\omega)$ and the local Gaussian spectrum $f_{v}(\omega)$ can thus be used to investigate at a local level how a non-Gaussian time series deviates from being Gaussian.

Much more details of this framework is given in section 2. This section also contains the asymptotic theory with detailed proofs in the Supplementary Material. The real and simulated examples of section 3 show that local spectral estimates can detect local periodic phenomena and detect nonlinearities in non-Gaussian white noise. Note that the scripts needed for the reproduction of these examples are contained in the R-package localgaussSpec, ${ }^{1}$ where it in addition is possible to use an interactive tool to see how adjustments of the input parameters (used in the estimation algorithms) influence the estimates of $f_{\boldsymbol{v}}(\omega)$.

The theory developed in this paper can be extended to the multivariate case, see Jordanger and Tjøstheim [2017] .

## 2 Local Gaussian spectral densities

The local Gaussian correlation (LGC) was introduced in Tjøstheim and Hufthammer [2013], with theory that showed how it could be used to estimate the local Gaussian autocorrelations for a time series. It has been further developed in a number of papers, primarily Lacal and Tjøstheim [2017, 2018], but see also Berentsen et al. [2017, 2014a]; Berentsen and Tjøstheim [2014]; Berentsen et al. [2014b]; Otneim and Tjøstheim [2017, 2018]; Støve

[^1]and Tjøstheim [2014]; Støve et al. [2014] for related issues. In Tjøstheim and Hufthammer [2013] the possibility of developing a local Gaussian spectral analysis was briefly mentioned, and this is the topic of the present paper.

This section gives a brief summary of the local Gaussian autocorrelations, and use them to define the local Gaussian spectral density for strictly ${ }^{2}$ stationary univariate time series $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$, and give estimators with a corresponding asymptotic theory.

### 2.1 The local Gaussian correlations

Details related to the estimation regime, and asymptotic properties, can be found in Appendix B.1.2 in the Supplementary Material. Note that other approaches to the concept of local Gaussian correlation also have been investigated, cf. Berentsen et al. [2017] for details.

### 2.1.1 Local Gaussian correlation, general version

Consider a bivariate random variable $\boldsymbol{W}=\left(W_{1}, W_{2}\right)$ with joint $\operatorname{cdf} G(\boldsymbol{w})$ and joint pdf $g(\boldsymbol{w})$. For a specified point $\boldsymbol{v}:=\left(v_{1}, v_{2}\right)$, the main idea is to find the bivariate Gaussian distribution whose density function best approximates $g(\boldsymbol{w})$ in a neighbourhood of the point of interest. The LGC will then be defined to be the correlation of this local Gaussian approximation.

For the purpose of this investigation, the vector containing the five local parameters $\mu_{1}$, $\mu_{2}, \sigma_{1}, \sigma_{2}$ and $\rho$ will be denoted by $\boldsymbol{\theta}=\boldsymbol{\theta}(\boldsymbol{v}),{ }^{3}$ and the approximating bivariate Gaussian density function at the point $\boldsymbol{v}$ will be denoted $\psi(\boldsymbol{w} ; \boldsymbol{\theta})$, that is,

$$
\begin{equation*}
\psi(\boldsymbol{w} ; \boldsymbol{\theta}):=\frac{1}{2 \pi \cdot \sigma_{1} \sigma_{2} \sqrt{1-\rho^{2}}} \cdot \exp \left\{-\frac{\sigma_{1}^{2}\left(w_{1}-\mu_{1}\right)^{2}-2 \sigma_{1} \sigma_{2} \rho\left(w_{1}-\mu_{1}\right)\left(w_{2}-\mu_{2}\right)+\sigma_{2}^{2}\left(w_{2}-\mu_{2}\right)^{2}}{2 \sigma_{1}^{2} \sigma_{2}^{2}\left(1-\rho^{2}\right)}\right\} . \tag{4}
\end{equation*}
$$

[^2]In order for $\psi(\boldsymbol{w} ; \boldsymbol{\theta})$ to be considered a good approximation of $g(\boldsymbol{w})$ in a neighbourhood of the point $\boldsymbol{v}$, it should at least coincide with $g(\boldsymbol{w})$ at $\boldsymbol{v}$, and it furthermore seems natural to require that the tangent planes should coincide too, that is,

$$
\begin{align*}
& g(\boldsymbol{v})=\psi(\boldsymbol{v} ; \boldsymbol{\theta}),  \tag{5a}\\
& \frac{\partial}{\partial w_{1}} g(\boldsymbol{v})=\frac{\partial}{\partial w_{1}} \psi(\boldsymbol{v} ; \boldsymbol{\theta}) \text { and } \frac{\partial}{\partial w_{2}} g(\boldsymbol{v})=\frac{\partial}{\partial w_{2}} \psi(\boldsymbol{v} ; \boldsymbol{\theta}) . \tag{5b}
\end{align*}
$$

It is easy to verify analytically that a solution $\boldsymbol{\theta}$ can be found for any point $\boldsymbol{v}$ where $g(\boldsymbol{w})$ is smooth — but these solutions are not unique: $\psi(\boldsymbol{w} ; \boldsymbol{\theta})$ and $\psi\left(\boldsymbol{w} ; \boldsymbol{\theta}^{\prime}\right)$ can have the same first order linearization around the point $\boldsymbol{v}$, without $\boldsymbol{\theta}$ being identical to $\boldsymbol{\theta}^{\prime}$. It is tempting to extend Equation (5) to also include similar requirements for the second order partial derivatives, but the system of equations will then in general have no solution.

This shows that it, in order to find the local Gaussian parameters in $\boldsymbol{\theta}$, is insufficient to only consider requirements at $\boldsymbol{v}$, it is necessary to apply an argument that also takes into account a neighbourhood around $\boldsymbol{v}$. Applying the approach used when estimating densities in Hjort and Jones [1996], one can consider a $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$limit of parameters $\boldsymbol{\theta}_{\boldsymbol{b}}=\boldsymbol{\theta}_{\boldsymbol{b}}(\boldsymbol{v})$ that minimize the penalty function

$$
\begin{equation*}
q_{b}=\int K_{\boldsymbol{b}}(\boldsymbol{w}-\boldsymbol{v})[\psi(\boldsymbol{w} ; \boldsymbol{\theta})-g(\boldsymbol{w}) \log (\psi(\boldsymbol{w} ; \boldsymbol{\theta}))] \mathrm{d} \boldsymbol{w} \tag{6}
\end{equation*}
$$

where $K_{\boldsymbol{b}}(\boldsymbol{w}-\boldsymbol{v})$ is a kernel function with bandwidth $\boldsymbol{b}$. As explained in Hjort and Jones [1996, Section 2.1], this can be interpreted as a locally weighted Kullback-Leibler distance between the targeted density $g(\boldsymbol{w})$ and the approximating density $\psi(\boldsymbol{w} ; \boldsymbol{\theta})$. An optimal parameter configuration $\boldsymbol{\theta}_{\boldsymbol{b}}$ for Equation (6) should solve the vector equation

$$
\begin{equation*}
\int K_{\boldsymbol{b}}(\boldsymbol{w}-\boldsymbol{v}) \boldsymbol{u}(\boldsymbol{w} ; \boldsymbol{\theta})[\psi(\boldsymbol{w} ; \boldsymbol{\theta})-g(\boldsymbol{w})] \mathrm{d} \boldsymbol{w}=\mathbf{0} \tag{7}
\end{equation*}
$$

where $\boldsymbol{u}(\boldsymbol{w} ; \boldsymbol{\theta}):=\frac{\partial}{\partial \boldsymbol{\theta}} \log (\psi(\boldsymbol{w} ; \boldsymbol{\theta}))$ is the score function of the approximating density $\psi(\boldsymbol{w} ; \boldsymbol{\theta})$. There will, under suitable assumptions Hjort and Jones [1996]; Tjøstheim and Hufthammer
[2013], be a unique limiting solution of Equation (7), that is,

$$
\begin{equation*}
\boldsymbol{\theta}_{0}=\boldsymbol{\theta}_{0}(\boldsymbol{v})=\lim _{\boldsymbol{b} \rightarrow \mathbf{0}^{+}} \boldsymbol{\theta}_{\boldsymbol{b}}(\boldsymbol{v}) \tag{8}
\end{equation*}
$$

will be well-defined, ${ }^{4}$ and the $\rho$-part of the $\boldsymbol{\theta}_{0}$-vector can be used to define a LGC at the point $\boldsymbol{v}$.

For the special case where $g(\boldsymbol{w})$ is a bivariate normal distribution, that is, when

$$
\boldsymbol{W} \sim \mathrm{N}\left(\left[\begin{array}{l}
\mu_{1}  \tag{9}\\
\mu_{1}
\end{array}\right],\left[\begin{array}{cc}
\sigma_{1}^{2} & \sigma_{1} \sigma_{2} \rho \\
\sigma_{1} \sigma_{2} \rho & \sigma_{2}^{2}
\end{array}\right]\right)
$$

then, for any point $\boldsymbol{v}$ and any bandwidth $\boldsymbol{b}$, the parameters $\boldsymbol{\theta}_{\boldsymbol{b}}$ that gives the optimal solution of Equation (7) will be the parameters given in Equation (9). The limit $\boldsymbol{\theta}_{0}$ in Equation (8) will thus of course also be these parameters, which implies that the LGC coincides with the global parameter $\rho$ at all points in the Gaussian case. The interested reader should consult Tjøstheim and Hufthammer [2013, p. 33] for further details/remarks that motivates the use of the LGC.

An estimate of the local Gaussian parameters $\boldsymbol{\theta}_{0}(\boldsymbol{v})$ in Equation (8) can, for a given bivariate sample $\left\{\boldsymbol{W}_{t}\right\}_{t=1}^{n}$ and some reasonable bandwidth $\boldsymbol{b}$, be found as the parametervector $\hat{\boldsymbol{\theta}}_{\boldsymbol{b}}(\boldsymbol{v})$ that maximizes the local log-likelihood ${ }^{5}$

$$
\begin{equation*}
L_{n}(\boldsymbol{\theta}):=n^{-1} \sum_{t=1}^{n} K_{\boldsymbol{b}}\left(\boldsymbol{W}_{t}-\boldsymbol{v}\right) \log \psi\left(\boldsymbol{W}_{t} ; \boldsymbol{\theta}\right)-\int_{\mathbb{R}^{2}} K_{\boldsymbol{b}}(\boldsymbol{w}-\boldsymbol{v}) \psi(\boldsymbol{w} ; \boldsymbol{\theta}) \mathrm{d} \boldsymbol{w} \tag{10}
\end{equation*}
$$

The asymptotic behaviour of $\hat{\boldsymbol{\theta}}_{\boldsymbol{b}}(\boldsymbol{v})$ (as $n \rightarrow \infty$ and $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$) is in Tjøstheim and Hufthammer [2013] investigated by entities derived from a local penalty function $Q_{n}(\boldsymbol{\theta})$ defined as $-n \cdot L_{n}(\boldsymbol{\theta})$, that is,

$$
\begin{equation*}
Q_{n}(\boldsymbol{\theta})=-\sum_{t=1}^{n} K_{\boldsymbol{b}}\left(\boldsymbol{W}_{t}-\boldsymbol{v}\right) \log \psi\left(\boldsymbol{W}_{t} ; \boldsymbol{\theta}\right)+n \int_{\mathbb{R}^{2}} K_{\boldsymbol{b}}(\boldsymbol{w}-\boldsymbol{v}) \psi(\boldsymbol{w} ; \boldsymbol{\theta}) \mathrm{d} \boldsymbol{w} \tag{11}
\end{equation*}
$$

[^3]The key ingredient in the analysis is the corresponding vector of partial derivatives,

$$
\begin{equation*}
\nabla Q_{n}(\boldsymbol{\theta})=-\sum_{t=1}^{n}\left[K_{\boldsymbol{b}}\left(\boldsymbol{W}_{t}-\boldsymbol{v}\right) \boldsymbol{u}\left(\boldsymbol{W}_{t} ; \boldsymbol{\theta}\right)-\int_{\mathbb{R}^{2}} K_{\boldsymbol{b}}(\boldsymbol{w}-\boldsymbol{v}) \boldsymbol{u}(\boldsymbol{w} ; \boldsymbol{\theta}) \psi(\boldsymbol{w} ; \boldsymbol{\theta}) \mathrm{d} \boldsymbol{w}\right] \tag{12}
\end{equation*}
$$

and, as will be seen later on, the asymptotic investigation of the local Gaussian spectral density $f_{\boldsymbol{v}}(\omega)$ introduced in this paper does also build on this entity.

Notice that the bias-variance balance of the estimate $\hat{\boldsymbol{\theta}}_{\boldsymbol{b}}(\boldsymbol{v})$ depends on the bandwidthvector $\boldsymbol{b}$, and an estimate based on a $\boldsymbol{b}$ too close to $\mathbf{0}$ might thus be dubious. However, it can still be of interest (for a given sample) to compare estimates $\hat{\boldsymbol{\theta}}_{\boldsymbol{b}}(\boldsymbol{v})$ for different scales of $\boldsymbol{b}$ in order to see how they behave.

Since the goal is to estimate $\boldsymbol{\theta}_{0}(\boldsymbol{v})$, it is of course important to find $\hat{\boldsymbol{\theta}}_{\boldsymbol{b}}(\boldsymbol{v})$ for not too large bandwidth-vectors $\boldsymbol{b}$ - but it might still be of interest to point out how Equation (10) behaves in the "global limit $\boldsymbol{b} \rightarrow \infty=(\infty, \infty)$ ". In this case the second term goes to zero, and the parameter-vector $\hat{\boldsymbol{\theta}}_{\infty}(\boldsymbol{v})$ that maximizes the first term becomes the ordinary (global) least squares estimates of a global parameter vector $\boldsymbol{\theta}$ which contains the ordinary means, variances and correlation.

### 2.1.2 Local Gaussian correlation, normalized version

The algorithm that estimates the LGC (see Berentsen and Tjøstheim [2014] for an Rimplementation) can run into problems if the data under investigation contain outliers that is, the numerical convergence might not succeed for points $\boldsymbol{v}$ in the periphery of the data. It is possible to counter this problem by removing the most extreme outliers, but an alternative strategy based on normalization will be applied instead.

The key observation is that the numerical estimation problem does not occur when the marginal distributions are standard normal - which motivates an adjusted strategy similar to the copula-concept from Sklar [1959]. Sklar's theorem gives the existence of a copula $C\left(u_{1}, u_{2}\right)$ such that the joint $\operatorname{cdf} G(\boldsymbol{w})$ can be expressed as $C\left(G_{1}\left(w_{1}\right), G_{2}\left(w_{2}\right)\right)$,
with $G_{i}\left(w_{i}\right)$ the marginal cdf corresponding to $W_{i}$. This copula $C$ contains all the interdependence information between the two marginal random variables $W_{1}$ and $W_{2}$, it will be unique when the two margins are continuous, and it will then be invariant under strictly increasing transformations of the margins. ${ }^{6}$ Under this continuity assumption, the random variable $\boldsymbol{W}=\left(W_{1}, W_{2}\right)$ will have the same copula as the transformed random variable $\boldsymbol{Z}:=\left(\Phi^{-1}\left(G_{1}\left(W_{1}\right)\right), \Phi^{-1}\left(G_{2}\left(W_{2}\right)\right)\right)$, where $\Phi$ is the cdf of the standard normal distribution - whose corresponding pdf as usual will be denoted by $\phi .{ }^{7}$ This transformed version of $\boldsymbol{W}$ has standard normal margins, so the LGC-estimation algorithm will not run into numerical problems - which motivates the following alternative approach to the definition of LGC: Instead of finding a Gaussian approximation of the pdf $g(\boldsymbol{w})$ (of the original random variable $\boldsymbol{W})$ at a point $\boldsymbol{v}$, find a Gaussian approximation of the $\operatorname{pdf} g_{\boldsymbol{Z}}(\boldsymbol{z})$ of the transformed random variable $\boldsymbol{Z}$ at a transformed point $\boldsymbol{v}_{\boldsymbol{Z}}$. Expressed relative to the pdf $c$ of the copula $C$, this means that the setup in Equation (13b) below will be used instead of the setup in Equation (13a).

$$
\begin{align*}
g(\boldsymbol{w}) & =c\left(G_{1}\left(w_{1}\right), G_{2}\left(w_{2}\right)\right) g_{1}\left(w_{1}\right) g_{2}\left(w_{2}\right) & & \text { approximate at } \boldsymbol{v}=\left(v_{1}, v_{2}\right)  \tag{13a}\\
g_{\boldsymbol{Z}}(\boldsymbol{z}) & =c\left(\Phi\left(z_{1}\right), \Phi\left(z_{2}\right)\right) \phi\left(z_{1}\right) \phi\left(z_{2}\right) & & \text { approximate at } \boldsymbol{v}_{\boldsymbol{Z}}:=\left(\Phi^{-1}\left(G_{1}\left(v_{1}\right)\right), \Phi^{-1}\left(G_{2}\left(v_{2}\right)\right)\right) . \tag{13b}
\end{align*}
$$

The normalized version of the LGC will return values that differ from those obtained from the general LGC-version introduced in section 2.1.1, but the two versions coincide when the random variable $\boldsymbol{W}$ is bivariate Gaussian. The transformed random variable $\boldsymbol{Z}$ corresponding to the $\boldsymbol{W}$ from Equation (9) will then be $\boldsymbol{Z}=\left(\left(W_{1}-\mu_{1}\right) / \sigma_{1},\left(W_{2}-\mu_{2}\right) / \sigma_{2}\right)$,

[^4]which implies
\[

\boldsymbol{Z} \sim \mathrm{N}\left(\left[$$
\begin{array}{l}
0  \tag{14}\\
0
\end{array}
$$\right],\left[$$
\begin{array}{ll}
1 & \rho \\
\rho & 1
\end{array}
$$\right]\right)
\]

so the normalized LGC will thus also coincide with the global parameter $\rho$ at all points.
The convergence rate for the estimates is rather slow for the LGC cases discussed above (it is $\sqrt{n\left(b_{1} b_{2}\right)^{3}}$ ), and that is due to the kernel function $K_{b}$ in Equation (6). Briefly summarized, the $5 \times 5$ covariance matrix of the estimate $\hat{\boldsymbol{\theta}}_{\boldsymbol{b}}$ will have the form $V_{\boldsymbol{b}}^{-1} W_{\boldsymbol{b}} V_{\boldsymbol{b}}^{-1}$, the presence of the kernel $K_{\boldsymbol{b}}$ means that the matrices $V_{\boldsymbol{b}}$ and $W_{\boldsymbol{b}}$ have rank one in the limit $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$, and this slows down the convergence rate, cf. Tjøstheim and Hufthammer [2013, Theorem 3] for the details.

The property that the limiting matrices have rank one does not pose a problem if only one parameter is estimated, ${ }^{8}$ and the convergence rate would then be much faster (that is, $\sqrt{n b_{1} b_{2}}$ ). Inspired by the fact that the transformed random variable $\boldsymbol{Z}$ have standard normal margins, it has been introduced a simplified normalized version of the LGC where only the $\rho$-parameter should be estimated when using the approximation approach from Equation (13b), that is, the values of $\mu_{1}, \mu_{2}$ are taken to be 0 , whereas $\sigma_{1}^{2}$ and $\sigma_{2}^{2}$ are taken to be 1. This simplified approach has been applied successfully with regard to density estimation ${ }^{9}$ in Otneim and Tjøstheim [2017, 2018], but for the local spectrum analysis considered in this paper it gave inferior results - and this paper will thus not include any plots based on the normalized one-parameter version. ${ }^{10}$

[^5]
### 2.2 The local Gaussian spectral densities

An extension of the spectral density $f(\omega)$ from Equation (3) can be based on any of the three LGC-versions mentioned in sections 2.1.1 and 2.1.2. The one presented below is based on the normalized five-parameter local Gaussian autocorrelation, since that ensures that the estimation algorithm avoids the aforementioned numerical convergence problems - but the theory developed in the Supplementary Material does also cover the general situation.

Definition 2.1. The local Gaussian spectral density (LGSD), at a point, $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$, for a strictly stationary univariate time series $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ is constructed in the following manner.

1. With $G$ the univariate marginal cumulative distribution of $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$, and $\Phi$ the cumulative distribution of the standard normal distribution, define a normalized version $\left\{Z_{t}\right\}_{t \in \mathbb{Z}}$ of $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ by

$$
\begin{equation*}
\left\{Z_{t}:=\Phi^{-1}\left(G\left(Y_{t}\right)\right)\right\}_{t \in \mathbb{Z}} . \tag{15}
\end{equation*}
$$

2. For a given point $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$ and for each bivariate pair $\boldsymbol{Z}_{h: t}:=\left(Z_{t+h}, Z_{t}\right)$, a local Gaussian autocorrelation $\rho_{\boldsymbol{v}}(h)$ can be computed. The convention $\rho_{\boldsymbol{v}}(0) \equiv 1$ is used when $h=0$.
3. When $\sum_{h \in \mathbb{Z}}\left|\rho_{\boldsymbol{v}}(h)\right|<\infty$, the local Gaussian spectral density at the point $\boldsymbol{v}$ is defined as

$$
\begin{equation*}
f_{\boldsymbol{v}}(\omega):=\sum_{h=-\infty}^{\infty} \rho_{\boldsymbol{v}}(h) \cdot e^{-2 \pi i \omega h} . \tag{16}
\end{equation*}
$$

Notice that the requirement $\sum_{h \in \mathbb{Z}}\left|\rho_{\boldsymbol{v}}(h)\right|<\infty$ in Definition 2.1(3) implies that the concept of local Gaussian spectral density in general might not be well defined for all stationary time series $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ and all points $\boldsymbol{v} \in \mathbb{R}^{2}$.

The normalization in Equation (15) preserves the copula-structure of the original time series, but a standard normal marginal will be used instead of its original marginal distribution. This implies that the transformed time series will have all moments, even though that might not be the case for a tick tailed original time series. A local Gaussian investigation of the normalized time series can detect non-Gaussian dependency structures in the original time series, but keep in mind that an investigation of the original marginal might also be of interest in many situations, for example, with regard to discriminant analysis.

Finally, note that the normalization in Equation (15) can be compared to, but is very different from, the normalization in Klüppelberg and Mikosch [1994].

The following definition of time reversible time series, from Tong [1990, def. 4.6], is needed in Lemma 2.1(3).

Definition 2.2. A stationary time series $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ is time reversible if for every positive integer $n$ and every $t_{1}, t_{2}, \ldots, t_{n} \in \mathbb{Z}$, the vectors $\left(Y_{t_{1}}, Y_{t_{2}} \ldots, Y_{t_{n}}\right)$ and $\left(Y_{-t_{1}}, Y_{-t_{2}} \ldots, Y_{-t_{n}}\right)$ have the same joint distributions.

Lemma 2.1. The following properties holds for $f_{\boldsymbol{v}}(\omega)$.

1. $f_{\boldsymbol{v}}(\omega)$ coincides with $f(\omega)$ for all $\boldsymbol{v} \in \mathbb{R}^{2}$ when $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ is a Gaussian time series, or when $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ consists of i.i.d. observations.
2. The following holds when $\breve{\boldsymbol{v}}:=\left(v_{2}, v_{1}\right)$ is the diagonal reflection of $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$;

$$
\begin{align*}
& f_{\boldsymbol{v}}(\omega)=1+\sum_{h=1}^{\infty} \rho_{\breve{\boldsymbol{v}}}(h) \cdot e^{+2 \pi i \omega h}+\sum_{h=1}^{\infty} \rho_{\boldsymbol{v}}(h) \cdot e^{-2 \pi i \omega h}  \tag{17a}\\
& f_{\boldsymbol{v}}(\omega)=\overline{f_{\breve{\boldsymbol{v}}}(\omega)} \tag{17b}
\end{align*}
$$

3. When $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ is time reversible, then $f_{\boldsymbol{v}}(\omega)$ is real valued for all $\boldsymbol{v} \in \mathbb{R}^{2}$, that is,

$$
\begin{equation*}
f_{\boldsymbol{v}}(\omega)=1+2 \cdot \sum_{h=1}^{\infty} \rho_{\boldsymbol{v}}(h) \cdot \cos (2 \pi \omega h) . \tag{18}
\end{equation*}
$$

4. $f_{\boldsymbol{v}}(\omega)$ will in general be complex-valued, but it will always be real valued when the point $\boldsymbol{v}$ lies on the diagonal, that is, when $v_{1}=v_{2}$. Equation (18) will hold in this diagonal case too.

Proof. Item 1 follows for the Gaussian case since the local Gaussian autocorrelations $\rho_{\boldsymbol{v}}(h)$ by construction coincides with the ordinary (global) autocorrelations $\rho(h)$ in the Gaussian case. Similarly, when $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ consists of i.i.d. observations, then both local and global autocorrelations will be 0 when $h \neq 0$, and the local and global spectra both become the constant function 1. Items 2 to 4 are trivial consequences of the diagonal folding property from Lemma C.1, that is, $\rho_{\boldsymbol{v}}(-h)=\rho_{\breve{\boldsymbol{v}}}(h)$, and the definition of time reversibility, see Appendices C. 1 and C. 2 for details.

For general points $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$, the complex valued result of $f_{\boldsymbol{v}}(\omega)$ might be hard to investigate and interpret - but, due to Lemma 2.1(4), the investigation becomes simpler for points on the diagonal. This might also be the situation of most practical interest, since it corresponds to estimating the local spectrum at (or around) a given value of $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ such as a certain quantile for the distribution of $Y_{t}$. The real valued results $f_{\boldsymbol{v}}(\omega)$ for $\boldsymbol{v}$ along the diagonal can be compared with the result of the ordinary (global) spectral density $f(\omega)$, as given in Equation (3), and this might detect cases where the times series $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ deviates from being Gaussian. Furthermore, if the global spectrum $f(\omega)$ is flat, then any peaks and troughs of $f_{v}(\omega)$ might be interpreted as indicators of for example, periodicities at a local level. This implies that estimates of $f_{\boldsymbol{v}}(\omega)$ might be useful as an exploratory tool, an idea that will be pursued in section 3 .

Note that the collection of local Gaussian autocorrelations $\left\{\rho_{\boldsymbol{v}}(h)\right\}_{h \in \mathbb{Z}}$ might not be non-negative definite, which implies that both the theoretical and estimated local Gaussian spectral densities might therefore become negative. However, as the artificial process
investigated in Figure 7 shows, the peaks of $f_{\boldsymbol{v}}(\omega)$ still occur at the expected frequencies for the investigated points - which implies that the lack of non-negativity does not prevent this tool from detecting nonlinear structures in non-Gaussian white noise.

The following definition is needed when the discussion later on refers to $m$-truncated versions of the different spectra.

Definition 2.3. The $m$-truncated versions $f_{\boldsymbol{v}}^{m}(\omega)$ and $f^{m}(\omega)$ of $f_{\boldsymbol{v}}(\omega)$ and $f(\omega)$, for some lag-window function $\lambda_{m}(h)$, is defined by means of

$$
\begin{align*}
f_{\boldsymbol{v}}^{m}(\omega) & :=1+\sum_{h=1}^{m} \lambda_{m}(h) \cdot \rho_{\breve{\boldsymbol{v}}}(h) \cdot e^{+2 \pi i \omega h}+\sum_{h=1}^{m} \lambda_{m}(h) \cdot \rho_{\boldsymbol{v}}(h) \cdot e^{-2 \pi i \omega h},  \tag{19a}\\
f^{m}(\omega) & :=\sum_{h=-m}^{m} \lambda_{m}(h) \cdot \rho(h) \cdot e^{-2 \pi i \omega h} . \tag{19b}
\end{align*}
$$

### 2.3 Estimation

Theoretical and numerical estimates of the ordinary spectral density $f(\omega)$ is typically investigated by means of the fast Fourier transform (FFT) and techniques related to the periodogram. The FFT-approach can not be used in the local case since there is no natural factorization of terms making up a local estimated covariance, but there does exist a pre-FFT approach for the estimation of $f(\omega)$, where a Fourier transform is taken of the estimated autocorrelations after they have been smoothed and truncated by means of some lag-window function - and the pre-FFT approach can be adapted to deal with the estimates of the local Gaussian spectral densities.

Algorithm 2.1. For a sample $\left\{y_{t}\right\}_{t=1}^{n}$ of size $n$, an m-truncated estimate $\hat{f}_{\boldsymbol{v}}^{m}(\omega)$ of $f_{\boldsymbol{v}}(\omega)$ is constructed by means of the following procedure.

1. Find an estimate $\hat{G}_{n}$ of the marginal cumulative distribution function, and compute the pseudo-normalized observations $\left\{\hat{z}_{t}:=\Phi^{-1}\left(\hat{G}_{n}\left(y_{t}\right)\right)\right\}_{t=1}^{n}$ that corresponds to $\left\{y_{t}\right\}_{t=1}^{n}$.
2. Create the lag $h$ pseudo-normalized pairs $\left\{\left(\hat{z}_{t+h}, \hat{z}_{t}\right)\right\}_{t=1}^{n-h}$ for $h=1, \ldots, m$, and estimate, both for the point $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$ and its diagonal reflection $\breve{\boldsymbol{v}}=\left(v_{2}, v_{1}\right)$, the local Gaussian autocorrelations $\left\{\hat{\rho}_{\boldsymbol{v}}\left(h \mid \boldsymbol{b}_{h}\right)\right\}_{h=1}^{m}$ and $\left\{\hat{\rho}_{\mathfrak{v}}\left(h \mid \boldsymbol{b}_{h}\right)\right\}_{h=1}^{m}$, where the $\left\{\boldsymbol{b}_{h}\right\}_{h=1}^{m}$ is the bandwidths used during the estimation of the local Gaussian autocorrelation for the different lags.
3. Adjust Equation (17a) from Lemma 2.1(2) with some lag-window function $\lambda_{m}(h)$ to get the estimate

$$
\begin{equation*}
\hat{f}_{\boldsymbol{v}}^{m}(\omega):=1+\sum_{h=1}^{m} \lambda_{m}(h) \cdot \hat{\rho}_{\widehat{\boldsymbol{v}}}\left(h \mid \boldsymbol{b}_{h}\right) \cdot e^{+2 \pi i \omega h}+\sum_{h=1}^{m} \lambda_{m}(h) \cdot \hat{\rho}_{\boldsymbol{v}}\left(h \mid \boldsymbol{b}_{h}\right) \cdot e^{-2 \pi i \omega h} \tag{20}
\end{equation*}
$$

The presence of the kernel $K_{\boldsymbol{b}}(\boldsymbol{w}-\boldsymbol{v})$ in Equation (6) implies that small sample effects can occur when the local Gaussian spectrum $f_{\boldsymbol{v}}(\omega)$ is estimated for some combinations of points $\boldsymbol{v}$ and bandwidths $\boldsymbol{b}$ - and this can in particular be an issue if the points lie in the low density regions corresponding to the tails of our distribution. Roughly speaking: When the bandwidth $\boldsymbol{b}$ becomes "too small", then the estimated local Gaussian autocorrelations will have a tendency to approach either " -1 " or " +1 ", cf. Appendix D. 3 - and these estimates will then in general only reflect the random configuration of those lag- $h$ pairs that happened to lie closest to the point $\boldsymbol{v}$. Section 3.1 presents strategies that can be used in order to detect/avoid this issue, and additional details are presented in the Supplementary Material.

The following result is an analogue to Equation (18) of Lemma 2.1(3)
Lemma 2.2. When it is assumed that the sample $\left\{y_{t}\right\}_{t=1}^{n}$ comes from a time reversible stochastic process $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$, the m-truncated estimate $\hat{f}_{\boldsymbol{v}}^{m}(\omega)$ can for all points $\boldsymbol{v} \in \mathbb{R}^{2}$ be written as

$$
\begin{equation*}
\hat{f}_{\boldsymbol{v}}^{m}(\omega)=1+2 \cdot \sum_{h=1}^{m} \lambda_{m}(h) \cdot \hat{\rho}_{\boldsymbol{v}}\left(h \mid \boldsymbol{b}_{h}\right) \cdot \cos (2 \pi \omega h) . \tag{21}
\end{equation*}
$$

Moreover, Equation (21) will always hold when the point $\boldsymbol{v}$ lies on the diagonal, that is, $v_{1}=v_{2}$.

Proof. This follows from Items 3 and 4 of Lemma 2.1.
The estimated $\hat{G}_{n}$ in Algorithm 2.1(2) can for example be the rescaled empirical cumulative distribution function created from the sample $\left\{y_{t}\right\}_{t=1}^{n}$ (which transforms original data into ranks divided by $n+1$ ), or it could be based on some logspline technique like the one implemented in Otneim and Tjøstheim [2017].

The bandwidths $\boldsymbol{b}_{h}=\left(b_{h 1}, b_{h 2}\right)$ in Algorithm 2.1(2) does not need to be equal for all the lags $h$ when an estimate $\hat{f}_{v}^{m}(\omega)$ is computed. For the asymptotic investigation it is sufficient to require that $b_{h 1}$ and $b_{h 2}$ approach zero at the same rate, that is, that there exists $\boldsymbol{b}=\left(b_{1}, b_{2}\right)$ such that $b_{h i} \asymp b_{i}$ for $i=1,2$ and for all $h$ (that is to say, $\lim b_{h i} / b_{i}=1$ ).

The asymptotic theory for $\hat{\rho}_{\boldsymbol{v}}\left(h \mid \boldsymbol{b}_{h}\right)$, given that the required regularity conditions are satisfied, follows when the original argument from Tjøstheim and Hufthammer [2013] is combined with the argument in Otneim and Tjøstheim [2017]. The analysis in Tjøstheim and Hufthammer [2013] considered the general case where the original observations $\left\{y_{t}\right\}_{t=1}^{n}$ were used instead of the normalized observations $\left\{z_{t}:=\Phi^{-1}\left(G\left(y_{t}\right)\right)\right\}_{t=1}^{n}$. Since the cumulative density function $G$ in general will be unknown, the present asymptotic analysis must work with the pseudo-normalized observations $\left\{\hat{z}_{t}\right\}_{t=1}^{n}$, which makes it necessary to take into account the difference between the true normalized values $z_{t}$ and the estimated pseudo-normalized values $\hat{z}_{t}$. The analysis in Otneim and Tjøstheim [2017] implies that $\hat{G}_{n}\left(y_{t}\right)$ approaches $G\left(y_{t}\right)$ at a faster rate than the rate of convergence for the estimated local Gaussian correlation, so (under some regularity conditions) the convergence rate of $\hat{\rho}_{\boldsymbol{v}}\left(h \mid \boldsymbol{b}_{h}\right)$ will thus not be affected by the distinction between $z_{t}$ and $\hat{z}_{t}$. The present analysis will
not duplicate the arguments related to this distinction, and the interested reader should consult Otneim and Tjøstheim [2017, sec. 3] for the details.

The bias-variance balance for the estimates $\hat{f}_{v}^{m}(\omega)$ must consider the size of $m$ relative to both $n$ and the bandwidths $\left\{\boldsymbol{b}_{h}\right\}_{h=1}^{m}$, that is, the kernel function reduces the number of observations that effectively contributes to the computations of the estimates - and that number of effective contributors can also depend on the location of the point $\boldsymbol{v}$, that is, whether the point $\boldsymbol{v}$ lies at the center or in the periphery of the pseudo-normalized observations $\left\{\left(\hat{z}_{t+h}, \hat{z}_{t}\right)\right\}_{t=1}^{n-h}$. Confer section 3.2 for further details.

Figure 2 shows the effect of the pseudo-normalization on the dmbp example ${ }^{11}$ that will be discussed in section 3.4. The uppermost part shows the original dmbp-series (of length 1974) whereas the lowermost part shows the pseudo-normalized transformation of it, and it is clear that the shape of the pseudo-normalized version resembles the shape of the original version.


Figure 2: dmbp, original version and pseudo-normalized version.

[^6]
### 2.4 Asymptotic theory for $\hat{f}_{v}^{m}(\omega)$

This section presents asymptotic results for the cases where $\hat{f}_{v}^{m}(\omega)$ are real-valued functions. Note that both assumptions and results are stated relative to the original observations instead of the pseudo-normalized observations. This simplification does not affect the final convergence rates (see earlier remarks for details) and it makes the analysis easier. The requirement that the LGSD should be defined relative to the normalized observations is due to computational issues, and the theoretical investigation shows that it could just as well have been phrased in terms of the original observations.

### 2.4.1 A definition and an assumption for $Y_{t}$

The assumption to be imposed on the univariate time series $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ is given in terms of components related to the bivariate lag-h-pairs that can be constructed from it. The theoretical analysis of $\hat{f}_{v}^{m}(\omega)$ also requires that $(m+1)$-variate pairs are considered. Note that Item 3 of Algorithm 2.1 implies that it is sufficient to only consider positive values for $h$.

Definition 2.4. For a strictly stationary univariate time series $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$, with $h \geq 1$ and $m \geq 2$, define bivariate and $(m+1)$-variate time series as follows,

$$
\begin{equation*}
\boldsymbol{Y}_{h: t}:=\left[Y_{t+h}, Y_{t}\right]^{\prime}, \quad \boldsymbol{Y}_{\bar{m}: t}:=\left[Y_{t+m}, \ldots, Y_{t}\right]^{\prime}, \tag{22}
\end{equation*}
$$

and let $g_{h}\left(\boldsymbol{y}_{h}\right)$ and $g_{\bar{m}}\left(\boldsymbol{y}_{\bar{m}}\right)$ denote the respective probability density functions.
The bivariate densities $g_{h}$ can all be obtained from the $(m+1)$ variate density $g_{\bar{m}}$ by integrating out the $m-1$ redundant marginals, which in particular implies that if an $(m+1)$-variate function $\tilde{\eta}_{h}\left(\boldsymbol{y}_{\bar{m}}\right): \mathbb{R}^{m+1} \rightarrow \mathbb{R}^{1}$ is the obvious extension ${ }^{12}$ of a bivariate

[^7]function $\eta_{h}\left(\boldsymbol{y}_{h}\right): \mathbb{R}^{2} \rightarrow \mathbb{R}^{1}$, then
\[

$$
\begin{equation*}
\mathrm{E}\left[\eta_{h}\left(\boldsymbol{Y}_{h: t}\right)\right]=\mathrm{E}\left[\tilde{\eta}_{h}\left(\boldsymbol{Y}_{\bar{m}: t}\right)\right], \quad \text { for } h \in\{1, \ldots, m\} \tag{23}
\end{equation*}
$$

\]

With the notation from Definition 2.4 the following Assumption 2.1 can now be imposed on $Y_{t}$. Note that Items 5 to 7 of Assumption 2.1 contain references to definitions that first are given explicitly in Appendix B in the Supplementary Material; these definitions are related to an $(m+1)$-variate penalty function for the time series $\boldsymbol{Y}_{\bar{m}: t}-$ and they are quite technical so it would impede the flow of the paper to include all the details here. For the present section, it is sufficient to know that the new $(m+1)$-variate function can be expressed as a sum of $m$ bivariate penalty-functions of the form given in Equation (11).

The key idea is that $\boldsymbol{W}_{t}$ and $g(\boldsymbol{w})$ in Equations (6) to (12) are replaced with $\boldsymbol{Y}_{h: t}$ and $g_{h}\left(\boldsymbol{y}_{h}\right)$, which implies that an additional index $h$ must be added in order to keep track of the bookkeeping. In particular, an inspection of Equation (12) motivates the introduction of a random variable vector $\boldsymbol{X}_{h: t}=K_{\boldsymbol{b}}\left(\boldsymbol{Y}_{h: t}-\boldsymbol{v}\right) \boldsymbol{u}\left(\boldsymbol{Y}_{h: t} ; \boldsymbol{\theta}\right)$, and the random variables $X_{h q: i}^{n}$ that occur in Assumption 2.1(7) are the components of $\sqrt{b_{1} b_{2}} \boldsymbol{X}_{h: t}$. Furthermore, notice that different combinations of the indices $h, i, j$ and $k$ in the product $X_{h q: i}^{n} \cdot X_{j r: k}^{n}$ implies that it can contain from two to four different terms of the time series $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$, so the corresponding density function can thus either be bi-, tri- or tetravariate. The indices $q, r=1, \ldots, 5$ keep track of the appropriate derivatives of the 5 -dimensional parameter vector $\boldsymbol{\theta}$. See Definitions B. 7 and B. 11 for details.

Assumption 2.1. The univariate process $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ will be assumed to satisfy the following properties, with $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$ in Item 4 the point at which the estimate $\hat{f}_{\boldsymbol{v}}^{m}(\omega)$ of $f_{\boldsymbol{v}}(\omega)$ is to be computed.

1. $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ is strictly stationary.
2. $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ is strongly mixing, with mixing coefficient $\alpha(j)$ satisfying

$$
\begin{equation*}
\sum_{j=1}^{\infty} j^{a}[\alpha(j)]^{1-2 / \nu}<\infty \quad \text { for some } \nu>2 \text { and } a>1-2 / \nu \tag{24}
\end{equation*}
$$

3. $\operatorname{Var}\left(Y_{t}\right)<\infty$.

The bivariate density functions $g_{h}\left(\boldsymbol{y}_{h}\right)$ of the lag $h$ pairs $\boldsymbol{Y}_{h: t}$ of the univariate time series $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$, must satisfy the following requirements for a given point $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$.
4. $g_{h}\left(\boldsymbol{y}_{h}\right)$ is differentiable at $\boldsymbol{v}$, such that Taylor's theorem can be used to write $g_{h}\left(\boldsymbol{y}_{h}\right)$ as

$$
\begin{align*}
g_{h}\left(\boldsymbol{y}_{h}\right) & =g_{h}(\boldsymbol{v})+\mathfrak{g}_{h}(\boldsymbol{v})^{\prime}\left[\boldsymbol{y}_{h}-\boldsymbol{v}\right]+\boldsymbol{R}_{h}\left(\boldsymbol{y}_{h}\right)^{\prime}\left[\boldsymbol{y}_{h}-\boldsymbol{v}\right],  \tag{25}\\
\text { where } \mathfrak{g}_{h}(\boldsymbol{v}) & =\left[\left.\frac{\partial}{\partial y_{h}} g_{h}\left(\boldsymbol{y}_{h}\right)\right|_{\boldsymbol{y}_{h}=\boldsymbol{v}},\left.\frac{\partial}{\partial y_{0}} g_{h}\left(\boldsymbol{y}_{h}\right)\right|_{\boldsymbol{y}_{h}=\boldsymbol{v}}\right]^{\prime} \text { and } \lim _{\boldsymbol{y}_{h} \longrightarrow \boldsymbol{v}} \mathfrak{R}_{h}\left(\boldsymbol{y}_{h}\right)=\mathbf{0},
\end{align*}
$$

and the same requirement must also hold for the diagonally reflected point $\breve{\boldsymbol{v}}=\left(v_{2}, v_{1}\right)$.
5. There exists a bandwidth $\boldsymbol{b}_{h 0}$ such that there for every $\mathbf{0}<\boldsymbol{b}<\boldsymbol{b}_{h 0}$ is a unique minimizer $\boldsymbol{\theta}_{h: b}$ of the penalty function $q_{h: \boldsymbol{b}}$ defined in Equation (B.4), which is obtained from Equation (6) by putting $\boldsymbol{w}=\boldsymbol{y}_{h}$.
6. The collection of bandwidths $\left\{\boldsymbol{b}_{h 0}\right\}_{h \in \mathbb{Z}}$ has a positive infimum, that is, there exists a $\boldsymbol{b}_{0}$ such that $\mathbf{0}<\boldsymbol{b}_{0}:=\inf _{h \in \mathbb{Z}} \boldsymbol{b}_{h 0}$, which implies that this $\boldsymbol{b}_{0}$ can be used simultaneously for all the lags.
7. For $X_{h q: i}^{n}$ from Definition B.11, the bivariate, trivariate and tetravariate density functions must be such that the expectations $\mathrm{E}\left[X_{h q: i}^{n}\right], \mathrm{E}\left[\left|X_{h q: i}^{n}\right|^{\nu}\right]$ and $\mathrm{E}\left[X_{h q: i}^{n} \cdot X_{j r: k}^{n}\right]$ all are finite.

These assumptions on $Y_{t}$ are extensions of those used for the LGC-case in Tjøstheim and Hufthammer [2013]. Assumption 2.1(2) is a bit more general than the one used in Tjøstheim and Hufthammer [2013], but that is not a problem since the arguments given there trivially extend to the present case.

The $\alpha$-mixing requirement in Item 2 ensures that $Y_{t+h}$ and $Y_{t}$ will be asymptotically independent as $h \rightarrow \infty$, that is, the bivariate density functions $g_{h}\left(\boldsymbol{y}_{h}\right)$ will for large lags $h$ approach the product of the marginal densities, and the situation will thus stabilize when $h$ is large enough. This is in particular of importance for Item 6, since it implies that it will be possible to find a nonzero $\boldsymbol{b}_{0}$ that works for all $h$.

We do not consider the $\alpha$-mixing condition to be very strong. In particular, note that GARCH type models, which are frequently used in econometrics, and also in the present paper, cf. section 3.4.3, are $\beta$-mixing under weak conditions, see, for example, Carrasco and Chen [2002]; and $\beta$-mixing implies $\alpha$-mixing.

The finiteness requirements in Assumption 2.1(7) will be trivially satisfied if the densities are bounded, that is, they will then be consequences of properties of the kernel function $K_{\boldsymbol{b}}$ and the score function of the bivariate Gaussian distribution, see Lemma C. 6 for details.

### 2.4.2 An assumption for $Y_{t}$ and the score function $\boldsymbol{u}(\boldsymbol{w} ; \boldsymbol{\theta})$ of $\psi(\boldsymbol{w} ; \boldsymbol{\theta})$

The score function in Equation (7), that is, $\boldsymbol{u}(\boldsymbol{w} ; \boldsymbol{\theta}):=\frac{\partial}{\partial \boldsymbol{\theta}} \log (\psi(\boldsymbol{w} ; \boldsymbol{\theta}))$, plays a central role in the local density-estimation approach of Hjort and Jones [1996], and it also plays a pivotal role in the local Gaussian correlation theory developed in Tjøstheim and Hufthammer [2013].

In particular, the convergence rate that in Tjøstheim and Hufthammer [2013] is given for $\hat{\boldsymbol{\theta}}_{\boldsymbol{v}}-\boldsymbol{\theta}_{\boldsymbol{v}}$ does implicitly require that $\boldsymbol{u}\left(\boldsymbol{v} ; \boldsymbol{\theta}_{\boldsymbol{v}}\right) \neq \mathbf{0}$ in order for the corresponding asymptotic covariance matrix to be well defined. The investigation of $\left(\hat{f}_{\boldsymbol{v}}^{m}(\omega)-f_{v}(\omega)\right)$ in this paper builds on the asymptotic results from Tjøstheim and Hufthammer [2013], and the following assumption must be satisfied in order for the given convergence rates and asymptotic variances to be valid.

Assumption 2.2. The collection of local Gaussian parameters $\left\{\boldsymbol{\theta}_{\boldsymbol{v}}(h)\right\}$ at the point $\boldsymbol{v}$ for the bivariate probability density functions $g_{h}\left(\boldsymbol{y}_{h}\right)$, must all be such that

1. $\boldsymbol{u}\left(\boldsymbol{v} ; \boldsymbol{\theta}_{\boldsymbol{v}}(h)\right) \neq \mathbf{0}$ for all finite $h$.
2. $\lim \boldsymbol{u}\left(\boldsymbol{v} ; \boldsymbol{\theta}_{\boldsymbol{v}}(h)\right) \neq \mathbf{0}$.

It is, for a given time series $Y_{t}$ and a given point $\boldsymbol{v}$, possible to inspect the 5 equations in $\boldsymbol{u}(\boldsymbol{w} ; \boldsymbol{\theta})=\mathbf{0}$ in order to see when Items 1 and 2 of Assumption 2.2 might fail. For the case of the asymptotic requirement in Item 2, the key observation is that the strong mixing requirement from Assumption 2.1(2) implies that $Y_{t+h}$ and $Y_{t}$ will become independent when $h \rightarrow \infty$. Together with the assumption of normalized marginals, this implies that the limit of $\boldsymbol{\theta}_{\boldsymbol{v}}(h)$ always becomes $\left[\mu_{1}, \mu_{2}, \sigma_{1}, \sigma_{2}, \rho\right]^{\prime}=[0,0,1,1,0]^{\prime}$, which means that Assumption 2.2(2) will fail for any point $\boldsymbol{v}$ that solves $\boldsymbol{u}\left(\boldsymbol{v} ;[0,0,1,1,0]^{\prime}\right)=0$.

### 2.4.3 Assumptions for $n, m$ and $b$

For simplicity, the present analysis will use the $\boldsymbol{b}=\left(b_{1}, b_{2}\right)$ introduced in the second paragraph after Lemma 2.2, that is, it will be assumed that the individual bandwidths $\boldsymbol{b}_{h}$ for the different lags $h$ approach zero at the same rate - and that it for the asymptotic investigation thus can be assumed that the same bandwidth is used for all the lags.

Assumption 2.3. Let $m:=m_{n} \rightarrow \infty$ be a sequence of integers denoting the number of lags to include, and let $\boldsymbol{b}:=\boldsymbol{b}_{n} \rightarrow \mathbf{0}^{+}$be the bandwidths used when estimating the local Gaussian correlations for the lags $h=1, \ldots, m$ (based on $n$ observations). Let $b_{1}$ and $b_{2}$ refer to the two components of $\boldsymbol{b}$, and let $\alpha, \nu$ and a be as introduced in Assumption 2.1(2). Let $s:=s_{n} \rightarrow \infty$ be a sequence of integers such that $s=o\left(\sqrt{n b_{1} b_{2} / m}\right)$, and let $\tau$ be $a$ positive constant. The following requirements must be satisfied for these entities. ${ }^{13}$

1. $\log n / n\left(b_{1} b_{2}\right)^{5} \longrightarrow 0$.

[^8]2. $n b_{1} b_{2} / m \longrightarrow \infty$.
3. $m^{\delta}\left(b_{1} \vee b_{2}\right) \longrightarrow 0$, where $\delta=2 \vee \frac{\nu(a+1)}{\nu(a-1)-2}$.
4. $\sqrt{n m / b_{1} b_{2}} \cdot s^{\tau} \cdot \alpha(s-m+1) \longrightarrow \infty$.
5. $m=o\left(\left(n b_{1} b_{2}\right)^{\tau /(2+5 \tau)-\lambda}\right)$, for some $\lambda \in(0, \tau /(2+5 \tau))$.
6. $m=o(s)$.

Assumption 2.3(1) is needed in order for the asymptotic theory from Tjøstheim and Hufthammer [2013] to be valid for the estimates $\hat{\rho}_{\boldsymbol{v}}(h)$. See Lemma C. 3 for a verification of the internal consistency of the requirements given in Assumption 2.3. The expected number of observations near $\boldsymbol{v}$ will for large $n$ and small $b_{1}$ and $b_{2}$ be of order $n b_{1} b_{2} \cdot g_{h}(\boldsymbol{v})$ - and this will, when $g_{h}(\boldsymbol{v})>0$, go to infinity when $n \rightarrow \infty$ and $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$. See the end of Appendix C. 3 for further details.

### 2.5 Convergence theorems for $\hat{f}_{v}^{m}(\omega)$

Theorem 2.1 ( $\boldsymbol{v}$ on diagonal, that is, $v_{1}=v_{2}$ ). The local Gaussian spectral density $f_{\boldsymbol{v}}(\omega)$ is a real valued function when the point $\boldsymbol{v}$ lies on the diagonal. Furthermore; when the univariate time series $Y_{t}$ satisfies Assumptions 2.1 and 2.2, and $n$, $m$ and $\boldsymbol{b}=\left(b_{1}, b_{2}\right)$ are as given in Assumption 2.3, then the following asymptotic results holds for the m-truncated estimate $\hat{f}_{v}^{m}(\omega)$,

$$
\begin{equation*}
\sqrt{n\left(b_{1} b_{2}\right)^{3} / m} \cdot\left(\hat{f}_{\boldsymbol{v}}^{m}(\omega)-f_{\boldsymbol{v}}(\omega)\right) \xrightarrow{d} \mathrm{~N}\left(\mathbf{0}, \sigma_{\boldsymbol{v}}^{2}(\omega)\right), \tag{26}
\end{equation*}
$$

where the formula

$$
\begin{equation*}
\sigma_{\boldsymbol{v}}^{2}(\omega)=4 \lim _{m \rightarrow \infty} \frac{1}{m} \sum_{h=1}^{m} \lambda_{m}^{2}(h) \cdot \cos ^{2}(2 \pi \omega h) \cdot \tilde{\sigma}_{\boldsymbol{v}}^{2}(h) \tag{27}
\end{equation*}
$$

relates the variance $\sigma_{\boldsymbol{v}}^{2}(\omega)$ to the asymptotic variances $\tilde{\sigma}_{\boldsymbol{v}}^{2}(h)$ of $\sqrt{n\left(b_{1} b_{2}\right)^{3}} \cdot\left(\hat{\rho}_{\boldsymbol{v}}\left(h \mid \boldsymbol{b}_{h}\right)-\rho_{\boldsymbol{v}}(h)\right)$.

Proof. The proof is given in Appendix A.1.
The variance $\sigma_{\boldsymbol{v}}^{2}(\omega)$ depends on all the bivariate density functions through the variances $\tilde{\sigma}_{\boldsymbol{v}}^{2}(h)$. Moreover, it is clear from Equation (27) that $\sigma_{\boldsymbol{v}}^{2}(\omega)$ as a function of the frequency $\omega$ is symmetric around $\omega=\frac{1}{4}$, with its highest values when $\omega \in\left\{0, \frac{1}{2}\right\}$. The same symmetry is not present for the variance of the $m$-truncated spectra ${\hat{f_{v}}}^{m}(\omega)$, and the variance of $\hat{f}_{\boldsymbol{v}}^{m}(\omega)$ will have its highest value when $\omega=0$, cf. Appendix A. 3 for details.

A similar result to Theorem 2.1 can be stated for time reversible stochastic processes.

Theorem $2.2\left(Y_{t}\right.$ time reversible). The local Gaussian spectral density $f_{\boldsymbol{v}}(\omega)$ is a real valued function for all points $\boldsymbol{v}$ when $Y_{t}$ is time reversible (see Definition 2.2). Furthermore under Assumptions 2.1 to 2.3, the same asymptotic results as stated in Theorem 2.1 holds for the m-truncated estimate $\hat{f}_{v}^{m}(\omega)$.

Proof. Lemma 2.1(3) states that $f_{v}(\omega)$ is a real-valued function, and the proof of Theorem 2.1 (see Appendix A.1) can then be repeated without any modifications.

The asymptotic normality results in Theorems 2.1 and 2.2 do not easily enable a computation of pointwise confidence intervals for the estimated LGSD. Thus, the pointwise confidence intervals later on will either be estimated based on suitable quantiles obtained by repeated sampling from a known distribution, or they will be based on bootstrapping techniques for those cases where real data have been investigated. Confer Teräsvirta et al. [2010, ch. 7.2.5 and 7.2.6] for further details with regard to the need for bootstrapping in such situations. See also Lacal and Tjøstheim [2017, 2018] for analytic results on the bootstrap and block bootstrap in the case of estimation of the local Gaussian auto- and cross-correlation functions.

The asymptotic result for $\hat{f}_{v}^{m}(\omega)$ complex-valued is given in Appendix A.2, where it can be seen that $\sqrt{n\left(b_{1} b_{2}\right)^{3} / m} \cdot\left(\hat{f}_{\boldsymbol{v}}^{m}(\omega)-f_{\boldsymbol{v}}(\omega)\right)$ then asymptotically approaches a complexvalued normal distribution.

## 3 Visualizations and interpretations

This section will show how different visualizations of the $m$-truncated estimates $\hat{f}_{\boldsymbol{v}}^{m}(\omega)$ can be used to detect nonlinear dependency structures in a time series. Similar graphical methods can also be found in Birr et al. [2019]; Li [2019], and the heatmap-plot presented in this section is in particular inspired by the one encountered in Li [2019].

Technical details, and the description of the selected tuning parameters of ${\hat{f_{v}}}^{m}(\omega)$, are given in section 3.1. Section 3.2 uses the aforementioned dmbp-data to highlight how the different tuning parameters of the estimation algorithm are interconnected.

A sanity test of the implemented estimation algorithm is presented in section 3.3, and it is there seen that $\hat{f}_{v}^{m}(\omega)$ can detect local periodic structures in an example where a heuristic argument enables the prediction of the anticipated result. Section 3.4 applies the local Gaussian machinery to the dmbp-data, and it also contains the results from a GARCH-type model fitted to the dmbp-data. A comparison of the results from the original data and the fitted model can reveal to what extent the internal dependency structure of the fitted model actually reflects the dependency structure of the original sample, and this might be of interest with regard to model selection.

A few extreme examples have been included in the Supplementary Material in order to investigate the limitations of this method. Appendix G.4.3 examine the detection of a periodic component located far out in the tail of a large sample, and Appendix G.4.4 consider a situation based on a deterministic function perturbed by very low random fluctuations.

### 3.1 The input parameters and some other technical details

Several tuning parameters must be selected in order to compute the $m$-truncated local Gaussian spectral density estimates $\hat{f}_{v}^{m}(\omega)$, and the values used for the plots in this section are given below. Note that these parameters have been selected in order to provide a proof of concept for the fact that nonlinear dependency structures can be detected by this approach, and the quest for "optimal parameters" is a topic for further work. The interested reader can consult Appendix D in the Supplementary Material for a sensitivity analysis of the different tuning parameters.

The pseudo-normalization: The initial step of the computation of $\hat{f}_{v}^{m}(\omega)$ is to replace the observations $\left\{y_{t}\right\}_{t=1}^{n}$ with the corresponding pseudo-normalized observations $\left\{\hat{z}_{t}\right\}_{t=1}^{n}$, cf. Algorithm 2.1, that is, an estimate of the marginal cumulative density function $G$ is needed. The present analysis has used the rescaled empirical cumulative density function $\hat{G}_{n}$ for this purpose, but the computations could also have been based on a logspline-estimate of $G$. A preliminary test revealed that the two normalization procedures created strikingly similar estimates of $\hat{f}_{v}^{m}(\omega)$, so the computationally faster approach based on the rescaled empirical cumulative density-function has thus been applied for the present investigation.

The length $n$ of the samples: All samples have the same length as the dmbp-data, that is, $n=1974$. The estimation machinery produces similar results for shorter samples, but it is important to keep in mind that too short samples might not reveal the dependency structure of interest - which in particular might be an issue for the tails of the distribution.

The points $\boldsymbol{v}$ of investigation: Three diagonal points, with coordinates corresponding to the $10 \%, 50 \%$ and $90 \%$ percentiles of the standard normal distribution, ${ }^{14}$ will be used in the basic plots in this section. These points will often be referred to as lower tail,

[^9]center and upper tail when discussed in the text. Confer Appendix D. 3 for further details related to the selection of $\boldsymbol{v}$, and see Figure 8 for a heatmap-based plot.

The lag-window function $\lambda_{m}(h)$ : The smoothing of the estimated local Gaussian autocorrelations, cf. Algorithm 2.1(3), was done by the Tukey-Hanning lag-window kernel: $\lambda_{m}(h)=\frac{1}{2} \cdot\left(1+\cos \left(\pi \cdot \frac{h}{m}\right)\right)$ for $|h| \leq m, \lambda_{m}(h)=0$ for $|h|>m$.

The bandwidth $\boldsymbol{b}$ : The estimation of the local Gaussian autocorrelations requires the selection of a bandwidth-vector $\boldsymbol{b}=\left(b_{1}, b_{2}\right)$, and the majority of the plots in this section have used $\boldsymbol{b}=(.5, .5)$. Note that it is natural to require $b_{1}=b_{2}$ since both of the components in the lag $h$ pseudo-normalized pairs comes from the same univariate time series. Further discussion of choice of bandwidth is given in Appendix E

The truncation level $m$ : The value $m=10$ was used for the truncation level, since it was possible to detect nonlinear dependency structures even for that low truncation level.

The number of replicates $R$ : The estimated values (means and $90 \%$ pointwise confidence intervals) have been based on $R=100$ replicates. Simulations were used for the cases with known parametric models, whereas a bootstrap based resampling strategy were used for the real data example (cf. Appendix F for the technical details).

Numerical convergence: The R-package localgauss, see Berentsen et al. [2014a], estimates the local Gaussian autocorrelations $\rho_{\boldsymbol{v}}(h)$ and returns them together with an attribute that reveals whether or not the estimation algorithm converged numerically. The $m$-truncated estimates $\hat{f}_{v}^{m}(\omega)$ inherits the convergence-attributes from the estimates $\left\{\hat{\rho}_{\boldsymbol{v}}(h)\right\}_{h=-m}^{m}$, and either "NC $=\mathrm{OK}$ " or "NC $=\mathrm{FAIL}$ " will be added to the plot depending on the convergence status. Note that convergence-problems hardly occurs when the computations are based on pseudo-normalized observations.

Reproducibility and interactive investigations: All the examples in this paper can be reproduced by the scripts (see Appendix G) that are contained in the R-package
localgaussSpec. Note that the computations of $\hat{f}_{v}^{m}(\omega)$ can be performed for a wide range of tuning parameters, which allows an integrated interactive investigation of the results by means of a shiny-application. ${ }^{15}$

### 3.2 Estimation aspects for the given parameter configuration

The estimation of $\hat{f}_{v}^{m}(\omega)$ for a point $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$ that lies on the diagonal, that is, $v_{1}=v_{2}$, will be based on the estimates of $\hat{\rho}_{\boldsymbol{v}}(h)$ for $h=1, \ldots, m$, and it is thus of interest to first investigate how these estimates depend on the configuration of the tuning parameters given in section 3.1. This is most easily done in terms of an example, and the pseudo-normalized dmbp-data (of length 1974) will be used for this purpose.

First of all, note that the combination of point $\boldsymbol{v}$ and bandwidth $\boldsymbol{b}$ influences how many of the $h$-lagged pairs that effectively contribute to the computation of $\hat{\rho}_{\boldsymbol{v}}(h)$. This is shown in Figure 3 for the pseudo-normalized dmbp-data. In the plot of the pseudo-normalized time series (top panel), the three horizontal dashed lines represent the levels which corresponds to the coordinates of the three points $\boldsymbol{v}$, whereas the horizontal strips centered at those lines show which observations that lie within a distance of $b=0.5$ from the respective lines. The three plots at the bottom show the corresponding 1-lagged pairs, each with a bandwidth-square (of width $2 b$ ) centered at one of the selected points $\boldsymbol{v}$.

The estimates of $\rho_{\boldsymbol{v}}(1)$ are based on the 1-lagged pairs seen in the lower part of Figure 3, and these and similar estimates for lags up to 200 (based on $\boldsymbol{b}=(0.5,0.5)$ ) are shown in Figure 4. An investigation of Figure 4 shows how $\hat{\rho}_{\boldsymbol{v}}(h)$ varies for the three points of interest, and there is a clear distinction between the center and the two tails. Note that the bias-variance balance of the estimates $\hat{\rho}_{\boldsymbol{v}}(h)$ depends on the number of $h$-lagged pairs that effectively contribute during the computation, and it is thus clear that the variance

[^10]

Figure 3: dmbp (pseudo-normalized version), levels and bandwidth-bands (top) and lag 1 bandwidth-squares (bottom). Further details in the main text.
will increase for points $\boldsymbol{v}$ that lie farther out in the tails. The selection of which tail-points to investigate must thus take into account the number of available observations for the lags to be included.


Figure 4: dmbp-data, $\hat{\rho}_{\boldsymbol{v}}(h)$ for $h=1, \ldots, 200$ (for the three points of interest). The estimates for $h=1, \ldots, 10$ will be used for $\hat{f}_{\boldsymbol{v}}^{m}(\omega)$, cf. Figure 9.

The $\hat{\rho}_{\boldsymbol{v}}(h)$ tends to fluctuate around 0 at the center, which implies that the corresponding estimated spectral density $\hat{f}_{v}^{m}(\omega)$ most likely will be rather flat and close to 1 . For the two tails, it seems natural to assumme that some long-range dependency must be present, and one might also suspect that there is an asymmetry between the two tails. ${ }^{16}$

Based on the impression from Figure 4, it might be a connection between the global long-range dependence in the dmbp-data and the local dependency structure in the tails but note that the estimates in Figure 4 are based on the pseudo-normalized data, so the information from the marginal distribution is not present here. However, the same kind of behaviour has been observed for pseudo-normalized samples from different GARCH-type models, so the dependency structure of the tails could be a significant contributor to the global long-range dependency seen in time series models like ARCH and GARCH.

### 3.3 Sanity testing the implemented estimation algorithm

The purpose of this section is to check whether or not the implemented estimation algorithm returns reasonable results for some simulated examples. It is only for the Gaussian case that the true value of the local Gaussian spectral densities $f_{v}(\omega)$ are known, and it is thus important to specifically construct an example where heuristic arguments enable the prediction of the anticipated results.

The strategy used to create the plots for the simulated data works as follows: First draw a given number of independent replicates from the specified model, and compute $\hat{f}_{v}^{m}(\omega)$ and $\hat{f}^{m}(\omega)$ for each of the replicates. Then extract the mean of these estimates to get estimates of the true values of $f_{v}^{m}(\omega)$ and $f^{m}(\omega)$, and select suitable upper and lower percentiles of the estimates to produce an estimate of the pointwise confidence intervals.

[^11]Note that the plots have been annotated with the following information: The numerical convergence status NC in the lower left corner; the truncation level $m$ in the upper left corner; the percentiles of the point $\boldsymbol{v}$ of investigation, and the bandwidth $\boldsymbol{b}$ in the upper right corner; the length $n$ and the number of replicates $R$ in the lower right corner.

### 3.3.1 Gaussian white noise

The sanity testing of the implemented estimation algorithm starts with the trivial case. Figure 5 shows the result when the estimation procedure is used on 100 independent samples of length 1974 from a standard normal distribution $\mathrm{N}(0,1)$. The computations are based on the bandwidth $\boldsymbol{b}=(0.5,0.5)$, and the points (on the diagonal) corresponds to the 0.1 , 0.5 and 0.9 quantiles of the standard normal distribution. The top left panel shows the pseudo-normalized version of the first time series that was sampled from the model, with dashed lines at the levels that corresponds to the above mentioned points. The three other panels contain information about the $m$-truncated ordinary spectral density $f^{m}(\omega)$ (red part, ${ }^{17}$ the same for all the plots) and the $m$-truncated local Gaussian spectral densities $f_{v}^{m}(\omega)$ for the three points under investigation (blue part).


Figure 5: i.i.d. Gaussian white noise, with global and local spectra for three points.

[^12]It can be seen from Figure 5 that the means of the estimates (the dashed lines at the center of the regions) are good estimates of $f^{m}(\omega)$ and $f_{v}^{m}(\omega)$, which in this case in fact coincides with $f(\omega)$ and $f_{\boldsymbol{v}}(\omega)$, that is, it is known that the true values are identical to 1 both for the local and global case. Observe that the estimated $90 \%$ pointwise confidence intervals are wider for the local Gaussian spectral densities, which is as expected since the bandwidth used in the estimation of the local Gaussian autocorrelations reduces the number of observations that effectively contributes to the estimated values, and thus makes the estimates more prone to small-sample variation. Note also that the pointwise confidence intervals are wider in the tails, which is a natural consequence of the reduced number of points in those regions, cf. the discussion related to Figure 3. The width of these pointwise confidence intervals will decrease when the bandwidth increases, cf. the discussion related to Figure 6.

The estimation procedure gave good estimates of the true values $f(\omega)$ and $f_{\boldsymbol{v}}(\omega)$ in the simple example of Figure 5, but it is important to keep in mind that these plots actually shows estimates of $f^{m}(\omega)$ and $f_{v}^{m}(\omega)$. It might be necessary to apply a (much) higher truncation level $m$ before $f^{m}(\omega)$ and $f_{v}^{m}(\omega)$ gives decent approximations of the true values $f(\omega)$ and $f_{\boldsymbol{v}}(\omega)$. However, for the task of interest in section 3 it is actually not a problem if the selected truncation level does not give "optimal estimates" of $f(\omega)$ and $f_{\boldsymbol{v}}(\omega)$ - since the detection of nonlinear dependency structures can be seen for a wide range of different truncation levels. The recommended approach is to estimate $\hat{f}_{v}^{m}(\omega)$ for a range of possible truncation levels $m$, and then check if the shape of the estimates for different truncations share the same properties with regard to the position of any peaks and troughs. The R-package localgaussSpec is designed in such a way that this is trivial to do.

### 3.3.2 Some trigonometric examples

Beyond the realm of Gaussian time series, it is not known what the true value for the local Gaussian spectral density actually should be. The sanity of the implemented estimation algorithm will thus be tested by the means of an artificially constructed local trigonometric time series, for which it at least can be reasonably argued what the expected outcome should be for some specially designated points $\boldsymbol{v}$ (given a suitable bandwidth $\boldsymbol{b}$ ). These artificial time series will not satisfy the requirements needed for the asymptotic theory to hold true (as is also the case for standard global spectral analysis), but they can still be used to show how an exploratory tool based on the local Gaussian spectral density can detect local periodic properties that the ordinary spectral density fails to detect.

As a prerequisite (and a reference) for the investigation of the local trigonometric time series, it is prudent to first investigate the result based on independent samples from a time series of the form $Y_{t}=\cos (2 \pi \alpha t+\varphi)+w_{t}$, where $w_{t}$ is Gaussian white noise with mean zero and standard deviation $\sigma$, and where it in addition is such that $\alpha$ is fixed for all the replicates, whereas the phase-adjustment $\varphi$ is randomly generated for each individual replicate. A realization with $\alpha=0.302$ and $\sigma=0.75$ is shown in Figure 6, where the frequency $\alpha$ has been indicated with a vertical line in order to show that both the local and global approaches in this case have a peak at the expected position. The plots are based on 100 samples of length 1974, and shows $90 \%$ pointwise confidence intervals. Some useful remarks can be based on Figure 6, before the local trigonometric case is defined and investigated.

All the plots in Figure 6 show the same point (corresponding to the $10 \%$ quantile) in the lower tail, but they differ with regard to the bandwidths that have been used. In particular, the upper right plot is based on the bandwidth $\boldsymbol{b}=(.5, .5)$ (the bandwidth used in all the other examples), whereas the two plots at the bottom shows the situation for the


Figure 6: Single cosine and i.i.d. white noise, same point, bandwidths $0.5,0.75$ and 1.
bandwidths $\boldsymbol{b}=(.75, .75)$ and $\boldsymbol{b}=(1,1)$, respectively at the left and right. In this case, the widths of the pointwise confidence intervals are influenced by the selected bandwidths, but the overall shape is similar and close to the global estimate shown in red. This feature is also present for the other examples that have been investigated.

Note that the cosine is recovered using just a neighbourhood of the $10 \%$ quantile. Furthermore, the portion of the local Gaussian spectral density that is negative decreases with increasing bandwidth, which is in accordance with the remark at the end of section 2.1.1. Using the notation from Algorithm 2.1, this can for the estimates of the local Gaussian autocorrelations be stated as $\hat{\rho}_{\boldsymbol{v}}(h \mid \boldsymbol{b}) \rightarrow \hat{\rho}(h)$ when $\boldsymbol{b} \rightarrow \boldsymbol{\infty}$, which implies that the estimate $\hat{f}_{\boldsymbol{v}}^{m}(\omega)$ converges towards the global non-negative estimate $\hat{f}^{m}(\omega)$. It is thus possible to reduce the amount of negative values for the estimates $\hat{f}_{v}^{m}(\omega)$ by increasing the bandwidth $\boldsymbol{b}$, but keep in mind that it is the limits $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$and $m \rightarrow \infty$ that should be taken in order to actually estimate the local Gaussian spectral density $f_{\boldsymbol{v}}(\omega)$.

The truncation level used in Figure 6 is rather low, that is, $m=10$, but it can be seen that the peak is observed at the correct frequency. The peak will grow taller and narrower when a higher truncation level is used, but it will stay at the same frequency. This indicates that these plots (even for low truncation values) can detect properties of the
underlying structure. Again, this feature is shared with the other examples that have been investigated.

The local Gaussian spectral densities in Figure 6 goes below zero for low frequencies, a feature that is not entirely unexpected as $\left\{\rho_{\boldsymbol{v}}(h)\right\}_{h \in \mathbb{Z}}$, the collection of local Gaussian autocorrelations, may not be a non-negative definite function. In fact, based on the observation that the estimates of $\hat{f}_{v}^{m}(\omega)$ have peaks that are taller and wider than those of $\hat{f}^{m}(\omega)$, it is as expected that these estimates might need to have negative values somewhere. The reason for this is that all the spectral densities (global, local and $m$-truncated) by construction necessarily must integrate to one over the interval $\left(-\frac{1}{2}, \frac{1}{2}\right]$. The higher and wider peaks of the estimates for $\hat{f}_{v}^{m}(\omega)$ thus requires that it has to lie below the estimates of $\hat{f}^{m}(\omega)$ in some other region, and if necessary it must attain negative values somewhere. The interesting details in the plots are thus the position of the peaks of $\hat{f}_{\boldsymbol{v}}^{m}(\omega)$, and regions with negative values should not in general be considered a too troublesome feature.

Note that, under certain circumstances, $\hat{f}_{v}^{m}(\omega)$ might contain spurious artefacts when it is computed for time series having a non-flat ordinary spectrum, c.f. Appendix G.4.4 for a discussion related to a case based on a deterministic function with small noise.

The local trigonometric case: The key idea in this example is that an artificial time series $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ can be constructed by the following scheme:

1. Select $r$ time series $\left\{C_{i}(t)\right\}_{i=1}^{r}$.
2. Select a random variable $I$ with values in the set $\{1, \ldots, r\}$, and use this to sample a collection of indices $\left\{I_{t}\right\}_{t \in \mathbb{Z}}$ (that is, for each $t$ an independent realization of $I$ is taken). Let $p_{i}:=\mathrm{P}\left(I_{i}=i\right)$ denote the probabilities for the different outcomes.
3. Define $Y_{t}$ by means of the equation

$$
\begin{equation*}
Y_{t}:=\sum_{i=1}^{r} \mathbb{1}\left\{I_{t}=i\right\} \cdot C_{i}(t) \tag{28}
\end{equation*}
$$

The indicator function $\mathbb{1}\{\cdot\}$ ensures that only one of the $C_{i}(t)$ contribute for a given value $t$, that is, it is also possible to write $Y_{t}=C_{I_{t}}(t)$.

The local trigonometric time series (needed for the sanity testing of the implemented estimation algorithm) are constructed by selecting $r$ cosine-functions that oscillates around different horizontal base-lines $L_{i}$, that is,

$$
\begin{equation*}
C_{i}(t)=L_{i}+A_{i}(t) \cdot \cos \left(2 \pi \alpha_{i} t+\varphi_{i}\right), \quad i=1, \ldots, r, \tag{29}
\end{equation*}
$$

where $\alpha_{i}$ and $\varphi_{i}$ respectively represent the frequency and phase-adjustment occurring in the cosine-function, and where the amplitudes $A_{i}(t)$ are uniformly distributed in some interval $\left[a_{i}, b_{i}\right]$. Note that it is assumed that the phases $\varphi_{i}$ are uniformly drawn (one time for each realization) from the interval between 0 and $2 \pi$, and it is moreover also assumed that the stochastic processes $\varphi_{i}, A_{i}(t)$ and $I_{t}$ are independent of each other.

The autocorrelation $\rho(h)$ of the time series $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$, with $C_{i}(t)$ as given in Equation (29), has been computed in the Supplementary Material, cf. Equation (G.5) in Appendix G.4. For the purpose of the present section, it is sufficient to know that it is possible to find parameter-configurations for which the global spectrum is rather flat (at least when truncated at $m=10$ ), which implies that it cannot detect the frequencies $\alpha_{i}$ of the underlying structure.

Strictly speaking, neither $f(\omega)$ nor $f_{\boldsymbol{v}}(\omega)$ are well defined for the local trigonometric times series, but this is not important since it still is possible to predict (cf. Appendix G. 4 for details) that the $m$-truncated estimates $\hat{f}_{\boldsymbol{v}}^{m}(\omega)$ for some points $\boldsymbol{v}$ should resemble Figure 6 - and this can be used, cf. Figure 7, to test the sanity of the implemented estimation algorithm.

The explicit expression for the local trigonometric example studied in Figure 7 is given by $r=4$ components $C_{i}(t)$ of the form given in Equation (29), where the probabilities $p_{i}$ are
given by $(0.05,1 / 3-0.05,1 / 3,1 / 3)$, the frequencies $\alpha_{i}$ are given by $(0.267,0.091,0.431,0.270)$, the base-lines $L_{i}$ are given by the values $(-2,-1,0,1)$, and the lower and upper ranges for the uniforms sampling of the amplitudes $A_{i}(t)$ are respectively given by ( $0.5,0.2,0.2,0.5$ ) and $(1.0,0.5,0.3,0.6)$. Note that $L_{i}$ and $A_{i}(t)$ should be selected in order to give a minimal amount of overlap between the different components, cf. Appendix G. 4 for further details.

Figure 7 shows $\hat{f}^{m}(\omega)$ and $\hat{f}_{\boldsymbol{v}}^{m}(\omega)$ for the local trigonometric example. The ordinary spectrum does not detect the frequencies $\alpha_{i}$ (indicated by vertical lines), whereas the local Gaussian spectra does have clear peaks at the frequencies from respectively $C_{2}(t), C_{3}(t)$ and $C_{4}(t)$. Moreover, a comparison with Figure 6 shows that $\hat{f}_{v}^{m}(\omega)$ indeed does look like predicted, which verifies the sanity of the implemented estimation algorithm.


Figure 7: Artifical example, local trigonometric components. Global and local spectra for the three points $\boldsymbol{v}$ on the diagonal, that is, lower tail, center and upper tail.

The selected percentiles $\left\{p_{i}\right\}_{i=1}^{4}$ implies that observations from the $C_{3}(t)$ component after pseudo-normalization should lie between $\Phi^{-1}(1 / 3)=-0.43$ and $\Phi^{-1}(2 / 3)=0.43$. The estimation of $f_{v}^{m}(\omega)$ is based on the bandwidth $\boldsymbol{b}=(0.5,0.5)$, which implies that the estimate at the center will be "contaminated" by observations from the neighbouring components - and this explains the lower amplitude seen for this point.

The three points $\boldsymbol{v}$ in Figure 7 correspond roughly to the base-lines $L_{2}, L_{3}$ and $L_{4}$, and the corresponding frequencies $\alpha_{2}, \alpha_{3}$ and $\alpha_{4}$ are here detected by $\hat{f}_{v}^{m}(\omega)$. But what about the base-line $L_{1}$ and the $\alpha_{1}$-frequency?

The low probability at which the $C_{1}(t)$ component is selected implies that the point $\boldsymbol{v}$ corresponding to the base-line $L_{1}$ must lie far out in the lower tail, and for the present sample size (of $n=1974$ ) the scarcity of observations in this region implies that it is not possible to obtain decent estimates of the required local Gaussian autocorrelations $\rho_{\boldsymbol{v}}(h)$. A countermeasure to this problem would be to use a larger bandwidth $\boldsymbol{b}$, but the result would then be "contaminated" by the observations from the $C_{2}(t)$ component - and the peak of $\hat{f}_{v}^{m}(\omega)$ would then be at the frequency $\alpha_{2}$ instead of $\alpha_{1}$. This implies that misleading results can occur when the bandwidth $\boldsymbol{b}$ is to large.

However, note that for a large enough sample it is possible to detect the frequency $\alpha_{1}$ that belongs to the $C_{1}(t)$-component, cf. Appendix G.4.3 for further details.

The $C_{1}(t)$ component was included in this example in order to emphasize that extra care is needed when investigating the outer tails of a sample. This of course begs the question: For a given sample $\left\{Y_{t}\right\}_{t=1}^{n}$, how can an investigator figure out whether or not the estimate of $f_{v}^{m}(\omega)$, for a given combination of point $\boldsymbol{v}$ and bandwidth $\boldsymbol{b}$, seems trustworthy or not? Another important question for an investigator is to decide if some points $\boldsymbol{v}$ might be more interesting than others. Both of these questions can be investigated by means of the two plots seen in Figure 8, which (for a single sample from the aforementioned local trigonometric construction) investigates the $m=10$ truncated local Gaussian spectra $f_{v}^{m}(\omega)$ for points along the diagonal. Note that the points $\boldsymbol{v}$ are represented by their respective percentiles, and the range goes from the $5 \%$ percentile to the $95 \%$ percentile.

The upper part of Figure 8 is a heatmap-plot for $\hat{f}_{v}^{m}(\omega)$ (inspired by plots in Li [2019]), which in this case is based on one sample of length $n=1974$. The contour-lines in this


Percentiles vs. norm for the $\mathrm{m}=10$ local Gaussian autospectrum


Figure 8: Heatmap-plot with corresponding distance-plot, based on the local trigonometric case, showing how $\hat{f}_{v}^{10}(\omega)$ varies with the percentiles for the diagonal-points $\boldsymbol{v}$. The percentiles and frequencies used in Figure 7 have been indicated with lines/points.
plot clearly reveals that the highest peaks occur approximately at the points investigated in Figure 7. In fact, looking at the heatmap, the peak at the $90 \%$ percentile of Figure 8, may have its maximum closer to the $95 \%$ percentile, but one has to be a little careful here since the estimates of $\rho_{\boldsymbol{v}}(h)$ might degenerate towards +1 (or -1 ) in the outer part of the tail.

The lower part of Figure 8 shows the corresponding distance-plot $D\left(f_{v}^{m}(\omega)\right)$, where the norms of the $m$-truncated spectra (realized as elements of the complex Hilbert space of Fourier series, cf. Appendix D. 1 for details) are plotted against the diagonal points. Note that distance-based plots do not contain any information about the frequencies, and completely different spectral densities can have the same distance-value. It is thus important to always combine a distance-based plot with a plot that reveals the frequency-component.

The horizontal line at the bottom of the distance-plot gives the norm of the ordinary spectrum, and it can be seen that this line is very close to the white-noise value which is 1. It is interesting and reassuring that it picks up the peaks at the $10 \%$ and $50 \%$ percentiles. It does however not indicate a peak close to the $95 \%$ percentile, but this is also the least clear peak of the heatmap.

This discussion shows that it is important to include a wide range of points when performing an investigation based on local Gaussian spectral densities, since it is necessary to check how $\hat{f}_{v}^{m}(\omega)$ changes as the diagonal point $\boldsymbol{v}$ varies from the lower tail to the upper tail. The R-package localgaussSpec is designed for such investigations, and it includes an interactive interface that can switch between different visualizations. Note that localgaussSpec also can deal with points $\boldsymbol{v}$ that lies outside of the diagonal, and it can in addition also digest multivariate time series.

### 3.4 Real data and a fitted GARCH-type model

The local Gaussian machinery will now be used on the dmbp-data. It will here be seen that local properties of the nonlinear dependency structure indeed can be obtained by comparing $\hat{f}^{m}(\omega)$ and $\hat{f}_{v}^{m}(\omega)$, and this works even for low values of the truncation level $m$.

Another topic that it is natural to consider is the comparison of $\hat{f}_{\boldsymbol{v}}^{m}(\omega)$ based on the data and $\hat{f}_{v}^{m}(\omega)$ based on simulations from a model fitted to the data - and this will in
particular be investigated for a GARCH-type model that was fitted to the dmbp-data by the R-package rugarch, Ghalanos [2020].

### 3.4.1 The real data example

The dmbp-data (length 1974), whose original and pseudo-normalized versions can be seen in Figure 2, will now be investigated by the $m$-truncated local Gaussian spectral densities $f_{\boldsymbol{v}}^{m}(\omega)$. These estimates will be based on the bandwidth $\boldsymbol{b}=(0.5,0.5)$, and they will be computed for the three diagonal points corresponding to the $10 \%, 50 \%$ and $90 \%$ percentiles of the standard normal distribution. The estimated local Gaussian autocorrelations $\hat{\rho}_{\boldsymbol{v}}(h)$ that is used in the computation of $\hat{f}_{v}^{m}(\omega)$ can be seen in Figure 4, and the estimated values of $\hat{f}^{m}(\omega)$ and $\hat{f}_{v}^{m}(\omega)$ (for the $m=10$ case) are shown as the red and blue solid lines ${ }^{18}$ in Figure 9. The pointwise confidence intervals are based on the resampling strategy discussed at the end of this section.


Figure 9: dmbp-data, bootstrapped based confidence intervals. Global and local spectra for the three diagonal points.

The global spectrum $\hat{f}^{m}(\omega)$ is flat, which is in agreement with the knowledge that the dmbp-data resembles white noise. The local Gaussian spectrum $\hat{f}_{\boldsymbol{v}}^{m}(\omega)$ at the center is also

[^13]rather flat, which is no surprise given the values $\hat{\rho}_{\boldsymbol{v}}(h)$ seen in the middle panel of Figure 4. The estimates $\hat{f}_{v}^{m}(\omega)$ in the tails are obviously not flat, and the clear peaks at the frequency $\omega=0$ are again in agreement with the corresponding values $\hat{\rho}_{\boldsymbol{v}}(h)$ from Figure 4.

The difference between the (solid lines in the) lower and upper tail could indicate the presence of an asymmetry, that is, the peak are more prominent for the lower tail. It would be premature to draw a firm conclusion regarding asymmetry based one a single plot using the low truncation level $m=10$, but the asymmetry can also be seen for higher truncation levels (investigated up to $m=200$ ), with an increasing difference between the height of these peaks. Such an asymmetry, with a higher peak at the lower tail, would be in agreement with the asymmetry between a bear market (going down) and a bull market (going up).

A comparison solely based on the solid lines in Figure 9 is not sufficient, since an observed difference could be due to the variability of the estimator used to find $\hat{f}_{v}^{m}(\omega)$. It is thus necessary to decide on a reasonable resampling strategy (described below) that can provide pointwise confidence intervals like those shown in Figure 9. Based on the pointwise confidence intervals, it is clear that the truncated local and global spectra indeed do show that the dmbp-data contains local non-linear dependency structures in the tails. Note that the width of the pointwise confidence interval is a function of the frequency, cf. Appendix A.3, and this can in some cases give it a wide "trumpet shape" near $\omega=0$, as seen in the lower and upper tails in Figure 9 (and which is even more prominent in Figure 11)

The pointwise confidence intervals in Figure 9 requires a resampling strategy that takes into account that the local Gaussian autocorrelations $\rho_{\boldsymbol{v}}(1), \ldots, \rho_{\boldsymbol{v}}(m)$ are estimated by a local likelihood approach. The asymptotic properties of these estimates were developed in the present paper using the procedure from Klimko and Nelson [1978], cf. Appendix B.1.

The block bootstrap can be used for a variety of estimators, and it can in particular, cf. Künsch [1989, Example 2.4, p. 1219-20], be applied for estimators based on the KlimkoNelson procedure. The block bootstrap was thus used as the resampling strategy in an earlier draft of this paper, and the results were similar to Figure 9 when a block length of $L=100$ was used. The selected block length $L$ seemed reasonable based on the $\hat{\rho}_{\boldsymbol{v}}(h)$ values seen in Figure 4. See Appendix F. 6 for further details.

Some comments related to the block bootstrap were received during the review-process, and those motivated the investigation presented in Appendix F, which lead to the adjusted resampling strategy given in Algorithm F.4. The adjusted resampling method uses a two step procedure, where the first step uses the block bootstrap on the indices of the observations, and the next step uses those resampled indices to identify the $h$-lagged pairs $\left(Y_{t+h}, Y_{t}\right)$ that should be used when estimating $\rho_{\boldsymbol{v}}(h)$ for the resampled data.

The adjusted resampling approach reduce the edge-effect noise that occurs when the components of a resampled pair belong to different blocks, and this implies that it works well with lower block lengths than those needed for the ordinary block bootstrap. A sensitivity analysis related to the selection of the block length $L$ is presented in Appendix F.5.

### 3.4.2 A heatmap/distance plot for the dmbp-data

It is of interest to know how $\hat{f}_{v}^{m}(\omega)$ behaves for other diagonal points, and this can be seen in Figure 10 which is constructed in the same manner as Figure 8. Keep in mind that these plots are based on pseudo-normalized data, that is, the information in the marginal distribution is not present, and Figure 10 thus primarily reveals information about the copula-structure of the time series under investigation, cf. Appendix D. 2 for further details.

Figure 10 supports the impression that there is an asymmetry between the lower tail and the upper tail, and it can also be seen that the local dependency structure is weak near the center. Note that these plots go from the $5 \%$ to $95 \%$ percentile, in order to show that it


Percentiles vs. norm for the $\mathrm{m}=10$ local Gaussian autospectrum


Figure 10: Heatmap and corresponding distance-based plots based on the dmbp-data, showing how $\hat{f}_{v}^{10}(\omega)$ varies with the percentiles for the diagonal-points $\boldsymbol{v}$. The percentiles used in Figure 9, that is, $10 \%, 50 \%$ and $90 \%$, have been highlighted with lines/points.
might be perilous to go too far out in the tail for the present sample size $(n=1974)$. This is discussed in more detail in Appendix D.2, where heatmap based plots of the estimated underlying local Gaussian autocorrelations can be found, cf. Figures D. 2 to D.4.

### 3.4.3 A GARCH-type model

This section will consider an asymmetric power ARCH-model (apARCH) of order (2,3), with parameters based on a fitting to the dmbp-data. ${ }^{19}$ Technical details about this model, and comments regarding the script needed for the reproduction of this example, can be found in Appendix G. 3 in the Supplementary Material.

For a comparison with the results based on the dmbp-data, it is natural to consider $R=100$ samples of length $n=1974$ from the fitted $\operatorname{apARCH}(2,3)$ model - and the estimates of $f_{\boldsymbol{v}}^{m}(\omega)$ should be computed for the same points $\boldsymbol{v}$ and with the same tuning parameters $\boldsymbol{b}$ and $m$. The result from such an investigation can be seen in Figure 11.


Figure 11: GARCH-type model, based on dmbp. Global and local spectra for three points.

It is clear from Figure 11 that the estimate of the $m$-truncated global spectrum is flat, and this is in agreement with the knowledge that $f(\omega)=1$ for a GARCH-type model (since $\rho(h)=0$ when $h \neq 0$ ). It can also be seen that the esimates $\hat{f}_{v}^{m}(\omega)$ based on the fitted model have the same overall structure as those in Figure 9. In particular, there is a flat spectrum at the center, and the tails show the presence of nonlinear structures with peaks

[^14]at $\omega=0$. Figure 11 does however not pick up the apparent and intuitively reasonable asymmetry seen in the solid lines in Figure 9, which also are supported by the plots in Figure 10.

### 3.4.4 Local testing of fitted models

A comparison of plots like those in Figures 9 and 11 can be used to perform a "local sanity check" of whether or not the dependency structure of the fitted model properly matches the dependency structure of the data - and it is also possible to perform "local comparisons" of different models that have been fitted to the same data. The interested reader can find similar local investigations of data and fitted models in for example Birr et al. [2019]; Li [2019].

Note that it for such comparisons also is of interest to include points $\boldsymbol{v}$ outside the diagonal. The plots needed for off-diagonal points must take into account that $\hat{f}_{\boldsymbol{v}}^{m}(\omega)$ will be complex-valued outside the diagonal, but this has already been taken care of in the R-package localgaussSpec, where the implemented solution simply mimics the co-spectra, quadrature-spectra, phase-spectra and amplitude spectra that is used for the ordinary complex-valued cross-spectra.

An alternative strategy to the comparison of two sets of plots, like those in Figures 9 and 11 , is to superimpose the $\hat{f}_{v}^{m}(\omega)$ from the dmbp-data on the top of the corresponding plots based on the fitted model. A plot based on this superposition principle (inspired by a similar plot from Birr et al. [2019]) is given in Figure F. 1 in the Supplementary Material, cf. Appendix F.2. Note that this plot also contains visualizations of complex-valued spectra.

## 4 Conclusion

The local Gaussian spectral density $f_{v}(\omega)$ has in this paper been introduced as a new tool for the study of nonlinear time-series. The examples show that even for low truncation levels it
is possible to detect nonlinear periodicities missed by the ordinary spectral density. Further, one can detect the presence of general nonlinear dependency structures by a comparison of the $m$-truncated versions of the ordinary spectrum and the local Gaussian spectra.

The $m$-truncated spectra $f_{v}^{m}(\omega)$ can also be of interest with regard to local comparisons of models fitted to a given sample, as discussed at the end of section 3.4.

The R-package localgaussSpec can estimate $f_{v}^{m}(\omega)$ for a large number of combinations of points $\boldsymbol{v}$, truncation levels $m$, and block lengths $\boldsymbol{b}$ - and it does also have an integrated shiny-application that enables an easy interactive investigation of the results. The Supplementary Material contains a sensitivity analysis that shows how $\hat{f}_{v}^{m}(\omega)$ reacts to adjustments of $\boldsymbol{v}, m$ and $\boldsymbol{b}$ - and it is there also seen that adjustments of the block length $L$, within wide intervals, have a minimal impact on the pointwise confidence intervals.
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## SUPPLEMENTARY MATERIAL

This part contains the supplementary material to the paper Nonlinear spectral analysis: A local Gaussian approach. The asymptotic results for $\widehat{f}_{v}^{m}(\omega)$ are presented in appendix A, appendix B contains the underlying asymptotic results for the parameters $\widehat{\boldsymbol{\theta}}_{\boldsymbol{v}|\bar{m}| \boldsymbol{b}}$, and a collection of technical details is given in appendix C.

A sensitivity analysis of the tuning parameters is given in appendix D , and some comments related to the selection of the tuning parameters are given in appendix E. Appendix F discusses issues related to sampling and resampling, including a sensitivity analysis of the block length $L$ for the slightly adjusted block bootstrap that is used in this paper.

Finally, appendix G contains some additional information about the examples used in the main document, and it does also include comments related to the reproducibility scripts that are contained in the R-package localgaussSpec.

## Appendix A: Asymptotic results for $\widehat{\hat{f}_{v}^{m}}(\omega)$

This appendix presents the asymptotic properties of $\widehat{f}_{v}^{m}(\omega)$, the m-truncated estimate of the local Gaussian spectral density, i.e. the proof of theorem 2.8 is given here together with a theorem that covers the case when $\widehat{f_{v}^{m}}(\omega)$ is complex-valued. The technical details needed for the proofs are covered in appendices B and C. Note that the theory is given for the general situation, i.e. it is not required that the time series under investigation should have been replaced with a pseudo-normalised version.

## A. 1 The proof of theorem 2.8

Proof. The property that $f_{v}(\omega)$ is a real-valued function when $\boldsymbol{v}$ lies on the diagonal was proved in lemma $2.3(\mathrm{~d})$. The expression for $\widehat{f}_{v}^{m}(\omega)$ from lemma 2.6 can by vectors be written as

$$
\begin{equation*}
\widehat{f}_{\boldsymbol{v}}^{m}(\omega)=1+2 \cdot \boldsymbol{\Lambda}_{m}^{\prime}(\omega) \cdot \widehat{\boldsymbol{P}}_{\boldsymbol{v}|m| \boldsymbol{b}}, \tag{A.1}
\end{equation*}
$$

i.e. the sum can be expressed as the inner product of the two vectors

$$
\begin{align*}
\boldsymbol{\Lambda}_{m}^{\prime}(\omega) & :=\left[\lambda_{m}(1) \cdot \cos (2 \pi \omega \cdot 1), \ldots, \lambda_{m}(m) \cdot \cos (2 \pi \omega \cdot m)\right]  \tag{A.2a}\\
\widehat{\boldsymbol{P}}_{\boldsymbol{v}|m| \boldsymbol{b}} & :=\left[\widehat{\rho}_{v}\left(1 \mid \boldsymbol{b}_{1}\right), \ldots, \widehat{\rho}_{v}\left(m \mid \boldsymbol{b}_{m}\right)\right]^{\prime} \tag{A.2b}
\end{align*}
$$

Since $\widehat{\rho}_{\boldsymbol{v}}\left(h \mid \boldsymbol{b}_{h}\right)$ is one of the 5 estimated parameters $\widehat{\boldsymbol{\theta}}_{\boldsymbol{v}}\left(h \mid \boldsymbol{b}_{n}\right)$ from the local Gaussian approximation (of the lag $h$ pairs) at the point $\boldsymbol{v},{ }^{1}$ it is clear that it is possible to write

[^15]$\widehat{\rho}_{\boldsymbol{v}}\left(h \mid \boldsymbol{b}_{h}\right)=\boldsymbol{e}_{5}^{\prime} \cdot \widehat{\boldsymbol{\theta}}_{\boldsymbol{v}}\left(h \mid \boldsymbol{b}_{h}\right)$, where $\boldsymbol{e}_{5}^{\prime}$ is the unit vector that picks out $\widehat{\rho}_{\boldsymbol{v}}\left(h \mid \boldsymbol{b}_{h}\right)$ from $\widehat{\boldsymbol{\theta}}_{\boldsymbol{v}}\left(h \mid \boldsymbol{b}_{h}\right)$. The vectors $\left\{\widehat{\boldsymbol{\theta}}_{\boldsymbol{v}}\left(h \mid \boldsymbol{b}_{h}\right)\right\}_{h=1}^{m}$ can be stacked on top of each other to give a joint parameter vector $\widehat{\boldsymbol{\theta}}_{\boldsymbol{v}|\bar{m}| \boldsymbol{b}}$, and it follows that the vector $\widehat{\boldsymbol{P}}_{\boldsymbol{v}|m| b}$ can be expressed as $\widehat{\boldsymbol{P}}_{\boldsymbol{v}|m| b}=\boldsymbol{E}_{m}^{\prime} \cdot \widehat{\boldsymbol{\theta}}_{\boldsymbol{v}|\bar{m}| b}$, where $\boldsymbol{E}_{m}^{\prime}$ is the matrix that picks out the relevant components from $\widehat{\boldsymbol{\theta}}_{v|\bar{m}| b}$. It follows from this, and Brockwell and Davis [1986, Proposition 6.4.2, p. 211], that an asymptotic normality result for $\widehat{\boldsymbol{\theta}}_{v|\bar{m}| b}$ will give an asymptotic normality result for ${\widehat{f_{v}}}^{m}(\omega)$. In particular, if a suitable scaling factor ${ }^{2} c_{n|m| b}$ gives a $5 m$-variate asymptotic normality result for $\widehat{\boldsymbol{\theta}}_{v|\bar{m}| b}$,
\[

$$
\begin{equation*}
c_{n|m| \boldsymbol{b}} \cdot\left(\widehat{\boldsymbol{\theta}}_{v|\bar{m}| b}-\boldsymbol{\theta}_{v \mid \bar{m}}\right) \xrightarrow{d} \mathrm{~N}\left(\mathbf{0}, \Sigma_{\boldsymbol{v} \mid \bar{m}}\right), \tag{A.3}
\end{equation*}
$$

\]

then a scaling factor $c_{n|m| b}^{\prime}$ can be found that gives a univariate asymptotic normality result for $\widehat{f_{v}^{m}}(\omega)$,

$$
\begin{equation*}
c_{n|m| b}^{\prime} \cdot\left(\widehat{f}_{v}^{m}(\omega)-f_{v}(\omega)\right) \xrightarrow{d} \mathrm{~N}\left(\mathbf{0}, \sigma_{v}^{2}(\omega)\right), \tag{A.4}
\end{equation*}
$$

where the variance $\sigma_{v}^{2}(\omega)$ is a suitably scaled version of the limit of

$$
\begin{align*}
\operatorname{Var}\left(\widehat{f}_{v}^{m}(\omega)\right) & =4 \cdot \operatorname{Var}\left(\boldsymbol{\Lambda}_{m}^{\prime}(\omega) \cdot \boldsymbol{E}_{m}^{\prime} \cdot \widehat{\boldsymbol{\theta}}_{v|\bar{m}| \boldsymbol{b}}\right) \\
& =4 \cdot \boldsymbol{\Lambda}_{m}^{\prime}(\omega) \cdot \boldsymbol{E}_{m}^{\prime} \cdot \operatorname{Var}\left(\widehat{\boldsymbol{\theta}}_{v|\bar{m}| \boldsymbol{b}}\right) \cdot \boldsymbol{E}_{m} \cdot \boldsymbol{\Lambda}_{m}(\omega) \tag{A.5}
\end{align*}
$$

The asymptotic normality required in eq. (A.3) follows from theorem B. 22 (page 33), i.e. the scaling factor $c_{n|m| b}$ will be $\sqrt{n\left(b_{1} b_{2}\right)^{3}}$, whereas the asymptotic covariance matrix $\Sigma_{\boldsymbol{v} \mid \bar{m}}$ can be written as the direct sum of the covariance matrices for $\sqrt{n\left(b_{1} b_{2}\right)^{3}} \cdot \widehat{\boldsymbol{\theta}}_{\boldsymbol{v}}\left(h \mid \boldsymbol{b}_{n}\right)$, i.e.

$$
\begin{equation*}
\operatorname{Var}\left(\sqrt{n\left(b_{1} b_{2}\right)^{3}} \cdot \widehat{\boldsymbol{\theta}}_{v|\bar{m}| \boldsymbol{b}}\right)=\bigoplus_{h=1}^{m} \operatorname{Var}\left(\sqrt{n\left(b_{1} b_{2}\right)^{3}} \cdot \widehat{\boldsymbol{\theta}}_{v}\left(h \mid \boldsymbol{b}_{h}\right)\right), \tag{A.6}
\end{equation*}
$$

from which a simple calculation gives

$$
\begin{equation*}
\operatorname{Var}\left(\sqrt{n\left(b_{1} b_{2}\right)^{3}} \cdot \widehat{f}_{v}^{m}(\omega)\right)=4 \cdot \sum_{h=1}^{m} \lambda_{m}^{2}(h) \cdot \cos ^{2}(2 \pi \omega h) \cdot \operatorname{Var}\left(\sqrt{n\left(b_{1} b_{2}\right)^{3}} \cdot \widehat{\rho}_{v}\left(h \mid \boldsymbol{b}_{h}\right)\right) \tag{A.7}
\end{equation*}
$$

[^16]From this it is clear that the scaling factor $c_{n|m| b}$ requires an additional scaling with $\sqrt{1 / m}$ in order to include the averaging factor $1 / m$ for the sum in eq. (A.7). Thus, $c_{n|m| b}^{\prime}=\sqrt{n\left(b_{1} b_{2}\right)^{3} / m}$, which completes the proof.

Some care must be taken formally with regard to the limiting 5 m -variate normal distribution in eq. (A.3), since it has to be interpreted as something that is approximately valid for large (but finite) values of the truncation point $m$. The univariate normal distribution in eq. (A.4) is the one of interest, and this will under the required assumptions be well defined in the limit.

## A. 2 The complex-valued case

Theorem A. 1 (Complex-valued case). If the local Gaussian spectral density $f_{v}(\omega)$ is a complex valued function for a point $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$, i.e. $f_{v}(\omega)=c_{v}(\omega)-i q_{v}(\omega)$, with $q_{v}(\omega) \not \equiv 0$, then, under assumptions 2.1 to 2.3, the components $\widehat{c}_{v}{ }^{m}(\omega)$ and $\widehat{q}_{v}{ }^{m}(\omega)$ of the $m$-truncated estimate $\widehat{f_{v}^{m}}(\omega)$ will, when $\omega \notin \frac{1}{2} \cdot \mathbb{Z}:=\left\{\ldots,-1,-\frac{1}{2}, 0, \frac{1}{2}, 1, \ldots\right\}$, be jointly asymptotically normally distributed as given below.

$$
\sqrt{n\left(b_{1} b_{2}\right)^{3} / m} \cdot\left(\left[\begin{array}{l}
\widehat{c}_{v}{ }^{m}(\omega)  \tag{A.8}\\
\widehat{q}_{v}{ }^{m}(\omega)
\end{array}\right]-\left[\begin{array}{l}
c_{v}(\omega) \\
q_{v}(\omega)
\end{array}\right]\right) \xrightarrow{d} \mathrm{~N}\left(\left[\begin{array}{l}
0 \\
0
\end{array}\right],\left[\begin{array}{cc}
\sigma_{\text {c:v }}^{2}(\omega) & 0 \\
0 & \sigma_{q: v}^{2}(\omega)
\end{array}\right]\right),
$$

where the variances $\sigma_{c: v}^{2}(\omega)$ and $\sigma_{q: v}^{2}(\omega)$ are given by

$$
\begin{align*}
& \sigma_{c: v}^{2}(\omega)=\lim _{m \rightarrow \infty} \frac{1}{m} \sum_{h=1}^{m} \lambda_{m}^{2}(h) \cdot \cos ^{2}(2 \pi \omega h) \cdot\left\{\tilde{\sigma}_{v}^{2}(h)+\tilde{\sigma}_{\tilde{v}}^{2}(h)\right\}  \tag{A.9a}\\
& \sigma_{q: v}^{2}(\omega)=\lim _{m \rightarrow \infty} \frac{1}{m} \sum_{h=1}^{m} \lambda_{m}^{2}(h) \cdot \sin ^{2}(2 \pi \omega h) \cdot\left\{\tilde{\sigma}_{v}^{2}(h)+\tilde{\sigma}_{\tilde{v}}^{2}(h)\right\} \tag{A.9b}
\end{align*}
$$

with $\tilde{\sigma}_{v}^{2}(h)$ and $\tilde{\sigma}_{\tilde{v}}^{2}(h)$ related to respectively $\widehat{\rho}_{v}\left(h \mid \boldsymbol{b}_{n}\right)$ and $\widehat{\rho}_{\tilde{v}}\left(h \mid \boldsymbol{b}_{h}\right)$ as given in theorem 2.8.
The component $\widehat{q}_{v}{ }^{m}(\omega)$ is identical to 0 when $\omega \in \frac{1}{2} \cdot \mathbb{Z}$, and for these frequencies the following asymptotic result holds under the given assumptions

$$
\begin{equation*}
\sqrt{n\left(b_{1} b_{2}\right)^{3} / m} \cdot\left(\widehat{f}_{v}^{m}(\omega)-f_{v}(\omega)\right) \xrightarrow{d} \mathrm{~N}\left(0, \sigma_{c: v}^{2}(\omega)\right) . \tag{A.10}
\end{equation*}
$$

Proof. The case $\omega \in \frac{1}{2} \cdot \mathbb{Z}$ can be proved by the exact same argument that was used in the proof of theorem 2.8, whereas the general case requires a bivariate extension of that proof.

In particular, when the proof of theorem 2.8 is used on $\widehat{c}_{v}{ }^{m}(\omega)$ and $\widehat{q}_{v}{ }^{m}(\omega)$, it follows that they can be written as

$$
\begin{align*}
& \widehat{c}_{\boldsymbol{v}}^{m}(\omega)=1+\boldsymbol{\Lambda}_{c \mid m}^{\prime}(\omega) \cdot \widehat{\boldsymbol{P}}_{\boldsymbol{v}|\boldsymbol{m}| \boldsymbol{b}}+\boldsymbol{\Lambda}_{c \mid m}^{\prime}(\omega) \cdot \widehat{\boldsymbol{P}}_{\tilde{\boldsymbol{v}}|m| \boldsymbol{b}}=1+\boldsymbol{\Lambda}_{c \mid \overline{\underline{\underline{W}}}}^{\prime}(\omega) \cdot \widehat{\boldsymbol{P}}_{\boldsymbol{v} \mid \overline{\underline{\underline{m}} \mid \boldsymbol{b}}}  \tag{A.11a}\\
& \widehat{q}_{v}^{m}(\omega)=0+\boldsymbol{\Lambda}_{q \mid m}^{\prime}(\omega) \cdot \widehat{\boldsymbol{P}}_{\boldsymbol{v}|m| \boldsymbol{b}}-\boldsymbol{\Lambda}_{q \mid m}^{\prime}(\omega) \cdot \widehat{\boldsymbol{P}}_{\boldsymbol{\tilde { v }}|m| \boldsymbol{b}}=0+\boldsymbol{\Lambda}_{q \mid \overline{\underline{\underline{n}}}}^{\prime}(\omega) \cdot \widehat{\boldsymbol{P}}_{\boldsymbol{v} \mid \overline{\underline{\underline{m}} \mid \boldsymbol{b}}}, \tag{A.11b}
\end{align*}
$$

where $\boldsymbol{\Lambda}_{c \mid m}^{\prime}(\omega)$ and $\boldsymbol{\Lambda}_{q \mid m}^{\prime}(\omega)$ are the coefficient vectors containing respectively the cosines and sines, where $\widehat{\boldsymbol{P}}_{\boldsymbol{v}|m| \boldsymbol{b}}$ and $\widehat{\boldsymbol{P}}_{\mathfrak{\boldsymbol { v }}|m| \boldsymbol{b}}$ contains the estimated correlations corresponding to $\boldsymbol{v}$ and $\breve{\boldsymbol{v}}$ for the lags under consideration, and where the length $2 m$ vectors $\boldsymbol{\Lambda}_{c \mid \overline{\underline{m}}}^{\prime}(\omega)$, $\boldsymbol{\Lambda}_{q \mid \underline{\underline{\underline{n}}}}^{\prime}(\omega)$ and $\widehat{\boldsymbol{P}}_{v \mid \overline{\underline{\underline{m}} \mid b}}$ are defined in the obvious manner in order to get a more compact notation. Following the same line of argument as in the proof of theorem 2.8, it follows that $\widehat{\boldsymbol{P}}_{\boldsymbol{v}|\overline{\underline{m}}| b}=\left(\boldsymbol{E}_{m}^{\prime} \oplus \boldsymbol{E}_{m}^{\prime}\right) \cdot \widehat{\boldsymbol{\Theta}}_{\overline{\underline{m} \mid b} \mid}(\boldsymbol{v}, \breve{\boldsymbol{v}})$, where $\widehat{\boldsymbol{\Theta}}_{\overline{\underline{m} \mid b}}(\boldsymbol{v}, \breve{\boldsymbol{v}})$ is the full set of estimated parameters from the local Gaussian approximations at $\boldsymbol{v}$ and $\breve{\boldsymbol{v}}$ for the lags under consideration, ${ }^{3}$ and where $\left(\boldsymbol{E}_{m}^{\prime} \oplus \boldsymbol{E}_{m}^{\prime}\right)$ is the matrix that picks out the relevant autocorrelations.

Based upon this, it follows that the target of interest can be written as

$$
\left[\begin{array}{l}
\widehat{c}_{v}^{m}(\omega)  \tag{A.12}\\
\widehat{q}_{v}{ }^{m}(\omega)
\end{array}\right]=\left[\begin{array}{l}
1 \\
0
\end{array}\right]+\left[\begin{array}{l}
\boldsymbol{\Lambda}_{c \mid \overline{\underline{m}}}^{\prime}(\omega) \\
\boldsymbol{\Lambda}_{q \mid \overline{\underline{m}}}^{\prime}(\omega)
\end{array}\right] \cdot\left(\boldsymbol{E}_{m}^{\prime} \oplus \boldsymbol{E}_{m}^{\prime}\right) \cdot \widehat{\boldsymbol{\Theta}}_{\overline{\bar{m}} \mid \boldsymbol{b}}(\boldsymbol{v}, \breve{\boldsymbol{v}}),
$$

which together with the asymptotic normality result from theorem B.23, i.e.

$$
\begin{equation*}
\sqrt{n\left(b_{1} b_{2}\right)^{3}} \cdot\left(\widehat{\boldsymbol{\Theta}}_{\overline{\bar{m}} \mid \boldsymbol{b}}(\boldsymbol{v}, \breve{\boldsymbol{v}})-\boldsymbol{\Theta}_{\overline{\bar{m}}}(\boldsymbol{v}, \breve{\boldsymbol{v}})\right) \xrightarrow{d} \mathrm{~N}\left(\mathbf{0}, \Sigma_{\boldsymbol{v} \mid \bar{m}} \oplus \Sigma_{\tilde{v} \mid \bar{m}}\right), \tag{A.13}
\end{equation*}
$$

gives the result when the arguments in the proof of theorem 2.8 are applied to the present setup. Note that the requirement $\omega \notin \frac{1}{2} \cdot \mathbb{Z}$ is needed in order to ensure that the variance $\sigma_{q: v}^{2}(\omega)$ is different from 0, which is needed in order for Brockwell and Davis [1986, Proposition 6.4.2, p. 211] to be valid in this case.

## A. 3 The finite sample case and the variance of $\widehat{f_{v}^{m}}(\omega)$

The variance of the estimated local Gaussian spectral density $\widehat{f}_{v}^{m}(\omega)$, as seen in eq. (A.5), is a function of both the point $\boldsymbol{v}$ and the frequency $\omega$. It is with regard to this of interest to note that the variance $\sigma_{v}^{2}(\omega)$ is symmetric around $\omega=\frac{1}{4}$, and it attains its highest values when $\omega \in\left\{0, \frac{1}{2}\right\}$. This symmetry is a consequence of the fact that all the correlation terms are asymptotically negligible.

[^17]The correlation-terms are however still present in the $m$-truncated case, and this changes the situation a bit. To clarify: The correlation terms will depend on the frequency $\omega$ trough the functions $\cos (2 \pi \omega k) \cdot \cos (2 \pi \omega \ell)$, and these functions are in general not symmetrical around $\omega=\frac{1}{4}$. For $\omega=0$ all these products are equal to 1 , whereas the value for $\omega=\frac{1}{2}$ will be given by $\cos (2 \pi \omega k) \cdot \cos (2 \pi \omega \ell)=(-1)^{k+\ell}$. The consequence of this is that the highest value of this variance is obtained at $\omega=0$ - which in particular was evident in the plots related to the apARCH-model and the dmpb-data, cf. figs. 9 and 11 in the main document, where a 'trumpet shape' could be seen for the pointwise confidence intervals near $\omega=0$.

## Appendix B: Asymptotic results for $\widehat{\boldsymbol{\theta}}_{\boldsymbol{v}|\bar{m}| \boldsymbol{b}}$

This section will investigate the asymptotic properties of the parameter vector $\widehat{\boldsymbol{\theta}}_{v|\bar{m}| b}$, that is used in the proof of theorem 2.8. The proof is similar in spirit to the one used in Tjøstheim and Hufthammer [2013] for the asymptotic investigation of the parameter vectors $\widehat{\boldsymbol{\theta}}_{v}\left(h \mid \boldsymbol{b}_{h}\right)$, i.e. the Klimko-Nelson penalty function approach will be used to derive the desired result.

Appendix B. 1 explains the Klimko-Nelson approach and shows how a local penalty function for the present case can be constructed based on the local penalty function encountered in Tjøstheim and Hufthammer [2013]. Appendix B. 2 verifies the fourth of the requirements needed for the Klimko-Nelson approach, and the asymptotic results for $\widehat{\boldsymbol{\theta}}_{\boldsymbol{v}|\bar{m}| \boldsymbol{b}}$ are collected in appendix B.3.

The asymptotic investigation requires several indices in order to keep track of the different components, and to simplify references to $\boldsymbol{v}$ and $\boldsymbol{b}$ will whenever possible be suppressed from the notation.

## B. 1 Local penalty functions and the Klimko-Nelson approach

Tjøstheim and Hufthammer [2013] used a local penalty function to define the local Gaussian correlation $\rho_{v}$ as a new local measure of dependence at a point $\boldsymbol{v}$, and then used the approach formalised in Klimko and Nelson [1978], to investigate the asymptotic properties of $\widehat{\rho}_{v}$. The local Gaussian spectral density $f_{v}(\omega)$ is based on the local Gaussian autocorrelations $\rho_{v}(h)$, and the asymptotic properties of the estimates $\widehat{f_{v}^{m}}(\omega)$ are thus closely connected to the asymptotic properties of $\widehat{\rho}_{v}(h)$.

The Klimko-Nelson approach shows how the asymptotic properties of an estimate of the parameters of a penalty function $Q$ can be expressed relative to the asymptotic properties of (entities related to) the penalty function itself. This result plays a pivotal role in the present analysis, and it has thus been included in appendix B.1.1.

Appendix B.1.2 presents the bivariate definitions and results from Tjøstheim and Hufthammer [2013], with the notational modifications that are needed in order to make it fit into
the multivariate approach in the present paper. The bivariate penalty functions $Q_{h: n}$ from Tjøstheim and Hufthammer [2013] will be used as building blocks for the new penalty function.

## B.1.1 The Klimko-Nelson approach

The following presentation is based on Taniguchi and Kakizawa [2000, Th. 3.2.23].
Let $\left\{\boldsymbol{X}_{t}\right\}_{t \in \mathbb{Z}}$ be an $m$-variate strictly stationary and ergodic process that satisfies the requirement $\mathrm{E}\left[\left\|\boldsymbol{X}_{t}\right\|^{2}\right]<\infty$. Consider a general real valued penalty function $Q_{n}=Q_{n}(\boldsymbol{\theta})=$ $Q_{n}\left(\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n} ; \boldsymbol{\theta}\right)$, which should depend upon $n$ observations $\left\{\boldsymbol{X}_{t}\right\}_{i=1}^{n}$ and a parameter vector $\boldsymbol{\theta}$ that lies in an open set $\boldsymbol{\Theta} \in \mathbb{R}^{p}$, and let the true value of the parameter be denoted by $\boldsymbol{\theta}^{\circ}$. Add the requirement that $Q_{n}$ must be twice continuously differentiable with respect to $\boldsymbol{\theta}$ a.e. in a neighbourhood $\mathcal{N}$ of $\boldsymbol{\theta}^{\circ}$, such that the following Taylor expansion is valid (in the neighbourhood $\mathcal{N}$ ) for $\left\|\boldsymbol{\theta}-\boldsymbol{\theta}^{\circ}\right\|<\delta$,

$$
\begin{align*}
Q_{n}(\boldsymbol{\theta})= & Q_{n}\left(\boldsymbol{\theta}^{\circ}\right)+\left(\boldsymbol{\theta}-\boldsymbol{\theta}^{\circ}\right)^{\prime} \frac{\partial}{\partial \boldsymbol{\theta}} Q_{n}\left(\boldsymbol{\theta}^{\circ}\right)+\frac{1}{2}\left(\boldsymbol{\theta}-\boldsymbol{\theta}^{\circ}\right)^{\prime} \frac{\partial^{2}}{\partial \boldsymbol{\theta} \partial \boldsymbol{\theta}^{\prime}} Q_{n}\left(\boldsymbol{\theta}^{\circ}\right)\left(\boldsymbol{\theta}-\boldsymbol{\theta}^{\circ}\right) \\
& +\frac{1}{2}\left(\boldsymbol{\theta}-\boldsymbol{\theta}^{\circ}\right)^{\prime}\left\{\frac{\partial^{2}}{\partial \boldsymbol{\theta} \partial \boldsymbol{\theta}^{\prime}} Q_{n}\left(\boldsymbol{\theta}^{*}\right)-\frac{\partial^{2}}{\partial \boldsymbol{\theta} \partial \boldsymbol{\theta}^{\prime}} Q_{n}\left(\boldsymbol{\theta}^{\circ}\right)\right\}\left(\boldsymbol{\theta}-\boldsymbol{\theta}^{\circ}\right)  \tag{B.1a}\\
= & Q_{n}\left(\boldsymbol{\theta}^{\circ}\right)+\left(\boldsymbol{\theta}-\boldsymbol{\theta}^{\circ}\right)^{\prime} \frac{\partial}{\partial \boldsymbol{\theta}} Q_{n}\left(\boldsymbol{\theta}^{\circ}\right)+\frac{1}{2}\left(\boldsymbol{\theta}-\boldsymbol{\theta}^{\circ}\right)^{\prime} V_{n}\left(\boldsymbol{\theta}-\boldsymbol{\theta}^{\circ}\right) \\
& +\frac{1}{2}\left(\boldsymbol{\theta}-\boldsymbol{\theta}^{\circ}\right)^{\prime} T_{n}\left(\boldsymbol{\theta}^{*}\right)\left(\boldsymbol{\theta}-\boldsymbol{\theta}^{\circ}\right) \tag{B.1b}
\end{align*}
$$

where $V_{n}$ and $T_{n}\left(\boldsymbol{\theta}^{*}\right)$ are defined in the obvious manner, with $\boldsymbol{\theta}^{*}=\boldsymbol{\theta}^{*}\left(\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n} ; \boldsymbol{\theta}\right)$ an intermediate point between $\boldsymbol{\theta}$ and $\boldsymbol{\theta}^{\circ}$ (determined by the mean value theorem).
Theorem B. 1 (Klimko-Nelson, Klimko and Nelson [1978]). Assume that $\left\{\boldsymbol{X}_{t}\right\}_{t \in \mathbb{Z}}$ and $Q_{n}$ are such that as $n \rightarrow \infty$
(A1) $n^{-1}(\partial / \partial \boldsymbol{\theta}) Q_{n}\left(\boldsymbol{\theta}^{\circ}\right) \xrightarrow{\text { a.s. }} \mathbf{0}$,
(A2) $n^{-1} V_{n} \xrightarrow{\text { a.s. }} V$, where $V$ is a $p \times p$ positive definite matrix, and
(A3) for $j, k=1, \ldots, p$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{\delta \rightarrow 0}(n \delta)^{-1}\left|T_{n}\left\{\boldsymbol{\theta}^{*}\right\}_{j k}\right|<\infty \quad \text { a.s. } \tag{B.2}
\end{equation*}
$$

where $T_{n}\left\{\boldsymbol{\theta}^{*}\right\}_{j k}$ is the $(j, k)$ th component of $T_{n}\left\{\boldsymbol{\theta}^{*}\right\}$.
Then there exists a sequence of estimators $\widehat{\boldsymbol{\theta}}_{n}=\left(\widehat{\theta}_{1}, \ldots, \widehat{\theta}_{p}\right)^{\prime}$, such that $\widehat{\boldsymbol{\theta}}_{n} \xrightarrow{\text { a.s. }} \boldsymbol{\theta}^{\circ}$, and for any $\epsilon>0$, there exists an event $E$ with $P(E)>1-\epsilon$ and an $n^{\circ}$ such that on $E$, for $n>n^{\circ}$, $(\partial / \partial \boldsymbol{\theta}) Q_{n}\left(\widehat{\boldsymbol{\theta}}_{n}\right)=\mathbf{0}$ and $Q_{n}$ attains a relative minimum at $\widehat{\boldsymbol{\theta}}_{n}$. Furthermore, if
(A4) $n^{-1 / 2}(\partial / \partial \boldsymbol{\theta}) Q_{n}\left(\boldsymbol{\theta}^{\circ}\right) \xrightarrow{d} \mathrm{~N}(\mathbf{0}, W)$
then

$$
\begin{equation*}
n^{1 / 2}\left(\widehat{\boldsymbol{\theta}}_{n}-\boldsymbol{\theta}^{\circ}\right) \xrightarrow{d} \mathrm{~N}\left(\mathbf{0}, V^{-1} W V^{-1}\right) . \tag{B.3}
\end{equation*}
$$

## B.1.2 The bivariate penalty functions

This section will translate the bivariate results from Tjøstheim and Hufthammer [2013] into the present multivariate framework, and these bivariate components will then be used to define a new penalty function in appendix B.1.3.

The main idea from Tjøstheim and Hufthammer [2013] is to use bivariate Gaussian densities $\psi\left(\boldsymbol{y}_{h} ; \boldsymbol{\theta}_{v \mid h}\right)$ to approximate the bivariate densities $g_{h}\left(\boldsymbol{y}_{h}\right)$ at a point $\boldsymbol{v}$, where $\boldsymbol{\theta}_{v \mid h}=\left[\theta_{v \mid h: 1}, \ldots, \theta_{v \mid h: 5}\right]^{\prime}$ is the five dimensional parameter-vector of the bivariate Gaussian distribution. The point $\boldsymbol{v}$ will be fixed for the remainder of this discussion, and it will henceforth be dropped from the notation for the parameters, i.e. $\boldsymbol{\theta}_{h}$ should always be understood as $\boldsymbol{\theta}_{\boldsymbol{v} \mid h}$.

The local investigation requires a bandwidth vector $\boldsymbol{b}=\left(b_{1}, b_{2}\right)$ and a kernel function $K(\boldsymbol{w})$, which is used to define $K_{h: b}\left(\boldsymbol{y}_{h}-\boldsymbol{v}\right):=\frac{1}{b_{1} b_{2}} K\left(\frac{y_{h}-v_{1}}{b_{1}}, \frac{y_{0}-v_{2}}{b_{2}}\right)$, which in turn is used in the following local approximation around $\boldsymbol{v}$,

$$
\begin{equation*}
q_{h: b}:=\int_{\mathbb{R}^{2}} K_{h: b}\left(\boldsymbol{y}_{h}-\boldsymbol{v}\right)\left[\psi\left(\boldsymbol{y}_{h} ; \boldsymbol{\theta}_{h}\right)-g_{h}\left(\boldsymbol{y}_{h}\right) \log \psi\left(\boldsymbol{y}_{h} ; \boldsymbol{\theta}_{h}\right)\right] \mathrm{d} \boldsymbol{y}_{h}, \tag{B.4}
\end{equation*}
$$

a minimiser of which should satisfy the vector equation

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} K_{h: \boldsymbol{b}}\left(\boldsymbol{y}_{h}-\boldsymbol{v}\right) \boldsymbol{u}_{h}\left(\boldsymbol{y}_{h} ; \boldsymbol{\theta}_{h}\right)\left[\psi\left(\boldsymbol{y}_{h} ; \boldsymbol{\theta}_{h}\right)-g_{h}\left(\boldsymbol{y}_{h}\right)\right] \mathrm{d} \boldsymbol{y}_{h}=\mathbf{0}, \tag{B.5}
\end{equation*}
$$

where $\boldsymbol{u}_{h}\left(\boldsymbol{y}_{h} ; \boldsymbol{\theta}_{h}\right):=\nabla_{h} \log \psi\left(\boldsymbol{y}_{h} ; \boldsymbol{\theta}_{h}\right)$ is the score function of $\psi\left(\boldsymbol{y}_{h} ; \boldsymbol{\theta}_{h}\right)$ (with $\left.\boldsymbol{\nabla}_{h}:=\partial / \partial \boldsymbol{\theta}_{h}\right)$. Under the assumption that there is a bandwidth $\boldsymbol{b}_{0}$ such that there exists a minimiser $\boldsymbol{\theta}_{h: b}$ of eq. (B.4) which satisfies eq. (B.5) for any $\boldsymbol{b}$ with $\mathbf{0}<\boldsymbol{b}<\boldsymbol{b}_{0}{ }^{4}$ this $\boldsymbol{\theta}_{h: b}$ will be referred to as the population value for the given bandwidth $\boldsymbol{b}$.

Equation (B.4) is a special case of a tool that Hjort and Jones [1996] introduced in order to perform locally parametric nonparametric density estimation, but (as was done in Tjøstheim and Hufthammer [2013]) it can also be used to define and estimate local Gaussian parameters - whose asymptotic properties can be investigated by means of a local penalty function $Q_{h: n}\left(\boldsymbol{\theta}_{h}\right)$, to be described below, and the Klimko-Nelson approach.

[^18]For a sample of size $n$ from $\left\{\boldsymbol{Y}_{h: t}\right\}_{t \in \mathbb{Z}}$, the following $M$-estimator ${ }^{5}$ will be used, which (due to the ergodicity implied by assumption 2.1(a)) will converge towards the penalty function $q_{h: b}$,

$$
\begin{align*}
L_{h: n}\left(\boldsymbol{\theta}_{h}\right) & :=L_{h: n}\left(\boldsymbol{Y}_{h: 1}, \ldots, \boldsymbol{Y}_{h: n} ; \boldsymbol{\theta}_{h}\right) \\
& :=n^{-1} \sum_{t=1}^{n} K_{h: b}\left(\boldsymbol{Y}_{h: t}-\boldsymbol{v}\right) \log \psi\left(\boldsymbol{Y}_{h: t} ; \boldsymbol{\theta}_{h}\right)-\int_{\mathbb{R}^{2}} K_{h: b}\left(\boldsymbol{y}_{h}-\boldsymbol{v}\right) \psi\left(\boldsymbol{y}_{h} ; \boldsymbol{\theta}_{h}\right) \mathrm{d} \boldsymbol{y}_{h} . \tag{B.6}
\end{align*}
$$

The local penalty function from Tjøstheim and Hufthammer [2013] can be described as

$$
\begin{align*}
Q_{h: n}\left(\boldsymbol{\theta}_{h}\right) & :=Q_{h: n}\left(\boldsymbol{Y}_{h: 1}, \ldots, \boldsymbol{Y}_{h: n} ; \boldsymbol{\theta}_{h}\right):=-n L_{h: n}\left(\boldsymbol{\theta}_{h}\right) \\
& =-\sum_{t=1}^{n} K_{h: \mathbf{b}}\left(\boldsymbol{Y}_{h: t}-\boldsymbol{v}\right) \log \psi\left(\boldsymbol{Y}_{h: t} ; \boldsymbol{\theta}_{h}\right)+n \int_{\mathbb{R}^{2}} K_{h: b}\left(\boldsymbol{y}_{h}-\boldsymbol{v}\right) \psi\left(\boldsymbol{y}_{h} ; \boldsymbol{\theta}_{h}\right) \mathrm{d} \boldsymbol{y}_{h}, \tag{B.7}
\end{align*}
$$

and it remains to write out how the different components in appendix B.1.1 looks like for this particular penalty function. A central component is the vector of partial derivatives, which by the score function $\boldsymbol{u}_{h}\left(\boldsymbol{y}_{h} ; \boldsymbol{\theta}_{h}\right)$ can be given as,

$$
\begin{equation*}
\boldsymbol{\nabla}_{h} Q_{h: n}\left(\boldsymbol{\theta}_{h}\right)=-\sum_{t=1}^{n}\left[K_{h: b}\left(\boldsymbol{Y}_{h: t}-\boldsymbol{v}\right) \boldsymbol{u}_{h}\left(\boldsymbol{Y}_{h: t} ; \boldsymbol{\theta}_{h}\right)-\int_{\mathbb{R}^{2}} K_{h: b}\left(\boldsymbol{y}_{h}-\boldsymbol{v}\right) \boldsymbol{u}_{h}\left(\boldsymbol{y}_{h} ; \boldsymbol{\theta}_{h}\right) \psi\left(\boldsymbol{y}_{h} ; \boldsymbol{\theta}_{h}\right) \mathrm{d} \boldsymbol{y}_{h}\right] . \tag{B.8}
\end{equation*}
$$

Note that the expectation of the bracketed expression in the sum gives the left hand side of eq. (B.5), which implies that the expectation will be $\mathbf{0}$ when $\boldsymbol{\nabla}_{h} Q_{h: n}\left(\boldsymbol{\theta}_{h}\right)$ is evaluated at the population value $\boldsymbol{\theta}_{h: b}$.

Given a bandwidth $\boldsymbol{b}$ which is small enough to ensure a unique solution $\boldsymbol{\theta}_{h: b}$, the next part of interest is the Taylor expansion of order two in a neighbourhood $\mathcal{N}_{h}:=$ $\left\{\boldsymbol{\theta}_{h}:\left|\boldsymbol{\theta}_{h}-\boldsymbol{\theta}_{h: b}\right|<\delta\right\}$ of $\boldsymbol{\theta}_{h: b}$, i.e.

$$
\begin{align*}
Q_{h: n}\left(\boldsymbol{\theta}_{h}\right)= & Q_{h: n}\left(\boldsymbol{\theta}_{h: b}\right)+\left[\boldsymbol{\theta}_{h}-\boldsymbol{\theta}_{h: b}\right]^{\prime} \nabla_{h} Q_{h: n}\left(\boldsymbol{\theta}_{h: b}\right)+\frac{1}{2}\left[\boldsymbol{\theta}_{h}-\boldsymbol{\theta}_{h: b}\right]^{\prime} V_{h: b: n}\left[\boldsymbol{\theta}_{h}-\boldsymbol{\theta}_{h: b}\right] \\
& +\frac{1}{2}\left[\boldsymbol{\theta}_{h}-\boldsymbol{\theta}_{h: b}\right]^{\prime} T_{h: b: n}\left[\boldsymbol{\theta}_{h}-\boldsymbol{\theta}_{h: b}\right], \tag{B.9a}
\end{align*}
$$

[^19]where
\[

$$
\begin{align*}
V_{h: b: n} & :=V_{h: b: n}\left(\boldsymbol{\theta}_{h: b}\right):=\nabla_{h} \boldsymbol{\nabla}_{h}^{\prime} Q_{h: n}\left(\boldsymbol{\theta}_{h: b}\right),  \tag{B.9b}\\
T_{h: b: n} & :=T_{h: b: n}\left(\boldsymbol{\theta}_{h}^{*}, \boldsymbol{\theta}_{h: b}\right):=\nabla_{h} \nabla_{h}^{\prime} Q_{h: n}\left(\boldsymbol{\theta}_{h}^{*}\right)-\nabla_{h} \nabla_{h}^{\prime} Q_{h: n}\left(\boldsymbol{\theta}_{h: b}\right), \tag{B.9c}
\end{align*}
$$
\]

with $\boldsymbol{\theta}_{h}^{*}$ an intermediate point between $\boldsymbol{\theta}_{h}$ and $\boldsymbol{\theta}_{h: b}$, again determined by the mean value theorem.

With the preceding definitions, Tjøstheim and Hufthammer [2013, theorem 1] investigated the case where the bandwidth $\boldsymbol{b}$ was fixed as $n \rightarrow \infty$, i.e. items (A1) to (A4) of theorem B. 1 was verified in order to obtain the following result for the estimated local Gaussian parameters $\widehat{\boldsymbol{\theta}}_{h: n}$; for every $\epsilon>0$ there exists an event $A_{h}$ (possibly depending on the point $\boldsymbol{v}$ ) with $\mathrm{P}\left(A_{h}^{c}\right)<\epsilon$, such that there exists a sequence of estimators $\widehat{\boldsymbol{\theta}}_{h: n}$ that converges almost surely to $\boldsymbol{\theta}_{h: b}$ (the minimiser of $q_{h: b}$ from eq. (B.4)). And, moreover, the following asymptotic behaviour is observed

$$
\begin{equation*}
\left(n b_{1} b_{2}\right)^{1 / 2}\left(\widehat{\boldsymbol{\theta}}_{h: n}-\boldsymbol{\theta}_{h: \mathbf{b}}\right) \xrightarrow{d} \mathrm{~N}\left(\mathbf{0}, \Sigma_{h: \mathbf{b}}\right), \tag{B.10}
\end{equation*}
$$

where $\Sigma_{h: b}:=V_{h: b}^{-1} W_{h: b} V_{h: b}^{-1}$ with $W_{h: b}$ the matrix occurring in item (A4) of theorem B.1.
The situation when $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$as $n \rightarrow \infty$ requires some extra care since the presence of the kernel function $K_{h: b}(\boldsymbol{w})$ in $Q_{h: n}\left(\boldsymbol{\theta}_{h}\right)$, see eq. (B.7), gives limiting matrices of $V_{h: b}$ and $W_{h: b}$ of rank one. The details are covered in theorems 2 and 3 in Tjøstheim and Hufthammer [2013, p. 39-40], which ends out with the following adjusted version of eq. (B.10), where $n$ and $\boldsymbol{b}=\left(b_{1}, b_{2}\right)$ are such that $\log n / n\left(b_{1} b_{2}\right)^{5} \rightarrow 0$,

$$
\begin{equation*}
\left(n\left(b_{1} b_{2}\right)^{3}\right)^{1 / 2}\left(\widehat{\boldsymbol{\theta}}_{h: n}-\boldsymbol{\theta}_{h}^{\circ}\right) \xrightarrow{d} \mathrm{~N}\left(\mathbf{0}, \Sigma_{h}^{\circ}\right), \tag{B.11}
\end{equation*}
$$

where $\boldsymbol{\theta}_{h}^{\circ}$ is the $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$value of $\boldsymbol{\theta}_{h: b}$ and where the limiting matrix $\Sigma_{h}^{\circ}$ is a $\left(b_{1} b_{2}\right)^{2}$-rescaled version of matrices related to the matrices $V_{h: b}$ and $W_{h: b}$, see the discussion in Tjøstheim and Hufthammer [2013] for details.

## B.1.3 A new penalty function

The proof of theorem 2.8 requires an asymptotic result for the parameter vector $\widehat{\boldsymbol{\theta}}_{n|\bar{m}| b}$, which was obtained by combining $m$ parameter vectors corresponding to the bivariate lag $h$ pairs $\left(Y_{t+h}, Y_{t}\right)$ for $h=1, \ldots, m$. This section will show how a penalty function for $\widehat{\boldsymbol{\theta}}_{n|\bar{m}| \boldsymbol{b}}$ can be constructed based on the bivariate penalty functions $Q_{h: n}$ defined in appendix B.1.2. The indices $n$ and $\boldsymbol{b}$ will for notational simplicity be suppressed from the notation, and only $\boldsymbol{\theta}_{\bar{m}}$ will henceforth be used.

An analysis akin to the one in Theorem 1 of Tjøstheim and Hufthammer [2013] will be performed in this section, i.e. the asymptotic situation will be investigated for the simple case where the truncation $m$ and the bandwidth $\boldsymbol{b}$ both are fixed as $n \rightarrow \infty$. The proof that the new penalty function satisfies the four requirements items (A1) to (A4) of theorem B. 1 can then be based upon corresponding components of the proof of Theorem 1 from Tjøstheim and Hufthammer [2013].

The general case, where $m \rightarrow \infty$ and $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$when $n \rightarrow \infty$, can recycle the arguments given here for the requirements in items (A1) to (A3), but extra work is needed for the requirement given in item (A4). The details needed for item (A4) will be covered in appendix B.2.

With regard to the construction of the new penalty function, the main observation of interest is that the $Q_{h: n}\left(\boldsymbol{\theta}_{h}\right)$ from appendix B.1.2 was defined for bivariate time series $\left\{\boldsymbol{Y}_{h: t}\right\}_{t \in \mathbb{Z}}$, whereas the new penalty function will be defined for the $(m+1)$-variate time series $\left\{\boldsymbol{Y}_{\bar{m}: t}\right\}_{t \in \mathbb{Z}}$. The first step is to extend the penalty functions $Q_{h: n}, h=1, \ldots, m$ from expression based on $\boldsymbol{Y}_{h: t}$ to expressions based on $\boldsymbol{Y}_{\bar{m}: t}$, but this is trivial since the bivariate functions occurring in the definition of $Q_{h: n}\left(\boldsymbol{\theta}_{h}\right)$ can be extended in a natural manner to $(m+1)$-variate functions, as mentioned in section 2.4.1, which gives the desired functions $\widetilde{Q}_{h: n}\left(\boldsymbol{\theta}_{h}\right)$.

Definition B.2. Let the new penalty function $Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}}\right)$ be given as follows,

$$
\begin{equation*}
Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}}\right):=Q_{\bar{m}: n}\left(\boldsymbol{Y}_{\bar{m}: 1}, \ldots, \boldsymbol{Y}_{\bar{m}: n} ; \boldsymbol{\theta}_{\bar{m}}\right):=\sum_{h=1}^{m} \widetilde{Q}_{h: n}\left(\boldsymbol{\theta}_{h}\right) \tag{B.12a}
\end{equation*}
$$

where $\boldsymbol{\theta}_{\bar{m}}$ is the column vector obtained by stacking all the individual $\boldsymbol{\theta}_{h}$ on top of each other, i.e.

$$
\begin{equation*}
\boldsymbol{\theta}_{\bar{m}}:=\left[\boldsymbol{\theta}_{1}^{\prime}, \ldots, \boldsymbol{\theta}_{m}^{\prime}\right]^{\prime} . \tag{B.12b}
\end{equation*}
$$

The $m$ components $\widetilde{Q}_{h: n}\left(\boldsymbol{\theta}_{h}\right)$ in the sum that defines $Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}}\right)$ have no common parameters, which implies that the optimisation of the parameters for the different summands can be performed independently. For a given sample from $\left\{\boldsymbol{Y}_{\bar{m}: t}\right\}_{t \in \mathbb{Z}}$ and for a given bandwidth $\boldsymbol{b}$, the optimal parameter vector $\widehat{\boldsymbol{\theta}}_{\bar{m}: n}$ for $Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}}\right)$ can thus be constructed by stacking on top of each other the parameter vectors that optimise the individual summands in eq. (B.12) - and these are the parameter vectors $\widehat{\boldsymbol{\theta}}_{h: n}$ that shows up for the $m$ bivariate cases in eq. (B.10). Since each $\widehat{\boldsymbol{\theta}}_{h: n}$ converge almost surely to $\boldsymbol{\theta}_{h: b}$, it is clear that $\widehat{\boldsymbol{\theta}}_{\bar{m}: n}$ will converge
almost surely to $\boldsymbol{\theta}_{\bar{m}: b}$, the vector obtained by stacking the $m$ vectors $\boldsymbol{\theta}_{h: b}$ on top of each other.

The desired asymptotic result for the fixed $\boldsymbol{b}$ and fixed $m$ estimates $\widehat{f_{v}^{m}}(\omega)$ can be obtained directly from the preceding observation and Theorem 1 in Tjøstheim and Hufthammer [2013], but that would not reveal how $m$ and $\boldsymbol{b}$ must behave in the general situation. The rest of this section will thus be used to verify items (A1) to (A4) from theorem B.1, which in essence only requires a minor adjustment of the bivariate discussion from appendix B.1.2, i.e. the discussion can start with the following Taylor-expansion of $Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}}\right)$,

$$
\begin{align*}
Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}}\right)= & Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}: b}\right)+\left[\boldsymbol{\theta}_{\bar{m}}-\boldsymbol{\theta}_{\bar{m}: b}\right]^{\prime} \boldsymbol{\nabla}_{\bar{m}} Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}: b}\right)+\frac{1}{2}\left[\boldsymbol{\theta}_{\bar{m}}-\boldsymbol{\theta}_{\bar{m}: b}\right]^{\prime} V_{\bar{m} \mid b: n}\left[\boldsymbol{\theta}_{\bar{m}}-\boldsymbol{\theta}_{\bar{m}: b}\right] \\
& +\frac{1}{2}\left[\boldsymbol{\theta}_{\bar{m}}-\boldsymbol{\theta}_{\bar{m}: b}\right]^{\prime} T_{\bar{m} \mid b: n}\left[\boldsymbol{\theta}_{\bar{m}}-\boldsymbol{\theta}_{\bar{m}: b}\right], \tag{B.13}
\end{align*}
$$

where $\boldsymbol{\theta}_{\bar{m}: b}$ represents the vector obtained by stacking on top of each other the $m$ individual population parameters $\boldsymbol{\theta}_{h: b}$, where $\boldsymbol{\nabla}_{\bar{m}}:=\left[\boldsymbol{\nabla}_{1}^{\prime}, \ldots, \boldsymbol{\nabla}_{m}^{\prime}\right]^{\prime}$, and where the matrices $V_{\bar{m} \mid b: n}$ and $T_{\bar{m} \mid b: n}$ corresponds to the matrices $V_{h: b: n}$ and $T_{h: b: n}$ from eq. (B.9).

The following matrix-observations gives the foundation for the extension from the bivariate case to the multivariate case.

1. Keeping in mind how $\nabla_{\bar{m}}$ is defined relative to $\nabla_{h}$, and how $Q_{\bar{m}: n}$ is defined relative to $Q_{h: n}$, it is clear that $\nabla_{\bar{m}} Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}: b}\right)$ is the vector obtained by stacking the $m$ vectors $\nabla_{h} Q_{h: n}\left(\boldsymbol{\theta}_{h: b}\right)$ on top of each other.
2. The operator $\boldsymbol{\nabla}_{\bar{m}} \boldsymbol{\nabla}_{\bar{m}}^{\prime}$ can be viewed as an $m \times m$ block-matrix, consisting of the $5 \times 5$ matrices $\nabla_{j} \nabla_{k}^{\prime}, j, k=1, \ldots, m$. Due to the definition of $Q_{\bar{m}: n}$, it is clear that the only operators $\boldsymbol{\nabla}_{j} \boldsymbol{\nabla}_{k}^{\prime}$ that will return a nonzero result are those having $j=k$.
3. The preceding observation implies that $V_{\bar{m} \mid b: n}=\bigoplus_{h=1}^{m} V_{h: b: n}$, i.e. $V_{\bar{m} \mid b: n}$ is the direct sum of the matrices $V_{h: b: n}$ (the block diagonal matrix where the diagonal blocks equals $V_{h: b: n}$, and all other blocks are zero, cf. e.g. Horn and Johnson [2012, p.30] for further details).
4. The same observation implies that $T_{\bar{m} \mid b: n}=\bigoplus_{h=1}^{m} T_{h: b: n}$

With these observations, and the details from the proof of Theorem 1 in Tjøstheim and Hufthammer [2013], it is straightforward to verify items (A1) to (A3) of theorem B.1, whereas item (A4) requires some more work.

Lemma B. 3 (Item (A1) of theorem B.1.).
$n^{-1} \nabla_{\bar{m}} Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}: b}\right) \xrightarrow{\text { a.s. }} \mathbf{0}$
Proof. Since $\boldsymbol{\nabla}_{\bar{m}} Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}: b}\right)$ is the vector obtained by stacking the $m$ vectors $\boldsymbol{\nabla}_{h} Q_{h: n}\left(\boldsymbol{\theta}_{h: b}\right)$ on top of each other, and the proof of Theorem 1 in Tjøstheim and Hufthammer [2013] shows
that $n^{-1} \boldsymbol{\nabla}_{h} Q_{h: n}\left(\boldsymbol{\theta}_{h: b}\right)$ converges almost surely to $\mathbf{0}$, the same must necessarily be true for the combined vector $n^{-1} \nabla_{\bar{m}} Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}: b}\right)$ too.

Lemma B. 4 (Item (A2) of theorem B.1.). $n^{-1} V_{\bar{m} \mid b: n} \xrightarrow{\text { a.s. }} V_{\bar{m} \mid b}$, where $V_{\bar{m} \mid b}$ is a $5 m \times 5 \mathrm{~m}$ positive definite matrix.

Proof. Since $V_{\bar{m} \mid b: n}$ is the direct sum of the $m$ matrices $V_{h: b: n}$, the behaviour of those will describe the behaviour of $V_{\bar{m} \mid b: n}$. The proof of Theorem 1 in Tjøstheim and Hufthammer [2013] shows that the matrices $n^{-1} V_{h: b: n}$ converges almost surely to positive definite matrices $V_{h: b}$, and this implies that $n^{-1} V_{\bar{m} \mid b: n}$ will converge almost surely to a block diagonal matrix $V_{\bar{m} \mid b}$, defined as the direct sum of the matrices $V_{h: b}$. Since the set of eigenvalues for a direct sum of matrices equals the union of the eigenvalues for its components, see Horn and Johnson [2012, p.30] for details, if follows that $V_{\bar{m} \mid b: n}$ is positive definite since all the $V_{h: b: n}$ are positive definite.

Lemma B. 5 (Item (A3) of theorem B.1.).
For $j, k=1, \ldots, 5 m$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{\delta \rightarrow 0}(n \delta)^{-1}\left|T_{\bar{m} \mid b: n_{j k}}\right|<\infty \quad \text { a.s. } \tag{B.14}
\end{equation*}
$$

where $T_{\bar{m} \mid b: n_{j k}}$ is the $(j, k)^{\text {th }}$ component of $T_{\bar{m} \mid b: n}$.
Proof. $T_{\bar{m} \mid b: n}$ is the direct sum of the $m$ matrices $T_{h: b: n}$, so the required inequality is trivially satisfied for all entries $j$ and $k$ that gives an element outside of the diagonal-blocks. The proof of Theorem 1 in Tjøstheim and Hufthammer [2013] shows that the inequality is satisfied almost surely on each of the $m$ blocks $T_{h: b: n}$, which implies that it holds for $T_{\bar{m} \mid \text { b:n }}$ too.

Lemma B. 6 (Item ( $A_{4}$ ) of theorem B.1.).

$$
n^{-1 / 2} \boldsymbol{\nabla}_{\bar{m}} Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}: b}\right) \xrightarrow{d} \mathrm{~N}\left(\mathbf{0}, W_{\bar{m} \mid b}\right)
$$

Proof. As done in the proof of Theorem 1 in Tjøstheim and Hufthammer [2013], the idea is to first prove asymptotic normality of each individual component of $\boldsymbol{\nabla}_{\bar{m}} Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}: b}\right)$ by Theorem 2.20(i) and Theorem 2.21(i) from Fan and Yao [2003, p. 74-75]. Then the CramérWold Theorem (see e.g. Theorem 29.4 in Billingsley [2012]) will be used to conclude that the joint distribution of $\boldsymbol{\nabla}_{\bar{m}} Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}: b}\right)$ will be the joint distribution of these limiting components, and finally a simple observation based on moment-generating functions tells us that this limiting joint distribution is asymptotically normal.

Since $\boldsymbol{\nabla}_{\bar{m}} Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}: b}\right)=\left[\boldsymbol{\nabla}_{1} Q_{1: n}\left(\boldsymbol{\theta}_{h: b}\right)^{\prime}, \ldots, \boldsymbol{\nabla}_{m} Q_{m: n}\left(\boldsymbol{\theta}_{h: b}\right)^{\prime}\right]^{\prime}$, its components can be indexed by pairs $[h, i], h=1, \ldots, m$ and $i=1, \ldots, 5$. From eq. (B.8) it is clear that the $[h, i]$-component of the vector can be written as

$$
\begin{equation*}
\left(\boldsymbol{\nabla}_{\bar{m}} Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}: b}\right)\right)_{[h, i]}=-\sum_{t=1}^{n} X_{h i: t}, \tag{B.15}
\end{equation*}
$$

where the random variable $X_{h i: t}$ is defined as

$$
\begin{equation*}
X_{h: t}:=K_{h: b}\left(\boldsymbol{Y}_{h: t}-\boldsymbol{v}\right) u_{h i}\left(\boldsymbol{Y}_{h: t} ; \boldsymbol{\theta}_{h: b}\right)-\int_{\mathbb{R}^{2}} K_{h: b}\left(\boldsymbol{y}_{h}-\boldsymbol{v}\right) u_{h i}\left(\boldsymbol{y}_{h} ; \boldsymbol{\theta}_{h: b}\right) \psi\left(\boldsymbol{y}_{h} ; \boldsymbol{\theta}_{h}\right) \mathrm{d} \boldsymbol{y}_{h}, \tag{B.16}
\end{equation*}
$$

and where $u_{h i}$ refers to the $i^{\text {th }}$ component of the $h^{\text {th }}$ score function $\boldsymbol{u}_{h}$.
The required $\alpha$-mixing property (and thus ergodicity) are inherited from the original univariate time series $Y_{t}$ to $X_{h i: t}$ (see eq. (C.36) for details), and the connection with $L^{\nu}$ theory observed in eq. (C.41) gives $\mathrm{E}\left[\left|X_{h i: t}\right|^{\nu}\right]<\infty$. Finally, since $\boldsymbol{\theta}_{h: b}$ is the population value parameter that minimise eq. (B.5), it follows that $\mathrm{E}\left[X_{h i: t}\right]=0$. These observations show that $X_{h i: t}$ satisfies the requirements needed in order to apply Theorem 2.20(i) and Theorem 2.21(i) from Fan and Yao [2003, p. 74-75], i.e. for $S_{h i \mid n}:=\sum_{t=1}^{n} X_{h i: t}$, Theorem 2.20(i) gives the asymptotic result

$$
\begin{equation*}
n^{-1} S_{h i \mid n} \longrightarrow \sigma^{2}:=\gamma_{0}+2 \sum_{\ell \geq 1} \gamma_{\ell} \tag{B.17}
\end{equation*}
$$

with $\gamma_{\ell}$ being the $\ell^{\text {th }}$ autocovariance of the series $\left\{X_{h i: t}\right\}_{t \in \mathbb{Z}}$. From Theorem 2.21(i) it now follows that there is a component-wise asymptotic normality, i.e.

$$
\begin{equation*}
n^{-1 / 2} S_{h i \mid n} \xrightarrow{d} \mathrm{~N}\left(0, \sigma^{2}\right) . \tag{B.18}
\end{equation*}
$$

In order to apply the Cramér-Wold device, all possible linear combinations of the components in $\nabla_{\bar{m}} Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}: b}\right)$ must be considered. Such general sums can be represented as $S_{n}(\boldsymbol{a}):=\boldsymbol{a}^{\prime} \nabla_{\bar{m}} Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}: b}\right)$, where $\boldsymbol{a} \in \mathbb{R}^{5 \times m}$. This can be rewritten, by 'taking the sum outside of the vector $\nabla_{\bar{m}} Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}: b}\right)$, as

$$
\begin{equation*}
S_{n}(\boldsymbol{a})=\sum_{t=1}^{n} X_{t}(\boldsymbol{a}) \tag{B.19}
\end{equation*}
$$

where $X_{t}(\boldsymbol{a})=\boldsymbol{a}^{\prime} \boldsymbol{X}_{t}$, with the vector $\boldsymbol{X}_{t}$ obtained by stacking all the components $X_{h i: t}$ on top of each other, i.e. $\boldsymbol{X}_{t}=\left[X_{11: t}, \ldots, X_{m 5: t}\right]^{\prime}$.

By construction, $\mathrm{E}\left[X_{t}(\boldsymbol{a})\right]=0$, the required $\alpha$-mixing are inherited from the original time series $\left\{Y_{t}\right\}$ (see eq. (C.36)), and lemma C. 8 ensures that the property $\mathrm{E}\left[\left|X_{t}(\boldsymbol{a})\right|^{\nu}\right]<\infty$ holds true. That is, $X_{t}(\boldsymbol{a})$ does also satisfy the requirements stated in Theorem 2.20(i) and Theorem 2.21(i), which gives the following asymptotic results;

$$
\begin{align*}
& n^{-1} S_{n}(\boldsymbol{a}) \longrightarrow \sigma^{2}(\boldsymbol{a}):=\gamma_{0}(\boldsymbol{a})+2 \sum_{\ell \geq 1} \gamma_{\ell}(\boldsymbol{a})  \tag{B.20}\\
n^{-1 / 2} S_{n}(\boldsymbol{a}) & \xrightarrow{d} \mathrm{~N}\left(0, \sigma^{2}(\boldsymbol{a})\right), \tag{B.21}
\end{align*}
$$

where the autocovariances $\gamma_{\ell}(\boldsymbol{a})$ now are with respect to the time series $X_{t}(\boldsymbol{a})=\boldsymbol{a}^{\prime} \boldsymbol{X}_{t}$.
Since $\gamma_{0}(\boldsymbol{a})=\operatorname{Var}\left(\boldsymbol{a}^{\prime} \boldsymbol{X}_{t}\right)=\boldsymbol{a}^{\prime} \operatorname{Var}\left(\boldsymbol{X}_{t}\right) \boldsymbol{a}$ and $\gamma_{\ell}(\boldsymbol{a})=\operatorname{Cov}\left(\boldsymbol{a}^{\prime} \boldsymbol{X}_{t+\ell}, \boldsymbol{a}^{\prime} \boldsymbol{X}_{t}\right)=\boldsymbol{a}^{\prime} \operatorname{Cov}\left(\boldsymbol{X}_{t+\ell}, \boldsymbol{X}_{t}\right) \boldsymbol{a}$, it follows that we can write $\sigma^{2}(\boldsymbol{a})=\boldsymbol{a}^{\prime} W_{\bar{m} \mid b} \boldsymbol{a}$, with $W_{\bar{m} \mid b}$ being the matrix obtained in the obvious manner by factorising out $\boldsymbol{a}^{\prime}$ and $\boldsymbol{a}$ from the sum of autocovariances, i.e.

$$
\begin{align*}
W_{\bar{m} \mid b} & :=\operatorname{Var}\left(\boldsymbol{X}_{t}\right)+2 \sum_{\ell \geq 1} \operatorname{Cov}\left(\boldsymbol{X}_{t+\ell}, \boldsymbol{X}_{t}\right)  \tag{B.22}\\
& =\mathrm{E}\left[\boldsymbol{X}_{t} \boldsymbol{X}_{t}^{\prime}\right]+2 \sum_{\ell \geq 1} \mathrm{E}\left[\boldsymbol{X}_{t+\ell} \boldsymbol{X}_{t}^{\prime}\right] \tag{B.23}
\end{align*}
$$

where the second equality follows since $\mathrm{E}\left[\boldsymbol{X}_{t}\right]=\mathbf{0}$.
The Cramér-Wold device now gives the required conclusion, $n^{-1 / 2} \boldsymbol{\nabla}_{\bar{m}} Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}: b}\right) \xrightarrow{d} \mathrm{~N}\left(\mathbf{0}, W_{\bar{m} \mid b}\right)$.

Lemmas B. 3 to B. 6 shows that the penalty function $Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}}\right)$ (for fixed $m$ and fixed $\boldsymbol{b}$ ) satisfies the four requirements given in items (A1) to (A4) of theorem B.1, and this implies that the following asymptotic results holds in this particular case

$$
\begin{equation*}
\sqrt{n}\left(\widehat{\boldsymbol{\theta}}_{\bar{m}: n}-\boldsymbol{\theta}_{\bar{m}: b}\right) \xrightarrow{d} \mathrm{~N}\left(\mathbf{0}, V_{\bar{m} \mid b}^{-1} W_{\bar{m} \mid b} V_{\bar{m} \mid b}^{-1}\right) . \tag{B.24}
\end{equation*}
$$

The hard task to deal with in the general situation, when $m \rightarrow \infty$ and $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$ as $n \rightarrow \infty$, is the asymptotic behaviour of $n^{-1 / 2} \nabla_{\bar{m}} Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}: b}\right)$. This will be treated in appendix B.2.

## B. 2 The A4-requirement in the general case

The verification of the three first requirements of the Klimko-Nelson approach does work as before when ' $m \rightarrow \infty$ and $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$when $n \rightarrow \infty$ ', whereas the asymptotic normality in the
fourth requirement demands a more detailed investigation. Appendix B.2.1 will introduce some new building blocks to be used in the investigation of the asymptotic properties, which will be developed in appendices B.2.2 and B.2.3. Some technical details that only depend upon the kernel function and the score functions have been collected in appendix C.4.

## B.2.1 The final building blocks

The bivariate processes $\boldsymbol{Y}_{n: t}$ from definition 2.7 will now be used to construct new random variables, that culminates in a random variable $\boldsymbol{\Omega}_{\bar{m}}^{n}$ which has the same limiting distribution $^{6} \sqrt{b_{1} b_{2}} \nabla_{\bar{m}} Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}: b}\right)$. Looking upon eq. (B.8), it is clear that everything depends upon the three functions $\psi\left(\boldsymbol{y}_{h} ; \boldsymbol{\theta}_{h}\right), \boldsymbol{u}_{h}\left(\boldsymbol{y}_{h} ; \boldsymbol{\theta}_{h}\right)$ and $K_{h: b}\left(\boldsymbol{y}_{h}-\boldsymbol{v}\right)$.

Definition B.7. For $\psi\left(\boldsymbol{y}_{h} ; \boldsymbol{\theta}_{h}\right)$ the local Gaussian density used when approximating $g_{h}\left(\boldsymbol{y}_{h}\right)$ at the point $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$, define for all $h \in \mathbb{N}$ and $q \in\{1, \ldots, 5\}$
(a) With $\boldsymbol{\theta}_{h: b}$ the population value that minimises the penalty function $q_{h: b}$ from eq. (B.4), let

$$
\begin{equation*}
u_{h q: b}(\boldsymbol{w}):=\left.\frac{\partial}{\partial \theta_{h: q}} \log \left(\psi\left(\boldsymbol{y}_{h} ; \boldsymbol{\theta}_{h}\right)\right)\right|_{\left(\boldsymbol{y}_{h} ; \boldsymbol{\theta}_{h}\right)=\left(\boldsymbol{w} ; \boldsymbol{\theta}_{h: \boldsymbol{b}}\right)} . \tag{B.25}
\end{equation*}
$$

(b) For $L \geq 0$, define the following lower and upper truncated versions of $u_{\text {hq:b }}(\boldsymbol{w})$,

$$
\begin{align*}
& u_{h q: b}(\boldsymbol{w})^{\leq L}:=u_{h q: b}(\boldsymbol{w}) \cdot \mathbb{1}\left\{\left|u_{h q: b}(\boldsymbol{w})\right| \leq L\right\},  \tag{B.26a}\\
& u_{h q: b}(\boldsymbol{w})^{>L}:=u_{h q: b}(\boldsymbol{w}) \cdot \mathbb{1}\left\{\left|u_{h q: b}(\boldsymbol{w})\right|>L\right\} . \tag{B.26b}
\end{align*}
$$

Obviously; $u_{h q: b}(\boldsymbol{w})=u_{h q: b}(\boldsymbol{w})^{\leq L}+u_{h q: b}(\boldsymbol{w})^{>L}$ and $u_{h q: b}(\boldsymbol{w})^{\leq L} \cdot u_{h q: b}(\boldsymbol{w})^{>L}=0$.
(c) Let $u_{h q}(\boldsymbol{w})$ be as in item (a), with the difference that the limit $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$of the parameters $\boldsymbol{\theta}_{h: b}$ are used in the definition. ${ }^{7}$ Let $u_{h q}(\boldsymbol{w})^{\leq L}$ and $u_{h q}(\boldsymbol{w})^{>L}$ be the truncated versions of $u_{h q}(\boldsymbol{w})$.

The following simple observations will be useful later on.
Lemma B.8. For the point $\boldsymbol{v}$, the following holds for the functions introduced in definition B. 7 .

[^20](a) $\sup _{h q}\left|u_{h q: b}(\boldsymbol{v})\right|<\infty$ and $\sup _{h q}\left|u_{h q}(\boldsymbol{v})\right|<\infty$.
(b) When $L$ is large enough, $u_{\text {hq:b}}(\boldsymbol{v})^{\leq L}=u_{h q: b}(\boldsymbol{v})$ and $u_{h q}(\boldsymbol{v})^{\leq L}=u_{h q}(\boldsymbol{v})$.

Proof. By definition, the functions $u_{h q: b}(\boldsymbol{w})$ and $u_{h q}(\boldsymbol{w})$ will all be bivariate polynomials of order two (in the variables $w_{1}$ and $w_{2}$ ), which implies that they are well defined for any point $\boldsymbol{v}$. Since the parameters in these polynomials originates from a local Gaussian approximation of $g_{h}\left(\boldsymbol{y}_{h}\right)$ at the point $\boldsymbol{v}$, and since assumption 2.1(b) ensures that the bivariate densities $g_{h}\left(\boldsymbol{y}_{h}\right)$ will approach the product of the marginal densities when $h \rightarrow \infty$, it follows that the estimated parameters must stabilise when $h$ becomes large. This rules out the possibility that any of the parameters can grow to infinitely large values, which implies that the supremums in item (a) are finite. Item (b) follows as a direct consequence of this, the statement holds true for any threshold value $L$ that is larger than the supremums given in item (a).

The bivariate kernel to be used in the present approach will be the same as the one used in Tjøstheim and Hufthammer [2013], i.e. it will be the product kernel based on two standard normal kernels. The following definition enables a more general approach to be used in the theoretical investigation, ${ }^{8}$ while capturing the desirable properties that will be satisfied for the product normal kernel.

Definition B.9. From a bivariate, non-negative, and bounded kernel function $K(\boldsymbol{w})$, that satisfies

$$
\begin{align*}
& \int_{\mathbb{R}^{2}} K\left(w_{1}, w_{2}\right) \mathrm{d} w_{1} \mathrm{~d} w_{2}=1,  \tag{B.27a}\\
& \mathcal{K}_{1: k}\left(w_{2}\right):=\int_{\mathbb{R}^{1}} K\left(w_{1}, w_{2}\right) w_{1}^{k} \mathrm{~d} w_{1} \quad \text { is bounded for } k \in\{0,1,2\},  \tag{B.27b}\\
& \mathcal{K}_{2: \ell}\left(w_{1}\right):=\int_{\mathbb{R}^{1}} K\left(w_{1}, w_{2}\right) w_{2}^{\ell} \mathrm{d} w_{2} \quad \text { is bounded for } \ell \in\{0,1,2\},  \tag{B.27c}\\
& \int_{\mathbb{R}^{2}} K\left(w_{1}, w_{2}\right)\left|w_{1}^{k} w_{2}^{\ell}\right| \mathrm{d} w_{1} \mathrm{~d} w_{2}<\infty, \quad k, \ell \geq 0 \text { and } k+\ell \leq 2 \cdot\lceil\nu\rceil, \tag{B.27d}
\end{align*}
$$

where $\nu>2$ is from assumption 2.1(b) (and $\lceil\cdot\rceil$ is the ceiling function), define

$$
\begin{equation*}
K_{h: b}\left(\boldsymbol{y}_{h}-\boldsymbol{v}\right):=\frac{1}{b_{1} b_{2}} K\left(\frac{y_{h}-v_{1}}{b_{1}}, \frac{y_{0}-v_{2}}{b_{2}}\right) . \tag{B.28}
\end{equation*}
$$

[^21]It turns out, see appendix C. 4 for details, that the asymptotic results needed later on mainly depends upon the properties of the kernel $K(\boldsymbol{w})$ and the components $u_{\text {hq:b }}(\boldsymbol{w})$ of the score functions.

Some vector and matrix notation is needed in order to make the expressions later on more tractable.

Definition B.10. With $g_{h}\left(\boldsymbol{y}_{h}\right)$, $u_{\text {hq:b }}(\boldsymbol{w})$ and $K(\boldsymbol{w})$ as given in definitions 2.7, B.7 and B.9, let $\mathfrak{U}_{h: b}:=\left[u_{h 1: b}(\boldsymbol{v}), \ldots, u_{h p: b}(\boldsymbol{v})\right]^{\prime \prime}$, and define the following matrices.

$$
\begin{align*}
W_{h: b} & :=\mathfrak{U}_{h: b} \mathfrak{U}_{h: b}^{\prime} \cdot g_{h}(\boldsymbol{v}) \int_{\mathbb{R}^{2}} K(\boldsymbol{w})^{2} \mathrm{~d} \boldsymbol{w}  \tag{B.29a}\\
W_{\bar{m} \mid b} & :=\bigoplus_{h=1}^{m} W_{h: b} \tag{B.29b}
\end{align*}
$$

Matrices $W_{h}$ and $W_{\bar{m}}$ can be defined in a similar manner, using the $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$versions $u_{h q}(\boldsymbol{w})$ from definition B.7(c). Note that $W_{h: b}$ and $W_{h}$ will have rank one, whereas $W_{\bar{m}: b}$ and $W_{\bar{m}}$ will have rank $m$. Furthermore, note that if $\boldsymbol{a}_{h} \in \mathbb{R}^{5}$ and $\boldsymbol{a}_{\bar{m}}=\left[\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{m}\right]^{\prime}$, then $\boldsymbol{a}_{\bar{m}}^{\prime} W_{\bar{m}: b} \boldsymbol{a}_{\bar{m}}=\sum_{h=1}^{m} \boldsymbol{a}_{h}^{\prime} W_{h: b} \boldsymbol{a}_{h}$.

The time is due for the introduction of the random variables.
Definition B.11. Based on $\boldsymbol{Y}_{h: t}, u_{h q: b}(\boldsymbol{w})$ and $K_{h: b}\left(\boldsymbol{y}_{h}-\boldsymbol{v}\right)$ from definitions 2.7, B.7 and B.9, define new bivariate random variables as follows,

$$
\begin{align*}
X_{h q: t}^{n}(\boldsymbol{v}) & :=\sqrt{b_{1} b_{2}} K_{h: b}\left(\boldsymbol{Y}_{h: t}-\boldsymbol{v}\right) u_{h q: b}\left(\boldsymbol{Y}_{h: t}\right),  \tag{B.30a}\\
X_{h q: t}^{n q}(\boldsymbol{v}) & :=\sqrt{b_{1} b_{2}} K_{h: b}\left(\boldsymbol{Y}_{h: t}-\boldsymbol{v}\right) u_{h q: b}\left(\boldsymbol{Y}_{h: t}\right)^{\leq L}  \tag{B.30b}\\
X_{h q: t}^{n \mid L}(\boldsymbol{v}) & :=\sqrt{b_{1} b_{2}} K_{h: b}\left(\boldsymbol{Y}_{h: t}-\boldsymbol{v}\right) u_{h q: b}\left(\boldsymbol{Y}_{h: t}\right)^{>L} . \tag{B.30c}
\end{align*}
$$

Obviously; $\quad X_{h q: t}^{n}(\boldsymbol{v})=X_{h q: t}^{n \mid \leq L}(\boldsymbol{v})+X_{h q: t}^{n \mid>L}(\boldsymbol{v})$ and $X_{h q ; t}^{n \mid \leq L}(\boldsymbol{v}) \cdot X_{h q: t}^{n \mid>L}(\boldsymbol{v})=0$.
Since the point $\boldsymbol{v}$ will be fixed for the remainder of this discussion, $\boldsymbol{v}$ will be suppressed and only $X_{h q: t}^{n}$ will be used when referring to eq. (B.30a), and $\boldsymbol{v}$ will also be suppressed for the new random variables derived from $X_{h q: t}^{n}$.

Note: A comparison of $X_{\text {hq:t }}^{n}$ against the components occurring in the expression for $\nabla_{h} Q_{h: n}\left(\boldsymbol{\theta}_{h}\right)$, see eq. (B.8), implies that the following adjusted variable should be included,

$$
\begin{equation*}
\widetilde{X}_{h q: t}^{n}:=X_{h q: t}^{n}-\sqrt{b_{1} b_{2}} \int_{\mathbb{R}^{2}} K_{h: b}\left(\boldsymbol{y}_{h}-\boldsymbol{v}\right) u_{h q: b}\left(\boldsymbol{y}_{h}\right) \psi\left(\boldsymbol{y}_{h} ; \boldsymbol{\theta}_{h}\right) \mathrm{d} \boldsymbol{y}_{h}, \tag{B.31}
\end{equation*}
$$

but the arguments later on will use a mean adjusted approach similar to the one used in Masry and Tjøstheim [1995], see the definitions of $Z_{h q: t}^{n}$ and $\varrho_{h q}^{n}$ below, and the only place $\widetilde{X}_{h q: t}^{n}$ is needed is in the proof of lemma B.14.

Definition B.12. Based on the bivariate random variables $X_{h q: t}^{n}$ from definition B. 11 define the following bivariate and $(m+1)$-variate random variables,

$$
\begin{align*}
Z_{h q: t}^{n} & :=X_{h q: t}^{n}-\mathrm{E}\left[X_{h q: t}^{n}\right],  \tag{B.32a}\\
\bigcirc_{h q}^{n} & :=\sum_{t=1}^{n} Z_{h q: t}^{n} . \tag{B.32b}
\end{align*}
$$

Similarly, $Z_{h q: t}^{n \mid \geq L}, Z_{h q: t}^{n \mid<L}, \bigcirc_{h q}^{n \mid \geq L}$ and $\varrho_{h q}^{n \mid<L}$ can be defined in the natural manner, with the obvious connections $Z_{h q: t}^{n}=Z_{h q: t}^{n \mid \geq L}+Z_{h q: t}^{n \mid}, Z_{h q: t}^{n \mid \geq L} \cdot Z_{h q: t}^{n \mid<L}=0$, and $\bigcirc_{h q}^{n}=\bigcirc_{h q}^{n \mid \geq L}+\bigcirc_{h q}^{n \mid<L}$ holding for all L. Moreover: $\operatorname{Cov}\left(Z_{h q: i}^{n}, Z_{j: k}^{n}\right)=\mathrm{E}\left[Z_{h q: i}^{n} \cdot Z_{j: k}^{n}\right]=\operatorname{Cov}\left(X_{h q: i}^{n}, X_{j r: k}^{n}\right)$.

The last batch of random variables can now be introduced.
Definition B.13. Based upon the bivariate $Z_{h q: t}^{n}$ from definition B.12, and for $\boldsymbol{a}:=\boldsymbol{a}_{\bar{m}} \in \mathbb{R}^{5 \times m}$, define the following $(m+1)$-variate random variables,

$$
\begin{align*}
Z_{\bar{m}: t}^{n}(\boldsymbol{a}) & :=\sum_{h=1}^{m} \sum_{q=1}^{5} a_{h q} Z_{h q: t}^{n}=\boldsymbol{a}^{\prime} \boldsymbol{Z}_{\bar{m}: t}^{n},  \tag{B.33a}\\
\bigcirc_{\bar{m}}^{n}(\boldsymbol{a}) & :=\sum_{h=1}^{m} \sum_{q=1}^{5} a_{h q} \bigcirc_{h q}^{n}=\boldsymbol{a}^{\prime} \boldsymbol{\varrho}_{\bar{m}}^{n}, \tag{B.33b}
\end{align*}
$$

where $\boldsymbol{Z}_{\bar{m}: t}^{n}$ and $\boldsymbol{\Omega}_{\bar{m}}^{n}$ are defined in the obvious manner.
Lemma B.14. $\boldsymbol{\rho}_{\bar{m}}^{n}$ and $\sqrt{b_{1} b_{2}} \nabla_{\bar{m}} Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}: b}\right)$ share the same limiting distribution.
Proof. The only difference between $\boldsymbol{\Omega}_{\bar{m}}^{n}$ and $\sqrt{b_{1} b_{2}} \boldsymbol{\nabla}_{\bar{m}} Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}: b}\right)$ is that the first use $Z_{\text {hq:t }}^{n}$ where the second use $\widetilde{X}_{h q: t}^{n}$. The difference between these components are

$$
\begin{equation*}
Z_{h q: t}^{n}-\widetilde{X}_{h q: t}^{n}=\sqrt{b_{1} b_{2}} \cdot \int_{\mathbb{R}^{2}} K_{h: \boldsymbol{b}}\left(\boldsymbol{y}_{h}-\boldsymbol{v}\right) u_{h q: b}\left(\boldsymbol{y}_{h}\right)\left\{g_{h}\left(\boldsymbol{y}_{h}\right)-\psi\left(\boldsymbol{y}_{h} ; \boldsymbol{\theta}_{h}\right)\right\} \mathrm{d} \boldsymbol{y}_{h}, \tag{B.34}
\end{equation*}
$$

and this difference will not only approach zero but in fact be identical to zero when the bandwidth $\boldsymbol{b}$ is smaller than $\boldsymbol{b}_{0}$, since the population value $\boldsymbol{\theta}_{h: \boldsymbol{b}}$ in that case satisfies eq. (B.5). The result now follows from Billingsley [2012, Th. 25.4].

The purpose of the new random variables introduced in definitions B. 11 to B. 13 is to find under which conditions the fourth requirement of the Klimko-Nelson approach is satisfied in the general situation where $m \rightarrow \infty$ and $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$when $n \rightarrow \infty$.

The part that does require some effort to investigate is the fourth requirement of theorem B.1, which (using the notation introduced here) means that it is necessary to verify that $n^{-1 / 2} \boldsymbol{\rho}_{\bar{m}}^{n}$ approaches a normal distribution when $\boldsymbol{b}$ goes to zero when $n$ and $m$ are 'large enough'. The proof will be presented in a step by step manner, that builds upon the asymptotic behaviour of $\mathrm{E}\left[X_{h q: i}^{n} \cdot X_{j r: k}^{n}\right]$. The computation of this expectation will (depending on the indices $h, i, j$ and $k$ ) either require a bivariate, trivariate or tetravariate integral.

| Combinations | $\boldsymbol{v}$ | $\boldsymbol{b}$ | $\boldsymbol{Y}_{h: i}$ | $\boldsymbol{Y}_{j: k}$ |
| :--- | :---: | :---: | :---: | :---: |
| First argument of $K_{h: b}$ | $v_{1}$ | $b_{1}$ | $Y_{h+i}$ | $Y_{j+k}$ |
| Second argument of $K_{h: b}$ | $v_{2}$ | $b_{2}$ | $Y_{i}$ | $Y_{k}$ |

Table 1: Factors deciding bivariate, trivariate or tetravariate.

Table 1 lists the combinations that must be taken into account when computing $\mathrm{E}\left[X_{h q: i}^{n} \cdot X_{j r: k}^{n}\right]$, i.e. the presence of $\boldsymbol{v}$ and $\boldsymbol{b}$ and the dependence on $Y_{t}$ in the kernel functions - and it is evident from this table that the amount of overlap in the indexing set $\{i, h+i, k, j+k\}$ will decide if the resulting integral turns out to be bi-, tri- or tetravariate. Note that eq. (2.17) of algorithm 2.5(c) implies that only positive indices are required, so the bivariate case can thus only occur when $i=k$ and $h=j$. It will be seen later on that these bivariate components are the only ones that adds non-negligible contributions to the asymptotic behaviour.

## B.2.2 The asymptotic results - basic part

The analysis of the asymptotic properties of $X_{h q: i}^{n}$, from definition B.11, would be quite simple if either the kernel function $K(\boldsymbol{w})$ or the score-function components $u_{\text {hq:b }}(\boldsymbol{w})$ had bounded support, since the finiteness requirements of assumption $2.1(\mathrm{~g})$ then would follow directly from lemma C.6, and the proof of lemma B. 15 would be rather trivial. However, in the present analysis, $K(\boldsymbol{w})$ and $u_{\text {hq:b }}(\boldsymbol{w})$ both have $\mathbb{R}^{2}$ as their support, which implies that extra care must be taken when working with the densities under consideration.

Lemma B.15. When $Y_{t}$ satisfies assumption 2.1, and $u_{\text {hq:b }}(\boldsymbol{w})$ and $K(\boldsymbol{w})$ are as given in definitions B. 7 and B.9, then the random variables $X_{h q: t}^{n}$ from definition B. 11 satisfies
(a) $\mathrm{E}\left[X_{h q: i}^{n}\right]=O\left(\sqrt{b_{1} b_{2}}\right)$.
(b) $\mathrm{E}\left[\left|X_{h q: i}^{n}\right|^{\nu}\right]^{1 / \nu}=O\left(\left|b_{1} b_{2}\right|^{(2-\nu) / 2 \nu}\right)$.
(c) $\mathrm{E}\left[X_{h q: i}^{n} \cdot X_{j r: k}^{n}\right]= \begin{cases}u_{h q: b}(\boldsymbol{v}) u_{h r: b}(\boldsymbol{v}) g_{h}(\boldsymbol{v}) \int_{\mathbb{R}^{2}} K(\boldsymbol{w})^{2} \mathrm{~d} \boldsymbol{w}+O\left(b_{1} \vee b_{2}\right) & \text { when bivariate, } \\ O\left(b_{1} \wedge b_{2}\right) & \text { when trivariate, } \\ O\left(b_{1} b_{2}\right) & \text { when tetravariate, },\end{cases}$ where bivariate, trivariate and tetravariate refers to how many different $Y_{t}$ the four indices $h, i, j$ and $k$ gives, cf. table 1 for details.
Proof. The expectations in items (a) to (c) are all finite due to assumption 2.1(g) and they do in addition correspond to integrals whose integrands are of the form $\mathcal{V} \cdot g$, where $g$ is a density function and $\mathcal{V}$ is an integrand of the type discussed in items (a) to (c) of lemma C.6, i.e. $\mathcal{V}$ collects everything that only depends on the functions $u_{\text {hq:b }}(\boldsymbol{w})$ and $K(\boldsymbol{w})$. The substitutions used in the proof of lemma C. 6 can be applied to the different cases under investigation, and it follows that these substitutions will create new integrals with the desired function of $b_{1}$ and $b_{2}$ as a scaling factor. This proves items (a) and (b) and it also takes care of the trivariate and tetravariate cases of item (c).

Equation (2.22) from assumption 2.1(d) is needed for the bivariate case of item (c), i.e. the Taylor expansion of $g_{h}\left(\boldsymbol{y}_{h}\right)$ around the point $\boldsymbol{v}$ allows the integral of interest to be written as the sum of the following three integrals:

$$
\begin{align*}
\mathcal{J}_{1} & :=\int_{\mathbb{R}^{2}} \mathcal{V}\left(\boldsymbol{y}_{h}\right) \cdot g_{h}(\boldsymbol{v}) \mathrm{d} \boldsymbol{y}_{h},  \tag{B.35a}\\
\mathcal{J}_{2} & :=\int_{\mathbb{R}^{2}} \mathcal{V}\left(\boldsymbol{y}_{h}\right) \cdot\left(\mathfrak{g}_{h}(\boldsymbol{v})^{\prime}\left[\boldsymbol{y}_{h}-\boldsymbol{v}\right]\right) \mathrm{d} \boldsymbol{y}_{h},  \tag{B.35b}\\
\mathcal{J}_{3} & :=\int_{\mathbb{R}^{2}} \mathcal{V}\left(\boldsymbol{y}_{h}\right) \cdot\left(\boldsymbol{R}_{h}\left(\boldsymbol{y}_{h}\right)^{\prime}\left[\boldsymbol{y}_{h}-\boldsymbol{v}\right]\right) \mathrm{d} \boldsymbol{y}_{h} . \tag{B.35c}
\end{align*}
$$

The bivariate case of lemma C.6(c) shows that the term $\mathcal{J}_{1}$ gives the desired result, so it remains to prove that the terms $\mathcal{J}_{2}$ and $\mathcal{J}_{3}$ are $O\left(b_{1} \vee b_{2}\right)$. For this investigation, the substitution $w_{1}=\left(y_{h}-v_{1}\right) / b_{1}$ and $w_{2}=\left(y_{0}-v_{2}\right) / b_{2}$ must be applied, which in particular replaces the vector $\left[\boldsymbol{y}_{h}-\boldsymbol{v}\right]$ with the vector $\left[b_{1} w_{1}, b_{2} w_{2}\right]^{\prime}$. In order to compactify the notation, let $a_{1}$ and $a_{2}$ denote the two components of $\mathfrak{g}_{h}(\boldsymbol{v})$, let $\mathcal{W}$ be the substituted version of $\mathcal{V}$, let $\Re_{h 1}$ and $\Re_{h 2}$ be the two components of the remainder function and finally let $\mathfrak{T}_{h 1}$ and $\mathfrak{T}_{h 2}$ be the substituted versions of $\mathfrak{R}_{h 1} \mathcal{W}$ and $\mathfrak{R}_{h 2} \mathcal{W}$.

With this notation, the substitution used upon $\mathcal{J}_{2}$ gives

$$
\begin{equation*}
\mathcal{J}_{2}=a_{1} b_{1} \int_{\mathbb{R}^{2}} w_{1} \cdot \mathcal{W}(\boldsymbol{w}) \mathrm{d} \boldsymbol{w}+a_{2} b_{2} \int_{\mathbb{R}^{2}} w_{2} \cdot \mathcal{W}(\boldsymbol{w}) \mathrm{d} \boldsymbol{w} \tag{B.36}
\end{equation*}
$$

whose integrands include an extra factor of $w_{1}$ or $w_{2}$ compared to the integrands encountered in the proof of lemma C.6. This is however no problem, since lemma C.5(b) implies that the finiteness conclusion still holds true in these cases, which implies that $\mathcal{J}_{2}$ is $O\left(b_{1} \vee b_{2}\right)$

Since assumption $2.1(\mathrm{~g})$ ensures that the sum of the three integrals $\mathcal{J}_{1}, \mathcal{J}_{2}$ and $\mathcal{J}_{3}$ is finite, and the above discussion shows that the two first of them are finite, it follows that $\mathcal{J}_{3}$ also is finite. An inspection of $\mathcal{J}_{3}$ after substitution, i.e.

$$
\begin{equation*}
\mathcal{J}_{3}=\int_{\mathbb{R}^{2}}\left[b_{1} w_{1} \cdot \mathfrak{T}_{h 1}(\boldsymbol{y}(\boldsymbol{w}))+b_{2} w_{2} \cdot \mathfrak{T}_{h 2}(\boldsymbol{y}(\boldsymbol{w}))\right] \mathrm{d} \boldsymbol{w} \tag{B.37}
\end{equation*}
$$

then reveal that the maximum of $b_{1}$ and $b_{2}$ can be factorised out of the integrand. This implies that $\mathcal{J}_{3}$ is $O\left(b_{1} \vee b_{2}\right)$, and thus concludes the proof of lemma B. 15

The following corollary is handy when the covariance is the target of interest.
Corollary B.16. When $Y_{t}$ satisfies assumption 2.1, and $u_{h q: b}(\boldsymbol{w})$ and $K(\boldsymbol{w})$ are as given in definitions B.7 and B.9, then the random variables $X_{h q: t}^{n}$ from definition B. 11 satisfies

$$
\operatorname{Cov}\left(X_{h q: i}^{n}, X_{j r: k}^{n}\right)= \begin{cases}u_{\text {hq: }}(\boldsymbol{v}) u_{h r: b}(\boldsymbol{v}) g_{h}(\boldsymbol{v}) \int_{\mathbb{R}^{2}} K(\boldsymbol{w})^{2} \mathrm{~d} \boldsymbol{w}+O\left(b_{1} \vee b_{2}\right) & \text { when bivariate }  \tag{B.38}\\ O\left(b_{1} \wedge b_{2}\right) & \text { when trivariate } \\ O\left(b_{1} b_{2}\right) & \text { when tetravariate } .\end{cases}
$$

Proof. Since $\operatorname{Cov}\left(X_{h q: i}^{n}, X_{j r: k}^{n}\right)=\mathrm{E}\left[X_{h q: i}^{n} \cdot X_{j r: k}^{n}\right]-\mathrm{E}\left[X_{h q: i}^{n}\right] \cdot \mathrm{E}\left[X_{j r: k}^{n}\right]$, the result follows immediately from an inspection of items (a) and (c) of lemma B.15.

The next corollary is needed in the proof of lemma B.18.
Corollary B.17. When $Y_{t}$ satisfies assumption 2.1, and $u_{\text {hq:b }}(\boldsymbol{w})$ and $K(\boldsymbol{w})$ are as given in definitions B. 7 and B.9, then the random variables $Z_{h q: t}^{n}$ and $Z_{\bar{m}: t}^{n}(\boldsymbol{a})$ from definition B.12 satisfies
(a) $\mathrm{E}\left[\left|Z_{h q: t}^{n}\right|^{\nu}\right]^{1 / \nu}=O\left(\left|b_{1} b_{2}\right|^{(2-\nu) / 2 \nu}\right)$.
(b) $\mathrm{E}\left[\left|Z_{\bar{m}: t}^{n}(\boldsymbol{a})\right|^{\nu}\right]^{1 / \nu}=O\left(m\left|b_{1} b_{2}\right|^{(2-\nu) / 2 \nu}\right)$.

Proof. The connection between expectations and $L^{\nu}$-spaces discussed in appendix C.5, see eq. (C.41), can be applied here, which in essence reduces the proof to a simple application
of Minkowski's inequality. For item (a), note that lemma B. 15 gives the following result

$$
\begin{align*}
\mathrm{E}\left[\left|Z_{h q: t}^{n}\right|^{\nu}\right]^{1 / \nu} & =\mathrm{E}\left[\left|X_{h q: t}^{n}-\mathrm{E}\left[X_{h q: t}^{n}\right]\right|^{\nu}\right]^{1 / \nu}  \tag{B.39a}\\
& \leq \mathrm{E}\left[\left|X_{h q: t}^{n}\right|^{\nu}\right]^{1 / \nu}+\mathrm{E}\left[\left|\mathrm{E}\left[X_{h q: t}^{n}\right]\right|^{\nu}\right]^{1 / \nu}  \tag{B.39b}\\
& =O\left(\left|b_{1} b_{2}\right|^{(2-\nu) / 2 \nu}\right)+O\left(\sqrt{b_{1} b_{2}}\right)  \tag{B.39c}\\
& =O\left(\left|b_{1} b_{2}\right|^{(2-\nu) / 2 \nu}\right) . \tag{B.39d}
\end{align*}
$$

Item (b) now follows from item (a) and lemma C.8, due to the following inequality,

$$
\begin{align*}
\mathrm{E}\left[\left|Z_{\bar{m}: t}^{n}(\boldsymbol{a})\right|^{\nu}\right]^{1 / \nu} & =\mathrm{E}\left[\left|\sum_{h=1}^{m} \sum_{q=1}^{5} a_{h q} Z_{h q: t}^{n}\right|^{\nu}\right]^{1 / \nu}  \tag{B.40a}\\
& \leq \sum_{h=1}^{m} \sum_{q=1}^{5}\left|a_{h q}\right| \mathrm{E}\left[\left|Z_{h q: t}^{n}\right|^{\nu}\right]^{1 / \nu}  \tag{B.40b}\\
& \leq \sum_{h=1}^{m} \sum_{q=1}^{5} A_{\bar{m}} \cdot O\left(\left|b_{1} b_{2}\right|^{(2-\nu) / 2 \nu}\right)  \tag{B.40c}\\
& =O\left(m\left|b_{1} b_{2}\right|^{(2-\nu) / 2 \nu}\right) \tag{B.40d}
\end{align*}
$$

where $A_{\bar{m}}$ is the maximum of $\left|a_{h q}\right|$.

## B.2.3 The asymptotic results - final part

This section will present the final steps toward the verification of the fourth requirement of the Klimko-Nelson approach for the case where $m \rightarrow \infty$ and $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$when $n \rightarrow \infty$. Note that theorem B. 20 (the main theorem) requires both a large block - small block argument and a truncation argument, and the technical details related to these components will be taken care of in lemma B. 18 and corollary B.19.

The large block - small block argument requires that quite a few components must be verified to be asymptotically negligible. The following lemma, which extends an argument encountered in the proof of Masry and Tjøstheim [1995, Lemma 4.3(b)], shows that the asymptotic negligibility of all the 'off the diagonal' components can be taken care of in one operation.

Lemma B.18. When $Y_{t}$ satisfies assumption 2.1, when $n, m$ and $\boldsymbol{b}$ are as specified in assumption 2.3, and when $u_{\text {nq: }}(\boldsymbol{w})$ and $K(\boldsymbol{w})$ are as given in definitions B.7 and B.9-
then the random variables $Z_{\bar{m}: t}^{n}(\boldsymbol{a})$ from definition B. 13 satisfies

$$
\begin{equation*}
\frac{1}{n} \sum_{\substack{i, k=1 \\ i \neq k}}^{n}\left|\mathrm{E}\left[Z_{\bar{m}: i}^{n}(\boldsymbol{a}) \cdot Z_{\bar{m}: k}^{n}(\boldsymbol{a})\right]\right|=o(1) . \tag{B.41}
\end{equation*}
$$

Proof. Assumption 2.1(a), i.e. the strict stationarity of $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$, implies that the double sum in eq. (B.41) can be reduced to a single sum, i.e.

$$
\begin{equation*}
\frac{1}{n} \sum_{\substack{i, k=1 \\ i \neq k}}^{n}\left|\mathrm{E}\left[Z_{\bar{m}: i}^{n}(\boldsymbol{a}) \cdot Z_{\bar{m}: k}^{n}(\boldsymbol{a})\right]\right|=2 \sum_{\ell=1}^{n-1}\left(1-\frac{\ell}{n}\right) I_{\bar{m}: \ell}^{n}(\boldsymbol{a}), \tag{B.42}
\end{equation*}
$$

where the terms $I_{\bar{m}: \ell}^{n}(\boldsymbol{a})$ are given by

$$
\begin{align*}
I_{\bar{m}: \ell}^{n}(\boldsymbol{a}) & :=\left|\mathrm{E}\left[Z_{\bar{m}: 0}^{n}(\boldsymbol{a}) \cdot Z_{\bar{m}: \ell}^{n}(\boldsymbol{a})\right]\right|  \tag{B.43a}\\
& =\left|\mathrm{E}\left[\sum_{h=1}^{m} \sum_{q=1}^{5} a_{h q} Z_{h q: 0}^{n} \cdot \sum_{j=1}^{m} \sum_{r=1}^{5} a_{j r} Z_{j r: \ell}^{n}\right]\right|  \tag{B.43b}\\
& =\left|\sum_{h=1}^{m} \sum_{j=1}^{m} \sum_{q=1}^{5} \sum_{r=1}^{5} a_{h q} a_{j r} \mathrm{E}\left[Z_{h q: 0}^{n} \cdot Z_{j r: \ell}^{n}\right]\right|  \tag{B.43c}\\
& \leq \sum_{h=1}^{m} \sum_{j=1}^{m} \sum_{q=1}^{5} \sum_{r=1}^{5}\left|a_{h q}\right|\left|a_{j r}\right| I_{h q j r: \ell}^{n}, \tag{B.43d}
\end{align*}
$$

where $I_{h q j r: \ell}^{n}:=\left|\mathrm{E}\left[Z_{h q: 0}^{n} \cdot Z_{j r: \ell}^{n}\right]\right|=\left|\operatorname{Cov}\left(X_{h q: 0}^{n}, X_{j r: \ell}^{n}\right)\right|$.
Introducing integers $k_{n}$ (to be specified later on) such that $k_{n} \rightarrow \infty$ and $k_{n} m^{2} b_{1} b_{2} \rightarrow 0$ as $n \rightarrow \infty$, eq. (B.42) can be written as the sum of the following three sums,

$$
\begin{align*}
& J_{1}:=2 \sum_{\ell=1}^{m}(1-\ell / n) I_{\bar{m}: \ell}^{n}(\boldsymbol{a}),  \tag{B.44a}\\
& J_{2}:=2 \sum_{\ell=m+1}^{k_{n}+m}(1-\ell / n) I_{\bar{m}: \ell}^{n}(\boldsymbol{a}),  \tag{B.44b}\\
& J_{3}:=2 \sum_{\ell=k_{n}+m+1}^{n-1}(1-\ell / n) I_{\bar{m}: \ell}^{n}(\boldsymbol{a}) . \tag{B.44c}
\end{align*}
$$

From the definition of $I_{\bar{m}: \ell}^{n}(\boldsymbol{a})$ it is seen that in $J_{1}$ there will be some overlap between those $Y_{t}$ that are a part of $Z_{\bar{m}: 0}^{n}(\boldsymbol{a})$ and those that are a part of $Z_{\bar{m}: \ell}^{n}(\boldsymbol{a})$, and moreover that this will not be the case for the two sums $J_{2}$ and $J_{3}$.

Equations (B.43d) and (B.44a) implies that a squeeze argument can be used when dealing with $J_{1}$, i.e.

$$
\begin{equation*}
0 \leq J_{1} \leq 2 \cdot\left(\max _{\substack{h \in\{1, \ldots, m\} \\ q \in\{1, \ldots, 5\}}}\left|a_{h q}\right|^{2}\right) \cdot \sum_{\ell=1}^{m} \sum_{h=1}^{m} \sum_{j=1}^{m} \sum_{q=1}^{5} \sum_{r=1}^{5}\left|\operatorname{Cov}\left(X_{h q: 0}^{n}, X_{j r: \ell}^{n}\right)\right| \tag{B.45}
\end{equation*}
$$

and corollary B. 16 can be used to determine how the summand behaves in the limit. Table 1, page 19, shows that the bivariate case never occurs, that $h$ must be equal to $\ell$ or $j+\ell$ in order for a trivariate case to occur, and that the rest of the cases must be tetravariate. It is not hard (but a bit tedious) to explicitly compute the number of trivariate terms that occur in eq. (B.45), but for the present asymptotic analysis it is sufficient to note that the number of trivariate terms is of order $m^{2}$, whereas the number of tetravariate terms is of order $m^{3}$. Corollary B. 16 thus gives that the bivariate and tetravariate parts of the bound for $J_{1}$ respectively are $O\left(m^{2}\left(b_{1} \wedge b_{2}\right)\right)$ and $O\left(m^{3} b_{1} b_{2}\right)$.
$J_{1}=o(1)$ now follows from assumption 2.3(c) and the following two simple observations;

$$
\begin{align*}
m^{2}\left(b_{1} \wedge b_{2}\right) & \leq m^{2}\left(b_{1} \vee b_{2}\right),  \tag{B.46a}\\
m^{3} b_{1} b_{2} & \leq m^{-1} \cdot m^{4}\left(b_{1} \vee b_{2}\right)^{2}=m^{-1} \cdot\left(m^{2}\left(b_{1} \vee b_{2}\right)\right)^{2} \tag{B.46b}
\end{align*}
$$

For $J_{2}$, a squeeze similar to the one in eq. (B.45) can be used. The situation becomes simpler since $\ell>M$ ensures that only the tetravariate case is present, and the order of $J_{2}$ becomes

$$
\begin{equation*}
J_{2}=O\left(k_{n} m^{2} b_{1} b_{2}\right) \tag{B.47}
\end{equation*}
$$

Since $k_{n} m^{2} b_{1} b_{2} \rightarrow 0$ (with a choice of $k_{n}$ to be specified below), it follows that $J_{2}=o(1)$.
For $J_{3}$, the Corollary of Lemma 2.1 in Davydov [1968] will be used to get an upper bound on $I_{\bar{m}: \ell}^{n}(\boldsymbol{a})$, such that a squeeze-argument can be used for $J_{3}$ too. The requirements needed for Davydov's result are covered as follows: The strong mixing requirement is covered by assumption 2.1, and (for a given $m$ and $\boldsymbol{b}$ ) the requirement about finite expectations follows from corollary B.17(b).

The $\sigma$-algebras to be used follows from the comment stated after eq. (C.33), i.e. that $Z_{\bar{m}: 0}^{n}(\boldsymbol{a}) \in \mathcal{F}_{0}^{m}$, whereas $Z_{\bar{m}: \ell}^{n}(\boldsymbol{a}) \in \mathcal{F}_{\ell}^{\ell+m} \subset \mathcal{F}_{m+(\ell-m)}^{\infty}$. Thus, for $\ell>k_{n}+m$, the following
bound is obtained on $I_{\bar{m}: \ell}^{n}(\boldsymbol{a})$,

$$
\begin{align*}
I_{\bar{m}: \ell}^{n}(\boldsymbol{a}) & =\left|\mathrm{E}\left[Z_{\bar{m}: 0}^{n}(\boldsymbol{a}) \cdot Z_{\bar{m}: \ell}^{n}(\boldsymbol{a})\right]\right|  \tag{B.48a}\\
& =\left|\mathrm{E}\left[Z_{\bar{m}: 0}^{n}(\boldsymbol{a}) \cdot Z_{\bar{m}: \ell}^{n}(\boldsymbol{a})\right]-\mathrm{E}\left[Z_{\bar{m}: 0}^{n}(\boldsymbol{a})\right] \cdot \mathrm{E}\left[Z_{\bar{m}: \ell}^{n}(\boldsymbol{a})\right]\right|  \tag{B.48b}\\
& \leq 12\left(\mathrm{E}\left[\left|Z_{\bar{m}: 0}^{n}(\boldsymbol{a})\right|^{\nu}\right]\right)^{1 / \nu} \cdot\left(\mathrm{E}\left[\left|Z_{\bar{m}: \ell}^{n}(\boldsymbol{a})\right|^{\nu}\right]\right)^{1 / \nu} \cdot[\alpha(\ell-m)]^{1-1 / \nu-1 / \nu}  \tag{B.48c}\\
& =12\left(\left(\mathrm{E}\left[\left|Z_{\bar{m}: 0}^{n}(\boldsymbol{a})\right|^{\nu}\right]\right)^{1 / \nu}\right)^{2} \cdot[\alpha(\ell-m)]^{1-2 / \nu}  \tag{B.48d}\\
& =12\left(O\left(m\left|b_{1} b_{2}\right|^{(2-\nu) / 2 \nu}\right)\right)^{2} \cdot[\alpha(\ell-m)]^{1-2 / \nu}  \tag{B.48e}\\
& \leq \mathcal{C} \cdot m^{2} \cdot\left|b_{1} b_{2}\right|^{(2-\nu) / \nu} \cdot[\alpha(\ell-m)]^{1-2 / \nu} \tag{B.48f}
\end{align*}
$$

where eq. (B.48b) follows since the mean of $Z_{\bar{m}: t}^{n}(\boldsymbol{a})$ by construction is zero, where eq. (B.48c) is Davydov's result, where eq. (B.48d) use the strict stationarity of the process $\left\{Y_{t}\right\}$, where eq. (B.48e) is due to corollary B.17(b), and finally eq. (B.48f) is an equivalent statement, using a suitable constant $\mathcal{C}$ to express the upper bound.

A squeeze for $J_{3}$ can now be stated in the following manner

$$
\begin{equation*}
0 \leq J_{3} \leq \mathcal{C}_{3} \cdot \sum_{j=k_{n}+1}^{\infty}\left(m^{2} \cdot\left|b_{1} b_{2}\right|^{(2-\nu) / \nu}\right) \cdot[\alpha(j)]^{1-2 / \nu} \tag{B.49}
\end{equation*}
$$

where $\mathcal{C}_{3}$ is a constant, where the index has been shifted by introducing $j=\ell-m$, and where the sum from eq. (B.44c) has been extended to infinity (adding only non-negative summands).

A comparison of eq. (B.49) with the finiteness requirement that the strong mixing coefficients should satisfy, see assumption 2.1(b), indicates that if $j^{a} \geq m^{2} \cdot\left|b_{1} b_{2}\right|^{(2-\nu) / \nu}$ for $j \geq k_{n}+1$, then that could be used to get a new upper bound in eq. (B.49). Taking the $a^{\text {th }}$ root on both sides, it is clear that the desired inequality can be obtained when $k_{n}+1=\left\lceil m^{2 / a} \cdot\left|b_{1} b_{2}\right|^{(2-\nu) / a \nu}\right\rceil$, which gives the new bound

$$
\begin{equation*}
0 \leq J_{3} \leq \mathcal{C}_{3} \cdot \sum_{j=k_{n}+1}^{\infty} j^{a}[\alpha(j)]^{1-2 / \nu} \tag{B.50}
\end{equation*}
$$

and if $k_{n} \rightarrow \infty$ when $n \rightarrow \infty$, the finiteness assumption from assumption 2.1(b) gives that $J_{3}=o(1)$.

Finally, lemma C. 4 verifies that $k_{n}$ satisfies the two limits $k_{n} m^{2} b_{1} b_{2} \rightarrow 0$ (needed for the $J_{2}$-term) and $k_{n} \rightarrow \infty$ (needed for the $J_{3}$-term). Altogether, this shows that eq. (B.41) can be rewritten as $J_{1}+J_{2}+J_{3}$, all of which are $o(1)$, and the proof is complete.

The following observations are needed in the truncation argument of theorem B.20.
Corollary B.19. When $Y_{t}$ satisfies assumption 2.1, when $n, m$ and $\boldsymbol{b}$ are as specified in assumption 2.3, and with $W_{\bar{m}: b}=\bigoplus_{h=1}^{m} W_{h: b}$ and $\boldsymbol{a}=\boldsymbol{a}_{\bar{m}}=\left[\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{m}\right]^{\prime}$ (with $\boldsymbol{a}_{h} \in \mathbb{R}^{5}$ ) as given in definition B.10, then the random variable $Z_{\bar{m}: t}^{n}(\boldsymbol{a})$ from definition $B .13$ satisfies
(a) $\operatorname{Var}\left(Z_{\bar{m}: t}^{n}(\boldsymbol{a})\right)=\boldsymbol{a}_{\bar{m}}^{\prime} W_{\bar{m}: b} \boldsymbol{a}_{\bar{m}}+O\left(m^{2} \cdot\left(b_{1} \vee b_{2}\right)\right)=\sum_{h=1}^{m} \boldsymbol{a}_{h}^{\prime} W_{h: b} \boldsymbol{a}_{h}+O\left(m^{2} \cdot\left(b_{1} \vee b_{2}\right)\right)=$ $O(m)$.
Furthermore, with $r:=r_{n}$ a sequence of integers that goes to $\infty$ when $n \rightarrow \infty$, and for a given threshold value $L$, the following holds for the random variables $\eta_{1: r}:=\sum_{t=1}^{r} Z_{\bar{m}: t}^{n}(\boldsymbol{a})$, $\eta_{1: r}^{\leq L}:=\sum_{t=1}^{r} Z_{\bar{m}: t}^{n \mid \leq L}(\boldsymbol{a})$ and $\eta_{1: r}^{>L}:=\sum_{t=1}^{r} Z_{\bar{m}: t}^{n \mid>L}(\boldsymbol{a})$.
(b) $\operatorname{Var}\left(\eta_{1: r}\right)=r \cdot\left\{\sum_{h=1}^{m} \boldsymbol{a}_{h}^{\prime} W_{h: \boldsymbol{b}} \boldsymbol{a}_{h}+o(1)\right\}$.
(c) When $L$ is large enough, $\operatorname{Var}\left(\eta_{1: r}^{\leq L}\right)=r \cdot\left\{\sum_{h=1}^{m} \boldsymbol{a}_{h}^{\prime} W_{h: b} \boldsymbol{a}_{h}+o(1)\right\}$ and $\operatorname{Var}\left(\eta_{1: r}^{>L}\right)=r \cdot o(1)$.

Proof. For item (a), note that it follows from definitions B. 12 and B. 13 that

$$
\begin{align*}
\operatorname{Var}\left(Z_{\bar{m}: t}^{n}(\boldsymbol{a})\right) & =\sum_{h=1}^{m} \sum_{j=1}^{m} \sum_{q=1}^{5} \sum_{r=1}^{5} a_{h q} a_{j r} \operatorname{Cov}\left(X_{h q: t}^{n}, X_{j r: t}^{n}\right)  \tag{B.51a}\\
& =\sum_{h=1}^{m} \sum_{q=1}^{5} \sum_{r=1}^{5} a_{h q} a_{h r} \operatorname{Cov}\left(X_{h q: t}^{n}, X_{h r: t}^{n}\right)+\sum_{\substack{h, j=1 \\
h \neq j}}^{m} \sum_{q=1}^{5} \sum_{r=1}^{5} a_{h q} a_{j r} \operatorname{Cov}\left(X_{h q: t}^{n}, X_{j r: t}^{n}\right) . \tag{B.51b}
\end{align*}
$$

The bivariate case of corollary B. 16 can be applied to the 'diagonal part' of the sum in eq. (B. 51 b ), whereas the trivariate and tetravariate cases can be applied to the 'off-diagonal part'. The 'diagonal part' can thus be written as the sum of $\sum_{h=1}^{m} \sum_{q=1}^{5} \sum_{r=1}^{5} a_{h q} a_{h r} u_{h q: b}(\boldsymbol{v}) u_{h r: b}(\boldsymbol{v}) g_{h}(\boldsymbol{v}) \int_{\mathbb{R}^{2}} K(\boldsymbol{w})^{2} \mathrm{~d} \boldsymbol{w}$ (which is equal to $\boldsymbol{a}^{\prime} W_{\bar{m}: b} \boldsymbol{a}=$ $\left.\sum_{h=1}^{m} \boldsymbol{a}_{h}^{\prime} W_{h: b} \boldsymbol{a}_{h}\right)$ and a sum that is $O\left(m \cdot\left(b_{1} \vee b_{2}\right)\right)$. For the 'off-diagonal part' the result is $O\left(m^{2} \cdot\left(b_{1} \wedge b_{2}\right)\right)$. Both of these asymptotically negligible terms are covered by $O\left(m^{2} \cdot\left(b_{1} \vee b_{2}\right)\right)$, and this gives the two first equalities of item (a). The last equality follows since the summands $\boldsymbol{a}_{h}^{\prime} W_{h: b} \boldsymbol{a}_{h}$ are finite.

For item (b), note that the variance can be expressed as

$$
\begin{equation*}
\operatorname{Var}\left(\eta_{1: r}\right)=\sum_{i=1}^{r} \operatorname{Var}\left(Z_{\bar{m}: i}^{n}(\boldsymbol{a})\right)+\sum_{\substack{i, k=1 \\ i \neq k}}^{r} \mathrm{E}\left[Z_{\bar{m}: i}^{n}(\boldsymbol{a}) \cdot Z_{\bar{m}: k}^{n}(\boldsymbol{a})\right] \tag{B.52}
\end{equation*}
$$

The 'on diagonal' part of this sum equals $r \cdot \operatorname{Var}\left(Z_{\bar{m}: 1}^{n}(\boldsymbol{a})\right)$ due to assumption 2.1(a), while the 'off diagonal' part due to lemma B. 18 becomes $r \cdot o(1)$. Together with the result from item (a), this gives the statement in item (b).

The truncated cases in item (c) use the same arguments as those encountered in item (b), with the effect that the $u_{h q: b}(\boldsymbol{v}) u_{h r: b}(\boldsymbol{v})$ that occurs in $W_{h: b}$ either are replaced by $u_{h q: b}(\boldsymbol{v})^{\leq L} u_{h r: b}(\boldsymbol{v})^{\leq L}$ or by $u_{h q: b}(\boldsymbol{v})^{>L} u_{h r: b}(\boldsymbol{v})^{>L}$. Lemma B.8(b) gives that $u_{h q: b}(\boldsymbol{v})^{\leq L}=u_{h q: b}(\boldsymbol{v})$ when $L$ is large enough (and thus $u_{h q: b}(\boldsymbol{v})^{>L}=0$ ), which completes the proof.

The main theorem can now be stated, i.e. this result can be used to verify the fourth requirement of the Klimko-Nelson approach for the penalty function $Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}: b}\right)$, from which it follows an asymptotic normality result for $\widehat{\boldsymbol{\theta}}_{\boldsymbol{v | \overline { m } | b}}$, that finally gives the asymptotic normality result of $\widehat{f_{v}^{m}}(\omega)$. (Confer appendix B.2.3 for an interpretation of the $m$ that occurs in the limiting distributions.)
Theorem B.20. For a given point $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$ : When $Y_{t}$ satisfies assumptions 2.1 and 2.2, when $n, m$ and $\boldsymbol{b}$ are as specified in assumption 2.3, and with $W_{\bar{m}: b}=\bigoplus_{h=1}^{m} W_{h: b}$ and $\boldsymbol{a}=$ $\boldsymbol{a}_{\bar{m}}=\left[\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{m}\right]^{\prime}$ (with $\boldsymbol{a}_{h} \in \mathbb{R}^{5}$ ) as given in definition B.10, then the random variables $\varrho_{\bar{m}}^{n}(\boldsymbol{a})$ and $\boldsymbol{\Omega}_{\bar{m}}^{n}$ from definition $B .13$ will for small $\boldsymbol{b}$ and large $m$ and $n$ satisfy
(a) $n^{-1 / 2} \mathrm{~S}_{\bar{m}}^{n}(\boldsymbol{a}) \xrightarrow{d} \mathrm{~N}\left(0, \sum_{h=1}^{m} \boldsymbol{a}_{h}^{\prime} W_{h: b} \boldsymbol{a}_{h}\right)$, i.e. asymptotically univariate normal.
(b) $n^{-1 / 2} \boldsymbol{\rho}_{\bar{m}}^{n} \xrightarrow{d} \mathrm{~N}\left(\mathbf{0}, \bigoplus_{h=1}^{m} W_{h: b}\right)$, i.e. asymptotically $5 m$-variate normal.

Proof. For the proof of item (a), note the following connection between $\bigcirc_{\bar{m}}^{n}(\boldsymbol{a})$ and $Z_{\bar{m}: t}^{n}(\boldsymbol{a})$ which follows directly from definitions B. 12 and B.13,

$$
\begin{equation*}
\bigcirc_{\bar{m}}^{n}(\boldsymbol{a})=\sum_{h=1}^{m} \sum_{q=1}^{5} a_{h q} \bigcirc_{h q}^{n}=\sum_{h=1}^{m} \sum_{q=1}^{5} a_{h q}\left[\sum_{t=1}^{n} Z_{h q: t}^{n}\right]=\sum_{t=1}^{n}\left[\sum_{h=1}^{m} \sum_{q=1}^{5} a_{h q} Z_{h q: t}^{n}\right]=\sum_{t=1}^{n} Z_{\bar{m}: t}^{n}(\boldsymbol{a}) . \tag{B.53a}
\end{equation*}
$$

A large block - small block argument can be used to analyse this, i.e. the index set $\{1, \ldots, n\}$ will be partitioned into large blocks and small blocks, such that $\varrho_{\bar{m}}^{n}(\boldsymbol{a})$ can be expressed as the sum of $S_{n}^{(1)}$, $S_{n}^{(2)}$ and $S_{n}^{(3)}$ (to be defined below). The asymptotic distribution of $\varrho_{\bar{m}}^{n}(\boldsymbol{a})$ will be shown to coincide with the asymptotic distribution of $S_{n}^{(1)}$, the summands of $S_{n}^{(1)}$ will be shown to be asymptotically independent, and finally the Lindeberg conditions for asymptotic normality of $S_{n}^{(1)}$ will be verified.

Use $\ell, r$, and $s$ from lemma C.3(c) to divide the indexing set $\{1, \ldots, n\}$ into $2 \ell+1$ subsets of large blocks and small blocks (and one reminder block), defined as follows

$$
\begin{align*}
\mathcal{A}_{j} & :=\{(j-1)(r+s)+1, \ldots,(j-1)(r+s)+r\}, \text { for } j=1, \ldots, \ell,  \tag{B.54a}\\
\mathcal{B}_{j} & :=\{(j-1)(r+s)+r+1, \ldots, j(r+s)\}, \text { for } j=1, \ldots, \ell,  \tag{B.54b}\\
\mathcal{C}_{\ell} & := \begin{cases}\{\ell(r+s)+1, \ldots, n\} & \text { when } \ell(r+s)<n, \\
\emptyset & \text { when } \ell(r+s)=n .\end{cases} \tag{B.54c}
\end{align*}
$$

In order to avoid iterated sums later on, introduce the following unions,

$$
\begin{equation*}
\mathcal{A}^{\circ}:=\bigcup_{j=1}^{\ell} \mathcal{A}_{j}, \quad \mathcal{B}^{\circ}:=\bigcup_{j=1}^{\ell} \mathcal{B}_{j} . \tag{B.55a}
\end{equation*}
$$

Note that the number of elements in $\mathcal{A}^{\circ}$ and $\mathcal{B}^{\circ}$ will be $\ell r$ and $\ell s$ respectively. The number of elements in $\mathcal{C}_{\ell}$ will be $n-\ell(r+s)$, and this can vary between 0 and $r+s-1<2 r$.

Use these subsets of $\{1, \ldots, n\}$ to define the following variables,

$$
\begin{array}{ll}
\eta_{j}:=\sum_{t \in \mathcal{A}_{j}} Z_{\bar{m}: t}^{n}(\boldsymbol{a}), \text { for } j=1, \ldots, \ell, & S_{n}^{(1)}:=\sum_{j=1}^{\ell} \eta_{j}=\sum_{t \in \mathcal{A}^{\circ}} Z_{\bar{m}: t}^{n}(\boldsymbol{a}), \\
\xi_{j}:=\sum_{t \in \mathcal{B}_{j}} Z_{\bar{m}: t}^{n}(\boldsymbol{a}), \text { for } j=1, \ldots, \ell, & S_{n}^{(2)}:=\sum_{j=1}^{\ell} \xi_{j}=\sum_{t \in \mathcal{B}^{\circ}} Z_{\bar{m}: t}^{n}(\boldsymbol{a}), \\
\zeta_{\ell}:=\sum_{t \in \mathcal{C}_{\ell}} Z_{\bar{m}: t}^{n}(\boldsymbol{a}), & S_{n}^{(3)}:=\zeta_{\ell} \tag{B.56c}
\end{array}
$$

such that

$$
\begin{equation*}
n^{-1 / 2} \bigodot_{\bar{m}}^{n}(\boldsymbol{a})=n^{-1 / 2}\left\{S_{n}^{(1)}+S_{n}^{(2)}+S_{n}^{(3)}\right\} . \tag{B.57}
\end{equation*}
$$

The expectation of these quantities are by construction equal to zero, which gives

$$
\begin{equation*}
\operatorname{Var}\left(n^{-1 / 2} \varrho_{\bar{m}}^{n}(\boldsymbol{a})\right)=\frac{1}{n} \mathrm{E}\left[\bigcirc_{\bar{m}}^{n}(\boldsymbol{a}) \cdot \varrho_{\bar{m}}^{n}(\boldsymbol{a})\right]=\frac{1}{n} \sum_{p=1}^{3} \sum_{q=1}^{3} \mathrm{E}\left[S_{n}^{(p)} \cdot S_{n}^{(q)}\right] \tag{B.58}
\end{equation*}
$$

When $p \neq q$, there will be no overlap between the indexing sets that occur in the two sums, and the following inequality, here illustrated by the case $p=1$ and $q=2$, is obtained

$$
\begin{align*}
\left|\frac{1}{n} \mathrm{E}\left[S_{n}^{(1)} \cdot S_{n}^{(2)}\right]\right| & =\left|\frac{1}{n} \mathrm{E}\left[\left(\sum_{i \in \mathcal{A}^{\circ}} Z_{\bar{m}: i}^{n}(\boldsymbol{a})\right) \cdot\left(\sum_{k \in \mathcal{B}^{\circ}} Z_{\bar{m}: k}^{n}(\boldsymbol{a})\right)\right]\right|  \tag{B.59a}\\
& \leq \frac{1}{n} \sum_{i \in \mathcal{A}^{\circ}} \sum_{k \in \mathcal{B}^{\circ}}\left|\mathrm{E}\left[Z_{\bar{m}: i}^{n}(\boldsymbol{a}) \cdot Z_{\bar{m}: k}^{n}(\boldsymbol{a})\right]\right|  \tag{B.59b}\\
& \leq \frac{1}{n} \sum_{\substack{i, k=1 \\
i \neq k}}^{n}\left|\mathrm{E}\left[Z_{\bar{m}: i}^{n}(\boldsymbol{a}) \cdot Z_{\bar{m}: k}^{n}(\boldsymbol{a})\right]\right| \tag{B.59c}
\end{align*}
$$

Lemma B. 18 thus gives that the expectation of all the cross-terms are asymptotically negligible.

For the case $p=q=2$, i.e. the small blocks, the same strategy as in eq. (B.59) shows that the internal cross-terms are asymptotically negligible. Corollary B.19(a) states that the remaining summands all are $O(m)$, which results in the following bound

$$
\begin{align*}
\frac{1}{n} \mathrm{E}\left[S_{n}^{(2)} \cdot S_{n}^{(2)}\right] & =\frac{1}{n} \sum_{i, k \in \mathcal{B}^{\circ}} \mathrm{E}\left[Z_{\bar{m}: i}^{n}(\boldsymbol{a}) \cdot Z_{\bar{m}: k}^{n}(\boldsymbol{a})\right]  \tag{B.60a}\\
& =\frac{1}{n} \sum_{i \in \mathcal{B}^{\circ}} \mathrm{E}\left[Z_{\bar{m}: i}^{n}(\boldsymbol{a}) \cdot Z_{\bar{m}: i}^{n}(\boldsymbol{a})\right]+\frac{1}{n} \sum_{\substack{i, k \in \mathfrak{B} \mathcal{B}^{\circ} \\
i \neq k}} \mathrm{E}\left[Z_{\bar{m}: i}^{n}(\boldsymbol{a}) \cdot Z_{\bar{m}: k}^{n}(\boldsymbol{a})\right]  \tag{B.60b}\\
& =\frac{1}{n} \sum_{i \in \mathcal{B}^{\circ}} O(m)+o(1)  \tag{B.60c}\\
& =O\left(\frac{m l s}{n}\right) \tag{B.60d}
\end{align*}
$$

For the case $p=q=3$, i.e. the residual block, a similar argument gives

$$
\begin{equation*}
\frac{1}{n} \mathrm{E}\left[S_{n}^{(3)} \cdot S_{n}^{(3)}\right]=O\left(\frac{m(n-\ell(r+s))}{n}\right)<O\left(\frac{m r}{n}\right) \tag{B.61}
\end{equation*}
$$

Lemma C.3(c) ensures that $(m \ell s) / n$ and $m r / n$ goes to zero, so the terms investigated in eq. (B.60) and eq. (B.61) are asymptotically negligible. This implies that $n^{-1 / 2}\left(\mathrm{~S}_{\bar{m}}^{n}(\boldsymbol{a})-S_{n}^{(1)}\right) \Rightarrow 0$, and Billingsley [2012, Theorem 25.4] states that there thus is a common limiting distribution for $n^{-1 / 2} \bigodot_{\bar{m}}^{n}(\boldsymbol{a})$ and $n^{-1 / 2} S_{n}^{(1)}$.

The arguments used for $S_{n}^{(2)}$ also gives the simple observation below, which is needed later on,

$$
\begin{equation*}
\operatorname{Var}\left(n^{-1 / 2} S_{n}^{(1)}\right)=\frac{1}{n} \sum_{j=1}^{\ell} \operatorname{Var}\left(\eta_{j}\right)+o(1) \tag{B.62}
\end{equation*}
$$

The next step is to show that the random variables $\eta_{j}$ are asymptotically independent, which formulated relative to the characteristic functions corresponds to showing

$$
\begin{equation*}
\left|\mathrm{E}\left[\exp \left(i t S_{n}^{(1)}\right)\right]-\prod_{j=1}^{\ell} \mathrm{E}\left[\exp \left(i t \eta_{j}\right)\right]\right| \rightarrow 0 \tag{B.63}
\end{equation*}
$$

The validity of this statement follows from Lemma 1.1 in Volkonskii and Rozanov [1959, p. 180], by introducing random variables $V_{j}=\exp \left(i t \eta_{j}\right)$, for $j=1, \ldots, \ell$. By construction, the $V_{j}$ trivially satisfies the requirement $\left|V_{j}\right| \leq 1$, so it only remains to identify the corresponding $\sigma$-algebras and the distance between them. From the definitions of $\eta_{j}, \mathcal{A}_{j}$ and $Z_{\bar{m}: t}^{n}(\boldsymbol{a})$, it is easy to see that $V_{j} \in \mathcal{F}_{(j-1)(r+s)+1}^{(j-1)(r+s)+r+m}$, and from this it follows that the distance between the highest index in the $\sigma$-algebra corresponding to $V_{j}$ and the lowest index in the $\sigma$-algebra corresponding to $V_{j+1}$, is given by

$$
\begin{equation*}
\vartheta:=\{((j+1)-1)(r+s)+1\}-\{(j-1)(r+s)+r+m\}=s-m+1 . \tag{B.64}
\end{equation*}
$$

Assumption 2.3(f), i.e. $m=o(s)$, ensures that there (asymptotically) will be no overlap between these $\sigma$-algebras, and the result from Volkonskii and Rozanov [1959] thus gives $16(\ell-1) \alpha(\vartheta)$ as an upper bound on the left side of eq. (B.63). Lemma C.3(c) says that this bound goes to zero, which shows that the $\eta_{j}$ are asymptotically independent.

It remains to verify the Lindeberg condition, for which an expression for $\mathfrak{s}_{\ell}^{2}:=\sum_{j=1}^{\ell} \operatorname{Var}\left(\eta_{j}\right)$ is needed. From assumption 2.1(a) and corollary B.19(b), it follows that

$$
\begin{equation*}
\mathfrak{s}_{\ell}^{2}=\sum_{j=1}^{\ell} \operatorname{Var}\left(\eta_{j}\right)=\ell \cdot \operatorname{Var}\left(\eta_{1}\right)=\ell \cdot r \cdot\left\{\sum_{h=1}^{m} \boldsymbol{a}_{h}^{\prime} W_{h: \mathbf{b}} \boldsymbol{a}_{h}+o(1)\right\} \tag{B.65}
\end{equation*}
$$

and assuming $\mathfrak{s}_{\ell}^{2}>0$, the condition to verify is

$$
\begin{equation*}
\forall \epsilon>0 \quad \lim _{n \rightarrow \infty} \sum_{j=1}^{\ell} \frac{1}{\mathfrak{s}_{\ell}^{2}} \mathrm{E}\left[\eta_{j}^{2} \cdot \mathbb{1}\left\{\left|\eta_{j}\right| \geq \epsilon \sqrt{\mathfrak{s}_{\ell}^{2}}\right\}\right] \longrightarrow 0 . \tag{B.66}
\end{equation*}
$$

This holds trivially if the sets occurring in the indicator functions, i.e. $\left\{\left|\eta_{j}\right| \geq \epsilon \sqrt{\mathfrak{s}_{\ell}^{2}}\right\}$, becomes empty when $n$ is large enough. It is thus of interest to see if an upper bound for $\left|\eta_{j}\right|$ can be found, and if the limit of this upper bound becomes smaller than the limit of the right-hand side $\epsilon \sqrt{\mathfrak{s}_{\ell}^{2}}$.

Keeping in mind the definitions of $X_{h q: t}^{n}, Z_{h q: t}^{n}$ and $\eta_{j}$, see eqs. (B.30a), (B.32a) and (B.56a), it is clear that an upper bound for $\left|\eta_{j}\right|$ might be deduced from,

$$
\begin{align*}
\left|\eta_{j}\right| & =\left|\sum_{t \in \mathcal{A}_{j}} \sum_{h=1}^{m} \sum_{q=1}^{5} a_{h q} Z_{h q: t}^{n}\right| \leq \sum_{t \in \mathcal{A}_{j}} \sum_{h=1}^{m} \sum_{q=1}^{5}\left|a_{h q}\right|\left|Z_{h q: t}^{n}\right|,  \tag{B.67a}\\
\left|Z_{h q: t}^{n}\right| & =\left|X_{h q: t}^{n}-\mathrm{E}\left[X_{h q: t}^{n}\right]\right| \leq\left|X_{h q: t}^{n}\right|+O\left(\sqrt{b_{1} b_{2}}\right),  \tag{B.67b}\\
\left|X_{h q: t}^{n}\right| & =\left|\sqrt{b_{1} b_{2}} \cdot \frac{1}{b_{1} b_{2}} K_{h}\left(\frac{Y_{t+h}-v_{1}}{b_{1}}, \frac{Y_{t}-v_{2}}{b_{2}}\right) u_{h: b}\left(\boldsymbol{Y}_{h: t}\right)\right| . \tag{B.67c}
\end{align*}
$$

If all of the functions $u_{h q: b}(\boldsymbol{w})$ are bounded, or if the kernel functions $K_{h: b}(\boldsymbol{w}-\boldsymbol{v})$ have bounded support, then the present framework will be sufficient to reach the desired conclusion. However, no such conditions are assumed, and a truncation argument must thus be introduced in order to deal with this problem - in particular, the expression $\rho_{\bar{m}}^{n}(\boldsymbol{a})=\bigcirc_{\bar{m}}^{n \mid \leq L}(\boldsymbol{a})+\bigcirc_{\bar{m}}^{n \mid>L}(\boldsymbol{a})$ will be used.

Lemma B.8(a) implies that a large enough value for the threshold $L$ will ensure that all constructions and arguments based upon the ordinary functions $u_{h q: b}(\boldsymbol{w})$ also works nicely for the truncated functions $u_{\text {hq:b }}(\boldsymbol{w})^{\leq L}$ and $u_{\text {hq:b }}(\boldsymbol{w})^{>L}$. With regard to the limiting distributions, first note that $n^{-1 / 2} \bigcirc_{\bar{m}}^{n \mid>L}(\boldsymbol{a})$ and $n^{-1 / 2} S_{n}^{(1) \mid>L}$ shares the same limiting distribution, and then observe that the upper truncated versions of eqs. (B.62) and (B.65) together with the result from corollary B.19(c), gives the following bound when $L$ is large enough:

$$
\begin{equation*}
\operatorname{Var}\left(n^{-1 / 2} S_{n}^{(1) \mid>L}\right)=\frac{1}{n} \sum_{j=1}^{\ell} \operatorname{Var}\left(\eta_{j}^{>L}\right)+o(1)=\frac{\ell r}{n} \cdot o(1) \tag{B.68}
\end{equation*}
$$

Since $\ell r \asymp n$, it follows that $n^{-1 / 2} \bigcirc_{\bar{m}}^{n \mid>L}(\boldsymbol{a}) \Rightarrow 0$, so the limiting distributions of $n^{-1 / 2} \varrho_{\bar{m}}^{n}(\boldsymbol{a})$ and $n^{-1 / 2} \bigodot_{\bar{m}}^{n \mid \leq L}(\boldsymbol{a})$ coincide when $L$ is large enough. ${ }^{9}$ Next, observe that the random variable $\left|\eta_{j}^{\leq L}\right|$ obviously will have an upper bound, since the truncated polynomial $u_{\text {hq:b }}(\boldsymbol{w})^{\leq L}$ will occur in the lower truncated version of eq. (B.67). Since the kernel function $K(\boldsymbol{w})$ by definition is bounded by some constant $\mathcal{K}$, it follows that $\left|\eta_{j}^{\leq L}\right|$ is bounded by

$$
\begin{equation*}
\left|\eta_{j}^{\leq L}\right| \leq 5 r m\left(\max \left|a_{h q}\right|\right)\left(\frac{\mathcal{K}}{\sqrt{b_{1} b_{2}}} L+O\left(\sqrt{b_{1} b_{2}}\right)\right)<\mathcal{C} L \frac{r m}{\sqrt{b_{1} b_{2}}} \tag{B.69}
\end{equation*}
$$

where $\mathcal{C}$ is a constant that is independent of the index $j$.
It remains to verify that the indicator functions $\mathbb{1}\left\{\left|\eta_{j}^{\leq L}\right| \geq \epsilon \sqrt{\left(\mathfrak{s}_{\ell}^{2}\right)^{\leq L}}\right\}$, from the lower truncated version of eq. (B.66), becomes zero when $n \rightarrow \infty$, which can be done by checking that the upper bound of $\left|\eta_{j}^{\leq L}\right|$ from eq. (B.69) in the limit gives a smaller value than the lower truncated version of $\left(\mathfrak{s}_{\ell}^{2}\right)^{\leq L}$ from eq. (B.65). This in turn can be done by dividing both of them with $\sqrt{\ell r m}$, and then compare their limits. Assuming that the threshold value $L$ is high enough to allow corollary B.19(c) to be used, i.e. that $\left(\mathfrak{s}_{\ell}^{2}\right) \leq L$ and $\mathfrak{s}_{\ell}^{2}$ share

[^22]the same asymptotic expression, this becomes,
\[

$$
\begin{align*}
\frac{\left|\eta_{j}^{\leq L}\right|}{\sqrt{\ell r m}} & \leq \mathcal{C} L \sqrt{\frac{m r}{\ell b_{1} b_{2}}} \longrightarrow 0, \quad \text { due to lemma C.3(c), }  \tag{B.70a}\\
\frac{\epsilon \sqrt{\left(\mathfrak{s}_{\ell}^{2}\right)^{\leq L}}}{\sqrt{\ell r m}} & =\epsilon \cdot \sqrt{\frac{1}{m}\left\{\sum_{h=1}^{m} \boldsymbol{a}_{h}^{\prime} W_{h: b} \boldsymbol{a}_{h}+o(1)\right\}} \asymp \epsilon \cdot \sqrt{\frac{1}{m} \sum_{h=1}^{m} \boldsymbol{a}_{h}^{\prime} W_{h: b} \boldsymbol{a}_{h} .} \tag{B.70b}
\end{align*}
$$
\]

Assumption 2.2(b) ensures that $W_{h: b}$ (from definition B.10) converges to some non-zero matrix (as $h \rightarrow \infty$ and $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$), and this implies that the limit of $\frac{1}{m} \sum_{h=1}^{m} \boldsymbol{a}_{h}^{\prime} W_{h: b} \boldsymbol{a}_{h}$ in eq. (B.70b) will be nonzero, from which it follows that the indicator function in eq. (B.66) becomes zero in the limit, i.e. that the Lindeberg condition is satisfied.

This implies that

$$
\begin{equation*}
\frac{\sum_{j=1}^{\ell} \eta_{j}^{\leq L}}{\sqrt{\mathfrak{s}_{\ell}^{2}}} \longrightarrow N(0,1) \tag{B.71}
\end{equation*}
$$

which due to $\ell r \asymp n$ can be re-expressed as

$$
\begin{equation*}
n^{-1 / 2} \sum_{j=1}^{\ell} \eta_{j}^{\leq L} \longrightarrow \mathrm{~N}\left(0, \sum_{h=1}^{m} \boldsymbol{a}_{h}^{\prime} W_{h: \boldsymbol{b}} \boldsymbol{a}_{h}\right) \tag{B.72}
\end{equation*}
$$

The proof of item (a) is now complete, since the four random variables $n^{-1 / 2} \Theta_{\bar{m}}^{n}(\boldsymbol{a}), n^{-1 / 2} \Theta_{\bar{m}}^{n \mid \leq L}(\boldsymbol{a})$, $n^{-1 / 2}\left(S_{n}^{(1)}\right)^{\leq L}$ and $n^{-1 / 2} \sum_{j=1}^{\ell} \eta_{j}^{\leq L}$ all share the same limiting distribution (when $L$ is large enough).

The proof of item (b) follows from the Cramér-Wold theorem.
The statements in theorem B. 20 has to be interpreted as an approximate asymptotic distributions valid for large $m$ and $n$ and small $\boldsymbol{b}$. One part of the 'asymptotic problem' is the interpretation of an infinite-variate Gaussian distribution, but the main problem is the occurrence of the kernel function $K(\boldsymbol{w})$, which in the limit gives a degenerate Gaussian distribution in theorem B.20(b). This degeneracy in itself would not have been any issue if the target of interest had been the asymptotic behaviour of $n^{-1 / 2} \boldsymbol{\Omega}_{\bar{m}}^{n}$, but it requires some additional rescaling before the Klimko-Nelson approach in theorem B. 1 can be used to investigate the asymptotic properties of the estimates $\widehat{\boldsymbol{\theta}}_{\bar{m}: n}$, see appendix B. 3 for details.

Corollary B.21. Given the same assumptions as in theorem B.20, the following asymptotic result holds true

$$
\begin{equation*}
n^{-1 / 2} \sqrt{b_{1} b_{2}} \nabla_{\bar{m}} Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}: b}\right) \xrightarrow{d} \mathrm{~N}\left(\mathbf{0}, \bigoplus_{h=1}^{m} W_{h: b}\right), \tag{B.73}
\end{equation*}
$$

i.e. asymptotically $5 m$-variate normal.

Proof. Lemma B. 14 states that $\boldsymbol{\rho}_{\bar{m}}^{n}$ and $\sqrt{b_{1} b_{2}} \boldsymbol{\nabla}_{\bar{m}} Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\bar{m}: b}\right)$ have the same limiting distribution, and the result thus follows from theorem B.20(b).

## B. 3 The asymptotic results for $\widehat{\boldsymbol{\theta}}_{\boldsymbol{v}|\bar{m}| b}$

The final details needed for the investigation of the asymptotic properties of $\widehat{f_{v}^{m}}(\omega)$ will now be presented. (Confer appendix B.2.3 for an interpretation of the $m$ that occurs in the limiting distribution.)

Theorem B.22. Under the same assumptions as in theorem B.20, the estimated parameter vector $\widehat{\boldsymbol{\theta}}_{v|\bar{m}| b}$ converges towards the true parameter vector $\boldsymbol{\theta}_{v \mid \bar{m}}$ in the following manner.

$$
\begin{equation*}
\sqrt{n\left(b_{1} b_{2}\right)^{3}} \cdot\left(\widehat{\boldsymbol{\theta}}_{v|\bar{m}| b}-\boldsymbol{\theta}_{v \mid \bar{m}}\right) \xrightarrow{d} \mathrm{~N}\left(\mathbf{0}, \Sigma_{v \mid \bar{m}}\right), \tag{B.74}
\end{equation*}
$$

where $\Sigma_{v \mid \bar{m}}:=\bigoplus_{h=1}^{m} \Sigma_{v \mid h}$, i.e. $\Sigma_{v \mid \bar{m}}$ is the direct sum of the covariance matrices $\Sigma_{v \mid h}$ that corresponds to $\sqrt{n\left(b_{1} b_{2}\right)^{3}} \cdot\left(\widehat{\boldsymbol{\theta}}_{\boldsymbol{v}|h| \boldsymbol{b}}-\boldsymbol{\theta}_{\boldsymbol{v | h}}\right)$.

Proof. Under the given assumptions, corollary B. 21 states that the fourth requirement of theorem B. 1 (the Klimko-Nelson approach) holds true for the local penalty function $Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\boldsymbol{v}|\bar{m}| b}\right)$ in the general case where $m \rightarrow \infty$ and $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$when $n \rightarrow \infty$. The three remaining requirements holds true by the same arguments that was used in appendix B.1.3, so the Klimko-Nelson approach can be used to obtain an asymptotic result for the difference of the estimate $\widehat{\boldsymbol{\theta}}_{\boldsymbol{v}|\bar{m}| b}$ and the true parameter $\boldsymbol{\theta}_{\boldsymbol{v} \mid \bar{m}}$.

As in Tjøstheim and Hufthammer [2013], it will be instructive to first consider the simpler case where $m$ and $\boldsymbol{b}$ were fixed. In this case, the asymptotic result obtained from theorem B. 1 takes the form,

$$
\begin{equation*}
\sqrt{n} \cdot\left(\widehat{\boldsymbol{\theta}}_{v|\bar{m}| \boldsymbol{b}}-\boldsymbol{\theta}_{v \mid \bar{m}}\right) \xrightarrow{d} \mathrm{~N}\left(\mathbf{0}, \Sigma_{v \mid \bar{m}}\right), \tag{B.75}
\end{equation*}
$$

with $\Sigma_{v \mid \bar{m}}:=V_{v \mid \bar{m}}^{-1} W_{v \mid \bar{m}} V_{v \mid \bar{m}}^{-1}$, where the $5 m \times 5 m$ matrices $V_{v \mid \bar{m}}$ and $W_{v \mid \bar{m}}$ can be represented as

$$
\begin{equation*}
V_{v \mid \bar{m}}=\bigoplus_{h=1}^{m} V_{v \mid h}, \quad W_{v \mid \bar{m}}=\bigoplus_{h=1}^{m} W_{v \mid h}, \tag{B.76}
\end{equation*}
$$

i.e. they are the direct sums of the $5 \times 5$ matrices $V_{v \mid h}$ and $W_{v \mid h}$ that corresponds to the bivariate penalty functions used for the investigation of the parameter vectors $\boldsymbol{\theta}_{\boldsymbol{v}| | \mid \boldsymbol{b}}$.

Since $V_{v \mid \bar{m}}$ is the direct sum of the invertible matrices $V_{v \mid h}$, it follows that $V_{v \mid \bar{m}}^{-1}$ is the direct sum of $V_{v \mid h}^{-1}$ (see e.g. Horn and Johnson [2012, p.31]). This implies that the matrix of interest can be expressed as $\Sigma_{v \mid \bar{m}}=\bigoplus_{h=1}^{m} \Sigma_{v \mid h}$, where $\Sigma_{v \mid h}:=V_{v \mid h}^{-1} W_{v \mid h} V_{v \mid h}^{-1}$ are the covariance matrices that corresponds to $\sqrt{n} \cdot\left(\widehat{\boldsymbol{\theta}}_{\boldsymbol{v}| | \mid \boldsymbol{b}}-\boldsymbol{\theta}_{\boldsymbol{v} \mid \boldsymbol{h}}\right)$, i.e. a bivariate result like the one in Tjøstheim and Hufthammer [2013, Th. 1].

For the general situation, when $m \rightarrow \infty$ and $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$when $n \rightarrow \infty$, it is necessary with an additional scaling in order to get a covariance matrix with finite entries. Obviously, a factor $\sqrt{b_{1} b_{2}}$ must be included in order to balance the effect of the kernel function $K_{h: b}$.

Moreover, since the limiting matrices of $V_{v \mid h}$ and $W_{v \mid h}$ turns out to have rank one, an additional scaling is required in order to obtain a covariance matrix with finite entries. This case is treated in Tjøstheim and Hufthammer [2013, Th. 3], from which it follows that the scaling factor must be $\sqrt{\left(b_{1} b_{2}\right)^{3}}$.

## B. 4 An extension to two different points, i.e. both $\boldsymbol{v}$ and $\breve{\boldsymbol{v}}$

The previous analysis was restricted to the case where one point was used throughout, which is sufficient for the investigation of the asymptotic properties of the $m$-truncated estimates $\widehat{f_{v}^{m}}(\omega)$ for a point $\boldsymbol{v}$ that lies upon the diagonal (see theorem 2.8) or for general points $\boldsymbol{v} \in \mathbb{R}^{2}$ when the time series under investigation is time reversible (see theorem 2.9).

An investigation of the $m$-truncated estimates $\widehat{f}_{v}^{m}(\omega)$ for points $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$ that lies off the diagonal, i.e. $v_{1} \neq v_{2}$, requires some minor modifications of the setup leading to theorem B. 22 , as discussed in the proof of the following theorem.

Theorem B.23. Consider the same setup as in theorem B.20, but with the modification that the point $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$ lies off the diagonal, and with the added requirement that the bivariate densities $g_{h}\left(\boldsymbol{y}_{h}\right)$ does not possess diagonal symmetry. With $\breve{\boldsymbol{v}}=\left(v_{2}, v_{1}\right)$ the diagonal reflection of $\boldsymbol{v}$, the two parameter vectors $\widehat{\boldsymbol{\theta}}_{\boldsymbol{v}|\bar{m}| b}$ and $\widehat{\boldsymbol{\theta}}_{\tilde{\boldsymbol{v}}|\bar{m}| \boldsymbol{b}}$ can be combined to a vector
$\widehat{\boldsymbol{\Theta}}_{\overline{\bar{m} \mid b}}(\boldsymbol{v}, \breve{\boldsymbol{v}})=\left[\widehat{\boldsymbol{\theta}}_{v| | \bar{m} \mid b}^{\prime}, \widehat{\boldsymbol{\theta}}_{\tilde{v}|\bar{m}| b}^{\prime}\right]^{\prime}$, possessing the following asymptotic behaviour.

$$
\sqrt{n\left(b_{1} b_{2}\right)^{3}} \cdot\left(\widehat{\boldsymbol{\Theta}}_{\overline{\bar{m} \mid b}}(\boldsymbol{v}, \breve{\boldsymbol{v}})-\boldsymbol{\Theta}_{\overline{\underline{m}}}(\boldsymbol{v}, \breve{\boldsymbol{v}})\right) \xrightarrow{d} \mathrm{~N}\left(\mathbf{0},\left[\begin{array}{cc}
\Sigma_{\boldsymbol{v} \mid \bar{m}} & 0  \tag{B.77}\\
0 & \Sigma_{\check{\boldsymbol{v}} \mid \bar{m}}
\end{array}\right]\right)
$$

where the matrices $\Sigma_{v \mid \bar{m}}$ and $\Sigma_{\check{v} \mid \bar{m}}$ are as given in theorem B.22.
Proof. This result follows when the Klimko-Nelson approach is used upon the local penaltyfunction

$$
\begin{equation*}
Q_{\overline{\bar{m}}: n}\left(\boldsymbol{\Theta}_{\overline{\bar{m} \mid b} \mid}(\boldsymbol{v}, \breve{\boldsymbol{v}})\right):=Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\boldsymbol{v}|\bar{m}| b}\right)+Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\tilde{\boldsymbol{v}}|\bar{m}| b}\right), \tag{B.78}
\end{equation*}
$$

i.e. the four requirements in items (A1) to (A4) of theorem B. 1 must be verified for this new penalty function. The function $Q_{\bar{m}: n}$ on the right side of eq. (B.78) is the penalty function encountered in the investigation of $\boldsymbol{\theta}_{\boldsymbol{v}|\bar{m}| b}$, i.e. the same observations $\left\{Y_{t}\right\}_{t=1}^{n}$ occurs in both the first and second term, but the point of interest will be $\boldsymbol{v}$ in the first one and $\breve{\boldsymbol{v}}$ in the second one.

The requirement that $\boldsymbol{v}$ lies off the diagonal together with the requirement that none of the bivariate densities $g_{h}\left(\boldsymbol{y}_{h}\right)$ possess diagonal symmetry implies that different approximating local Gaussian densities occurs for the different points and different lags, so it can be assumed that there is no common parameters in $\boldsymbol{\theta}_{\boldsymbol{v}|\bar{m}| b}$ and $\boldsymbol{\theta}_{\dot{\boldsymbol{v}|\bar{m}| b}}$. This implies that the arguments used to verify the three first requirements of theorem B. 1 for the penalty function $Q_{\bar{m}: n}$ (see lemmas B. 3 to B.5), also will work upon the combined penalty function $Q_{\bar{m}: n}$, and it will in particular be the case that the Hessian matrix $V_{\overline{\underline{m} \mid b: n}}$ occurring in lemma B. 4 can be written as the direct sum of the matrices that corresponds to $Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\boldsymbol{v}|\bar{m}| \boldsymbol{b}}\right)$ and $Q_{\bar{m}: n}\left(\boldsymbol{\theta}_{\tilde{\boldsymbol{v}}|\bar{m}| \boldsymbol{b}}\right)$, i.e. $V_{\bar{m} \mid b}(\boldsymbol{v}, \breve{\boldsymbol{v}})=V_{\bar{m} \mid b: n}(\boldsymbol{v}) \oplus V_{\bar{m} \mid b: n}(\breve{\boldsymbol{v}})$, where the points of interest have been included in the notation to keep track of the components.

The investigation of the fourth requirement of the Klimko-Nelson approach for the penalty function $Q_{\bar{m}: n}$ requires some minor modifications of the constructions that was encountered in appendix B.2.1. Both $X_{h q: t}^{n}(\boldsymbol{v})$ and $X_{h q: t}^{n}(\breve{\boldsymbol{v}})($ for $h=1, \ldots, m$ and $q=1, \ldots, 5$ ) are needed, and the final random variable will include both $\boldsymbol{v}$ and $\breve{\boldsymbol{v}}$ versions of the variables $Z_{h q: t}^{n}, \bigcirc_{h q}^{n}, Z_{\bar{m}: t}^{n}(\boldsymbol{a}), \boldsymbol{Z}_{\bar{m}: t}^{n}, \bigcirc_{\bar{m}}^{n}(\boldsymbol{a})$ and $\boldsymbol{\varrho}_{\bar{m}}^{n}$.

A minor revision of lemma B. 14 proves that the same limiting distribution occurs for the $\sqrt{b_{1} b_{2}}$-scaled gradient of $Q_{\bar{m}: n}\left(\boldsymbol{\Theta}_{\bar{m} \mid b}(\boldsymbol{v}, \breve{\boldsymbol{v}})\right)$ and for the random variable $\boldsymbol{\Omega}_{\bar{m}}^{n}(\boldsymbol{v}, \breve{\boldsymbol{v}}):=$ $\left[\boldsymbol{\Omega}_{\bar{m}}^{n}(\boldsymbol{v})^{\prime}, \boldsymbol{\Omega}_{\bar{m}}^{n}(\breve{\boldsymbol{v}})^{\prime}\right]^{\prime}$, and it is easy to see that $Z_{\bar{m}: t}^{n}\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2} ; \boldsymbol{v}, \breve{\boldsymbol{v}}\right):=Z_{\bar{m}: t}^{n}\left(\boldsymbol{a}_{1} ; \boldsymbol{v}\right)+Z_{\bar{m}: t}^{n}\left(\boldsymbol{a}_{2} ; \breve{\boldsymbol{v}}\right)$ must take the place of $Z_{\bar{m}: t}^{n}(\boldsymbol{a})$ in the existing proofs. The key ingredient for the asymptotic investigation of $Z_{\bar{m}: t}^{n}\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2} ; \boldsymbol{v}, \breve{\boldsymbol{v}}\right)$ is a simple extension of lemma B.15(c) such that
it also covers the 'cross-term' cases $\mathrm{E}\left[X_{h q: i}^{n}(\boldsymbol{v}) \cdot X_{j r: k}^{n}(\breve{\boldsymbol{v}})\right]$ and verifies that these cases are asymptotically negligible. This follows from the results stated in lemma C. 7

The statement for $Z_{\bar{m}: t}^{n}(\boldsymbol{a})$ given in corollary B.17(b) extends trivially to the present case, since the asymptotic behaviour are unaffected by the adjustment that a sum of length $m$ is replaced by two sums of length $m$. The statement in lemma B. 18 remains the same too, but some minor adjustments are needed in the proof: First of all, from the definition of $Z_{\bar{m}: t}^{n}\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2} ; \boldsymbol{v}, \breve{\boldsymbol{v}}\right)$, it follows that

$$
\begin{align*}
Z_{\bar{m}: i}^{n}\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2} ; \boldsymbol{v}, \breve{\boldsymbol{v}}\right) \cdot Z_{\bar{m}: k}^{n}\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2} ; \boldsymbol{v}, \breve{\boldsymbol{v}}\right)= & Z_{\bar{m}: i}^{n}\left(\boldsymbol{a}_{1} ; \boldsymbol{v}\right) \cdot Z_{\bar{m}: k}^{n}\left(\boldsymbol{a}_{1} ; \boldsymbol{v}\right)+Z_{\bar{m}: i}^{n}\left(\boldsymbol{a}_{1} ; \boldsymbol{v}\right) \cdot Z_{\bar{m}: k}^{n}\left(\boldsymbol{a}_{2} ; \breve{\boldsymbol{v}}\right) \\
& +Z_{\bar{m}: k}^{n}\left(\boldsymbol{a}_{1} ; \boldsymbol{v}\right) \cdot Z_{\bar{m}: i}^{n}\left(\boldsymbol{a}_{2} ; \breve{\boldsymbol{v}}\right)+Z_{\bar{m}: i}^{n}\left(\boldsymbol{a}_{2} ; \breve{\boldsymbol{v}}\right) \cdot Z_{\bar{m}: k}^{n}\left(\boldsymbol{a}_{2} ; \breve{\boldsymbol{v}}\right), \tag{B.79}
\end{align*}
$$

and only the parts that contains both $\boldsymbol{v}$ and $\breve{\boldsymbol{v}}$ needs to be investigated (since the other terms already are covered by the existing results). The statement that must be verified reduces to

$$
\begin{equation*}
\frac{1}{n} \sum_{\substack{i, k=1 \\ i \neq k}}^{n}\left|Z_{\bar{m}: i}^{n}\left(\boldsymbol{a}_{1} ; \boldsymbol{v}\right) \cdot Z_{\bar{m}: k}^{n}\left(\boldsymbol{a}_{2} ; \breve{\boldsymbol{v}}\right)\right|=o(1), \tag{B.80}
\end{equation*}
$$

and it is straightforward to verify that this sum can be realised as

$$
\begin{equation*}
\sum_{\ell=1}^{n-1}\left(1-\frac{\ell}{n}\right) I_{\bar{m}: \ell}^{n}\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2} ; \boldsymbol{v}, \breve{\boldsymbol{v}}\right)+\sum_{\ell=1}^{n-1}\left(1-\frac{\ell}{n}\right) I_{\bar{m}: \ell}^{n}\left(\boldsymbol{a}_{2}, \boldsymbol{a}_{1} ; \breve{\boldsymbol{v}}, \boldsymbol{v}\right), \tag{B.81}
\end{equation*}
$$

where $I_{\bar{m}: \ell}^{n}\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2} ; \boldsymbol{v}, \breve{\boldsymbol{v}}\right):=\left|\mathrm{E}\left[Z_{\bar{m}: 0}^{n}\left(\boldsymbol{a}_{1}, \boldsymbol{v}\right) \cdot Z_{\bar{m}: \ell}^{n}\left(\boldsymbol{a}_{2}, \breve{\boldsymbol{v}}\right)\right]\right|$, with $I_{\bar{m}: \ell}^{n}\left(\boldsymbol{a}_{2}, \boldsymbol{a}_{1} ; \breve{\boldsymbol{v}}, \boldsymbol{v}\right)$ defined in the obvious manner by interchanging the parameters and the points. The desired result follows from this, since the remaining part of the proof of lemma B. 18 (using the adjusted version of lemma B. $15(\mathrm{c})$ ) gives that the two sums in eq. (B.81) both are $o(1)$.

The investigation of the variance of $Z_{\bar{m}: t}^{n}\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2} ; \boldsymbol{v}, \breve{\boldsymbol{v}}\right)$ is straight forward, i.e. the standard formula for the variance of a sum of random variables gives
$\operatorname{Var}\left(Z_{\bar{m}: t}^{n}\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2} ; \boldsymbol{v}, \breve{\boldsymbol{v}}\right)\right)=\operatorname{Var}\left(Z_{\bar{m}: t}^{n}\left(\boldsymbol{a}_{1}, \boldsymbol{v}\right)\right)+2 \operatorname{Cov}\left(Z_{\bar{m}: t}^{n}\left(\boldsymbol{a}_{1}, \boldsymbol{v}\right), Z_{\bar{m}: t}^{n}\left(\boldsymbol{a}_{2}, \breve{\boldsymbol{v}}\right)\right)+\operatorname{Var}\left(Z_{\bar{m}: t}^{n}\left(\boldsymbol{a}_{2}, \breve{\boldsymbol{v}}\right)\right)$,
and the revised version of lemma B.15(c) implies that the covariance part of this expression is asymptotically negligible. The two variances are already covered by the existing version of corollary B.19(a), and from this it is clear that the asymptotically non-negligible parts
can be written as
$\boldsymbol{a}_{\overline{\underline{m}}}^{\prime} \cdot W_{\bar{m}: b} \cdot \boldsymbol{a}_{\overline{\underline{m}}}:=\left[\boldsymbol{a}_{1}^{\prime}, \boldsymbol{a}_{2}^{\prime}\right] \cdot\left(W_{\bar{m}: b}(\boldsymbol{v}) \oplus W_{\bar{m}: b}(\breve{\boldsymbol{v}})\right) \cdot\left[\begin{array}{l}\boldsymbol{a}_{1} \\ \boldsymbol{a}_{2}\end{array}\right]=\boldsymbol{a}_{1}^{\prime} \cdot W_{\bar{m}: b}(\boldsymbol{v}) \cdot \boldsymbol{a}_{1}+\boldsymbol{a}_{2}^{\prime} \cdot W_{\bar{m}: b}(\breve{\boldsymbol{v}}) \cdot \boldsymbol{a}_{2}$,
whereas the asymptotically negligible parts of corollary B.19(a) remains as before. This is sufficient for the revision of corollary B. 19 (since items (b) and (c) follows from item (a) and lemma B.18)

Finally, theorem B. 20 can now be updated based on the matrix $W_{\bar{m}: b}:=W_{\bar{m}: b}(\boldsymbol{v}) \oplus W_{\bar{m}: b}(\breve{\boldsymbol{v}})$, and with some minor adjustments of the proof, i.e. new cross-terms are asymptotically negligible and sums of length $m$ are replaced with two sums of length $m$, it follows that

$$
\begin{equation*}
n^{-1 / 2} Q_{\overline{\underline{m}}: n}\left(\boldsymbol{\Theta}_{\overline{\bar{m} \mid b}}(\boldsymbol{v}, \breve{\boldsymbol{v}})\right) \xrightarrow{d} \mathrm{~N}\left(\mathbf{0}, W_{\bar{m}: b}(\boldsymbol{v}) \oplus W_{\bar{m}: b}(\breve{\boldsymbol{v}})\right) . \tag{B.83}
\end{equation*}
$$

The revised version of corollary B. 21 is as before trivial to prove, which completes the investigation of the fourth requirement needed in order to use the Klimko-Nelson approach. Basic linear algebra together with theorem B. 22 now finishes the proof.

The arguments above could (under suitable assumptions) have been formulated in a more general setup, leading to a result that shows that the parameter vectors $\widehat{\boldsymbol{\theta}}_{v_{i}|\bar{m}| \boldsymbol{b}}$ corresponding to different points $\left\{\boldsymbol{v}_{i}\right\}_{i=1}^{\nu}$ will be jointly asymptotically normal and pairwise asymptotically independent. The asymptotically independent property are inherited by the corresponding estimated local Gaussian spectral densities ${\widehat{f_{v}}}_{m}(\omega)$, and this enables an alternative smoothing strategy for the estimated local Gaussian spectral densities at a given point $\boldsymbol{v}$, see appendix B.5. However, the added computational cost incurred by such an estimation approach may make this a less interesting topic of investigation.

## B. 5 An alternative smoothing strategy?

The previously defined estimates $\widehat{f_{v}^{m}}(\omega)$ of $f_{v}(\omega)$ was based on a weighting function $\lambda_{m}(h)$ that worked upon the estimated values $\widehat{\rho}_{v}(h)$, but it should for the record be noted that an alternative approach could have been applied too.

The point is that it is possible to extend the result of appendix B. 4 to show that the estimated $m$-truncated local Gaussian spectral densities ${\widehat{v_{v}}}_{m}^{( } \omega)$ corresponding to different points $\left\{\boldsymbol{v}_{i}\right\}_{i=1}^{\nu}$ will be jointly asymptotically normal and pairwise asymptotically independent (when $m \rightarrow \infty$ and $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$as $n \rightarrow \infty$ ). This enables an alternative smoothing
strategy, where an estimate $\widehat{f}_{v}^{m}(\omega)$ for a given point $\boldsymbol{v}$ could be based on a weighting of the values of $\widehat{f_{v_{i}}^{m}}(\omega)$ in a grid of points surrounding $\boldsymbol{v}$.

This alternative approach shares some superficial similarities with the one used when the ordinary global spectrum $f(\omega)$ is computed based on the periodogram, see e.g. Brockwell and Davis [1986] for details. However, the efficiency of the periodogram-approach in the estimation of $f(\omega)$ is due to the Fast Fourier Transform, which implies that the periodogram can be computed directly from the observations without the need for an explicit computation of all of the estimated autocovariances $\widehat{\rho}(h)$, and that shortcut is not available for the local Gaussian case. The computational load would thus become much larger for the local Gaussian case if such an averaging-approach was applied.

## Appendix C: Technical details

This section collects some technical details that would have impeded the flow of the main argument if they had been included throughout the paper. A brief overview: Appendix C. 1 discuss the diagonal folding property of the local Gaussian autocorrelations $\rho_{v}(h)$ and appendix C. 2 considers the special case of time-reversible time series. Appendix C. 3 collects technical results related to the asymptotic relationship between $n, m$ and $\boldsymbol{b}$, whereas appendix C. 4 shows that the assumptions on the kernel function $K(\boldsymbol{w})$ and the score functions $u_{\text {hq:b }}(\boldsymbol{w})$ implies that some integrals are finite (which implies that assumption 2.1(g) will be trivially satisfied if the bivariate densities $g_{h}\left(\boldsymbol{y}_{h}\right)$ are finite). Appendix C. 5 contains a few basic definitions/comments related to $\alpha$-mixing, $\sigma$-algebras and $L^{\nu}$-spaces.

## C. 1 The diagonal folding property of $\rho_{v}(h)$

The following simple observation about $\rho_{v}(h)$ is of interest both for theoretical and computational aspects of the local Gaussian spectral density $f_{v}(\omega)$.
Lemma C.1. For a strictly stationary time series $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ and a point $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$, the following symmetry property (diagonal folding) holds for the local Gaussian autocorrelation,

$$
\begin{equation*}
\rho_{v}(-h)=\rho_{\tilde{v}}(h), \tag{C.1}
\end{equation*}
$$

where $\breve{\boldsymbol{v}}=\left(v_{2}, v_{1}\right)$ is the diagonal reflection of $\boldsymbol{v}$.
Proof. This is a simple consequence of the symmetrical nature of the bivariate random variables $\boldsymbol{Y}_{h: t}:=\left(Y_{h}, Y_{0}\right)$ and $\boldsymbol{Y}_{-h: t}:=\left(Y_{-h}, Y_{0}\right)$, which due to the connection between the corresponding cumulative density functions

$$
\begin{align*}
G_{-h}\left(y_{-h}, y_{0}\right) & =\mathrm{P}\left(Y_{-h} \leq y_{-h}, Y_{0} \leq y_{0}\right)=\mathrm{P}\left(Y_{0} \leq y_{0}, Y_{-h} \leq y_{-h}\right)=\mathrm{P}\left(Y_{h} \leq y_{0}, Y_{0} \leq y_{-h}\right) \\
& =G_{h}\left(y_{0}, y_{-h}\right) \tag{C.2}
\end{align*}
$$

gives the following property ${ }^{10}$ for the probability density functions,

$$
\begin{equation*}
g_{-h}\left(y_{-h}, y_{0}\right)=g_{h}\left(y_{0}, y_{-h}\right) . \tag{C.3}
\end{equation*}
$$

This implies that $g_{-h}(\boldsymbol{v})=g_{h}(\breve{\boldsymbol{v}})$, and the symmetry does moreover induce a symmetrical relation between the parameters $\boldsymbol{\theta}_{-h}(\boldsymbol{v})$ of the local Gaussian approximation of $g_{-h}$ at $\boldsymbol{v}$ and the parameters $\boldsymbol{\theta}_{h}(\breve{\boldsymbol{v}})$ of the local Gaussian approximation of $g_{h}$ at $\breve{\boldsymbol{v}}$, i.e. if $\boldsymbol{\theta}_{-h}(\boldsymbol{v})=\left[\mu_{1}, \mu_{2}, \sigma_{11}, \sigma_{22}, \rho\right]^{\prime}$ then $\boldsymbol{\theta}_{h}(\breve{\boldsymbol{v}})=\left[\mu_{2}, \mu_{1}, \sigma_{22}, \sigma_{11}, \rho\right]^{\prime}$. Equation (C.1) follows since $\rho$ in these two vectors respectively represents $\rho_{v}(-h)$ and $\rho_{\check{v}}(h)$, and this completes the proof.

A trivial consequence of the diagonal folding property in lemma C. 1 is that the local Gaussian autocorrelation becomes an even function of the lag $h$ when $v_{1}=v_{2}$.

## C. 2 Time-reversible time series

Additional symmetry properties are present for time reversible time series, which implies that the local Gaussian spectral densities $f_{v}(\omega)$ always are real-valued for such time series, see definition 2.2 and theorem 2.9.

The following simple result follows immediately from definition 2.2.
Lemma C.2. If $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ is time reversible, then

$$
\begin{equation*}
g_{h}\left(v_{1}, v_{2}\right)=g_{h}\left(v_{2}, v_{1}\right) \tag{C.4}
\end{equation*}
$$

for all points $\boldsymbol{v}=\left(v_{1}, v_{2}\right) \in \mathbb{R}^{2}$ and all $h \in \mathbb{N}$, which implies

$$
\begin{equation*}
\rho_{v}(-h)=\rho_{v}(h) . \tag{C.5}
\end{equation*}
$$

Proof. The time reversibility of $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ implies that $\left(Y_{h}, Y_{0}\right)$ and $\left(Y_{-h}, Y_{0}\right)$ have the same joint distribution, i.e.

$$
G_{-h}\left(y_{-h}, y_{0}\right)=\mathrm{P}\left(Y_{-h} \leq y_{-h}, Y_{0} \leq y_{0}\right)=\mathrm{P}\left(Y_{h} \leq y_{-h}, Y_{0} \leq y_{0}\right)=G_{h}\left(y_{-h}, y_{0}\right) .
$$

Together with the observation in eq. (C.2), this gives the diagonal symmetry stated in eq. (C.4). The statement for the local Gaussian autocorrelations follows by the same reasoning as in the proof of lemma C.1.

[^23]
## C. 3 Two limit theorems - and one comment

This section contains two lemmas and one comment. Lemma C. 3 combines a check of the internal consistency of assumption 2.3 with the limits needed for the small block-large block argument in theorem B.20, whereas lemma C. 4 takes care of the two limits needed in order to prove that the off the diagonal components in lemma B. 18 are asymptotically negligible. The comment at the end of this section has been included due to the remark at the end of section 2.4.3 in the main document.

Lemma C.3. Under assumption 2.3, the following holds.
(a) There exists integers s that makes items (e) and (f) of assumption 2.3 compatible.
(b) There exists integers $s$ and constants $c:=c_{n} \rightarrow \infty$, such that

$$
\begin{equation*}
c \cdot s=o\left(\sqrt{n b_{1} b_{2} / m}\right), \quad \sqrt{n m / b_{1} b_{2}} \cdot c \cdot \alpha(s-m+1) \longrightarrow 0 \tag{C.6}
\end{equation*}
$$

(c) There exists integers $s$ and constants $c$, such that with $r, \ell$ and $\vartheta$ given as the integers

$$
\begin{equation*}
r=r_{n}:=\left\lfloor\frac{\sqrt{n b_{1} b_{2} / m}}{c}\right\rfloor, \quad \ell=\ell_{n}:=\left\lfloor\frac{n}{r+s}\right\rfloor, \quad \vartheta=\vartheta_{n}:=s-m+1 \tag{C.7}
\end{equation*}
$$

the following limits occur when $n \rightarrow \infty$ :

$$
\begin{equation*}
\frac{s}{r} \longrightarrow 0 ; \quad \ell \alpha(\vartheta) \longrightarrow 0 ; \quad \frac{m r}{n} \longrightarrow 0 ; \quad \frac{m r}{\ell b_{1} b_{2}} \longrightarrow 0 ; \quad \frac{m \ell s}{n} \longrightarrow 0 \tag{C.8}
\end{equation*}
$$

Proof. Item (a) will be established by first observing that it is possible to find integers $s$ that ensures that assumption $2.3(\mathrm{f})$ is compatible with the requirement $m=o\left(\left(n b_{1} b_{2}\right)^{\xi}\right)$, for any $\xi \in\left(0, \frac{1}{3}\right)$, and then checking that the exponent $\tau /(2+5 \tau)-\lambda$ lies in this interval.

Observe that it is impossible to have $m=o(s)$ and $s=o\left(\sqrt{n b_{1} b_{2} / m}\right)$ when $m \geq \sqrt{n b_{1} b_{2} / m}$, which implies $m<\sqrt{n b_{1} b_{2} / m}$, which is equivalent to $m<\left(n b_{1} b_{2}\right)^{1 / 3}$. Some extra leeway is needed in order to construct the desired integers $s$, so consider the requirement

$$
\begin{equation*}
m=o\left(\left(n b_{1} b_{2}\right)^{1 / 3-\zeta}\right), \quad \text { for some } \zeta \in\left(0, \frac{1}{3}\right) \tag{C.9}
\end{equation*}
$$

Define the integers $s$ by $s:=m \cdot \mathfrak{s}$, where $\mathfrak{s}:=1 \vee\left\lfloor\left(n b_{1} b_{2}\right)^{5 / 2}\right\rfloor$, and note that this construction ensures that $s$ goes to $\infty$. Further, $m=o(s)$ holds since $m / s=1 / \mathfrak{s} \rightarrow 0$, and $s=o\left(\sqrt{n b_{1} b_{2} / m}\right)$
holds since

$$
\begin{align*}
\frac{s}{\sqrt{n b_{1} b_{2} / m}} & \asymp \frac{m \cdot\left(n b_{1} b_{2}\right)^{\zeta / 2}}{\left(n b_{1} b_{2} / m\right)^{1 / 2}}=\frac{m^{3 / 2}}{\left(n b_{1} b_{2}\right)^{(1-\zeta) / 2}}=\left[\frac{m}{\left(n b_{1} b_{2}\right)^{(1-\zeta) / 3}}\right]^{3 / 2} \\
& =\left[\frac{1}{\left(n b_{1} b_{2}\right)^{2 \zeta / 3}} \cdot \frac{m}{\left(n b_{1} b_{2}\right)^{1 / 3-\zeta}}\right]^{3 / 2} \rightarrow\left[\frac{1}{\infty} \cdot 0\right]^{3 / 2}=0 . \tag{C.10}
\end{align*}
$$

This implies that the desired integers $s$ can be found whenever $m=o\left(\left(n b_{1} b_{2}\right)^{\xi}\right)$, with $\xi \in\left(0, \frac{1}{3}\right)$. Since the value of $\tau /(2+5 \tau)-\lambda$ lies in the interval $\left(0, \frac{1}{5}\right)$, the proof of item (a) is complete.

For items (b) and (c), the integers $s$ and constants $c$ can e.g. be defined as

$$
\begin{equation*}
s=1 \vee\left\lfloor\left(\sqrt{n b_{1} b_{2} / m}\right)^{1-\eta}\right\rfloor, \quad c=\left(\sqrt{n b_{1} b_{2} / m}\right)^{\eta / 2}, \quad \text { for some } \eta \in(0,1) \tag{C.11}
\end{equation*}
$$

Since $1-\eta$ and $\eta / 2$ are in $(0,1)$, it follows from assumption 2.3(b) that $s$ and $c$ goes to $\infty$ as required. A quick inspection reveals that the product $c \cdot s$ is $o\left(\sqrt{n b_{1} b_{2} / m}\right)$, proving the first part of eq. (C.6). For the second part of eq. (C.6), keep in mind the similarity with assumption $2.3(\mathrm{~d})$, and observe that $c$ in the limit is asymptotically equivalent to $s^{\eta / 2(1-\eta)}$. Since $\eta$ can be selected such that the exponent $\eta / 2(1-\eta)$ becomes smaller than any $\tau>0$, the second statement holds too, which completes the proof of item (b).

In order to prove item (c), note that a floor-function $\lfloor x\rfloor$ in a denominator can be ignored in the limit $x \rightarrow \infty$, since $x \asymp\lfloor x\rfloor$, that is $\lim x /\lfloor x\rfloor=1$. Moreover, observe that assumption 2.3(b) implies that $n / m$ goes to $\infty$. With these observations, all except the last limit in eq. (C.8) are trivial to prove, i.e.

$$
\begin{align*}
\frac{s}{r} & \asymp \frac{s}{\frac{\sqrt{n b_{1} b_{2} / m}}{c}}=\frac{c \cdot s}{\sqrt{n b_{1} b_{2} / m}} \rightarrow 0,  \tag{C.12a}\\
\ell \alpha(\vartheta) & \leq \frac{n}{r+s} \alpha(\vartheta) \asymp \frac{n}{r} \alpha(\vartheta) \asymp \frac{n}{\frac{\sqrt{n b_{1} b_{2} / m}}{c}} \alpha(\vartheta)=\sqrt{n m / b_{1} b_{2}} \cdot c \cdot \alpha(\vartheta) \rightarrow 0,  \tag{C.12b}\\
\frac{m r}{n} & \leq \frac{\frac{\sqrt{n b_{1} b_{2} / m}}{c}}{n / m}=\frac{\sqrt{b_{1} b_{2}}}{c \sqrt{n / m}} \rightarrow \frac{0}{\infty \cdot \infty}=0,  \tag{C.12c}\\
\frac{m r}{\ell b_{1} b_{2}} & \asymp \frac{m r}{\frac{n}{r+s} b_{1} b_{2}}=\frac{r(r+s)}{n b_{1} b_{2} / m} \asymp \frac{r^{2}}{n b_{1} b_{2} / m} \leq \frac{\frac{n b_{1} b_{2} / m}{c^{2}}}{n b_{1} b_{2} / m}=\frac{1}{c^{2}} \rightarrow 0 . \tag{C.12d}
\end{align*}
$$

For the proof of $m \ell s / n \rightarrow 0$, the explicit expressions for $s$ and $c$ from eq. (C.11) will be needed, i.e.

$$
\begin{align*}
\frac{m \ell s}{n} & \leq \frac{m \frac{n}{r+s} s}{n}=m \frac{s}{r+s} \asymp m \frac{s}{r} \asymp m \frac{c \cdot s}{\sqrt{n b_{1} b_{2} / m}} \leq m \frac{\left(\sqrt{n b_{1} b_{2} / m}\right)^{1-\eta / 2}}{\sqrt{n b_{1} b_{2} / m}} \\
& =\frac{m}{\left(n b_{1} b_{2} / m\right)^{\eta / 4}}=\frac{m^{1+\eta / 4}}{\left(n b_{1} b_{2}\right)^{\eta / 4}}=\left(\frac{m}{\left(n b_{1} b_{2}\right)^{\eta /(4+\eta)}}\right)^{(4+\eta) / 4} . \tag{C.13}
\end{align*}
$$

Assumption 2.3(e) states that $m=o\left(\left(n b_{1} b_{2}\right)^{\tau /(2+5 \tau)-\lambda}\right)$, and it is consequently sufficient to show that an $\eta$ can be found which gives $\tau /(2+5 \tau)-\lambda \leq p(\eta):=\eta /(4+\eta)$. Since $p^{\prime}(\eta)=4 /(4+\eta)^{2}>0$, the highest value of $p(\eta)$ will be found at the upper end of the interval of available arguments. From the proof of item (b) it is known that $\eta / 2(1-\eta)<\tau$, which gives the requirement $\eta<2 \tau /(1+2 \tau)$. The value of $p(\eta)$ at the upper end of this interval is $\tau /(2+5 \tau)$, and since $\lambda>0$ it is possible to find an $\eta$ that satisfies $\tau /(2+5 \tau)-\lambda \leq$ $p(\eta)<\tau /(2+5 \tau)$, which concludes the proof.
Lemma C.4. Under assumption 2.3, the sequence of integers defined by $k_{n}+1:=\left\lceil m^{2 / a} \cdot\left|b_{1} b_{2}\right|^{(2-\nu) / a \nu}\right\rceil$ satisfies the following two limit requirements.
(a) $k_{n} \longrightarrow \infty$.
(b) $k_{n} m^{2} b_{1} b_{2} \longrightarrow 0$.

Proof. The key requirements $\nu>2$ and $a>1-2 / \nu$ (inherited from assumption 2.1(b)) ensures that $2 / a>0$ and $(2-\nu) / a \nu<0$. As $m \rightarrow \infty$ and $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$when $n \rightarrow \infty$, it follows that $k_{n} \rightarrow \infty$, which proves item (a).

For item (b), observe that $k_{n}=\left\lceil m^{2 / a} \cdot\left|b_{1} b_{2}\right|^{(2-\nu) / a \nu}\right\rceil-1<m^{2 / a} \cdot\left|b_{1} b_{2}\right|^{(2-\nu) / a \nu}$ implies

$$
\begin{align*}
k_{n} m^{2} b_{1} b_{2} & <\left(m^{2 / a} \cdot\left|b_{1} b_{2}\right|^{(2-\nu) / a \nu}\right) \cdot m^{2} b_{1} b_{2}  \tag{C.14a}\\
& =m^{2(1+1 / a)} \cdot\left|b_{1} b_{2}\right|^{1+(2-\nu) / a \nu}  \tag{C.14b}\\
& \leq m^{2(1+1 / a)} \cdot\left|\left(b_{1} \vee b_{2}\right)^{2}\right|^{1+(2-\nu) / a \nu}  \tag{C.14c}\\
& =\left\{m^{\{1+1 / a\} /\{1+(2-\nu) / a \nu\}} \cdot\left(b_{1} \vee b_{2}\right)\right\}^{2(1+(2-\nu) / a \nu)}  \tag{C.14d}\\
& =\left\{m^{\{\nu(a+1)\} /\{\nu(a-1)+2\}} \cdot\left(b_{1} \vee b_{2}\right)\right\}^{2(1+(2-\nu) / a \nu)} . \tag{C.14e}
\end{align*}
$$

An inspection of the outermost exponent reveals

$$
\begin{equation*}
2 \cdot\left(1+\frac{(2-\nu)}{a \nu}\right)=2 \cdot \frac{a-(1-2 / \nu)}{a}>0 \tag{C.15}
\end{equation*}
$$

which together with assumption 2.3(c) concludes the proof of item (b).

A comment related to the remark at the end of section 2.4.3: It is not required for the theoretical investigation, but it might still be of interest to mention the following observation: Consider a combination of a given point $\boldsymbol{v}$, a small bandwidth vector $\boldsymbol{b}=\left(b_{1}, b_{2}\right)$, and a large sample of size $n$ from a univariate time series $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ that satisfies assumption 2.1. The number of lag-h pairs in the vicinity of $\boldsymbol{v}$ will then, for each $h=1, \ldots, m$, be of order $n b_{1} b_{2} \cdot g_{h}(\boldsymbol{v})$ - and this will, when $g_{h}(\boldsymbol{v})>0$, go to infinity when $n \rightarrow \infty$ and $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$.

Only a sketch of the argument will be given here, since the asymptotic theory does not build upon this observation: First select a $\boldsymbol{b}$-dependent region $\mathcal{V}_{\boldsymbol{b}}(\boldsymbol{v})$ around $\boldsymbol{v}$ to be the ' $\boldsymbol{b}$ vicinity of $\boldsymbol{v}$ ', i.e. $\mathcal{V}_{b}(\boldsymbol{v})$ should shrink when $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$. The area of $\mathcal{V}_{\boldsymbol{b}}(\boldsymbol{v})$ should be given by some constant $\mathcal{A}$ times $b_{1} b_{2}$. From a sample of size $n$ there will be a total of $n-h$ lag- $h$ pairs, and the expected number of those in the region $\mathcal{V}_{\boldsymbol{b}}(\boldsymbol{v})$ will be $(n-h) \cdot \iint_{\mathcal{V}_{\boldsymbol{b}}(\boldsymbol{v})} g_{h}\left(\boldsymbol{y}_{h}\right) \mathrm{d} \boldsymbol{y}_{h}$. Assumption 2.1(d) implies that the bivariate density functions $g_{h}\left(\boldsymbol{y}_{h}\right)$ are continuous at $\boldsymbol{v}$, and it is thus clear that both $\inf _{\boldsymbol{y}_{h} \in \mathcal{V}_{\boldsymbol{b}}(\boldsymbol{v})} g_{h}\left(\boldsymbol{y}_{h}\right)$ and $\sup _{\boldsymbol{y}_{h} \in \mathcal{V}_{\boldsymbol{b}}(\boldsymbol{v})} g_{h}\left(\boldsymbol{y}_{h}\right)$ go to $g_{h}(\boldsymbol{v})$ when $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$. The integral $\iint_{\mathcal{V}_{\boldsymbol{b}}(\boldsymbol{v})} g_{h}\left(\boldsymbol{y}_{h}\right) \mathrm{d} \boldsymbol{y}_{h}$ will thus be of order $\mathcal{A} \cdot b_{1} b_{2} \cdot g_{h}(\boldsymbol{v})$ when $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$, and the result follows.

This shows why it even for rather large samples might be hard to obtain good estimates of the local Gaussian spectral densities in the tails, where the densities $g_{h}(\boldsymbol{v})$ are low.

## C. 4 Integrals based on the kernel and the score functions

The asymptotic properties of the random variables introduced in definitions B. 11 to B. 13 does of course depend upon the properties of the time series $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ upon which they have been defined, but quite a few of the required properties does in fact only depend upon $K(\boldsymbol{w})$ and $u_{h q: b}(\boldsymbol{w})$. Note that the treatment in this section exploits the property that the functions $u_{h q: b}(\boldsymbol{w})$ all are quadratic polynomials in the variables $w_{1}$ and $w_{2}$, which implies that the inequalities from lemma C. 5 is sufficient for the proofs of the asymptotic results given in lemma C.6.

Lemma C.5. For $K(\boldsymbol{w})$ from definition $B .9$ (page 16), and $\nu>2$ from assumption 2.1(b), the following holds:
(a) $\left|\int_{\mathbb{R}^{2}} K\left(w_{1}, w_{2}\right) w_{1}^{k} w_{2}^{\ell} \mathrm{d} w_{1} \mathrm{~d} w_{2}\right|<\infty, \quad k, \ell \geq 0$ and $k+\ell \leq 5$.
(b) $\left|\int_{\mathbb{R}^{2}} K\left(w_{1}, w_{2}\right)^{2} w_{1}^{k} w_{2}^{\ell} \mathrm{d} w_{1} \mathrm{~d} w_{2}\right|<\infty, \quad k, \ell \geq 0$ and $k+\ell \leq 5$.
(c) $K\left(w_{1}, w_{2}\right) w_{1}^{k} w_{2}^{\ell} \in L^{\nu}, \quad k, \ell \geq 0$ and $k+\ell \leq 2$.

Proof. Since the kernel function by definition is non-negative, it follows that

$$
\begin{equation*}
\left|\int_{\mathbb{R}^{2}} K\left(w_{1}, w_{2}\right) w_{1}^{k} w_{2}^{\ell} \mathrm{d} w_{1} \mathrm{~d} w_{2}\right| \leq \int_{\mathbb{R}^{2}} K\left(w_{1}, w_{2}\right)\left|w_{1}^{k} w_{2}^{\ell}\right| \mathrm{d} w_{1} \mathrm{~d} w_{2}, \tag{C.16}
\end{equation*}
$$

which proves item (a), since eq. (B.27d) of definition B. 9 implies that this is finite for the specified range of $k$ and $\ell$.

Since the kernel function is bounded, there is some constant $\mathcal{C}$ such that $K(\boldsymbol{w}) \leq \mathcal{C}$, which implies that

$$
\begin{equation*}
\left|\int_{\mathbb{R}^{2}} K\left(w_{1}, w_{2}\right)^{2} w_{1}^{k} w_{2}^{\ell} \mathrm{d} w_{1} \mathrm{~d} w_{2}\right| \leq \mathcal{C}\left|\int_{\mathbb{R}^{2}} K\left(w_{1}, w_{2}\right) w_{1}^{k} w_{2}^{\ell} \mathrm{d} w_{1} \mathrm{~d} w_{2}\right| \tag{C.17}
\end{equation*}
$$

which due to item (a) is finite, thus item (b) holds true.
Next, note that $\left|K\left(w_{1}, w_{2}\right) w_{1}^{k} w_{2}^{\ell}\right|^{\nu}=\left|K\left(w_{1}, w_{2}\right)\right|^{(\nu-1)}\left|K\left(w_{1}, w_{2}\right)\right|\left|w_{1}^{k} w_{2}^{\ell}\right|^{\nu} \leq \mathcal{C}^{(\nu-1)} K\left(w_{1}, w_{2}\right)\left|w_{1}^{k} w_{2}^{\ell}\right|^{\nu}$, which gives the following inequality,

$$
\begin{equation*}
\left(\int_{\mathbb{R}^{2}}\left|K\left(w_{1}, w_{2}\right) w_{1}^{k} w_{2}^{\ell}\right|^{\nu} \mathrm{d} w_{1} \mathrm{~d} w_{2}\right)^{1 / \nu} \leq \mathcal{C}^{(\nu-1) / \nu}\left(\int_{\mathbb{R}^{2}} K\left(w_{1}, w_{2}\right)\left|w_{1}^{k} w_{2}^{\ell}\right|^{\nu} \mathrm{d} w_{1} \mathrm{~d} w_{2}\right)^{1 / \nu} \tag{C.18}
\end{equation*}
$$

from which it is clear that a proof of the finiteness of the right hand side of eq. (C.18) will imply item (c). Since the region of integration can be divided into $\mathcal{A}_{k \ell}=\left\{\boldsymbol{w}:\left|w_{1}^{k} w_{2}^{\ell}\right| \leq 1\right\}$ and $\mathcal{A}_{k \ell}^{c}=\mathbb{R}^{2} \backslash \mathcal{A}_{k \ell}$, it follows from the non-negativeness of $K(\boldsymbol{w})$, and eqs. (B.27a) and (B.27d) of definition B.9, that

$$
\begin{align*}
\int_{\mathcal{A}_{k \ell}} K\left(w_{1}, w_{2}\right)\left|w_{1}^{k} w_{2}^{\ell}\right|^{\nu} \mathrm{d} w_{1} \mathrm{~d} w_{2} & \leq \int_{\mathcal{A}_{k \ell}} K\left(w_{1}, w_{2}\right) \mathrm{d} w_{1} \mathrm{~d} w_{2} \leq \int_{\mathbb{R}^{2}} K\left(w_{1}, w_{2}\right) \mathrm{d} w_{1} \mathrm{~d} w_{2}=1  \tag{C.19a}\\
\int_{\mathcal{A}_{k \ell}^{c}} K\left(w_{1}, w_{2}\right)\left|w_{1}^{k} w_{2}^{\ell}\right|^{\nu} \mathrm{d} w_{1} \mathrm{~d} w_{2} & \leq \int_{\mathcal{A}_{k \ell}^{c}} K\left(w_{1}, w_{2}\right)\left|w_{1}^{k} w_{2}^{\ell}\right|^{[\nu]} \mathrm{d} w_{1} \mathrm{~d} w_{2} \\
& \leq \int_{\mathbb{R}^{2}} K\left(w_{1}, w_{2}\right)\left|w_{1}^{k[\nu]} w_{2}^{\ell\lceil\nu]}\right| \mathrm{d} w_{1} \mathrm{~d} w_{2}<\infty, \tag{C.19b}
\end{align*}
$$

where the last inequality follows since the assumption $k+\ell \leq 2$ ensures that $k\lceil\nu\rceil+\ell\lceil\nu\rceil \leq 2\lceil\nu\rceil$. The expression in eq. (C.18) is thus finite - and, as stated in item (c), $K\left(w_{1}, w_{2}\right) w_{1}^{k} w_{2}^{\ell} \in L^{\nu}$.

Lemma C.6. The following holds for $u_{\text {qq: }}(\boldsymbol{w})$ and $K_{h: b}\left(\boldsymbol{y}_{h}-\boldsymbol{v}\right)$ from definitions B. 7 and B.9, and $\nu>2$ from assumption 2.1(b):
(a) $\int_{\mathbb{R}^{2}} \sqrt{b_{1} b_{2}} K_{h: b}(\boldsymbol{\zeta}-\boldsymbol{v}) u_{h q: b}(\boldsymbol{\zeta}) \mathrm{d} \boldsymbol{\zeta}=O\left(\sqrt{b_{1} b_{2}}\right)$.
(b) $\left(\int_{\mathbb{R}^{2}}\left|\sqrt{b_{1} b_{2}} K_{h: b}(\boldsymbol{\zeta}-\boldsymbol{v}) u_{h q: b}(\boldsymbol{\zeta})\right|^{\nu} \mathrm{d} \boldsymbol{\zeta}\right)^{1 / \nu}=O\left(\left|b_{1} b_{2}\right|^{(2-\nu) / 2 \nu}\right)$.
(c) Let $\mathcal{K}_{q r, h: b}\left(\boldsymbol{\zeta}_{1}, \boldsymbol{\zeta}_{2}\right):=K_{h: b}\left(\boldsymbol{\zeta}_{1}-\boldsymbol{v}\right) K_{j: b}\left(\boldsymbol{\zeta}_{2}-\boldsymbol{v}\right) u_{h q: b}\left(\boldsymbol{\zeta}_{1}\right) u_{j r: b}\left(\boldsymbol{\zeta}_{2}\right)$, where $\boldsymbol{\zeta}_{1}$ and $\boldsymbol{\zeta}_{2}$ either coincide completely (bivariate), have one common component (trivariate), or have no common components (tetravariate). Let $\kappa$ be the number of variates, and let $\mathrm{d} \boldsymbol{\zeta}(\kappa)$ represent the corresponding $\kappa$-variate differential. Then,

$$
\int_{\mathbb{R}^{\kappa}}\left(b_{1} b_{2}\right) \mathcal{K}_{q r, h: b}\left(\boldsymbol{\zeta}_{1}, \boldsymbol{\zeta}_{2}\right) \mathrm{d} \boldsymbol{\zeta}(\kappa)= \begin{cases}u_{h q: b}(\boldsymbol{v}) u_{j r: b}(\boldsymbol{v}) \int_{\mathbb{R}^{2}} K(\boldsymbol{w})^{2} \mathrm{~d} \boldsymbol{w}+O\left(b_{1} \vee b_{2}\right) & \kappa=2, \\ O\left(b_{1} \wedge b_{2}\right) & \kappa=3, \\ O\left(b_{1} b_{2}\right) & \kappa=4 .\end{cases}
$$

Proof. Recalling the definition of $K_{h: b}\left(\boldsymbol{y}_{h}-\boldsymbol{v}\right)$ from eq. (B.28), the integral in item (a) can be written as

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} \sqrt{b_{1} b_{2}} \cdot \frac{1}{b_{1} b_{2}} K\left(\frac{\zeta_{1}-v_{1}}{b_{1}}, \frac{\zeta_{2}-v_{2}}{b_{2}}\right) u_{h q: b}\left(\zeta_{1}, \zeta_{2}\right) \mathrm{d} \zeta_{1} \mathrm{~d} \zeta_{2}, \tag{C.20}
\end{equation*}
$$

which implies that the substitutions $w_{1}=\left(\zeta_{1}-v_{1}\right) / b_{1}$ and $w_{2}=\left(\zeta_{1}-v_{2}\right) / b_{2}$ gives the integral

$$
\begin{align*}
& \int_{\mathbb{R}^{2}} \frac{\sqrt{b_{1} b_{2}}}{b_{1} b_{2}} K\left(w_{1}, w_{2}\right) u_{h q: b}\left(b_{1} w_{1}+v_{1}, b_{2} w_{2}+v_{2}\right)\left(b_{1} \mathrm{~d} w_{1}\right)\left(b_{2} \mathrm{~d} w_{2}\right) \\
& =\sqrt{b_{1} b_{2}} \cdot \int_{\mathbb{R}^{2}} K\left(w_{1}, w_{2}\right) u_{h q: b}\left(b_{1} w_{1}+v_{1}, b_{2} w_{2}+v_{2}\right) \mathrm{d} w_{1} \mathrm{~d} w_{2} . \tag{C.21}
\end{align*}
$$

Since $u_{h q: b}(\boldsymbol{w})$ is a bivariate polynomial, it is clear that $u_{h q: b}\left(b_{1} w_{1}+v_{1}, b_{2} w_{2}+v_{2}\right)$ can be written as

$$
\begin{equation*}
u_{h q: b}\left(v_{1}, v_{2}\right)+b_{1} c_{1} w_{1}+b_{2} c_{2} w_{2}+b_{1}^{2} c_{11} w_{1}^{2}+b_{1} b_{2} c_{12} w_{1} w_{2}+b_{2}^{2} c_{22} w_{2}^{2}, \tag{C.22}
\end{equation*}
$$

for suitable constants $c_{1}, c_{2}, c_{11}, c_{12}$ and $c_{22}$. The integral in eq. (C.21) can thus be expressed as a sum of integrals like those occurring in lemma C.5(a), all of which are finite. The dominant term becomes $O\left(\sqrt{b_{1} b_{2}}\right)$ when $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$, and the conclusion of item (a) follows.

The substitution used in item (a) can also be applied for item (b), resulting in

$$
\begin{align*}
& \left(\int_{\mathbb{R}^{2}}\left|\sqrt{b_{1} b_{2}} \cdot \frac{1}{b_{1} b_{2}} K\left(w_{1}, w_{2}\right) u_{h q: b}\left(b_{1} w_{1}+v_{1}, b_{2} w_{2}+v_{2}\right)\right|^{\nu}\left(b_{1} \mathrm{~d} w_{1}\right)\left(b_{2} \mathrm{~d} w_{2}\right)\right)^{1 / \nu} \\
& =\left|b_{1} b_{2}\right|^{(2-\nu) / 2 \nu}\left(\int_{\mathbb{R}^{2}}\left|K\left(w_{1}, w_{2}\right) u_{h q: b}\left(b_{1} w_{1}+v_{1}, b_{2} w_{2}+v_{2}\right)\right|^{\nu} \mathrm{d} w_{1} \mathrm{~d} w_{2}\right)^{1 / \nu} \tag{C.23}
\end{align*}
$$

Note that this represent the norm in $L^{\nu}$-space, and that eq. (C.22) implies that it can be realised as the norm of a sum of the simpler components encountered in lemma C.5(c). It is now clear that Minkowski's inequality can be used to obtain a bound for the expression in eq. (C.23). In particular, constants $e_{1}, e_{2}, e_{11}, e_{12}$ and $e_{22}$ can be found that realises this bound as

$$
\begin{equation*}
\left|b_{1} b_{2}\right|^{(2-\nu) / 2 \nu}\left(u_{h q: b}\left(v_{1}, v_{2}\right)+b_{1} e_{1} w_{1}+b_{2} e_{2} w_{2}+b_{1}^{2} e_{11} w_{1}^{2}+b_{1} b_{2} e_{12} w_{1} w_{2}+b_{2}^{2} e_{22} w_{2}^{2}\right), \tag{C.24}
\end{equation*}
$$

which is dominated by the $\left|b_{1} b_{2}\right|^{(2-\nu) / 2 \nu}$-term when $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$, as stated in item (b).
The investigation of item (c) requires different substitutions depending on the $\kappa$ for the configuration under investigation. Noting that the integrand in addition to the scaling factor $b_{1} b_{2}$ always contains the product $K_{h: b}\left(\boldsymbol{\zeta}_{1}-\boldsymbol{v}\right) K_{j: b}\left(\boldsymbol{\zeta}_{2}-\boldsymbol{v}\right)$, it follows that it regardless of the value of $\kappa$ will be a factor $1 / b_{1} b_{2}$ that will be adjusted by the $b_{1}$ - and $b_{2}$-factors that originates from the substituted differentials. It is easy to check that the new differentials becomes $b_{1} b_{2} \mathrm{~d} w_{1} \mathrm{~d} w_{2}$ when $\kappa=2, b_{1}^{2} b_{2} \mathrm{~d} w_{1} \mathrm{~d} w_{2} \mathrm{~d} w_{3}$ or $b_{1} b_{2}^{2} \mathrm{~d} w_{1} \mathrm{~d} w_{2} \mathrm{~d} w_{3}$ when $\kappa=3$, and $b_{1}^{2} b_{2}^{2} \mathrm{~d} w_{1} \mathrm{~d} w_{2} \mathrm{~d} w_{3} \mathrm{~d} w_{4}$ when $\kappa=4$.

For the bivariate case, the substitution from item (a) gives an expression of the following form,

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} K\left(w_{1}, w_{2}\right)^{2} \cdot \mathcal{U}\left(w_{1}, w_{2}\right) \mathrm{d} w_{1} \mathrm{~d} w_{2}, \tag{C.25}
\end{equation*}
$$

where $\mathcal{U}\left(w_{1}, w_{2}\right)$ is a product whose factors both are of the form encountered in eq. (C.22), i.e. it will be a quartic polynomial in the variables $\left(b_{1} w_{1}\right)$ and $\left(b_{2} w_{2}\right)$, and its constant term will be $u_{h q: b}(\boldsymbol{v}) u_{j r: b}(\boldsymbol{v})$. From lemma C.6(b) it follows that this will be a finite integral, and as $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$the result will be as given for the $\kappa=2$ case of item (c).

For the trivariate case, the overlap between $\boldsymbol{\zeta}_{1}$ and $\boldsymbol{\zeta}_{2}$ will belong to one of the following configurations, (i) $\boldsymbol{\zeta}_{1}=\left(\zeta_{1}, \zeta_{2}\right)$ and $\boldsymbol{\zeta}_{2}=\left(\zeta_{1}, \zeta_{3}\right)$, (ii) $\boldsymbol{\zeta}_{1}=\left(\zeta_{1}, \zeta_{2}\right)$ and $\boldsymbol{\zeta}_{2}=\left(\zeta_{3}, \zeta_{1}\right)$, (iii) $\boldsymbol{\zeta}_{1}=\left(\zeta_{1}, \zeta_{2}\right)$ and $\boldsymbol{\zeta}_{2}=\left(\zeta_{2}, \zeta_{3}\right)$, or (iv) $\boldsymbol{\zeta}_{1}=\left(\zeta_{1}, \zeta_{2}\right)$ and $\boldsymbol{\zeta}_{2}=\left(\zeta_{3}, \zeta_{2}\right)$. The reasoning is identical for the four cases, so it is sufficient to consider case (i), which gives the following product of kernel functions in the original integral,

$$
\begin{equation*}
K\left(\left(\zeta_{1}-v_{1}\right) / b_{1},\left(\zeta_{2}-v_{2}\right) / b_{2}\right) \cdot K\left(\left(\zeta_{2}-v_{1}\right) / b_{1},\left(\zeta_{3}-v_{2}\right) / b_{2}\right) . \tag{C.26}
\end{equation*}
$$

When the substitution

$$
\begin{equation*}
w_{1}=\left(\zeta_{1}-v_{1}\right) / b_{1}, \quad w_{2}=\left(\zeta_{2}-v_{2}\right) / b_{2}, \quad w_{3}=\left(\zeta_{3}-v_{2}\right) / b_{2}, \tag{C.27}
\end{equation*}
$$

is used, the following component occurs in the transformed integrand,

$$
\begin{equation*}
\mathcal{K}\left(w_{1}, w_{2}, w_{3}\right):=K\left(w_{1}, w_{2}\right) \cdot K\left(\left[\left(b_{2} w_{2}+v_{2}\right)-v_{1}\right] / b_{1}, w_{3}\right) . \tag{C.28}
\end{equation*}
$$

The argument $\left[\left(b_{2} w_{2}+v_{2}\right)-v_{1}\right] / b_{1}$ does not pose a problem due to the boundedness requirement from eq. (B.27d) in definition B.9, and the following inequality thus holds for $\ell \in\{0,1,2\}$,

$$
\begin{align*}
\int_{\mathbb{R}^{1}} \mathcal{K}\left(w_{1}, w_{2}, w_{3}\right) w_{3}^{\ell} \mathrm{d} w_{3} & =K\left(w_{1}, w_{2}\right) \cdot \int_{\mathbb{R}^{1}} K\left(\left[\left(b_{2} w_{2}+v_{2}\right)-v_{1}\right] / b_{1}, w_{3}\right) w_{3}^{\ell} \mathrm{d} w_{3}  \tag{C.29a}\\
& =K\left(w_{1}, w_{2}\right) \cdot \mathcal{K}_{2: \ell}\left(\left[\left(b_{2} w_{2}+v_{2}\right)-v_{1}\right] / b_{1}\right)  \tag{C.29b}\\
& \leq \mathcal{D}_{2: \ell} \cdot K\left(w_{1}, w_{2}\right), \tag{C.29c}
\end{align*}
$$

where $\mathcal{D}_{2: \ell}$ is a constant that bounds the function $\mathcal{K}_{2: \ell}$.
Since the substitution in eq. (C.27) transforms the integral of interest into

$$
\begin{equation*}
b_{2} \int_{\mathbb{R}^{3}} \mathcal{K}\left(w_{1}, w_{2}, w_{3}\right) \cdot \mathcal{U}\left(w_{1}, w_{2}, w_{3}\right) \mathrm{d} w_{1} \mathrm{~d} w_{2} \mathrm{~d} w_{3}, \tag{C.30}
\end{equation*}
$$

where $\mathcal{U}\left(w_{1}, w_{2}, w_{3}\right)$ is a quadratic polynomial in the variables $\left(b_{1} w_{1}\right)$ and $\left(b_{2} w_{3}\right)$, and a quartic polynomial in $w_{2}$ (with coefficients having suitable powers of $b_{1}$ and $b_{2}$ as factors), the observation in eq. (C.29) implies that an iterated approach to the integral (starting with the $w_{3}$-variable) can be used to show that each part of the sum will be bounded by a constant times an integral of the form encountered in lemma C.6(a). The trivariate integral in item (c) can thus be bounded by a sum of finite integrals having coefficients based on powers of $b_{1}$ and $b_{2}$. From the $b_{2}$ factor in eq. (C.30), it follows that the trivariate integral in this case is $O\left(b_{2}\right)$ when $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$. Note that $w_{2}=\left(\zeta_{2}-v_{1}\right) / b_{1}$ could have been used as an alternative substitution in eq. (C.27), which by the obvious modifications of the arguments implies that the integral also will be $O\left(b_{1}\right)$ when $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$- and from this if follows that the integral is $O\left(b_{1} \wedge b_{2}\right)$, which completes the proof for the $\kappa=3$ case of item (c).

The case $\kappa=4$ is quite simple, since no common components in $\boldsymbol{\zeta}_{1}$ and $\boldsymbol{\zeta}_{2}$ implies that the tetravariate integral, after the obvious substitution, corresponds to an expression of the form

$$
\begin{equation*}
b_{1} b_{2}\left(\int_{\mathbb{R}^{2}} K(\boldsymbol{w}) u_{h q: b}(\boldsymbol{\zeta}(\boldsymbol{w})) \mathrm{d} \boldsymbol{w}\right) \cdot\left(\int_{\mathbb{R}^{2}} K(\boldsymbol{w}) u_{j r: b}(\boldsymbol{\zeta}(\boldsymbol{w})) \mathrm{d} \boldsymbol{w}\right), \tag{C.31}
\end{equation*}
$$

where $\boldsymbol{\zeta}(\boldsymbol{w})=\left(b_{1} w_{1}+v_{1}, b_{2} w_{2}+v_{2}\right)$. The integrals occurring in this product are similar to those encountered in the bivariate case discussed above, and it is clear that the result will be $O\left(b_{1} b_{2}\right)$ when $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$, which concludes the proof of item (c).

Note that the bivariate case of lemma C.6(c) only considers the configuration where the components of $\boldsymbol{\zeta}_{1}$ and $\boldsymbol{\zeta}_{2}$ coincide completely, while the configuration where $\boldsymbol{\zeta}_{1}=\left(\zeta_{1}, \zeta_{2}\right)$ and $\boldsymbol{\zeta}_{2}$ is the diagonal reflection $\left(\zeta_{2}, \zeta_{1}\right)$ has been left out. This restriction does not pose a problem for the asymptotic investigation of $\widehat{f_{v}^{m}}(\omega)$ when the point $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$ lies upon the diagonal, i.e. when $v_{1}=v_{2}$, since the diagonal folding property ensures that it is sufficient to consider positive lags for the point $\boldsymbol{v}$ in this case. For the general case, where $v_{1} \neq v_{2}$, the following adjusted version of lemma C.6(c) is needed, where one of the kernels use $\boldsymbol{v}$ and the other use the diagonally reflected point $\breve{\boldsymbol{v}}=\left(v_{2}, v_{1}\right)$.

Lemma C.7. The following holds for $u_{h q: b}(\boldsymbol{w})$ and $K_{h: b}\left(\boldsymbol{y}_{h}-\boldsymbol{v}\right)$ from definitions B. 7 and B.9, when the point $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$ does not coincide with its diagonal reflection $\breve{\boldsymbol{v}}=\left(v_{2}, v_{1}\right)$, i.e. $v_{1} \neq v_{2}$.

Let $\mathcal{K}_{q r, h j: b}\left(\boldsymbol{\zeta}_{1}, \boldsymbol{\zeta}_{2} ; \boldsymbol{v}, \breve{\boldsymbol{v}}\right):=K_{h: b}\left(\boldsymbol{\zeta}_{1}-\boldsymbol{v}\right) K_{j: b}\left(\boldsymbol{\zeta}_{2}-\breve{\boldsymbol{v}}\right) u_{h q: b}\left(\boldsymbol{\zeta}_{1}\right) u_{j r: b}\left(\boldsymbol{\zeta}_{2}\right)$, where $\boldsymbol{\zeta}_{1}$ and $\boldsymbol{\zeta}_{2}$ either are diagonal reflections of each other (bivariate), have one common component (trivariate), or have no common components (tetravariate). Let $\kappa$ be the number of variates, and let $\mathrm{d} \boldsymbol{\zeta}(\kappa)$ represent the corresponding $\kappa$-variate differential. Then,

$$
\int_{\mathbb{R}^{\kappa}}\left(b_{1} b_{2}\right) \mathcal{K}_{q r, h j: b}\left(\boldsymbol{\zeta}_{1}, \boldsymbol{\zeta}_{2} ; \boldsymbol{v}, \breve{\boldsymbol{v}}\right) \mathrm{d} \boldsymbol{\zeta}(\kappa)= \begin{cases}o(1) & \kappa=2, \\ O\left(b_{1} \wedge b_{2}\right) & \kappa=3 \\ O\left(b_{1} b_{2}\right) & \kappa=4\end{cases}
$$

Proof. The statements for the trivariate and tetravariate cases are identical to those in lemma C.6(c), and so are the proofs, i.e. the same substitutions can be applied for the present cases of interest.

For the bivariate case, the substitution $w_{1}=\left(\zeta_{1}-v_{1}\right) / b_{1}$ and $w_{2}=\left(\zeta_{1}-v_{2}\right) / b_{2}$ gives that the integral $\int_{\mathbb{R}^{2}} K\left(w_{1}, w_{2}\right)^{2} \cdot \mathcal{U}\left(w_{1}, w_{2}\right) \mathrm{d} w_{1} \mathrm{~d} w_{2}$ from eq. (C.25) is replaced with a sum of integrals of the form,

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} K\left(w_{1}+\left(v_{1}-v_{2}\right) / b_{1}, w_{2}+\left(v_{2}-v_{1}\right) / b_{2}\right) \cdot K\left(w_{1}, w_{2}\right) w_{1}^{k} w_{2}^{\ell} \mathrm{d} w_{1} \mathrm{~d} w_{2} \tag{C.32}
\end{equation*}
$$

where $k, \ell \geq 0$ and $k+\ell \leq 4$. and the integrands of these integrals goes to zero when $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$, due to the assumption that $v_{1} \neq v_{2}$. To clarify: For a kernel function $K$ whose nonzero values occurs on a bounded region of $\mathbb{R}^{2}$, the integrand of eq. (C.32) will become identical to zero when $\left(v_{1}-v_{2}\right) / b_{1}$ and $\left(v_{2}-v_{1}\right) / b_{2}$ are large enough to ensure that at least one of the factors in the integrand must be zero. For the general case, first observe that the factors $K\left(w_{1}, w_{2}\right) w_{1}^{k} w_{2}^{\ell}$ are the integrands that occurs in lemma C.5(a), and the finiteness
of those integrals implies that these factors must go to zero at a sufficiently high rate when $w_{1}$ and $w_{2}$ are far from origo. The rate at which the individual kernel $K\left(w_{1}, w_{2}\right)$ goes to zero will of course be faster than that of the product $K\left(w_{1}, w_{2}\right) w_{1}^{k} w_{2}^{\ell}$, and together this implies that the integrand in eq. (C.32) must go to zero when $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$, and the integral thus becomes asymptotically negligible.

It is a straightforward (albeit somewhat tedious) exercise to verify that eq. (C.32) goes towards zero at an exponential rate when the kernel function $K(\boldsymbol{w})$ is the product normal kernel. The observation that the bivariate case of lemma C. 7 is $o(1)$ can also be derived from the realisation that $K_{h: b}\left(\boldsymbol{\zeta}_{1}-\boldsymbol{v}\right)$ and $K_{j: b}\left(\boldsymbol{\zeta}_{2}-\breve{\boldsymbol{v}}\right)$ are entities that converge towards two different bivariate Dirac delta functions, and the limit of the integral becomes zero since these delta functions sifts out different points.

## C. 5 A few details related to $\sigma$-algebras, $\alpha$-mixing and $L^{\nu}$-spaces

The following general definitions and basic observations are needed when e.g. results from Davydov [1968] and Volkonskii and Rozanov [1959] are used.

## Related $\sigma$-algebras

The $\sigma$-algebras related to the process $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$, will be denoted

$$
\begin{equation*}
\mathcal{F}_{t}^{s}:=\sigma\left(Y_{t}, \ldots, Y_{s}\right) \tag{C.33}
\end{equation*}
$$

where $t$ and $s$ are allowed to take the values $-\infty$ and $+\infty$ respectively.
Note in particular, that if a new random variable is defined by means of a measurable function $\xi\left(\boldsymbol{y}_{\bar{m}}\right)$ from $\mathbb{R}^{m+1}$ to $\mathbb{R}$, i.e. $\mathcal{Y}_{m: t}:=\xi\left(\boldsymbol{Y}_{\bar{m}: t}\right)$, then $\mathcal{Y}_{m: t} \in \mathcal{F}_{t}^{t+m}$.

## Inheritance of $\alpha$-mixing

The coefficients in the strong mixing property mentioned in assumption 2.1(b), is given by

$$
\begin{equation*}
\alpha\left(s \mid Y_{t}\right):=\sup \left\{|\mathrm{P}(A \cap B)-\mathrm{P}(A) \mathrm{P}(B)|:-\infty<t<\infty, A \in \mathcal{F}_{-\infty}^{t}, B \in \mathcal{F}_{t+s}^{\infty}\right\} \tag{C.34}
\end{equation*}
$$

from which it is an easy task to verify that a derived process, like the $\mathcal{Y}_{m: t}$ mentioned above, will have an inherited $\alpha$-mixing coefficient that satisfies

$$
\begin{equation*}
\alpha\left(s \mid \mathcal{Y}_{m: t}\right) \leq \alpha\left(s-m \mid Y_{t}\right) \tag{C.35}
\end{equation*}
$$

This implies that the finiteness requirement in eq. (2.21) will be inherited by the process $\mathcal{Y}_{m: t}$, i.e. with $\nu$ and $a$ as introduced in assumption 2.1(b), the following holds true

$$
\begin{equation*}
\sum_{j=1}^{\infty} j^{a}\left[\alpha\left(j \mid \mathcal{Y}_{m: t}\right)\right]^{1-2 / \nu}<\infty \tag{C.36}
\end{equation*}
$$

## Related $L^{\nu}$-spaces

Some inequalities are needed in the main proofs, and these inequalities can be verified by means of the simple connection between expectations and $L^{\nu}$-spaces outlined below. ${ }^{11}$

First of all, when a measure space $(\Omega, \mathcal{G}, \mu)$ is given, then for $1 \leq \nu<\infty$, the space $L^{\nu}:=L^{\nu}(\Omega, \mathcal{G}, \mu)$ is defined to be the class of measurable real functions $\zeta$ for which $|\zeta|^{\nu}$ is integrable, that is,

$$
\begin{equation*}
\zeta(z) \in L^{\nu} \quad \stackrel{\text { def }}{\Longleftrightarrow} \int_{\Omega}|\zeta(z)|^{\nu} \mathrm{d} \mu<\infty . \tag{C.37}
\end{equation*}
$$

The $L^{\nu}$-spaces related to the processes $\boldsymbol{Y}_{h: t}$ and $\boldsymbol{Y}_{\bar{m}: t}$ will henceforth be denoted by

$$
\begin{align*}
& L_{h}^{\nu} \text { - the } L^{\nu} \text { spaces related to the densities } g_{h},  \tag{C.38a}\\
& L_{\bar{m}}^{\nu} \text { - the } L^{\nu} \text { space related to the density } g_{\bar{m}} . \tag{C.38b}
\end{align*}
$$

These $L^{\nu}$ spaces are in fact Banach spaces, see e.g. Billingsley [2012, Section 19] for details, which means that they are complete normed vector spaces, with a $\nu$-norm defined by

$$
\begin{equation*}
\|\zeta(z)\|_{\nu}:=\left(\int_{\Omega}|\zeta(z)|^{\nu} \mathrm{d} \mu\right)^{1 / \nu}=\left(\mathrm{E}\left[|\zeta(Z)|^{\nu}\right]\right)^{1 / \nu} \tag{C.39}
\end{equation*}
$$

and the Minkowski's inequality (i.e. the triangle inequality for $L^{\nu}$-spaces) will play a central role in the investigation later on,

$$
\begin{equation*}
\left\|\zeta_{1}(z)+\zeta_{2}(z)\right\|_{\nu} \leq\left\|\zeta_{1}(z)\right\|_{\nu}+\left\|\zeta_{2}(z)\right\|_{\nu} . \tag{C.40}
\end{equation*}
$$

The main reason for the introduction of these $L^{\nu}$-spaces are the following observation: With $Z$ a random variable on $(\Omega, \mathcal{G}, \mu)$, the definitions of expectation and $L^{\nu}$-spaces gives a sequence of equivalences

$$
\begin{equation*}
\mathrm{E}\left[|\zeta(Z)|^{\nu}\right]<\infty \quad \Longleftrightarrow \quad \int_{\Omega}|\zeta(z)|^{\nu} \mathrm{d} \mu<\infty \quad \Longleftrightarrow \quad \zeta(z) \in L^{\nu} \tag{C.41}
\end{equation*}
$$

Lemma C.8. For a univariate time series $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$, with $\boldsymbol{Y}_{h: t}$ and $\boldsymbol{Y}_{\bar{m}: t}$ as defined in definition 2.7, and with $m$ bivariate functions $\zeta_{h}: \mathbb{R}^{2} \longrightarrow \mathbb{R}^{1}$

$$
\begin{gathered}
\text { If } \mathrm{E}\left[\left|\zeta_{h}\left(\boldsymbol{Y}_{h: t}\right)\right|^{\nu}\right]<\infty \text { for } h=1, \ldots, m \text {, then } \\
\left(\mathrm{E}\left[\left|\sum_{h=1}^{m} a_{h} \zeta_{h}\left(\boldsymbol{Y}_{h: t}\right)\right|^{\nu}\right]\right)^{1 / \nu} \leq \sum_{h=1}^{m}\left|a_{h}\right|\left(\mathrm{E}\left[\left|\zeta_{h}\left(\boldsymbol{Y}_{h: t}\right)\right|^{\nu}\right]\right)^{1 / \nu}<\infty .
\end{gathered}
$$

[^24]Proof. From eq. (C.41) it follows that $\mathrm{E}\left[\left|\zeta_{h}\left(\boldsymbol{Y}_{h: t}\right)\right|^{\nu}\right]<\infty$ implies $\zeta_{h}\left(\boldsymbol{y}_{h}\right) \in L_{h}^{\nu}$ for $h=1, \ldots, m$. With $\widetilde{\zeta}_{h}\left(\boldsymbol{y}_{\bar{m}}\right)$ the corresponding trivial extensions to $(m+1)$-variate functions, it follows from eq. (2.20) that $\widetilde{\zeta}_{h}\left(\boldsymbol{y}_{\bar{m}}\right) \in L_{\bar{m}}^{\nu}$ for $h=1, \ldots, m$. From the vector space property of $L^{\nu}$-spaces it follows that $\sum_{h=1}^{m} a_{h} \zeta_{h}\left(\boldsymbol{Y}_{h: t}\right) \in L_{\bar{m}}^{\nu}$, and Minkowski's inequality then gives the desired result.

## Appendix D: Sensitivity analysis of the tuning parameters

This section will investigate how sensitive $\widehat{f}_{v}^{m}(\omega)$ is to changes in the tuning parameters (and the point $\boldsymbol{v}$ ). This will be done by the distance function $D$ introduced in appendix D.1, together with plots that reveal information about the frequency-dimension.

Appendices D. 2 and D. 3 respectively consider the sensitivity of the point $\boldsymbol{v}$ and the bandwidth $\boldsymbol{b}$, whereas the sensitivity of the truncation level $m$ is discussed in appendix D.4. The effect the value of the block length $L$ has upon the bootstrap-based pointwise confidence intervals is discussed in appendix F.5, since that gives the most natural flow.

Appendix E contains a discussion related to the selection of tuning parameters for $\widehat{f}_{v}^{m}(\omega)$, and it also contains some references to the related problem of selecting the bandwidth when a local Gaussian correlation is to be estimated from a sample.

The scripts required for the replication of the results in this section are contained in the R-package localgaussSpec, and these scripts can be used as templates for those that would like to investigate other time series in a similar manner. See appendix G for details.

## D. 1 Sensitivity analysis - the distance function

An investigation of the sensitivity requires a tool that can measure the differences that occur in the resulting estimates when the tuning parameters are adjusted. Many techniques have been developed in order to deal with distances between spectral functions, cf. e.g. Basseville [2013, Section 7] and Georgiou [2007, Section 1]. Some approaches are based on proper distance functions, whereas other use divergence/distortion measures where symmetry and the triangular identity no longer are present.

A natural (and easy to implement) candidate for the case of interest in this paper is the distance function inherited from the complex Hilbert space of Fourier series on the interval $\left[-\frac{1}{2}, \frac{1}{2}\right]$, cf. e.g. Brockwell and Davis [1986, Ch. 2.8], i.e. for $f(\omega)=\sum_{h=-\infty}^{\infty} \rho(h) e^{-2 \pi i h}$ the norm is defined by $\|f(\omega)\|^{2}=\int_{-1 / 2}^{1 / 2} f(\omega) \overline{f(\omega)} \mathrm{d} \omega=\sum_{h=-\infty}^{\infty} \rho(h)^{2}$. This motivates the following definition.

Definition D.1. Given two spectra $f_{1}(\omega)=\sum_{h=-\infty}^{\infty} \rho_{1}(h) e^{-2 \pi i h}$ and $f_{2}(\omega)=\sum_{h=-\infty}^{\infty} \rho_{2}(h) e^{-2 \pi i h}$, the distance between them is denoted by

$$
\begin{equation*}
D\left(f_{1}(\omega), f_{2}(\omega)\right):=\sqrt{\sum_{h=-\infty}^{\infty}\left(\rho_{1}(h)-\rho_{2}(h)\right)^{2}} \tag{D.1}
\end{equation*}
$$

Furthermore: The notation $D\left(f_{1}(\omega)\right)$ will be interpreted as $D\left(f_{1}(\omega), 0\right)$, which implies that $D\left(f_{1}(\omega), f_{2}(\omega)\right.$ ) also can be written as $D\left(f_{1}(\omega)-f_{2}(\omega)\right)$ (which is used in fig. D.8).

Note that $D$ will work both for real-valued and complex-valued spectra, and the latter is of importance both with regard to the univariate case when the point $\boldsymbol{v}$ lies of the diagonal, and with regard to the multivariate case treated in Jordanger and Tjøstheim [2017].

The obvious adjustment must be done when $D$ is used on $m$-truncated estimates $\widehat{f}_{v}^{m}(\omega)$, i.e. $\rho(h)$ should be replaced with $\lambda_{m}(h) \cdot \widehat{\rho}_{v}(h)$ when $|h| \leq m$, and with 0 when $|h|>m$.

The distance function in definition D. 1 is not applicable in the FFT-periodogram based approach to the estimation of spectral densities, since that approach does not explicitly compute the coefficients needed in eq. (D.1). However, note that the deviance measure that is based on the root mean squared error (RMSE), cf. e.g. Chen et al. [2019, Section 3.2], is closely related to the one used in the present paper. To emphasise: If $\tilde{f}_{1}(\omega)$ and $\tilde{f}_{2}(\omega)$ are two periodogram-based estimates of the spectral densities $f_{1}(\omega)$ and $f_{2}(\omega)$, then the RMSE-distance is given by

$$
\begin{equation*}
D_{\mathrm{RMSE}}\left(\tilde{f}_{1}(\omega), \tilde{f}_{2}(\omega)\right):=\sqrt{\frac{1}{n} \sum_{l=0}^{n-1}\left[\tilde{f}_{1}\left(\omega_{l}\right)-\tilde{f}_{2}\left(\omega_{l}\right)\right]^{2}}, \tag{D.2}
\end{equation*}
$$

where the summation is over all the Fourier-frequencies $\omega_{l}=l / n$ in the interval $[0,1)$. A quick inspection of the expression under the square-root in eq. (D.2) reveals that this is a Riemann-sum approximation of the integral $\int_{0}^{1}\left(f_{1}(\omega)-f_{2}(\omega)\right) \overline{\left(f_{1}(\omega)-f_{2}(\omega)\right)} \mathrm{d} \omega$. This will, when $n \rightarrow \infty$, converge towards $\left\|f_{1}(\omega)-f_{2}(\omega)\right\|^{2}$, which shows the close connection with the distance function from definition D.1.

Another more commonly used divergence measure is also considered in Chen et al. [2019], and that is the divergence measure based on the Kullback-Leibler (KL) divergence Kullback and Leibler [1951]. For the periodogram-based approach this can be written as

$$
\begin{equation*}
D_{\mathrm{KL}}\left(\tilde{f}_{1}(\omega), \tilde{f}_{2}(\omega)\right):=\sum_{l=0}^{n-1} \tilde{f}_{1}\left(\omega_{l}\right) \ln \left(\frac{\tilde{f}_{1}\left(\omega_{l}\right)}{\tilde{f}_{2}\left(\omega_{l}\right)}\right) . \tag{D.3}
\end{equation*}
$$

An implementation of the KL-approach in this paper was briefly considered, but it was discarded since the local Gaussian spectral densities $f_{v}(\omega)$ in general will be complex-valued functions, and it was thus not clear how to adjust eq. (D.3) in a proper manner.

Regarding the frequency-dimension: A distance measure like the $D$ defined in definition D. 1 does not contain any information about the frequencies, and completely different spectral densities can have the same distance-value. It is thus, for the purpose of sensitivity analysis, important to combine distance-based plots with plots that reveal something about the frequency-component too.

## D. 2 Sensitivity analysis: The point $v$

The bandwidth $\boldsymbol{b}$ is a central tuning parameter when an estimate of the $m$-truncated local Gaussian spectral density $f_{v}^{m}(\omega)$ is desired for a given point $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$. The point $\boldsymbol{v}$ itself is not a tuning parameter of the estimation algorithm, but an investigator will obviously be interested in information about how $f_{v}^{m}(\omega)$ varies with $\boldsymbol{v}$, and it is thus also natural to consider the sensitivity of the estimate $\widehat{f_{v}^{m}}(\omega)$ relatively the selected point.

Two plots related to this particular investigation was included in the main part, i.e. figs. 8 and 10 , which respectively considered the local trigonometrical example and the dmbp-data. It is preferable to have a plot available for the present discussion too, and fig. D. 1 shows an example based on one single simulation from the $\operatorname{apARCH}(2,3)$ that was fitted to the dmbp-data, cf. section 3.4.

The point $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$ is bivariate, but the present investigation will restrict its attention to the diagonal cases. The requirement $v_{1}=v_{2}$ is used for simplicity since it ensures that the resulting local Gaussian spectral densities will be real valued.

This restriction implies that the point $\boldsymbol{v}$ is allowed to vary continuously along a one dimensional line (the diagonal), and a heatmap can be used to see how $\widehat{f_{v}^{m}}(\omega)$ varies with $\boldsymbol{v}$ (for a fixed $\boldsymbol{b}$ ). It is also of interest to use the distance function $D$ from definition D. 1 to create a distance-based plot that shows how the norm $D\left(\widehat{f}_{v}^{m}(\omega)\right)$ varies with $\boldsymbol{v}$.

The points $\boldsymbol{v}$ in fig. D. 1 ranges from the $5 \%$ percentile to the $95 \%$ percentile of the standard normal distribution, increasing in steps of $0.5 \%$ (altogether 91 different points). This percentile based selection implies that the corresponding points are not equally spaced along the actual diagonal, and the plots in fig. D. 1 have thus used the option that the points $\boldsymbol{v}$ have been presented according to their underlying percentile-values - which implies that these plots primarily reveals information about the copula-structure of the time series under investigation.

It can be seen from fig. D. 1 that $\widehat{f}_{v}^{m}(\omega)$ near the $50 \%$ percentile is quite close to an i.i.d. white noise situation - and it also seems to be a very clear symmetry around the


Figure D.1: Heatmap and corresponding distance-based plots for the the apARCH(2,3)model that was fitted to the dmbp-data, showing how $\widehat{f}_{v}^{10}(\omega)$ varies with the percentiles for the diagonal-points $\boldsymbol{v}$. The percentiles used in fig. 11, i.e. $10 \%, 50 \%$ and $90 \%$, have been highlighted with lines/points.
$50 \%$ percentile. This is in stark contrast to the situation seen for the dmbp-data, cf. fig. 10, which indicates an asymmetry around the $50 \%$ percentile

Note that the $5 \%$ and $95 \%$ percentiles are quite far out in the tails of the distribution, and it is thus natural to assume that the selected bandwidth in those cases might fail to work properly - the small sample variation of the points closest to the point $\boldsymbol{v}$ might simply render the estimated local Gaussian autocorrelations rather dubious. It is possible to counter this problem by selecting a larger bandwidth for percentiles in the tails, but it is then important to keep in mind that a too large bandwidth might completely miss the desired local structure at the point of investigation.

Heatmap-plots for the estimates $\widehat{\rho}_{v}(h)$ : The construction of the two plots in fig. D. 1 requires the computation of all of the underlying estimates $\widehat{\rho}_{v}(h)$, for $h=1, \ldots, m$. It is thus also possible to create heatmap-based plots that can visualise how these estimates changes as the point $\boldsymbol{v}$ moves from the $5 \%$ to the $95 \%$ percentile, and this can for the $\operatorname{apARCH}(2,3)$-example be seen in fig. D.2.


Figure D.2: Heatmap for $\widehat{\rho}_{v}(h)$, for the apARCH $(2,3)$-model fitted to the dmbp-data. The percentiles used in fig. 11, i.e. $10 \%, 50 \%$ and $90 \%$, have been highlighted with lines.

It is clear from fig. D. 2 that the estimated values $\widehat{\rho}_{v}(h)$ are near symmetric around the $50 \%$ percentile, which thus explains the corresponding symmetry for $\widehat{f_{v}^{m}}(\omega)$ seen in fig. D.1. For the dmbp-data, see fig. D.3, a similar level of symmetry is not to the same extent present. It might from such plots be possible to identify if it is the contribution from some particular lags $h$ that drives the asymmetry of the corresponding estimated spectrum $\widehat{f_{v}^{m}}(\omega)$.

For completeness, fig. D. 4 has been included in order to show how the situation looks like for the local trigonometric example seen in fig. 8.

## D. 3 Sensitivity analysis: The bandwidth $b$

The bandwidth $\boldsymbol{b}=\left(b_{1}, b_{2}\right)$ is bivariate, but it is natural to assume $b_{1}=b_{2}$ when a univariate time series is investigated. With this restriction it follows that the sensitivity of $\widehat{f}_{v}^{m}(\omega)$ due to changes in the bandwidth $\boldsymbol{b}$ can be investigated in a similar manner to the one used in the preceding section for the diagonal points $\boldsymbol{v}$.

The bandwidth $\boldsymbol{b}$ should be selected according to the Goldilocks principle, i.e. it should neither be 'too low' nor 'too high', it must be 'just right'. The heatmap and distance-based plots from fig. D. 1 can easily be adjusted to visualise the problems that occur when the bandwidth does not belong to the 'just right' region. The plots shown in fig. D. 5 does


Figure D.3: Heatmap for $\widehat{\rho}_{v}(h)$, for the dmbp-data. The percentiles used in fig. 9, i.e. $10 \%$, $50 \%$ and $90 \%$, have been highlighted with lines.


Figure D.4: Heatmap for $\widehat{\rho}_{v}(h)$, for the local trigonometric case. The percentiles used in fig. 7 , i.e. $10 \%, 50 \%$ and $90 \%$, have been highlighted with lines.
once more consider the dmbp-data, and in this case the bandwidth ranges from 0.25 to 1.5 in steps by 0.005 (altogether 251 different bandwidths). The bandwidth $b=0.5$ has been highlighted since it was that value that was used in fig. 9.

The problem when $\boldsymbol{b}$ becomes too large is that the estimated local Gaussian autocorrelations $\widehat{\rho}_{v}(h)$ no longer will capture the local structure of interest, and the corresponding estimated local Gaussian spectral density $\widehat{f_{v}^{m}}(\omega)$ (which no longer deserves to be referred to as 'local') will then be indistinguishable from the ordinary spectral density. It is clear from fig. D. 5 that a bandwidth of $b=1.5$ is far too large for the present investigation.

The expected behaviour when a too low bandwidth is used is that it will trigger a degeneration of the estimated local Gaussian autocorrelations, i.e. $\widehat{\rho}_{v}(h)$ will tend towards either +1 or -1 regardless of the actual structure of the underlying density distributions.


Figure D.5: Heatmap and corresponding distance-based plots based on the dmbp-data, showing how $\widehat{f}_{v}^{10}(\omega)$ varies with the bandwidth $b$. The bandwidth used in fig. 9, i.e. $b=0.5$, has been highlighted with a line/point.

The reason for this is that $\widehat{\rho}_{v}(h)$ will, due to the kernel function from the density estimation algorithm, become increasingly sensitive to the position of the $h$-lagged pairs $\left(Y_{t+h}, Y_{t}\right)$ that lies nearest to the point $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$. To clarify, for a given point $\boldsymbol{v}$ there will be a collection of Euclidean distances to the $h$-lagged pairs $\left(Y_{t+h}, Y_{t}\right)$ in the sample, and these distances could (after a re-indexing) be sorted in ascending order $\left\{d_{i}\right\}_{i=1}^{n-h}$.

Under the assumption that it is the product normal kernel that is used, the contribution from a lag-h pair $\left(Y_{t+h}, Y_{t}\right)$ that lies a distance of $d_{i}$ from $\boldsymbol{v}$ will be weighted by $w_{i: b}:=$ $\frac{1}{2 \pi b^{2}}{ }^{-d_{i}^{2} / 2 b^{2}}$ - and it is now natural to consider the set of all the weights $\mathcal{W}_{v: b}:=\left\{w_{i: b}\right\}_{i=1}^{n-h}$.

The primary detail of interest is how much larger the weights are for the pairs that lies closest to $\boldsymbol{v}$, and it thus necessary to consider the fraction $r_{i j: b}:=w_{i: b} / w_{j: b}=\left(e^{d_{j}^{2}-d_{i}^{2}}\right)^{1 / b^{2}}$. The number $r_{i j: b}$ will, when $d_{i}<d_{j}$, grow to $\infty$ when $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$, and this implies that the estimation algorithm for small $b$-values will become increasingly sensitive to the $h$-lagged
pairs that lies closest to the point $\boldsymbol{v}$ when the bandwidth shrinks - and in the end it would thus be natural to have a degeneration of the estimated value $\rho_{v}(h)$ to either +1 or -1 .

Note that the corresponding $D\left(\widehat{f}_{v}^{m}(\omega)\right)$ will grow when this degeneration happens, as can be seen for $b=0.25$ in the distance-based plot in fig. D.5.

Heatmap-plots for the estimates $\widehat{\rho}_{v}(h)$ : It is here, as it was for the investigation of the diagonal points $\boldsymbol{v}$, possible to also consider a heatmap based investigation of the underlying estimates $\widehat{\rho}_{v}(h)$, for $h=1, \ldots, m$. Such a plot is given in fig. D.6, and it can there be observed that it for some of $\widehat{\rho}_{v}(h)$-estimates is the case that the estimates first switch sign from positive to negative - and then they grows quickly towards -1 . This kind of behaviour is expected to occur when the bandwidth $\boldsymbol{b}$ has shrunk to a level that implies that the kernel function in the local penalty function, cf. eq. (B.7), gives high weights to the few observations $\left(Y_{t+h}, Y_{t}\right)$ nearest $\boldsymbol{v}$, and very low weights elsewhere.


Figure D.6: Heatmap for $\widehat{\rho}_{v}(h)$, for the dmbp-data, showing the effect of different bandwidths. The bandwidth used in fig. 9, i.e. 0.5 has been highlighted with a line.

Note that fig. D. 5 considers the situation where $\boldsymbol{v}$ is the diagonal point corresponding to the lower tail, but similar plots could have been included for the cases where $\boldsymbol{v}$ corresponds to either the center or the upper tail. ${ }^{12}$ A comparison of the distance-based plots for these three points is presented in fig. D.7, in order to show how the bandwidth-sensitivity of $\widehat{f}_{v}^{m}(\omega)$ also depends on the selected point $\boldsymbol{v}$. A common scale has been used for the three subplots in order to emphasise the asymmetry between the lower and upper tail.

Note that the center plot of fig. D. 7 reveals that the 'too low bandwidth problem' occurs a bit slower in a high density region, but it will even there eventually create a situation where the estimated local Gaussian autocorrelations degenerate towards either +1 or -1 .

[^25]

Figure D.7: Distance-based plots for the dmbp-data, showing how $\widehat{f}_{v}^{10}(\omega)$ varies with the bandwidth $b$ for the three percentiles used in fig. 9, i.e. $10 \%, 50 \%$ and $90 \%$. The bandwidth used in fig. 9 , i.e. $b=0.5$, has been highlighted by a point.

The heatmap and distance-based plots in figs. D. 5 to D. 7 can detect the clearly undesirable regions for the bandwidth $\boldsymbol{b}$, but they do not reveal what the 'just right' value for the bandwidth should be. Nevertheless, it is still possible to gain some insight into how sensitive the estimate of $f_{v}^{m}(\omega)$ will be for minor variations of the bandwidth $\boldsymbol{b}$, and that can be useful with regard to the selection of a few bandwidths that can be used when e.g. a bootstrap-investigation is to be performed.

The framework used in the R-package localgaussSpec ensures that it is trivial to compute and investigate a wide range of bandwidths simultaneously, and the key idea is that knowledge of the local dependency structure can still be obtained even if the selected bandwidths are not spot on the 'just right' value for the bandwidth.

## D. 4 Sensitivity analysis: The truncation level $m$

The shape of $f_{v}^{m}(\omega)$ for a low truncation level can be different from the shape seen when a higher truncation level is used. It is thus of interest to investigate how sensitive the estimates $\widehat{f_{v}^{m}}(\omega)$ are to changes in the truncation level $m$.

This issue can easily be probed by performing an initial investigation with a high value for the maximum lag to be computed, since the computational cost is not too large when only a single sample (like the dmbp-data) is investigated. It did e.g. not take a long time to estimate $\rho_{v}(h)$ for $h=1, \ldots, 200$, which was needed for the construction of fig. 4 in the main document - and with these estimates it is trivial to compare ${\widehat{f^{m}}}^{m}(\omega)$ and $\widehat{f}_{v}^{m}(\omega)$ for $m$ up to 200 , since the integrated shiny-application of the R-package localgaussSpec can animate the changes that occur in the spectra when $m$ grows from 0 to 200 .

The computational costs can become rather large when it is necessary to find pointwise confidence intervals, since a high number of replicates then must be investigated with the same configuration of tuning parameters. It is then important to figure out a sufficient truncation level $m$, and restrict the attention to the estimates of $\rho_{v}(h)$ for $h=1, \ldots, m$.

A drawback with the shiny-based approach in localgaussSpec is that it requires an inspection of many different plots. It could thus be of interest to also consider summaryplots that either use the distance function $D$ from definition D.1, or some heatmap-based alternative visualisation of $\widehat{f}_{v}^{m}(\omega)$, similar to those used for $\widehat{\rho}_{v}(h)$ in figs. D. 2 to D. 4 and D. 6.

Distance plots: It is possible to investigate the $m$-sensitivity by distance-based plots, but those plots are less useful in this case. One reason for this is that the norms $D\left({\widehat{f_{v}}}^{m}(\omega)\right)$ are monotonically increasing as functions of $m$. This can easily be seen by first recalling (cf. algorithm 2.5(c)) that the estimates ${\widehat{f_{v}}}^{m}(\omega)$ are given by

$$
\widehat{f}_{v}^{m}(\omega):=1+\sum_{h=1}^{m} \lambda_{m}(h) \cdot \widehat{\rho}_{\stackrel{v}{v}}(h) \cdot e^{+2 \pi i \omega h}+\sum_{h=1}^{m} \lambda_{m}(h) \cdot \widehat{\rho}_{v}(h) \cdot e^{-2 \pi i \omega h}
$$

and then keeping in mind that the lag-window function $\lambda_{m}(h)$ satisfies $\lambda_{m+1}(h) \geq \lambda_{m}(h)$. It follows that $D\left(\widehat{f}_{v}^{m+1}(\omega)\right) \geq D\left(\widehat{f}_{v}^{m}(\omega)\right)$, which does not provide any useful new information.

Instead of a plot of the norms $D\left(\widehat{f}_{v}^{m}(\omega)\right)$, it is slightly more interesting to consider a plot that shows $D\left(\widehat{f}_{v}^{m+1}(\omega)-\widehat{f}_{v}^{m}(\omega)\right)$, i.e. the distances between ${\widehat{f_{v}}}^{m+1}(\omega)$ and ${\widehat{f_{v}}}^{m}(\omega)$ in the Hilbert room of Fourier series. This idea is shown in fig. D. 8 for the three diagonal points and 200 lags that was included in fig. 4. Note that fig. D. 8 takes into account the scaling due to the lag-window function $\lambda_{m}(h)$, and as such it does provide some new
information compared to that contained in the plot showing the estimated local Gaussian autocorrelations.


Figure D.8: Distances between successive $m$-truncations of the local spectra, dmbp-data.
The three subplots of fig. D. 8 shows that $D\left(\widehat{f}_{v}^{m+1}(\omega)-\widehat{f}_{v}^{m}(\omega)\right)$ rather quickly starts to decrease monotonically, which is as expected given the presence of the lag-window function $\lambda_{m}(h)$. This decrease implies that the effect of a change in the truncation level from $m$ to $m+1$ becomes smaller as $m$ grows, and the sensitivity is thus largest when $m$ is small.

Figure D. 8 might indicate that the $m=10$ used in the main part is a bit to small. However, the purpose of that particular truncation level was simply to show that even a low truncation level could be used to detect the presence of nonlinear dependency structures in the time series under investigation, i.e. structures not detected by the ordinary spectrum.

It is natural to assume that two successive local Gaussian spectra ${\widehat{f_{v}}}^{m}(\omega)$ and $\widehat{f}_{v}^{m+1}(\omega)$ should be similar in shape when $m$ has grown a bit, but this does not imply that the accumulated changes to $\widehat{f}_{v}^{m}(\omega)$ are negligible. It is thus important to also inspect the frequency-dimension, and this can as mentioned above easily be done by the interactive shiny-application in the localgaussSpec-package.

Heatmap plots: The truncation level $m$ is a discrete tuning parameter, and an inspection based on a heatmap-based approach could thus follow the setup used for the estimated $\widehat{\rho}_{v}(h)$-values seen in figs. D. 2 to D. 4 and D.6. The R-package localgaussSpec contains a script that can be used to create such a heatmap-based plot for ${\widehat{f_{v}}}^{m}(\omega)$, with the frequencies $\omega$ along one axis and the truncation levels $m$ along the other.

The resulting heatmap-based plot clearly showed that the peak seen in fig. 9 at $\omega=0$ (for $m=10$ and a point either in the lower or upper tail) became even more dominating as $m$ increased, and the peak dominated to such an extent that the heatmap-based plot did not reveal anything about the other frequencies. This plot has thus not been included here, but the script is available in localgaussSpec, cf. appendix G for details.

## Appendix E: How to select the tuning parameters?

Several tuning parameters are required in order to compute the $m$-truncated estimate $\widehat{f}_{v}^{m}(\omega)$ of the local Gaussian spectrum $f_{v}(\omega)$, for a given point $\boldsymbol{v}$. In addition to the truncation level $m$, there is a bandwidth $\boldsymbol{b}$ (to be used when estimating the local Gaussian autocorrelations $\rho_{v}(h)$, for $\left.h \in\{1, \ldots, m\}\right)$. There is also a lag-window function $\lambda_{m}(h)$ used for smoothing.

The sensitivity analysis in appendix D considered the effect of minor changes to the tuning parameters $\boldsymbol{b}$ and $m$, and it did also discuss the sensitivity of $\widehat{f}_{v}^{m}(\omega)$ that is due to the position of the point $\boldsymbol{v}$ - which is of interest to know when a given sample/model is to be investigated.

The task of finding 'optimal tuning parameters' lies beyond the scope of this paper, and the focal point of interest in this section will be to give some advice with regard to how the R-package localgaussSpec can be used to investigate a given sample/model, cf. appendix E. 1 for the details. A few comments related to the selection of the bandwidth $\boldsymbol{b}$ is given in appendix E.2, primarily in order to give some pointers to papers that have discussed bandwidth selection for the estimation of the local Gaussian correlation $\rho_{v}$.

## E. 1 Using the R-package localgaussSpec

The R-package localgaussSpec can compute $\widehat{f}_{v}^{m}(\omega)$ for a wide range of tuning parameters, and for a huge selection of different points $\boldsymbol{v}$. The integrated shiny-application enables an easy interactive investigation of the resulting estimates, with an interface that makes it trivial to switch between visualisations of the estimated local Gaussian autocorrelations $\widehat{\rho}_{v}(h)$ and the corresponding estimated local Gaussian spectral densities ${\widehat{f_{v}}}^{m}(\omega)$.

The computational cost for one single estimate of the local Gaussian correlation $\rho_{v}(h)$, for a given lag $h$, a given bandwidth $\boldsymbol{v}$ and a given point $\boldsymbol{v}$, is usually not that high (depends on the sample size $n$ ). The computational cost does however quickly escalate when a huge combination of points $\boldsymbol{v}$, bandwidths $\boldsymbol{b}$ and large truncation level $m$ is used. It becomes even worse if it is of interest to produce pointwise confidence intervals, since it then will be necessary to have $R$ replicates of every configuration of these tuning parameters.

This implies that it for a practical investigation is natural to first do the computations on a single sample, a few bandwidths $\boldsymbol{b}$ and a wide range of points $\boldsymbol{v}$. The truncation level
$m$ could in this initial investigation probably be rather low, e.g. $m=30$, since the key observation is that it is differences between the $m$-truncated ordinary and local Gaussian spectra that can reveal the presence of non-Gaussian dependency structures in the sample.

The next step of the investigation is the inspection of the heatmap- and distance-based plots of the estimates $\widehat{f}_{v}^{m}(\omega)$, and from this it is then possible to figure out if there are some subset of the points $\boldsymbol{v}$ that it would be of particular interest to investigate further. If such points are identified, then it is possible to restrict another investigation to these points, and then perform e.g. $R=100$ replicates in order to produce the pointwise confidence intervals.

This procedure was used in appendix G.4.3, where the aim of the investigation was to show that for a sufficiently large sample from the local trigonometric model used in section 3.3.2, it should be possible to detect the $C_{1}(t)$ component that only occurred with a probability of $p_{1}=0.05$. In this case a range of diagonal points $\boldsymbol{v}$ were selected from the lower tail, and one sample was used as the basis for the heatmap- and distance-based plots seen in fig. G.2. From this it was then easy to identify a suitable point $\boldsymbol{v}$ that could be used to create the plot in fig. G.3, where the pointwise confidence intervals also are present.

This kind of investigation is easy to reproduce for other samples, since the scripts in the R-package localgaussSpec can be modified in order to deal with similar investigations, cf. the discussion in appendix $G$ for further details.

## E. 2 Some comments regarding the bandwidth b

The bandwidth $\boldsymbol{b}=(.5, .5)$ used as default in section 3 of the main part was selected based on the fact that $b=.5$ is quite close to the value obtained when the formula $b \approx 1.75 n^{-1 / 6}$ was given the value $n=1974$ (the length of the dmbp-data). This formula, due to Håkon Otneim, is based on an empirical comparison with a cross-validation bandwidth algorithm used in Otneim and Tjøstheim [2017], and it has been applied here even though it originates from a bandwidth-selection algorithm aimed at computing density estimates based on the one-free-parameter local Gaussian approximation employed in that paper.

There does exist a leave-one-out cross-validation algorithm for the selection of the bandwidth to be used when estimating the local Gaussian correlation based on independent observations, see Berentsen and Tjøstheim [2014, Section 3.4] for details. However, the estimation of the local Gaussian spectral density $f_{v}^{m}(\omega)$ requires the estimation of $m$ different local Gaussian autocorrelations $\rho_{v}(h)$, and such cross-validation algorithms then becomes quite time consuming ${ }^{13}$ - in particular if it in addition is necessary to use bootstrapping in order to obtain pointwise confidence intervals for the estimates. Moreover, it may be a

[^26]bit questionable to apply an algorithm developed for independent observations in a time series setting. In particular, the leave-one-out cross-validation has some flaws if the aim is model selection based upon dependent data, see Burman et al. [1994]; Racine [2000]; Shao [1993], where the concepts leave- $n_{\nu}$-out cross-validation, $h$-block cross validation, and $h v$-block cross-validation were introduced as better tools for the dependent case.

## Appendix F: Regarding sampling and resampling

This section will discuss sampling related issues, both with regard to the parametric and the nonparametric cases. Details related to the trivial case of sampling from parametric models are given in appendix F.1. Appendix F. 2 discusses the approach based on parametric bootstrapping, which can be of interest in order to see if samples from a model fitted to a given data-set have the same dependency structure as the original data. This section includes a plot similar to one of the diagnostic plots used in Birr et al. [2019], in which points $\boldsymbol{v}$ both on and off the diagonal have been used in the investigation.

Nonparametric and model free bootstrap strategies are discussed in appendices F. 3 and F.4, and it is there seen that a slightly adjusted version of the block bootstrap, cf. theorem F. 4 on page 75, can be a useful resampling strategy for the estimators that are used to find the local Gaussian spectral densities.

A sensitivity analysis of the block length argument $L$ (used in the adjusted resampling algorithm) is given in appendix F.5, and a few additional comments related to problematic issues with the initial approach are given in appendix F.6.

## F. 1 Simulations from a parametric model

Simulations are trivial for parametric time series models, since new independent samples (of the same length $n$ ) can be made directly from the model. The estimates of $f_{v}^{m}(\omega)$ (for the specified values of $m$ and $\boldsymbol{b}$ ) are then computed for each of these samples, the mean of the resulting estimated spectra is used as the proxy for the true spectra, whereas pointwise confidence intervals are constructed directly from the collection of estimated spectra.

## F. 2 Parametric bootstrap and local sanity-testing of models

A parametric bootstrap approach can be used to investigate models fitted to real data, and this is e.g. used in Birr et al. [2019]. The idea behind the parametric bootstrap is that a parametric model first is fitted to the original sample, and then that fitted model is used
assumption was not a viable one. In particular, the bandwidths estimated for the higher lags did not need to be close to the one estimated for the first lag.
when resampling - which implies that the second step in this procedure is identical to the one described in appendix F.1.

This approach can be used to perform a local sanity-test of the fitted model, since it becomes possible to identify points/frequencies with a clear mismatch between the local structures detected in the original sample and those seen in samples from the fitted model. The plot presented in fig. F.1, which is similar in structure to one of the plots in Birr et al. [2019], shows how such a comparison can be performed for the dmbp-data and the $\operatorname{apARCH}(2,3)$-model that was seen in figs. 9 and 11 in section 3.4.


Figure F.1: The estimates of $f_{v}^{m}(\omega)$ based on the dmbp-data (solid lines) have been superimposed on the corresponding estimates based on samples from the fitted apARCH(2,3)model. The off-diagonal points $\boldsymbol{v}$ give complex-valued $f_{v}^{m}(\omega)$, see main text for explanation.

The key idea in fig. F. 1 is that estimates of $f_{v}^{m}(\omega)$ based on the original sample can be superimposed on the plots based on parametric bootstrapping from the fitted model, and this makes it easy to compare them.

Nine different points $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$ are considered in fig. F.1, and these are based on the combinations that can be created when $v_{1}$ and $v_{2}$ varies over the $10 \%, 50 \%$ and $90 \%$ percentiles of the standard normal distribution. The corresponding plots are ordered in a grid in accordance with the position of these nine points in the plane, as can be seen by the information about $\boldsymbol{v}$ in the upper right corner of the respective plots.

The estimates of $f_{v}^{m}(\omega)$ for the three diagonal points are real-valued, and this is thus in essence the same plots that was seen in fig. 11 - but the information about the global spectrum has been removed and the solid lines from fig. 9 have been added to the plots.

The estimates $f_{v}^{m}(\omega)$ are complex-valued for the six off-diagonal points, and in this case the R-package localgaussSpec follows the convention used for the complex-valued cross-spectra, viz. $\operatorname{Co}\left(f_{v}^{m}(\omega)\right)=\operatorname{Re}\left(f_{v}^{m}(\omega)\right)$ and $\operatorname{Quad}\left(f_{v}^{m}(\omega)\right)=-\operatorname{Im}\left(f_{v}^{m}(\omega)\right)$.

The off-diagonal points are symmetric around the diagonal, i.e. both $\boldsymbol{v}=\left(\underline{v_{1}}, v_{2}\right)$ and its diagonal reflection $\breve{\boldsymbol{v}}=\left(v_{2}, v_{1}\right)$ are present. It is the case that $f_{v}(\omega)=\overline{f_{\tilde{\boldsymbol{v}}}(\omega)}$, cf. lemma $2.3(\mathrm{~b})$, so it is sufficient to plot $\operatorname{Co}\left(f_{v}^{m}(\omega)\right)$ on one side of the diagonal and Quad $\left(f_{v}^{m}(\omega)\right)$ on the other side.

Finally, the same scale is used for all plots showing real values, whereas another scale is used for the plots related to the imaginary parts. This distinction is natural since the scale needed for the imaginary part can be much smaller, as can be seen in fig. F.1.

A comparison of the dashed and solid lines in fig. F. 1 can now be used to see if there might be any faults with the $\operatorname{apARCH}(2,3)$-model that was fitted to the dmbp-data. The plots related to the real parts does not give any indications that something is off, with a possible minor exception near $\omega=0$ for the point at the upper tail (as also observed in section 3.4.3 in the main part). The plots related to the imaginary parts might (when seen isolated) imply that the model did not catch all of the dependency structure - but it is here important to keep in mind that different scales are used for the two groups of plots, and as such it seems natural that a good match at the dominating scale might be accompanied with a more messy situation at the other scale.

It seems natural to conclude that the selected apARCH $(2,3)$-model performs rather well, which is as expected since it was one of the better models from a testing procedure that tried out several thousand different variations of the GARCH-type models implemented in the rugarch-package.

A final comment to fig. F.1: Note the shape seen for the points $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$ on the outer tails of the anti-diagonal, viz. when $v_{1}$ corresponds to the $10 \%$ percentile and $v_{2}$ to the $90 \%$ percentile (or vice versa). For these points, $\operatorname{Co}\left(f_{v}^{m}(\omega)\right)$ does have a deep trough near $\omega=0$, which is rather natural since in a volatile situation it can be the case that a large decrease is followed by a somewhat larger increase (like a 'Sucker Rally' in the stock-market).

## F. 3 Nonparametric bootstrapping techniques

This section will first explain why the block bootstrap could be a reasonable resampling technique for a statistic like the $m$-truncated estimates of the local Gaussian spectra. It will then be seen that after all there are some issues with the block bootstrap for the present case, and that motivates the quest for a slightly modified resampling strategy.

Technical details related to the bootstrap and block bootstrap are collected in appendix F.3.1, whereas appendix F.3.2 discuss some problems related to edge-effects between the blocks in the resampled time series. Appendix F.3.3 discuss one potential solution to the edge-effect issue, and explains why this approach was discarded for the investigation performed in the present paper. Appendix F.3.4 presents the ideas behind the block-of-blocks bootstrap (where edge-effects does not occur), and it explains why a direct application of that method might not be an optimal approach when the statistic of interest is computed by means of an algorithm that contains a kernel function.

Justification for the block bootstrap: First of all, recall from algorithm 2.5(c) (in the main part) that the $m$-truncated estimates $\widehat{f}_{v}^{m}(\omega)$ of the local Gaussian spectral densities $f_{v}(\omega)$, are constructed as follows:

$$
\begin{equation*}
\widehat{f}_{v}^{m}(\omega):=1+\sum_{h=1}^{m} \lambda_{m}(h) \cdot \widehat{\rho}_{\tilde{\boldsymbol{v}}}\left(h \mid \boldsymbol{b}_{h}\right) \cdot e^{+2 \pi i \omega h}+\sum_{h=1}^{m} \lambda_{m}(h) \cdot \widehat{\rho}_{\boldsymbol{v}}\left(h \mid \boldsymbol{b}_{h}\right) \cdot e^{-2 \pi i \omega h} \tag{F.1}
\end{equation*}
$$

where the point $\breve{\boldsymbol{v}}=\left(v_{2}, v_{1}\right)$ is the diagonal reflection of $\boldsymbol{v}=\left(v_{1}, v_{2}\right)$, and $\boldsymbol{b}_{h}$ is the bandwidthvector used for the lag- $h$ pairs (the $\boldsymbol{b}_{h}$ will henceforward be dropped from the notation).

Note that the estimates $\widehat{\rho}_{\stackrel{v}{v}}(h)$ and $\widehat{\rho}_{v}(h)$, for $h=1, \ldots, m$, and also the $m$-truncated estimate ${\widehat{f_{v}}}^{m}(\omega)$, all are estimated by a local likelihood approach - and the asymptotic properties of these estimates were developed in the present paper using the procedure from Klimko and Nelson [1978], cf. the discussion in appendix B.1.

A statistic obtained from the Klimko-Nelson procedure was explicitly mentioned by Künsch as an example for which the block bootstrap method would be applicable, cf. Künsch [1989, Example 2.4, p. 1219-20], and a resampling based on the block bootstrap was thus initially used for the construction of the pointwise confidence intervals for the dmbp-example seen in fig. 9.

Comments received during the review-process initiated an investigation of the following problem: Estimates based on the block bootstrap method can suffer from edge-effect noise when it is used on smaller sample sizes, cf. the discussion in appendix F.3.2. This motivated an investigation of possible replacements, that in the end lead to the slightly adjusted version of the block bootstrap given in appendix F.4, see theorem F. 4 on page 75.

## F.3.1 The bootstrap and the block bootstrap

The bootstrap introduced in Efron [1979] use sampling with replacement from an i.i.d. sample $\left\{X_{i}\right\}_{i=1}^{n}$ to create a collection of $B$ bootstrapped samples $\left\{\left\{X_{i: b}^{*}\right\}_{i=1}^{n}\right\}_{b=1}^{B}$, and then a nonparametric estimator of the variance of a statistic $T_{n}:=T\left(X_{1}, \ldots, X_{n}\right)$ can be computed from the estimates in $\left\{T_{n: b}^{*}\right\}_{b=1}^{B}$, where $T_{n: b}^{*}:=T\left(X_{1: b}^{*}, \ldots, X_{n: b}^{*}\right)$. The block bootstrap introduced in Künsch [1989] enables a similar investigation to be performed when the statistic $T_{n}$ is computed on a set of observations $\left\{X_{i}\right\}_{i=1}^{n}$ from a stationary process, and in this case the resampled sets $\left\{X_{i: b}^{*}\right\}_{i=1}^{n}$ are created by the following procedure: (1) Create the set of $L$-sized blocks of consecutive observations from $\left\{X_{i}\right\}_{i=1}^{n}$, i.e. $\left\{\boldsymbol{Y}_{i}\right\}_{i=1}^{n-(L-1)}$, where $\boldsymbol{Y}_{i}=\left(X_{i}, \ldots, X_{i+(L-1)}\right)$. (2) Sample with replacement $\lceil n / L\rceil$ of these blocks, to obtain a set $\left\{\boldsymbol{Y}_{i: b}^{*}\right\}_{i=1}^{\lceil n / L\rceil}$. (3) Concatenate the selected blocks to one block of size $\lceil n / L\rceil \cdot L$, and truncate it at length $n$ to obtain the desired resampled version $\left\{X_{i: b}^{*}\right\}_{i=1}^{n}$.

Künsch [1989] lists a wide range of different types of statistics that can be based on $\left\{X_{i: b}^{*}\right\}_{i=1}^{n}$, and it is for the purpose of the present paper of particular interest to note that statistics based on the Klimko-Nelson procedure is specifically mentioned as a case, which as mentioned above is the case for the estimators in this paper.

## F.3.2 Corrupt tuples and edge-effect noise for the block bootstrap

A problematic issue with the block bootstrap is that it will introduce a bit of edge-effect noise into the estimation procedure. For example, if a time series $\left\{Y_{t}\right\}_{t=1}^{n}$ of length $n$ is given, then an estimate of $\rho_{v}(h)$ will be based on the bivariate set $\mathcal{Y}_{h}:=\left\{\left(Y_{t+h}, Y_{t}\right)\right\}_{t=1}^{n-h}$ of size $n-h$. When the block bootstrap is used with some block length $L$, then there will be a resampled sequence $\left\{Y_{t}^{*}\right\}_{t=1}^{n}$ and the idea is that an estimate of $\rho_{v}(h)$ now should be computed based on the bivariate set $\mathcal{Y}_{h: L}^{*}:=\left\{\left(Y_{t+h}^{*}, Y_{t}^{*}\right)\right\}_{t=1}^{n-h}$.

However, the set $\mathcal{Y}_{h: L}^{*}$ will contain corrupt tuples that do not exist in $\mathcal{Y}_{h}$, i.e. the first and second component of $\left(Y_{t+h}^{*}, Y_{t}^{*}\right)$ can belong to different blocks, and this will add a bit of edge-effect noise into the estimation process. The edge-effect noise is negligible in the asymptotic situation (very large sample sizes $n$ and large block lengths $L$ ), but it can make an impact when smaller samples are investigated.

For the present paper, it is of particular interest to consider the amount of corrupt tuples that occur when the block bootstrap is used on the dmbp-data ( $n=1974$ unique observations, i.e. no ties). The plots in fig. 9 used the truncation level $m=10$ for $f_{v}^{m}(\omega)$, and it is thus natural to focus on the estimation of $\rho_{v}(h)$ for $h=1, \ldots, 10$.

It is easy to see that the expected number $\mathcal{E}_{h: L}^{*}$ of corrupt tuples in $\mathcal{Y}_{h: L}^{*}$ to a close approximation ${ }^{14}$ will be a simple formula of the number of blocks $q:=\lceil n / L\rceil$ and the length $r:=n-(q-1) \cdot L$ of the last block, i.e.

$$
\mathcal{E}_{h: L}^{*} \approx \begin{cases}h \cdot(q-1) & h \leq r \leq L  \tag{F.2}\\ h \cdot(q-2)+r & 1 \leq r<h\end{cases}
$$

A total of $n-h$ tuples $\left(Y_{t+h}^{*}, Y_{t}^{*}\right)$ are included in $\mathcal{Y}_{h: L}^{*}$, and the expected fraction of corrupt tuples is thus given by $\mathcal{E}_{h: L}^{*} /(n-h)$. It is enlightening to compute the expected fractions of corrupt tuples for the dmbp-data for the two block lengths $L=25$ and $L=100$, and the results (given as percentages) are listed in table 2.

| $L \backslash h$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 25 | $4.0 \%$ | $7.9 \%$ | $11.9 \%$ | $15.8 \%$ | $19.8 \%$ | $23.8 \%$ | $27.8 \%$ | $31.7 \%$ | $35.7 \%$ | $39.7 \%$ |
| 100 | $1.0 \%$ | $1.9 \%$ | $2.9 \%$ | $3.9 \%$ | $4.8 \%$ | $5.8 \%$ | $6.8 \%$ | $7.7 \%$ | $8.7 \%$ | $9.7 \%$ |

Table 2: The expected fraction of corrupt tuples when $\rho_{v}(h)$ are estimated from block bootstrap replicates of the dmbp-data $(n=1974)$, when $L \in\{25,100\}$ and $h \in\{1, \ldots, 10\}$.

It is evident, based on table 2, that the expected fraction of corrupt tuples can become rather large when $\rho_{v}(h)$ is estimated for high lags $h$. The problem for estimates of $f_{v}^{m}(\omega)$ is slightly reduced since the estimates $\widehat{\rho}_{v}(h)$ are weighted with the lag-window functions $\lambda_{m}(h)$ when ${\widehat{f_{v}}}^{m}(\omega)$ is computed, which implies that the estimates $\widehat{\rho}_{v}(h)$ suffering from the highest levels of edge-effect noise do not contribute that much to the final result.

Table 2 indicates that it could be of interest to find an adjusted resampling technique, preferably one that completely (or at least partially) removes the corrupt tuples from the estimation algorithm. Two different approaches that completely avoids the corrupt tuples are presented in appendices F.3.3 and F.3.4, but there are some issues with these two methods that make them less interesting to implement.

It is however possible to reduce the number of corrupt tuples by slightly tweaking the way the block bootstrap algorithm is used when applied to smaller sample sizes. The key idea is to move the primary focus to the indices of the original sample, and then apply a simple adjustment that selects the $h$-lag pairs in a manner that is more in line with the way these pairs would have been selected if the methods from appendices F.3.3 and F.3.4 had been used. The technical details are given in appendix F.4, see in particular theorem F.4.

[^27]The corrupt tuples do not disappear with the adjusted resampling strategy from theorem F.4, but the expected fraction of such tuples (for a given combination of sample size $n$, block length $L$ and lag $h$ ) is significantly lower than those seen in table 2. It can e.g. be seen from table 3 (page 80) that for the $h=10$ case it will be a reduction from $39.7 \%$ to $0.11 \%$ when $L=25$, and a reduction from $9.67 \%$ to $0.028 \%$ when $L=100$.

## F.3.3 A 'natural' solution to the edge-effect issue?

Obviously, if the aim of the investigation is restricted to $\widehat{\rho}_{v}(h)$ for a single value of $h$, then it is trivial to completely avoid the problem of corrupt tuples in $\mathcal{Y}_{h: L}^{*}$. The solution in that case would simply be to realise $\mathcal{Y}_{h}$ as a sample from a bivariate time series, and then apply the block bootstrap method on $\mathcal{Y}_{h}$ instead of the original sample. The situation becomes a bit more complicated when it is necessary to estimate $\widehat{\rho}_{v}(h)$, for $h=1, \ldots, m$, since an approach where each of these estimates are computed from its own $\mathcal{Y}_{h}$ might fail to capture some of the temporal dependency structure from the original sample $\left\{Y_{i}\right\}_{i=1}^{n}$.

The temporal dependency structure between $\widehat{\rho}_{v}(h)$ will be taken care of if the estimation of $\left\{\rho_{v}(h)\right\}_{h=1}^{m}$ is based on (the relevant parts of) the ( $m+1$ )-tuples in the derived time series $\mathcal{Y}_{\bar{m}}=\left\{\left(Y_{i+m}, \ldots, Y_{i+1}, Y_{i}\right)\right\}_{i=1}^{n-m}$, but this approach is slightly wasteful since the estimation of $\rho_{v}(h)$ for an $h<m$ in this case discards the last $m-h$ observations that would have been used if the estimate had been based on $\mathcal{Y}_{h}$ instead. The effect of this wastefulness will of course not be severe when a large sample is investigated, but it is present.

Moreover, this approach implies that the estimates of $\rho_{v}(h)$, for $1 \leq h \leq m$, will depend on the selected value $m$. For a strict regime of reproducibility, like the one implemented in the R-package localgaussSpec, this implies that everything must be recomputed if the initial truncation level $m_{1}$ is changed to $m_{2}$. The computational cost related to the estimate of $\rho_{v}(h)$ (for a fixed point $\boldsymbol{v}$ and a fixed bandwidth $\boldsymbol{b}$ ) is usually not that high, but a local Gaussian investigation will typically involve a wide range of lags $h$, many points $\boldsymbol{v}$, different values of the bandwidth $\boldsymbol{b}$, and a huge number of replicates. This implies that the number of cases to recompute might increase to the tens of thousands, which makes the 'resampling from $\mathcal{Y}_{\bar{m}}$ seen as an $(m+1)$-variate time series' approach far from desirable to implement.

The new estimation algorithm introduced in appendix F. 4 are inspired by the resampling from tuples outlined above, and for the cost of a tiny percentage of edge-effects it will completely avoid the problematic issues mentioned. In particular: The estimation of the local Gaussian autocorrelations $\rho_{v}(h)$ will use all the available information in $\mathcal{Y}_{h}$, and the estimated values $\widehat{\rho}_{v}(h)$ will be the same regardless of the value of the truncation level $m$.

The role of the block length $L$ when resampling from $\mathcal{Y}_{\bar{m}}$ : The discussion in appendix F. 4 will reveal that the block length $L$ plays a different role when the block bootstrap is used on the $(m+1)$-variate tuples in $\mathcal{Y}_{\bar{m}}$, since both $m$ and $L$ then contribute to the capturing of the desired dependency structure. This is different from the situation seen when the ordinary block bootstrap is used on $\left\{Y_{t}\right\}_{t=1}^{n}$, since then it only is the block length $L$ that decides to what extent the temporal dependency structure of the original sample is preserved in the resampled data $\left\{Y_{t}^{*}\right\}_{t=1}^{n}$. In particular, a too short block length will simply destroy all of the dependency structure that it is of interest to investigate.

The situation changes when the block bootstrap is used on $\mathcal{Y}_{\bar{m}}$ (regarded as an $(m+1)$ dimensional time series), since it for some estimators then might be the case that even a very short block length $L$ can give decent results (in particular for an estimator that focus solely on the content captured in the $(m+1)$-variate tuples). For example: If $L=1$, then the block bootstrap used on $\mathcal{Y}_{\bar{m}}$ is equivalent to uniform sampling from the tuples in $\mathcal{Y}_{\bar{m}}$. For an estimator that does not care about the internal order of the resampled tuples, e.g. the local likelihood estimator used in this paper, it might then in fact be sufficient to use such a short block length.

The block length argument $L$ is for this particular situation reduced to a tuning parameter that governs the expected number of times the different tuples occur in the resampled version of $\mathcal{Y}_{\bar{m}}$. A higher value of the block length $L$ will slightly reduce the fraction of tuples sampled from the start and the end of $\mathcal{Y}_{\bar{m}}$, whereas the majority of the tuples will have a tiny increase in the expected number of occurrences, cf. appendix F.4.3.

The reduction in the expected number of tuples sampled from the end of the time series can be of interest for the adjusted resampling strategy given in appendix F.4, since it will induce a corresponding reduction in the expected number of corrupt tuples, which is desirable since it removes some of the expected edge-effect noise from the estimation. See the discussion in appendix F. 4 for further details.

## F.3.4 The block-of-blocks bootstrap

Another tuple-based bootstrapping approach that should be mentioned is the block-ofblocks bootstrap introduced in Politis and Romano [1992]. This method completely avoids the edge-effect issue that was mentioned for the block bootstrap, which makes it an interesting alternative to consider.

The key idea in the block-of-blocks bootstrap is that two levels of blocks are created, and resampling is made from the second level. The first level of blocks are created as follows: For a strictly stationary and weakly dependent $d$-variate time series $\left\{\boldsymbol{X}_{i}\right\}_{i=1}^{n}$, let $B_{i, m, L}:=$ $\left(\boldsymbol{X}_{(i-1) L+1}, \ldots, \boldsymbol{X}_{(i-1) L+m}\right)$. The block $B_{i, m, L}$ contains $m$ consecutive observations, and it can
be considered the result of a 'window' of width $m$ that is 'moving' at lags $L$ at a time. There are $Q=\lceil(n-m) / L\rceil$ of these blocks, and for each block a statistic $T_{i, m, L}$ is defined by a function $\phi_{m}: \mathbb{R}^{d m} \rightarrow \mathbb{R}$, i.e. $T_{i, m, L}:=\phi_{m}\left(B_{i, m, L}\right)$. Note that the set $\left\{T_{i, m, L}\right\}_{i=1}^{Q}$ actually is a sample from a strictly stationary univariate time series (derived from the original time series through $\phi_{m}$ ), and note that the mean of $\left\{T_{i, m, L}\right\}_{i=1}^{Q}$, i.e. $\bar{T}_{n}:=\frac{1}{Q} \sum_{i=1}^{Q} T_{i, m, L}$, gives an estimate of the true value of the statistic given by the aforementioned function $\phi_{m}$. It is thus of interest to do a block bootstrap on the sample $\left\{T_{i, m, L}\right\}_{i=1}^{Q}$ in order to investigate the properties of the estimator $\bar{T}_{n}$ - and this motivates the creation of the second level of blocks $\mathcal{B}_{j}$, which are created from $\left\{T_{i, m, L}\right\}_{i=1}^{Q}$ by means of a 'window' of width $L$ that is 'moving' at lags $h$ at a time: $\mathcal{B}_{j}:=\left(T_{(j-1) h+1, m, L}, \ldots, T_{(j-1) h+L, m, L}\right)$ is constructed by taking $L$ consecutive observations from $\left\{T_{i, m, L}\right\}_{i=1}^{Q}$, and there are $q=\lceil(Q-L) / h\rceil$ of these blocks. Politis and Romano [1992, p. 1993] explain how sampling with replacement ( $k$ times), followed by a concatenation, can be used to construct resampled sets $T_{1}^{*}, \ldots, T_{k L}^{*}$, and they give the required theoretical results that connects the mean $\bar{T}^{*}$ of this sample with the mean $\bar{T}_{n}$ — which thus gives the algorithm for the block-of-blocks bootstrapping.

The block-of-blocks bootstrap completely avoids the edge-effect problem that occurs when the block bootstrap is used, since the statistic of interest (given by the function $\phi_{m}$ ) are computed on the individual blocks $B_{i, m, L}$. This restriction to individual blocks can be an excellent idea for many statistics of interest, but it is a somewhat questionable approach for the estimates $\widehat{\rho}_{v}(h)$ of the local Gaussian autocorrelations. The reason for this is that the bandwidth argument $\boldsymbol{b}$ in the kernel function $K_{b}(\boldsymbol{w}-\boldsymbol{v})$ must be much larger if the estimation algorithm is to be used on only a subset of the observations - and the local structures of interest might then not be detected at all.

It would of course be of interest to implement the block-of-block bootstrap for the estimates of the local Gaussian spectra if very large samples are encountered, i.e. when the individual blocks contains several thousand consecutive observations - but for shorter samples (like the dmbp-example) it seems better to use something else.

## F. 4 A slightly adjusted resampling algorithm

This section will present a minor adjustment of the ordinary block bootstrap. The adjusted approach will by construction return the same results as those obtained from the ordinary block bootstrap when the sample size $n$ and the block length $L$ are large. The situation is different for smaller sample sizes, since the adjusted approach then will remove the majority of the corrupt tuples that adds edge-effect noise into the estimation of the local Gaussian autocorrelations $\rho_{v}(h)$.

Note that this adjusted resampling strategy is designed to take care of statistics that are constructed from pairs $\left(Y_{t+h}, Y_{t}\right)$, and it does this by mimicking key features of the optimal resampling strategy described in appendix F.3.3. In contradistinction to the adjusted block bootstrap, the ordinary block bootstrap is not restricted to statistics based on pairs $\left(Y_{t+h}, Y_{t}\right)$, nor is it specially designed for such a case.

The block length $L$ plays a different role when the resampling is done on $(m+1)$ tuples, and it can be considered as a tuning parameter that governs the expected number of times the different tuples will occur in the resampled set, cf. the discussion at the end of appendix F.3.3. The sensitivity analysis of the block length $L$ in appendix F. 5 indicates that the selection of $L$ should not be a problematic issue when the samples are large enough.

## F.4.1 A toy example to illustrate the principle

It will be a bit easier to digest the definitions and the algorithm that are given later on in this section, if a simple toy-example is investigated first: Consider a situation with a time series having five unique observations $Y_{1}, Y_{2}, Y_{3}, Y_{4}, Y_{5}$ and assume that there is an interest for an estimate based on the four lag-1 tuples in $\mathcal{Y}_{1}=\left\{\left(Y_{t+1}, Y_{t}\right)\right\}_{t=1}^{4}$. If a block bootstrap with block length $L=2$ is used, the resampled time series might e.g. look like $Y_{1}^{*}=Y_{4}, Y_{2}^{*}=Y_{5}, Y_{3}^{*}=Y_{3}, Y_{4}^{*}=Y_{4}, Y_{5}^{*}=Y_{2}$, and the corresponding set of lag-1 tuples would be $\mathcal{Y}_{1: 2}^{*}=\left\{\left(Y_{t+1}^{*}, Y_{t}^{*}\right)\right\}_{t=1}^{4}$. It is easy to see that $\mathcal{Y}_{1: 2}^{*}$ in this case will contain the two corrupt tuples $\left(Y_{3}, Y_{5}\right)$ and $\left(Y_{2}, Y_{4}\right)$, i.e. tuples that are not present in $\mathcal{Y}_{1}$.

The key idea in the adjusted algorithm is to move the focus to the indices of the original sample, i.e. $1,2,3,4,5$, and then use the block bootstrap to sample from these. The resampled set of indices for the example above would be $4,5,3,4,2$, and from these it is possible to construct the cyclically $h=1$ shifted set of indices $5,1,4,5,3$. The method is simply to add the lag $h=1$ to all the resampled indices - and to start back on 1 if a value exceeds $n=5$. The four desired lag-1 tuples $\mathcal{Y}_{1: 2}^{\sharp}=\left\{\left(Y_{t+1}^{\sharp}, Y_{t}^{\sharp}\right)\right\}_{t=1}^{4}$ are now created by using the resampled set of indices in the $Y_{t}^{\sharp}$-component, whereas the cyclically $h=1$ shifted indices are used for the $Y_{t+h}^{\sharp}$-component. This results in the following four tuples, $\mathcal{Y}_{1: 2}^{\sharp}=\left\{\left(Y_{5}, Y_{4}\right),\left(Y_{1}, Y_{5}\right),\left(Y_{4}, Y_{3}\right),\left(Y_{5}, Y_{4}\right)\right\}$, and it is easy to see that the only corrupt tuple in $\mathcal{Y}_{1: 2}^{\sharp}$ is $\left(Y_{1}, Y_{5}\right)$. Note: It could in principle now also be added a fifth tuple $\left(Y_{3}, Y_{2}\right)$ to $\mathcal{Y}_{1: 2}^{\sharp}$, but that is not of interest since there are only four tuples in $\mathcal{Y}_{1}$.

The adjusted resampling algorithm is thus quite simple in structure, and it only needs to be formalised. This is taken care of in definitions F. 1 to F. 3 and theorem F. 4.

It is easy to compute the expected number of corrupt tuples in $\mathcal{Y}_{h: L}^{\sharp}$ for a given combination of sample size $n$, lag $h$, and block length $L$, and this is done in lemma F. 5 in
appendix F.4.4. It can from this easily be seen how much the edge-effect noise is reduced for estimates based on the dmbp-data, cf. table 3 on page 80 .

## F.4.2 Three definitions and one algorithm

Definition F.1. For $n$ and $i$ positive integers, and $h$ a non-negative integer, define the new index $\mathcal{M}(i, h ; n)$ as follows:

$$
\begin{equation*}
\mathcal{M}(i, h ; n):=1+[(i+h-1) \bmod n]=(i+h)-n \cdot\left\lfloor\frac{i+h-1}{n}\right\rfloor \tag{F.3}
\end{equation*}
$$

The result of $\mathcal{M}(i, h ; n)$ will always be a number in the set $\{1, \ldots, n\}$, and $\mathcal{M}(i, 0 ; n)=i$ when $i \leq n$.

Definition F.2. For fixed positive integers $m$ and $n$, with $m<n$, and any starting index $i \in\{1, \ldots, n\}$, define the $(m+1)$-tuple $\mathfrak{M}(i ; m, n)$ as follows:

$$
\begin{equation*}
\mathfrak{M}(i ; m, n):=(\mathcal{M}(i, m, n), \ldots, \mathcal{M}(i, 1, n), i) \tag{F.4}
\end{equation*}
$$

The result of $\mathfrak{M}(i ; m, n)$ will be referred to as an $(m+1)$-variate tuple of indices. It will have the desirable form $(i+m, \ldots, i+1, i)$ when $i \leq n-m$. The result will be cyclically shifted when $i \in\{n-m+1, \ldots, n\}$, i.e. the indices will in that case have the form $(\mathcal{M}(i, m, n), \ldots, 1, n, \ldots, i)$. Note that it is trivial to tweak the definition of $\mathfrak{M}(i ; m, n)$, if only a subset of the resulting indices is required. This is e.g. the case for the indices needed when estimating $\widehat{\rho}_{v}(h)$, where it only is the bivariate pairs $(\mathcal{M}(i, h, n), i)$ that it is of interest to consider.

Definition F.3. For a sample $\left\{Y_{i}\right\}_{i=1}^{n}$ of length $n$, an integer $m<n$ and any starting index $i \in\{1, \ldots, n\}$, use the indices from $\mathfrak{M}(i ; m, n)$ to define an $(m+1)$-variate tuple $\boldsymbol{Y}(i ; m, n)$ as follows:

$$
\begin{equation*}
\boldsymbol{Y}(i ; m, n):=\left(Y_{\mathcal{M}(i, m, n)}, \ldots, Y_{\mathcal{M}(i, 1, n)}, Y_{i}\right) \tag{F.5}
\end{equation*}
$$

The resulting tuple will be referred to as 'desirable' when $i \leq n-m$, whereas it will be referred to as 'corrupt' when $i \in\{n-m+1, \ldots, n\}$.

If a starting index $i$ is selected randomly from $\{1, \ldots, n\}$, then there is a probability of $p=\frac{n-m}{n}$ that the tuple $\boldsymbol{Y}(i ; m, n)$ will be desirable, and a probability of $1-p=\frac{m}{n}$ that the tuple will be corrupt.

With these definitions, it is now time to present the adjusted resampling algorithm.

Algorithm F. 4 (Circular index-based block bootstrap for tuples). Given a sample $\left\{Y_{i}\right\}_{i=1}^{n}$ of length $n$ from a strictly stationary time series, and a statistic $T_{n}$ that is given as a function $\varphi_{n}$ of the $(m+1)$-variate set $\mathcal{Y}_{\bar{m}}:=\left\{\left(Y_{i+m}, \ldots, Y_{i+1}, Y_{i}\right)\right\}_{i=1}^{n-m}$, i.e. $T_{n}:=\varphi_{n}\left(\mathcal{Y}_{\bar{m}}\right)$. For a given block length $L$, let $q$ be the number $\lceil n / L\rceil$, and define a resampled set $\mathcal{Y}_{\bar{m}: L}^{\sharp}$, and $T_{n}^{\sharp}:=\varphi_{n}\left(\mathcal{X}_{\bar{m}: L}^{\sharp}\right)$, as follows:
(a) Sample with replacement $q$ numbers $n_{1}, \ldots, n_{q}$ from the index set $\{1, \ldots, n-(L-1)\}$.
(b) For $j \in\{1, \ldots, q\}$, let $\mathcal{I}_{j: L}^{\sharp}$ be the L-sized tuple $\left(n_{j}, n_{j}+1, \ldots, n_{j}+L-1\right)$.
(c) Let $\mathcal{I}_{n}^{\sharp}=\left(i_{1}^{\sharp}, \ldots, i_{n}^{\sharp}\right)$ be the $n$-sized tuple that occurs when the $q$ tuples $\mathcal{I}_{1: L}^{\sharp}, \ldots, \mathcal{I}_{q: L}^{\sharp}$ first are concatenated into one tuple, and then truncated at length $n$.
(d) Use the first $n-m$ indices from $\mathcal{I}_{n}^{\sharp}$ as starting indices, and let $\mathcal{Y}_{\bar{m}: L}^{\sharp}$ be given by

$$
\begin{equation*}
\mathcal{Y}_{\bar{m}: L}^{\sharp}:=\left\{\boldsymbol{Y}\left(i_{j}^{\sharp} ; m, n\right)\right\}_{j=1}^{n-m} . \tag{F.6}
\end{equation*}
$$

(e) Use the function $\varphi_{n}$ to define the estimate $T_{n}^{\sharp}$, i.e. $T_{n}^{\sharp}:=\varphi_{n}\left(\mathcal{V}_{\bar{m}: L}^{\sharp}\right)$.

The index set $\mathcal{I}_{n}^{\sharp}$ from theorem F.4(c) is the same set of indices that would occur if the block bootstrap was used to obtain a resampled version $\left\{Y_{i}^{*}\right\}_{i=1}^{n}$ of the original sample $\left\{Y_{i}\right\}_{i=1}^{n}$. This implies (assuming reasonable values for $L$ and $m$ ) that the majority of the tuples in $\mathcal{Y}_{\bar{m}: L}^{\sharp}$ also will be present in $\mathcal{Y}_{\bar{m}: L}^{*}:=\left\{\left(Y_{i+m}^{*}, \ldots, Y_{i+1}^{*}, Y_{i}^{*}\right)\right\}_{i=1}^{n-m}$, where the latter is the one that would have been used to get an estimate $T_{n}^{*}:=\varphi_{n}\left(\mathcal{Y}_{\bar{m}: L}^{*}\right)$ if the ordinary block bootstrap was used.

All the desirable tuples in $\mathcal{Y}_{\bar{m}: L}^{*}$ will also be contained in $\mathcal{Y}_{\bar{m}: L}^{\sharp}$, and it is easy to see, cf. similar discussion in appendix F.3.2, that the number of desirable $(m+1)$-variate tuples in $\mathcal{Y}_{\bar{m}: L}^{*}$ at least must be $(n-m \cdot\lceil n / L\rceil) /(n-m)$. This fraction converges towards 1, given reasonable assumptions with regard to how fast $L \rightarrow \infty$ and $m \rightarrow \infty$ when $n \rightarrow \infty$, which thus implies that the content of $\mathcal{Y}_{\bar{m}: L}^{\sharp}$ and $\mathcal{Y}_{\bar{m}: L}^{*}$ in essence coincide when $n \rightarrow \infty$ - and it is thus natural to anticipate that the asymptotic behaviour of the estimates $T_{n}^{\sharp}$ and $T_{n}^{*}$ should be quite similar.

As previously mentioned, the block bootstrap is viable for a statistic based on the Klimko-Nelson procedure, cf. Künsch [1989, Example 2.4, p. 1219-20], and it is thus in particular applicable when estimating the local Gaussian autocorrelations $\rho_{v}(h)$ and the $m$ truncated local Gaussian spectra $f_{v}^{m}(\omega)$. The previously mentioned overlap between $\mathcal{Y}_{\bar{m}: L}^{\sharp}$ and $\mathcal{Y}_{\bar{m}: L}^{*}$ indicates that the circular index-based block bootstrap for tuples from theorem F. 4 also should be a viable alternative for the statistics of interest for the present paper.

## F.4.3 The block length $L$ and the expected content of $\mathcal{Y}_{m: L}^{\sharp}$

The purpose of the adjusted resampling strategy is to provide the required data $\mathcal{Y}_{m: L}^{\sharp}$, that can replace the $(m+1)$-variate tuples in $\mathcal{Y}_{m}$ when the pointwise confidence intervals are to
be estimated for the original estimate of $f_{v}^{m}(\omega)$. A sensitivity analysis of the block length $L$ is included in appendix F.5, and it is thus of interest to add some comments about the effect the block length $L$ has on the expected content of $\mathcal{Y}_{m: L}^{\sharp}$.

It is with regard to this discussion of interest to point out that the temporal connection between the $(m+1)$-variate tuples in $\mathcal{Y}_{m}$ and $\mathcal{Y}_{m: L}^{\sharp}$ does not affect the resulting estimates of $f_{v}^{m}(\omega)$. The reason for this is that the algorithm that estimates the local Gaussian autocorrelations $\rho_{v}(h)$ only cares about the points in the plane that are defined by the bivariate lag- $h$ tuples, that again are derived from these $(m+1)$-tuples. To clarify: The temporal aspect is pivotal with regard to the construction of the $(m+1)$-variate tuples in $\mathcal{Y}_{m: L}^{\sharp}$, but the order does not matter anymore when these tuples first have been constructed.

The main detail of interest is thus to figure out the expected number of times the different tuples will occur in $\mathcal{Y}_{m: L}^{\sharp}$.

The first detail to note is that the content of $\mathcal{Y}_{m}$ and $\mathcal{Y}_{m: L}^{\sharp}$ correspond to starting indices given by $(n-m)$-tuples from the index-set $\{1, \ldots, n\}$. For $\mathcal{Y}_{m}$ it is simply the tuple $(1, \ldots, n-m)$, whereas it for $\mathcal{Y}_{m: L}^{\sharp}$ is the $n-m$ first indices from the tuple $\mathcal{I}_{n}^{\sharp}$ that was introduced in theorem F.4(c).

A brief inspection of items (a) and (b) of theorem F. 4 reveals that $\mathcal{I}_{n}^{\sharp}$ is built from $q=\lceil n / L\rceil$ tuples $\mathcal{I}_{j: L}^{\sharp}=\left(n_{j}, n_{j}+1, \ldots, n_{j}+L-1\right)$, where the index $n_{j}$ has been sampled uniformly from the index-set $\{1, \ldots, n-(L-1)\}$. The length of the $q-1$ first of these tuples are $L$, whereas the last tuple might be shorter since it has to be truncated to the length $r=n-(q-1) \cdot L$ in order for $\mathcal{I}_{n}^{\sharp}$ to have the length $n$.

The expected content of $\mathcal{Y}_{m: L}^{\sharp}$ is thus related to the expected number of times different starting indices $k$ will occur in $\mathcal{I}_{n}^{\sharp}$, which again is related to the probability that the building blocks $\mathcal{I}_{j: L}^{\sharp}$ contains $k$. The situation for the $q-1$ first of these building blocks is the simplest. The basic observation is that the event ' $\mathcal{I} \sharp: L$ contains $k$ ' is equivalent to ' $n_{j} \leq k \leq n_{j}+L-1$ ', which can be rewritten as ' $k-(L-1) \leq n_{j} \leq k$ '. The number $n_{j}$ must lie in the index set $\{1, \ldots, n-(L-1)\}$, so this latter event is equivalent to ' $1 \vee(k-(L-1)) \leq n_{j} \leq$ $k \wedge(n-(L-1))$ '. This implies that the probability that the $L$-length tuple $\mathcal{I}_{j: L}^{\sharp}$ contains $k$ can be written out as

$$
\mathrm{P}\left(\mathcal{I}_{j: L}^{\sharp} \text { contains } k \text {, for } j=1, \ldots, q-1\right)= \begin{cases}\frac{k}{n-(L-1)} & 1 \leq k<L  \tag{F.7}\\ \frac{L}{n-(L-1)} & L \leq k<n-L \\ \frac{n-(k-1)}{n-(L-1)} & n-L \leq k \leq n .\end{cases}
$$

The argument for the last block is similar, but the truncation to length $r$ implies that it can not contain any indices above the value $n-(L-r)$.

$$
\mathrm{P}\left(\mathcal{I}_{q: L}^{\sharp} \text { contains } k\right)= \begin{cases}\frac{k}{n-(L-1)} & 1 \leq k<r  \tag{F.8}\\ \frac{r}{n-(L-1)} & r \leq k<n-L \\ \frac{n-(L-r)-(k-1)}{n-(L-1)} & n-L \leq k \leq n-(L-r) \\ 0 & n-(L-r)<k \leq n .\end{cases}
$$

The expected number of occurrences of an index $k$ in the index set $\mathcal{I}_{n}^{\sharp}$ can be found by simply summing the expected number of occurrences in the $q$ building blocks $\mathcal{I}_{j: L}^{\sharp}$, and this is easy to find from eqs. (F.7) and (F.8). For the purpose of the sensitivity analysis in appendix F.5, it is sufficient to observe that the expected number of occurrences of an index $k$ that lies in the set $\{L, \ldots, n-L\}$ is given by $(q-1) \cdot \frac{L}{n-(L-1)}+1 \cdot \frac{r}{n-(L-1)}$, and it follows from $r=n-(q-1) \cdot L$ that this is the number $\frac{n}{n-(L-1)}$.

This shows how the block length $L$ affects the expected number of times different indices $k$ occurs in $\mathcal{I}_{n}^{\sharp}$, which as mentioned above reveals the expected number of times the corresponding $(m+1)$ tuple will occur in $\mathcal{Y}_{m: L}^{\sharp}$. It is clear from the fraction $\frac{n}{n-(L-1)}$ that it for a large enough $n$ will be a rather negligible effect on these expectations when $L$ is modified from e.g. 10 to 69 (which is the case in appendix F.5).

## F.4.4 Edge-effect noise for the adjusted resampling algorithm

This section will investigate the edge-effect noise that occurs when the adjusted resampling algorithm is applied, and this will in appendix F.4.5 be used to check that the fraction of corrupt tuples becomes minuscule when this algorithm is used on the dmbp-data ( $n=1974$ unique observations, i.e. no ties).

Lemma F.5. Given a sample $\left\{Y_{i}\right\}_{i=1}^{n}$ from a continuous-valued time series, and the corresponding derived time series of $(m+1)$-tuples $\mathcal{Y}_{\bar{m}}:=\left\{\left(Y_{i+m}, \ldots, Y_{i+1}, Y_{i}\right)\right\}_{i=1}^{n-m}$. For a given block length $L>m$, let $q:=\lceil n / L\rceil$ be the number of blocks used in the construction of the resampled version $\mathcal{Y}_{\bar{m}: L}^{\sharp}$ (introduced in theorem $F .4$ ), and let $r:=n-L \cdot(q-1)$ be the length of the last block. Let $\mathcal{E}_{\bar{m}: L}^{\sharp}$ denote the expected number of corrupt tuples in $\mathcal{V}_{\bar{m}: L}^{\sharp}$, i.e. tuples not occurring in $\mathcal{Y}_{\bar{m}}$. The number $\mathcal{E}_{\bar{m}: L}^{\sharp}$ is then given by the following formula:

$$
\mathcal{E}_{\bar{m}: L}^{\sharp}= \begin{cases}\frac{1}{2}(q-1) \frac{m(m+1)}{n-(L-1)} & m \leq r \leq L  \tag{F.9}\\ \frac{1}{2}(q-2) \frac{m(m+1)}{n-(L-1)}+\frac{1}{2} \frac{r(r+1)}{n-(L-1)} & 1 \leq r<m\end{cases}
$$

Proof. The continuity-requirement implies that there are no ties (as is the case for the dmbp-data). Further, there is no need to adjust the result for the possibility that a corrupt index-set (of length $m+1$ ) can concatenate observations from the two ends of $\left\{Y_{i}\right\}_{i=1}^{n}$ into a sequence that already exists as a sub-sequence of $\left\{Y_{i}\right\}_{i=1}^{n}$. To clarify: This requirement ensures e.g. that no proper tuple $\left(Y_{i+1}, Y_{i}\right)$ can be equal to $\left(Y_{1}, Y_{n}\right)$, so the formulas in eq. (F.9) are thus exact and not only approximate.

The blocks used in the construction of $\mathcal{Y}_{\bar{m}: L}^{\sharp}$ are uniquely identified by the starting indices given in $\mathcal{I}_{j: L}^{\sharp}=\left(n_{j}, n_{j}+1, \ldots, n_{j}+(L-1)\right)$, where the initial numbers $n_{1}, \ldots, n_{q}$ are sampled uniformly from $\{1, \ldots, n-(L-1)\}$. This implies that $\mathcal{E}_{\bar{m}: L}^{\sharp}$ can be expressed as the sum of the expected number of corrupt tuples in the individual blocks.

It was mentioned in definition F. 3 that zero corrupt tuples would occur for a starting index in $\{n-(m-1), \ldots, n\}$, and it follows from this that a block will contain 0 corrupt tuples when $n_{j} \leq n-m-(L-1)$. This implies that the probability for 0 corrupt tuples in a block is given by $\frac{n-m-(L-1)}{n-(L-1)}$. It is easy to check that a starting tuple given by $n_{j}=$ $n-(m-k)-(L-1)$ for some $k \in\{1, \ldots, m\}$ must correspond to a block that contains $k$ corrupt tuples, and each of these outcomes have the same probability $\frac{1}{n-(L-1)}$. It follows from this that the expected number of corrupt tuples in a block is given by $\frac{1}{2} \frac{m(m+1)}{n-(L-1)}$.

The expected number of corrupt tuples for the individual blocks can now be used to compute $\mathcal{E}_{\bar{m}: L}^{\sharp}$, i.e. the expected number of corrupt tuples in $\mathcal{Y}_{\bar{m}: L}^{\sharp}$. Note that only the first $n-m$ indices from $\mathcal{I}_{n}^{\sharp}$ are used in the computation of $\mathcal{Y}_{\bar{m}: L}^{\sharp}$, cf. theorem F.4(d), and that implies that any potential corrupt tuples from the last block will be discarded due to this truncation. The length $r$ of the last block will thus influence whether or not some potential corrupt tuples from the second to last block also might be removed in this truncation, and the formula for the expected number of corrupt tuples in $\mathcal{Y}_{\bar{m}: L}^{\sharp}$ must thus take the value of $r$ into account. By construction, $r$ will be a number in the set $\{1, \ldots, L\}$.

The case where $r \geq m$ is the simplest, since the truncation to length $n-m$ in this case does not affect the second to last block. The expected number of corrupt tuples in $\mathcal{Y}_{\bar{m}: L}^{\sharp}$ is thus simply the sum of the expected number of corrupt tuples from the $q-1$ first blocks, which gives the result $\mathcal{E}_{\bar{m}: L}^{\sharp}=\frac{1}{2}(q-1) \frac{m(m+1)}{n-(L-1)}$ when $r \geq m$.

The situation for the case $r<m$ is slightly more complicated. The effect of truncation to length $n-m$ will in this case completely eliminate the last block of $\mathcal{I}_{n}^{\sharp}$, and the second to last block will have its last $(m-r)$ indices removed. This implies that the highest possible number of corrupt tuples from block number $q-1$ is reduced from $m$ to $r$, which implies that the expected number of corrupt tuples from this block becomes $\frac{1}{2} \frac{r(r+1)}{n-(L-1)}$. The stated
result follows when this expected number is added together with the contribution from the $q-2$ first blocks, i.e. $\mathcal{E}_{\bar{m}: L}^{\sharp}=\frac{1}{2}(q-2) \frac{m(m+1)}{n-(L-1)}+\frac{1}{2} \frac{r(r+1)}{n-(L-1)}$ when $r<m$.

The result in lemma F. 5 is stated for $m+1$ tuples of the form $\left(Y_{i+m}, \ldots, Y_{i+1}, Y_{i}\right)$, but it is easy to see that the expected number of corrupt tuples remains the same if it is restated for bivariate lag-m tuples $\left(Y_{i+m}, Y_{i}\right)$. This implies that the formula in eq. (F.9) can be used for the dmbp-data investigation given in the next section.

The continuity requirement in lemma F. 5 was included in order to avoid additional technicalities in the proof, but the resulting expression for the expected number of corrupt tuples would for most cases remain the same even if some observations were repeated.

A minor warning should be added with regard to the corrupt tuples that actually do occur when the resampling strategy from theorem F. 4 is used: The way the tuples $\left(Y_{t+h}^{\sharp}, Y_{t}^{\sharp}\right)$ is constructed implies that the corrupt tuples always will occur at the exact same positions. For example, the lag-1 corrupt tuple will always be the tuple ( $Y_{1}, Y_{n}$ ), the lag-2 corrupt tuples will always be from the set $\left\{\left(Y_{1}, Y_{n-1}\right),\left(Y_{2}, Y_{n}\right)\right\}$, and so on. In a worst case scenario, some of these tuples might be very close to the point $\boldsymbol{v}$ for which the local Gaussian autocorrelation $\rho_{v}(h)$ is to be computed (this can easily be checked by plotting the relevant tuples). Given the low expected fraction of corrupt tuples, cf. table 3 in the next section, it seems likely that this effect should not turn out to be a too big problem.

## F.4.5 The dmbp-data and corrupt tuples for the adjusted resampling algorithm

It was seen in appendix F.3.2 that the ordinary block bootstrap could produce a high fraction of corrupt tuples when it was used on smaller samples. The dmbp-data ( $n=1974$ ) was used as a test case, and table 2 on page 69 listed the approximate fractions of corrupt tuples that was expected to occur in $\mathcal{Y}_{h: L}^{*}=\left\{\left(Y_{t+h}^{*}, Y_{t}^{*}\right)\right\}_{t=1}^{n-h}$ when $h \in\{1, \ldots, 10\}$ and $L=\{25,100\}$. It is now of interest to create a similar table for the circular index-based block bootstrap for tuples from theorem F.4, in order to see to what extent the adjusted resampling strategy manages to reduce the expected number of corrupt tuples $\mathcal{Y}_{h: L}^{\sharp}=\left\{\left(Y_{t+h}^{\sharp}, Y_{t}^{\sharp}\right)\right\}_{t=1}^{n-h}$.

The counting formula from eq. (F.9) can, as mentioned after the proof of lemma F.5, be used for the present case of interest too. The length of the last blocks will for the two cases $L=25$ and $L=100$ respectively be 24 and 74 , and this implies (since both of them are larger than $h=10$ ), that it is the version $\frac{1}{2}(q-1) \frac{h(h+1)}{n-(L-1)}$ that should be used to find the expected number of corrupt tuples in $\mathcal{Y}_{h: L}^{\sharp}$ when $h \in\{1, \ldots, 10\}$. The data in table 2 was given as fractions of the total number of tuples $n-h$, and table 3 has thus used the same adjustment.

A comparison with table 2, with focus on the entries in the $h=10$ column, shows that the numbers have been reduced from $39.7 \%$ to $0.112 \%$ when $L=25$, and it has been a

| $L \backslash h$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 25 | $0.002 \%$ | $0.006 \%$ | $0.012 \%$ | $0.020 \%$ | $0.030 \%$ | $0.043 \%$ | $0.057 \%$ | $0.073 \%$ | $0.092 \%$ | $0.112 \%$ |
| 100 | $0.001 \%$ | $0.002 \%$ | $0.003 \%$ | $0.005 \%$ | $0.008 \%$ | $0.011 \%$ | $0.014 \%$ | $0.019 \%$ | $0.023 \%$ | $0.028 \%$ |

Table 3: The expected amount of corrupt tuples when $\rho_{v}(h)$ are estimated for the dmbp-data by the circular index-based block bootstrap for tuples, cf. theorem F.4.
reduction from $9.7 \%$ to $0.028 \%$ when $L=100$. This implies that the edge-effect noise for the adjusted resampling strategy can be considered rather negligible, and it could also be the case that estimates based on $\mathcal{Y}_{h: L}^{\sharp}$ might be less sensitive to changes in the block length $L$, cf. the sensitivity analysis in appendix F.5.

The relation between the entries in tables 2 and 3 can be found by comparing the counting formulas for the expected number of corrupt tuples in $\mathcal{Y}_{h: L}^{*}$ and $\mathcal{Y}_{h: L}^{\sharp}$, cf. respectively eqs. (F.2) and (F.9), and this results in ${ }^{15}$

$$
\frac{\mathcal{E}_{h: L}^{\sharp}}{\mathcal{E}_{h: L}^{*}} \approx \begin{cases}\frac{1}{2} \frac{h+1}{n-(L-1)} & h \leq r \leq L  \tag{F.10}\\ \frac{1}{2} \frac{(q-2) \cdot h \cdot(h+1)+r \cdot(r+1)}{(n-(L-1)) \cdot(h \cdot(q-2)+r)} & 1 \leq r<h .\end{cases}
$$

It follows from eq. (F.10) that the $L=25$ and $h=10$ entry in table 3 is $0.282 \%$ of the corresponding value in table 2 - and it can similarly be seen that the same relation for the entry $L=100$ and $h=10$ is given by $0.293 \%$.

## F. 5 Sensitivity analysis: The block length $L$

The block length sensitivity for the adjusted resampling strategy from theorem F. 4 will now be investigated - and the computations will, as for the other tuning parameters investigated in appendix D, be based on the dmbp-data.

The tool for this investigation will be the distance function $D$ that was defined in appendix D.1, i.e. the distance function inherited from the complex Hilbert space of Fourier series on the interval $\left[-\frac{1}{2}, \frac{1}{2}\right]$. This distance function does not reveal anything about the frequency-component of the cases under investigation, so it is also necessary to include a plot that focus on that aspect for a few of the block lengths $L$.

The block length $L$ takes integer values, and one possible way to gain some insight into the sensitivity of this argument is to use a sequence of box-plots to show the status for different values of $L$. This approach has been used in fig. F.2, where the panel at the top contains the results as $L$ increases in steps of 1 from $L=10$ to $L=69$.

[^28]

Figure F.2: Distance based box-plots for the investigation of the sensitivity of the block length $L$ for the adjusted resampling strategy from theorem F.4. The numbers in the two bottom rows show $q=\lceil n / L\rceil$ and $r=n-(q-1) \cdot L$, i.e. the number of blocks and the length of the last block.

The panel at the top of fig. F.2: A box-plot for the $D\left(f_{v}^{10}(\omega)_{[L]}\right)$-values (based on $R=100$ replicates) is given for each block length $L$. A horizontal red dashed line has been added that shows the $D\left(f_{v}^{10}(\omega)\right)$-value for the original sample. It can be seen that the medians of the box-plots tend to be slightly larger than the horizontal line that corresponds to the value based on the original sample, they seem to approach the line as $L$ increases, but these medians are based on $R=100$ replicates - and another realisation might thus look slightly different. It does not seem to be any pattern here with regard to how these box-plots changes when $L$ increases.

The panel at the bottom of fig. F.2: These box-plots shows the percent-wise changes in the distances when the block length goes from $L$ to $L+1$, and everything else
is kept identical, i.e. $100 \cdot\left(D\left(f_{v}^{10}(\omega)_{[L+1]}\right) / D\left(f_{v}^{10}(\omega)_{[L]}\right)-1\right)$. This is possible to do since the reproducibility setup enables a tracking for each individual realisation.

A horizontal red dashed line has been added at 0 , and it is clear that the median-part of these box-plots are quite close to this horizontal line. It can also be observed that some of these box-plots are more compact than the other ones, and a simple investigation of the numbers given at the bottom of the plots reveals that this phenomenon occurs when an increase from $L$ to $L+1$ does not reduce the number of blocks that are needed, i.e. they occur when $\lceil n / L\rceil=\lceil n /(L+1)\rceil$.

For the individual bootstrapped time series, this indicates that the changes are minimal when the number of blocks remains the same - whereas the changes are much larger when the increase of $L$ triggers a reduction in the number of blocks. However, as is evident from an inspection of the panel at the top of fig. F.2, this effect is only on the level of the individual replicates, and it is averaged away when a collection of replicates is considered.

Note that the effect noticed in the bottom panel of fig. F. 2 also is present for the global spectral densities (based on these bootstrapped samples), so this phenomenon is thus not an artefact of the way the local Gaussian spectral densities are estimated.

The frequency-component: Figure F. 2 indicates that the block length sensitivity, as measured by $D\left(f_{v}^{m}(\omega)\right)$, for the adjusted resampling strategy from theorem F. 4 is rather small. But does this imply that these block lengths should be considered equally good or equally bad? That can not be concluded from fig. F. 2 alone, and it is thus necessary to also consider a plot that takes the frequency-dimension into account, as is done in fig. F. 3 for the four block lengths $L \in\{10,25,50,69\}$.

It is clear from fig. F. 3 that the differences between these estimates are rather small, and it is necessary to look closely in order to see that the pointwise confidence intervals are slightly narrower near $\omega=0$ for the two cases $L=25$ and $L=50$. Moreover, the situation with minimal differences between the estimates remains unchanged even if the number of lags are increased to e.g. $h=50$.

This might at first sight be somewhat surprising (and a source of concern), since it seems natural to assume that the block length $L$ should have a larger impact on the results. However, this result is actually quite natural to anticipate when the discussion from appendix F.4.3 is taken into account. It was there noted that the algorithm that estimates $f_{v}^{m}(\omega)$ does not use the temporal connection between the $(m+1)$-tuples in $\mathcal{Y}_{h: L}^{\sharp}=\left\{\left(Y_{t+m}^{\sharp}, \ldots, Y_{t+1}^{\sharp}, Y_{t}^{\sharp}\right)\right\}_{t=1}^{n-m}$, and that the important detail thus should be the expected number of times the different tuples would occur in $\mathcal{Y}_{h: L}^{\sharp}$.

It was seen in appendix F.4.3 that the majority of the tuples were expected to occur $\frac{n}{n-(L-1)}$ times, and this value hardly changes when $n=1974$ and $L$ goes from 10 to 69 .


Figure F.3: Four different block lengths $L$ (from those investigated in fig. F.2) have here been used in the resampling strategy given in theorem F.4. The values of $L$ are 10, 25,50 and 69, and this information is plotted at the lower right corner of the plots.

There are of course also differences with regard to the expected number of corrupt tuples for different block-lengths, cf. eq. (F.9) in lemma F.5, but the data in table 3 clearly indicates that this effect also can be considered minuscule.

The effect of different block lengths $L$ will of course be larger if this resampling strategy is used on a short sample, but for such samples it might not really be natural to compute the local Gaussian spectrum in the first place (since the bandwidth $\boldsymbol{b}$ in such cases must be large, and this tends to blot out local differences in the spectrum).

An additional example: The preceding discussion about the anticipated outcome is completely general in nature, but one might still wonder if the results in figs. F. 2 and F. 3 would have looked significantly differently if another case than the dmpb-data had been used for the investigation. This is easy to investigate since the relevant scripts trivially can be adjusted to investigate other cases too, like e.g. a single realisation from the local trigonometric time series, cf. figs. 7 and 8 in section 3.3.2 and the discussion in appendix G.4.

The result for the distance based box-plots for this new investigation was (as expected) very similar to the result seen in fig. F.2. The analogue of fig. F. 3 is shown in fig. F.4, and it seems in fact to be the case that the differences between the pointwise confidence intervals in this case is even smaller than those observed in fig. F.3.

Conclusion: The preceding discussion (based on the dmbp-data and a local trigonometric example) indicates that the block length $L$ does not seem to have a major impact on the estimates and pointwise confidence intervals obtained from the adjusted resampling strategy given in theorem F.4. This simplifies the task described in section 3.4, i.e. to figure


Figure F.4: A plot similar to fig. F.4, that shows that the adjusted resampling strategy from theorem F. 4 also works when used on a single realisation from the local trigonometric time series used in figs. 7 and 8 in section 3.3.2, see appendix G. 4 for details.
out if it for a given sample of size $n$ seems reasonable to claim that an observed difference between estimates of $f^{m}(\omega)$ and $f_{v}^{m}(\omega)$ is large enough to conclude that the sample at hand do have a non-Gaussian dependency structure.

For other cases, it seems natural to recommend an approach where different block lengths $L$ are tested (like seen in figs. F. 3 and F.4), in order to safeguard against the possibility that the present examples for some reason both should be exceptional cases.

Reproducibility: The scripts needed for the reproduction of the plots in this section are included in the R-package localgaussSpec (see appendix G for further details), and the interested reader can there easily adjust the range of the block lengths to be used. It is also possible to adjust all the other tuning parameters needed for the estimation of $f_{v}^{m}(\omega)$, and it is even possible to perform the computations with the ordinary block bootstrap if so should be desired.

## F. 6 What about the ordinary block bootstrap?

It was originally the ordinary block bootstrap that was used as the resampling strategy in this paper, and it could be of interest to include a few comments related to this method.

First of all, note that there are data-driven methods for the selection of the block length to be used with the block bootstrap, see e.g. Bühlmann and Künsch [1999]; Lahiri et al. [2007]; Nordman and Lahiri [2014]; Patton et al. [2009]; Politis and Romano [1994]; Politis and White [2004] - but these methods do not produce good results when used upon data with a nonlinear structure and a flat (ordinary) spectrum.

The 'problem' is easily detected from an inspection of the selection algorithms in sections 3.2 and 3.3 in Politis and White [2004], as they all have a factor $G:=\sum_{h=-\infty}^{\infty}|h| R(h)$ where $R(h)$ is the lag $h$ autocovariance of the series under investigation. For a time series whose ordinary spectrum is flat, the only nonzero $R(h)$ occurs when $h=0$, and the sum $G$ thus becomes zero in this case. This implies that the data-driven block length algorithms (both for the stationary and for the circular bootstrap) considers a very short block length to be suitable when bootstrapping the dmbp data - and that would obviously destroy all nonlinear structures in the data.

To the best of the authors' knowledge, it does not exist any adjustments of the algorithms used for block length selection that is suited for a situation with a flat global spectrum, and the block length $L$ thus had to be selected manually. A sensitivity analysis of the block length argument for the ordinary block bootstrap showed something similar to fig. F. 2 when $L$ was large enough, e.g. the range from $L=75$ to $L=135$. It was mentioned at the end of section 3.4.1 in the main part that a block length of $L=100 \mathrm{had}$ been used in an earlier draft of this paper (selected due to a visual inspection of the $\widehat{\rho}_{v}(h)$ values seen in fig. 4, and after the testing of a few alternatives), and it can be noted that the pointwise confidence intervals then looked very similar to those based on the adjusted block bootstrap, cf. fig. 9 .

The results for shorter block lengths could on the other hand be rather bad, but that is hardly surprising based on the observations in table 2 (in appendix F.3.2) about the fractions of corrupt tuples that occurs when the block bootstrap is used on a short sample.

In retrospect it is clear that the optimal resampling strategy would have been to use the block bootstrap on the derived $(m+1)$-variate time series $\left\{\left(Y_{t+m}, \ldots, Y_{t+1}, Y_{t}\right)\right\}_{t=1}^{n-m}$, since that would have eliminated all of the edge-effect noise - see appendix F.3.3 for the details, and an argument in favour of using the adjustment from theorem F. 4 instead. Note that a resampling of the derived $(m+1)$-variate time series will have the same properties as those discussed in appendix F.4.3, and the sensitivity of the block-length argument $L$ should in this case be similar to those seen in figs. F. 2 and F. 3 for the adjusted resampling strategy.

The ordinary block bootstrap (working on $\left\{Y_{t}\right\}_{t=1}^{n}$ ) is available as a resampling strategy in the R-package localgaussSpec, but the default for this task is the adjusted block bootstrap from theorem F.4.

## Appendix G: Scripts and details related to the examples

The reproducibility of all the examples in this paper can be done by the scripts contained in the R-package localgaussSpec, and appendix G. 1 explains how the interested reader
can extract these scripts. Additional details about the $\operatorname{GARCH}(1,1)$-example seen in fig. 1 , and the $\operatorname{apARCH}(2,3)$-example seen in fig. 11, are given in appendices G. 2 and G.3.

Appendix G. 4 investigates the local trigonometric example seen in figs. 7 and 8. It starts with a theoretical investigation of the general construction of which the local trigonometric example is a particular realisation, and it then gives the heuristic arguments that enables this example to be used for the sanity testing of the implemented estimation algorithm.

The last part of appendix G. 4 verifies that it for a large sample is possible to detect an elusive component that only occurs with probability 0.05 , and it ends with some comments related to issues that can occur (under specific circumstances) when the local Gaussian machinery is used on a time series whose global spectrum does not look like white noise.

## G. 1 The scripts in the R-package localgaussSpec

All the examples in this paper (and the related multivariate paper Jordanger and Tjøstheim [2017] ) can be reproduced by the scripts in the R-package localgaussSpec. This R-package can be installed by using 'remotes::install_github("LAJordanger/localgaussSpec")'. The simplest way to extract the scripts from the internal storage of this R-package is to use the R-function 'LG_extract_scripts()' after the package has been installed.

These scripts can either be used as they are (reproduction of the examples in this paper), or they can be used as templates for similar investigations of other samples/models that the user would like to investigate. In the latter case, see appendix E for some comments related to the selection of the tuning parameters of the estimation algorithm.

The reproduction of the figures requires two different scripts. The first scripts contain the code needed for the estimation of the local Gaussian autocorrelations $\rho_{v}(h)$ for all the specified combinations of the tuning parameters, whereas the second scripts contain the code that creates the particular visualisations seen in the figures in this paper. Note that it is sufficient to use the first type of scripts in order to use the integrated shiny-application that enables an easy interactive investigation of the resulting estimates. The second type of scripts is first needed when one wants to put many figures into one larger grid.

## G. 2 The GARCH $(1,1)$-example in fig. 1

A GARCH $(1,1)$ example was in fig. 1 used to show that the local Gaussian spectral density could detect dependency structures that the ordinary spectral density did not detect.

The following description of the standard GARCH model, introduced in Bollerslev [1986], is taken from the vignette for the rugarch-package Ghalanos [2020b],

$$
\begin{equation*}
\sigma_{t}^{2}=\left(\omega+\sum_{j=1}^{m} \zeta_{j} v_{j t}\right)+\sum_{i=1}^{q} \alpha_{j} \varepsilon_{t-j}^{2}+\sum_{i=1}^{p} \beta_{j} \sigma_{t-j}^{2} \tag{G.1}
\end{equation*}
$$

with $\sigma_{t}^{2}$ denoting the conditional variance, $\omega$ the intercept and $\varepsilon_{t}^{2}$ the residuals from the mean filtration process. The GARCH order is defined by ( $q, p$ ) (ARCH, GARCH), and it can also be $m$ external regressors $v_{j m}$ which are passed pre-lagged. Consult Ghalanos [2020a, sec. 2.2.1] for further details.

The $R$ code below specifies the parameters for the $\operatorname{GARCH}(1,1)$ model in fig. 1.

```
library(rugarch)
.spec <- ugarchspec(
    variance.model=list(model="sGARCH",
    garchOrder=c(1,1)),
    mean.model=list(armaOrder=c(0,0),
        include.mean=TRUE),
    distribution.model="norm",
    fixed.pars=list(mu=0.001,
            omega=0.00001,
            alpha1=0.02,
            beta1=0.95))
```


## G. 3 The apARCH (2,3)-example in fig. 11

The apARCH $(2,3)$-example seen in fig. 11 (see also figs. D. 1 and D.2) had coefficients that were fitted to the dmbp-data by the help of the rugarch-package Ghalanos [2020b], and this particular model was selected after a testing procedure that tried out several thousand different variations of the GARCH-type models implemented in the rugarch-package.

The $\operatorname{apARCH}(p, q)$ model (for observations $\epsilon_{t}$ ) was in Ding et al. [1993] introduced as

$$
\begin{align*}
& \epsilon_{t}=s_{t} e_{t}, \quad e_{t} \sim \mathrm{~N}(0,1),  \tag{G.2a}\\
& s_{t}^{\delta}=\alpha_{0}+\sum_{i=1}^{p} \alpha_{i}\left(\left|\epsilon_{t-i}\right|-\gamma_{i} \epsilon_{t-i}\right)^{\delta}+\sum_{j=1}^{q} \beta_{j} s_{t-i}^{\delta} \tag{G.2b}
\end{align*}
$$

where $\alpha_{0}>0, \delta \geq 0, \alpha_{i} \geq 0$ and $-1<\gamma_{i}<1$ for $i=1 \ldots, p$, and $\beta_{j} \geq 0$ for $j=1 \ldots, q$.

The description of this model in the rugarch-package, cf. Ghalanos [2020a, sec. 2.2.5], is slightly different: The constant $\alpha_{0}$ is there replaced with $\left(\omega+\sum_{j=1}^{m} \zeta_{j} v_{j t}\right)$, which is the same term that was used in eq. (G.1), see the previous section for details.

## G. 4 The local trigonometric example in figs. 7 and 8

This section will discuss some topics related to the local trigonometric example, whose local Gaussian spectral density was investigated in figs. 7 and 8 of section 3.3.2. A few basic results related to the general construction are given in appendix G.4.1, whereas appendix G.4.2 presents the arguments that enabled this example to be used for the sanity testing of the implemented estimation algorithm.

It was noted in section 3.3.2 that the first component of the local trigonometric example could not be detected in the short sample investigated in that section, but it is possible to detected it when the sample-size is large enough, cf. fig. G. 3 in appendix G.4.3.

Finally, appendix G.4.4 highlights issues that can occur (under specific circumstances) when this machinery is used on a time series whose global spectrum does not look like white noise, as seen in fig. G. 4 where the $m$-truncated local Gaussian spectrum has been estimated for samples from a deterministic function perturbed by very low random fluctuations.

## G.4.1 Some properties of the general construction

Recall that the local trigonometric example is a particular case of a general construction, in which a new time series $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ is constructed by the following scheme:

1. Select $r$ time series $\left\{C_{i}(t)\right\}_{i=1}^{r}$.
2. Select a random variable $I$ with values in the set $\{1, \ldots, r\}$, and use this to sample a collection of indices $\left\{I_{t}\right\}_{t \in \mathbb{Z}}$ (i.e. for each $t$ an independent realisation of $I$ is taken). Let $p_{i}:=\mathrm{P}\left(I_{i}=i\right)$ denote the probabilities for the different outcomes.
3. Define $Y_{t}$ by means of the equation

$$
\begin{equation*}
Y_{t}:=\sum_{i=1}^{r} \mathbb{1}\left\{I_{t}=i\right\} \cdot C_{i}(t) . \tag{G.3}
\end{equation*}
$$

The basic properties of $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ can be expressed relatively those of $\left\{C_{i}(t)\right\}_{i=1}^{r}$, as seen in the following result.

Lemma G.1. $\frac{1}{2}$ With $\left\{Y_{t}\right\}_{t \in \mathbb{Z}}$ as defined above, it follows that:
(a) $\mathrm{E}\left[Y_{t}\right]=\sum_{i=1}^{r} p_{i} \cdot \mathrm{E}\left[C_{i}(t)\right]$
(b) $\mathrm{E}\left[Y_{t+h} \cdot Y_{t}\right]= \begin{cases}\sum_{i=1}^{r} \sum_{j=1}^{r} p_{i} \cdot p_{j} \cdot \mathrm{E}\left[C_{i}(t+h) \cdot C_{i}(t)\right] & h \neq 0 \\ \sum_{i=1}^{r} p_{i} \cdot \mathrm{E}\left[C_{i}(t)^{2}\right] & h=0\end{cases}$
(c) $\operatorname{Cov}\left(Y_{t+h}, Y_{t}\right)= \begin{cases}\sum_{i=1}^{r} \sum_{j=1}^{r} p_{i} \cdot p_{j} \cdot \operatorname{Cov}\left(C_{i}(t+h), C_{j}(t)\right) & h \neq 0 \\ \sum_{i=1}^{r} p_{i} \cdot \mathrm{E}\left[C_{i}(t)^{2}\right]-\left(\sum_{i=1}^{r} p_{i} \cdot \mathrm{E}\left[C_{i}(t)\right]\right)^{2} & h=0\end{cases}$
(d) The additional assumption that $C_{i}(t)$ and $C_{j}(t)$ are independent when $i \neq j$, simplifies the $h \neq 0$ case to: $\operatorname{Cov}\left(Y_{t+h}, Y_{t}\right)=\sum_{i=1}^{r} p_{i}^{2} \cdot \operatorname{Cov}\left(C_{i}(t+h), C_{i}(t)\right)$.

Proof. The random variable $I_{t}$ that produces the set of indices is independent of $C_{i}(t)$, and item (a) thus follows without further ado. For the $h \neq 0$ case of item (b) it is sufficient to note that $I_{t+h}$ and $I_{t}$ then are independent, and it follows that $\mathrm{E}\left[\mathbb{1}\left\{I_{t+h}=i\right\} \cdot \mathbb{1}\left\{I_{t}=j\right\}\right]=$ $\mathrm{E}\left[\mathbb{1}\left\{I_{t+h}=i\right\}\right] \cdot \mathrm{E}\left[\mathbb{1}\left\{I_{t}=j\right\}\right]=\mathrm{P}\left(I_{t+h}=i\right) \cdot \mathrm{P}\left(I_{t}=j\right)=p_{i} \cdot p_{j}$. For the $h=0$ case of item (b) it is enough to note that $\mathbb{1}\left\{I_{t}=i\right\} \cdot \mathbb{1}\left\{I_{t}=j\right\}=0$ when $i \neq j$, which together with $\mathbb{1}\left\{I_{t}=i\right\} \cdot \mathbb{1}\left\{I_{t}=i\right\}=\mathbb{1}\left\{I_{t}=i\right\}$ gives the required expression. The statements in items (c) and (d) follows trivially from those in items (a) and (b).

The key idea in the local trigonometric example is that the $r$ time series $C_{i}(t)$ all should be 'cosines with some noise', since this implies (given a reasonable parameter configuration) that it should be possible to present a decent guesstimate with regard to the expected shape of the $m$-truncated local Gaussian spectral density (for some carefully selected tuning parameters of the estimation algorithm). The global spectrum in this case will not be flat, but it will for low truncation levels be 'flat enough' for the purpose of showing that the global spectrum does not detect the underlying frequencies whereas the local Gaussian spectral density function can do that task.

The following result reiterates the $C_{i}(t)$-definition used in the local trigonometric example, and it presents some basic properties related to this definition.

Lemma G.2. Let $C_{i}(t)=L_{i}+A_{i}(t) \cdot \cos \left(2 \pi \alpha_{i} t+\varphi_{i}\right)$, be defined in the following manner: $L_{i}$ and $\alpha_{i}$ are constants that respectively defines the horizontal base-line and the frequency. The amplitude $A_{i}(t)$ are for each $t$ uniformly distributed on an interval $\left[a_{i}, b_{i}\right]$, and $A_{i}(t+h)$ and $A_{i}(t)$ are independent when $h \neq 0$. The phase-adjustment $\varphi_{i}$ are uniformly drawn (one time for each realisation) from the interval between 0 and $2 \pi$, and it is moreover assumed that the stochastic processes $\varphi_{i}$ and $A_{i}(t)$ are independent of each other.
(a) $\mathrm{E}\left[C_{i}(t)\right]=L_{i}$
(b) $\mathrm{E}\left[C_{i}(t+h) \cdot C_{i}(t)\right]= \begin{cases}L_{i}^{2}+\frac{\pi}{4} \cdot\left(a_{i}^{2}+2 a_{i} b_{i}+b_{i}^{2}\right) \cdot \cos \left(2 \pi \alpha_{i} \cdot h\right) & h \neq 0 \\ L_{i}^{2}+\frac{\pi}{3} \cdot\left(a_{i}^{2}+a_{i} b_{i}+b_{i}^{2}\right) & h=0\end{cases}$
(c) $\operatorname{Cov}\left(C_{i}(t+h), C_{i}(t)\right)= \begin{cases}\frac{\pi}{4} \cdot\left(a_{i}^{2}+2 a_{i} b_{i}+b_{i}^{2}\right) \cdot \cos \left(2 \pi \alpha_{i} \cdot h\right) & h \neq 0 \\ \frac{\pi}{3} \cdot\left(a_{i}^{2}+a_{i} b_{i}+b_{i}^{2}\right) & h=0\end{cases}$

Proof. This is a consequence of the independence of the two stochastic processes $A_{i}(t)$ and $\varphi_{i}$, and the basic observations: $\mathrm{E}\left[A_{i}(t)\right]=\frac{1}{2} \cdot\left(a_{i}+b_{i}\right), \mathrm{E}\left[A_{i}^{2}(t)\right]=\frac{1}{3} \cdot\left(a_{i}^{2}+a_{i} b_{i}+b_{i}^{2}\right)$, $\mathrm{E}\left[\cos \left(2 \pi \alpha_{i} t+\varphi_{i}\right)\right]=0$ and $\mathrm{E}\left[\cos \left(2 \pi \alpha_{i}(t+h)+\varphi_{i}\right) \cdot \cos \left(2 \pi \alpha_{i} t+\varphi_{i}\right)\right]=\pi \cdot \cos \left(2 \pi \alpha_{i} \cdot h\right)$. The proof of item (a) is trivial. For item (b) it suffices to observe that the $h \neq 0$ case contains $\mathrm{E}\left[A_{i}(t)\right]^{2}$ as a factor, whereas the $h=0$ case contains $\mathrm{E}\left[A_{i}(t)^{2}\right]$ as a factor. Item (c) follows from items (a) and (b).

Finally, the local trigonometric example is obtained by using $r$ time series $C_{i}(t)$, of the form given in lemma G.2, in the construction of the time series $Y_{t}$, i.e.

$$
\begin{equation*}
Y_{t}=\sum_{i=1}^{r} \mathbb{1}\left\{I_{t}=i\right\} \cdot\left(L_{i}+A_{i}(t) \cdot \cos \left(2 \pi \alpha_{i} t+\varphi_{i}\right)\right), \tag{G.4}
\end{equation*}
$$

where it furthermore is assumed that the $i$-indexed stochastic variables $A_{i}(t)$ and $\varphi_{i}$ are independent of the $j$-indexed variants when $i \neq j$. It now follows from lemmas G. 1 and G. 2 that the $h \neq 0$ correlation of the time series $Y_{t}$ in eq. (G.4) is given by

$$
\begin{equation*}
\rho_{Y}(h)=\frac{\frac{\pi}{4} \cdot \sum_{i=1}^{r} p_{i}^{2} \cdot\left(a_{i}^{2}+2 a_{i} b_{i}+b_{i}^{2}\right) \cdot \cos \left(2 \pi \alpha_{i} \cdot h\right)}{\sum_{i=1}^{r} p_{i} \cdot\left[L_{i}^{2}+\frac{\pi}{3} \cdot\left(a_{i}^{2}+a_{i} b_{i}+b_{i}^{2}\right)\right]-\left(\sum_{i=1}^{r} p_{i} \cdot L_{i}\right)^{2}} . \tag{G.5}
\end{equation*}
$$

An inspection of eq. (G.5) reveals that it is fairly easy to find a parameter configuration for which the numerator is rather small compared to the denominator. This is of course not white noise, but the key idea is that it is close enough to white noise to make it impossible to deduce anything about the underlying frequencies $\alpha_{i}$ based on the ordinary spectrum.

## G.4.2 The heuristic argument that motivates the local trigonometric example

This section starts with an outline that shows how it is possible to select the parameters of the local trigonometric time series from eq. (G.4) in such a manner that some specified key features should be present after the pseudo-normalisation of a sample. It is with regard to this also necessary to take into account the tuning-parameters of the estimation algorithm (i.e. the bandwidth $\boldsymbol{b}$ ), since these must be adjusted relative to the size $n$ of the sample. The last part of this section considers the example used in section 3.3.2, and the discussion related to fig. G. 1 will pinpoint why this hand-waving approach actually works.

The heuristic argument: The amplitude $A_{i}(t)$ is uniformly distributed on $\left[a_{i}, b_{i}\right]$, and it thus follows that all the observations from the $C_{i}$ component lies in the interval $\mathcal{I}_{i}=\left[L_{i}-b_{i}, L_{i}+b_{i}\right]$. The first key requirement is that the $r$ intervals $\mathcal{I}_{i}$ should have a minimal amount of overlap, and it is moreover for simplicity natural to require that the base-lines are ordered as follows $L_{1}<L_{2}<\cdots<L_{r}$.

The base lines $L_{i}$ do occur in the denominator of $\rho_{Y}(h)$, cf. eq. (G.5), but for the purpose of the local Gaussian spectral density investigation it is the corresponding values after the pseudo-normalisation that is of interest. This implies that the values of $L_{i}, a_{i}$ and $b_{i}$ are somewhat irrelevant, since minor modifications of them will return exactly the same pseudo-normalised sample.

The key ingredient with regard to the pseudo-normalised version of the sampled values that lies in a given interval $\mathcal{I}_{i}$, is the the specification of the probability $p_{i}:=\mathrm{P}\left(I_{t}=i\right)$. Assuming that the intervals $\mathcal{I}_{i}$ does not overlap, it is clear that it for a sample of size $n$ will be natural to assume that approximately $p_{i} \cdot n$ of the observations should lie in the interval $\mathcal{I}_{i}$ - and the symmetry of the cosine around its baseline then implies that approximately one half of these $p_{i} \cdot n$ observations should lie below $L_{i}$ and the other half above it.

It follows from this that the base-line $L_{1}$ of the $C_{1}(t)$ component should occur near the $v_{1}:=\frac{1}{2} p_{1}$ percentile of the sample, the 'border-line' between $C_{1}(t)$ and $C_{2}(t)$ near the $p_{1}$ percentile, the base-line $L_{2}$ of the $C_{2}(t)$ near the $v_{2}:=\left(p_{1}+\frac{1}{2} p_{2}\right)$ percentile, and so on. This implies that the part of the sample that lies in the interval $I_{i}$ should correspond to the observations between the two percentiles $v_{i}-\frac{1}{2} p_{i}$ and $v_{i}+\frac{1}{2} p_{i}$, and this part should moreover look like a random selection of $p_{i} \cdot n$ observations from the $C_{i}(t)$ component.

The idea now is that the pseudo-normalisation of the $I_{i}$-part of the sample still should contain a structure that reveals the frequency $\alpha_{i}$ of the underlying cosine, and that it thus (given a suitable combination of point $\boldsymbol{v}$ and bandwidth $\boldsymbol{b}$ ) should be possible to get a result that looks approximately like the result obtained when $f_{v}^{m}(\omega)$ is estimated for a single cosine with a frequency equal to $\alpha_{i}$.

It is possible to select the probabilities $\left\{p_{i}\right\}_{i=1}^{r}$ such that the percentile $v_{i}$ of the baseline $L_{i}$ corresponds directly to the diagonal point $\boldsymbol{v}$ for which $f_{v}^{m}(\omega)$ should be estimated, but this does not take into account that the pseudo-normalised version of the $I_{i}$-part of the sample in general will not be symmetric around $\Phi^{-1}\left(v_{i}\right)$ (with one exception when $\left.v_{i}=0.5\right)$. The probabilities $\left\{p_{i}\right\}_{i=1}^{r}$ should be selected such that the $v_{i}$ percentile lies closer to the center than the percentile corresponding to $\boldsymbol{v}$.

Given a configuration of probabilities $\left\{p_{i}\right\}_{i=1}^{r}$, and furthermore assuming that the probability $p_{i}$ for the $C_{i}(t)$ component is sufficiently large relatively the sample size $n$, it will now be possible to find a point $\boldsymbol{v}$ and a bandwidth $\boldsymbol{b}$ such that the estimate of $f_{v}^{m}(\omega)$ has the predicted shape with a peak at the frequency $\alpha_{i}$ that is used in $C_{i}(t)$

It is possible to construct local trigonometric examples where some of the components $C_{i}(t)$ are impossible to detect for a given sample size $n$, but they could still be detected when a larger sample is used, cf. the example discussed in appendix G.4.3.

The case investigated in section 3.3.2: The heuristic arguments outlined above were used in order to create the local trigonometric example in section 3.3.2. The initial requirements for the construction of that particular example were that the sample should have the same length as the dmbp-data, i.e. $n=1974$, that the bandwidth should be 0.5 , and that the investigation should be performed at the three diagonal points corresponding to the $10 \%, 50 \%$ and $90 \%$ percentiles of the standard normal distribution.

The initial approach used three $C_{i}(t)$-components with equal probability of being selected. An additional new first component $C_{1}(t)$ was then added, with $p_{1}=0.05$ (and with a corresponding reduction of the next probability to $p_{2}=\frac{1}{3}-0.05$ ). This adjustment was done in order to get more mileage out of the example, since it then also could be used to highlight that the local Gaussian spectral density in some cases might not have enough observations available to detect all the local features. Note that the elusive first component can be detected when the sample size increases, cf. appendix G.4.3 for details.

The explicit expression of the local trigonometric time series used in section 3.3.2 is given by the following equation,

$$
\begin{equation*}
Y_{t}:=\sum_{i=1}^{4} \mathbb{1}\left\{I_{t}=i\right\} \cdot\left(L_{i}+A_{i}(t) \cdot \cos \left(2 \pi \alpha_{i} t+\varphi_{i}\right)\right) \tag{G.6}
\end{equation*}
$$

where the probabilities $p_{i}:=\mathrm{P}\left(I_{t}=i\right)$ are given by $(0.05,1 / 3-0.05,1 / 3,1 / 3)$, and the frequencies $\alpha_{i}$ are given by $(0.267,0.091,0.431,0.270)$. The base-lines $L_{i}$ are given by the values $(-2,-1,0,1)$, and the lower and upper ranges for the uniforms sampling of the amplitudes $A_{i}(t)$ are respectively given by $(0.5,0.2,0.2,0.5)$ and $(1.0,0.5,0.3,0.6)$. Recall that these latter values are not really of interest with regard to the pseudo-normalised version of the sample, and the only requirement regarding these should be that they are selected in order to give a minimal amount of overlap between the different components. The phase-adjustments $\varphi_{i}$ are uniformly selected from the interval $[0,2 \pi)$, one time for each realisation of a sample from $Y_{t}$.

Figure G. 1 shows a simplified excerpt of length 100 from one realisation of $Y_{t}$. The amplitudes $A_{i}(t)$ have here for the simplicity of the present discussion been fixed to the values $(1.0,0.5,0.3,0.5)$ since it is of importance to emphasise which one of the underlying 'hidden' components $C_{i}(t)$ (shown as dotted curves in the top panel) that was selected in this case (the phase-adjustments $\varphi_{i}$ in this particular realisation are ( $0.52,2.57,3.24,2.49$ )). The center panel of fig. G. 1 shows an estimate of the $m$-truncated (global) spectral density $f^{m}(\omega)$, based on 100 independent samples of length 1974 and with a $90 \%$ pointwise confidence interval that shows that it is viable to claim that this particular process be-


Figure G.1: Top: Short excerpt from artifical example based on hidden trigonometric components. Center: Estimated (truncated) global spectral density (hidden frequencies indicated with vertical lines). Bottom: Local cosine showing the detected points at the local level centered at -1 . Further details in the main text.
haves almost like white noise. Note that the vertical lines in the center panel shows the frequencies $\alpha_{i}$ that was used in eq. (3.2).

The bottom panel of fig. G. 1 is the one of major interest for the present discussion, i.e. it is the one from which it is possible to provide an explanation for the expected shape of the local Gaussian spectral density, at some particularly designated points $\boldsymbol{v}$ (given a suitable bandwidth $\boldsymbol{b}$ ). First of all, the bottom panel shows one of the cosines from the top panel, the circles represents the points from the top panel that happened to lie on this particular cosine - and the crosses represents all the remaining points (at integer valued times $t$ ) of the cosine. Recall that these points are from the simplified realisation where the amplitudes $A_{i}(t)$ are constant, and that the actual values thus would be distorted a bit from those observed here.

The circles can be considered as a randomly selected collection of points from a time series like the one investigated in fig. 6 (single cosine function with some white noise), and the main point of interest is that it (for a sufficiently long time series, and a sufficiently large bandwidth $\boldsymbol{b}$ ) will be the case that the estimated local Gaussian autocorrelations based on this scarce subset might be quite close to the estimates obtained if all the points had been available. The rationale for this claim is related to the way that the local Gaussian auto-correlation at lag $h$ (at a given point $\boldsymbol{v}$ ) is computed from the sets of bivariate points
$\left(Y_{t+h}, Y_{t}\right)$. In particular: It might not have a detrimental effect on the resulting estimate if some of these lag $h$ pairs are removed at random, as long as the remaining number of pairs is large enough. Based on this idea, it can thus be argued that the local Gaussian spectral density estimated from the collection of the circled-marked points should be fairly close to the situation shown in fig. 6 , at least if the time series under investigation is sufficiently long.

This final heuristic graphical argument is the reason for the guesstimate that the $m$ truncated local Gaussian spectral densities (for the three points $\boldsymbol{v}$ corresponding to the $10 \%, 50 \%$ and $90 \%$ percentiles) should have an overall shape that resembles the one seen for the single cosine example seen in fig. 6.

It did turn out, cf. figs. 7 and 8, that the guesstimate based on these heuristic arguments in fact did hold true, and the $m$-truncated local Gaussian spectral densities did in fact detect the specified frequencies $\alpha_{i}$ in $(0.091,0.431,0.270)$ at the three targeted points $\boldsymbol{v}$.

Note that the frequency 0.267 corresponding to the $C_{1}(t)$ component could not be detect based on only $n=1974$ observations, since the probability $p_{1}=0.05$ requires an investigation far out in the lower tail. It is however possible to detect it whit a much larger sample size, cf. the discussion in the next section.

## G.4.3 Detecting the $C_{1}(t)$ component of the local trigonometric example

The local trigonometric example seen in figs. 7 and 8 of section 3.3.2, cf. eq. (G.6) for the definition, contains a component $C_{1}(t)$ that goes undetected when the sample size of $n=1974$ is used. The reason for the elusiveness of the $C_{1}(t)$ component is that it has a probability of $p_{1}=0.05$ of being selected, which implies that it is expected to only find 98.7 observations from this component when $n=1974$.

The 'border' between the observations from the $C_{1}(t)$ and $C_{2}(t)$ components should occur near the $5 \%$ percentile, but it is necessary to 'zoom in' on a point $\boldsymbol{v}$ that lies farther out in the tail than $p_{1} / 2=0.025$. This requirement occurs since the estimate of $f_{v}^{m}(\omega)$ should avoid 'contamination' from the observations from the $C_{2}(t)$ component.

Based on the idea that it might be necessary to go all the way out to the $1 \%$, it seemed natural to attempt an investigation based on $n=25000$ observations. Since the point $\boldsymbol{v}$ now is far out in the lower tail, e.g. the $1 \%$ percentile of the standard normal distribution is -2.326 , it seemed reasonable to use the bandwidth $\boldsymbol{b}=(0.4,0.4)$.

The heatmap and distance plots in fig. G. 2 is based on an investigating of a single realisation, that included percentiles based on values starting from 2 bandwidths below the $5 \%$ percentile and ending at $1 / 2$ bandwidth below the $5 \%$ percentile, i.e. the diagonal points starts at approximately the $0.72 \%$ percentile and ends at the $3.25 \%$ percentile.


Figure G.2: A heatmap+distance plot used to search for an 'optimal' percentile that can reveal the $\alpha_{1}$ frequency in the lower tail of the local trigonometric.

It is no surprise that the $C_{2}(t)$ component completely dominates at the $3.25 \%$ percentile, and it can be seen that it is necessary to go down to at least the $1 \%$ percentile in order to detect a peak close to the frequency $\alpha_{1}=0.267$ of the $C_{1}(t)$ component. Note that fig. G. 2 is based on only 1 single realisation, and other realisations might look slightly different.

Figure G. 3 shows the situation when $R=100$ replicates are used to estimate $f_{v}^{m}(\omega)$ at the diagonal point $\boldsymbol{v}$ that corresponds to the $1 \%$ percentile. This shows that $\widehat{f_{v}^{m}}(\omega)$ in this case has the expected 'cosine'-shape, and the peak is at the frequency $\alpha_{1}=0.267$ of the $C_{1}(t)$ component.

## G.4.4 Beware of deterministic global structures under small noise

It was seen in the local trigonometric example investigated in the preceding sections, that a peak of $\widehat{f}_{v}^{m}(\omega)$, like the one seen in fig. G.2, corresponded to a frequency $\alpha$ of some underlying cosine-function (that $\widehat{f}^{m}(\omega)$ did not detect). It should here be emphasised that


Figure G.3: The detection of the $\alpha_{1}$ frequency in the lower tail of the local trigonometric example requires a large sample and an investigation far out in the lower tail.
the local trigonometric example was fine tuned in order to test the sanity of the implemented estimation algorithm - and it would thus be a logical fallacy to conclude that a similar peak of $\widehat{f_{v}^{m}}(\omega)$ (not present in $\widehat{f^{m}}(\omega)$ ) always could be interpreted in the same manner for general non-Gaussian time series.

An investigation of this issue can be seen in fig. G.4, where an extreme version of the case investigated in fig. 6 are presented. The setup is similar to the one from fig. 6, i.e. the plots are based on 100 samples of length 1974 from a model of the form $Y_{t}=\cos (2 \pi \alpha t+\varphi)+w_{t}$, where $\alpha=0.302$ (as before), but the standard deviation of the Gaussian white noise $w_{t}$ has now been reduced to $\sigma=0.05$.


Figure G.4: Pseudo-normalised single cosine with small noise.
The low value of the standard deviation $\sigma$ implies that samples from this model have a very clear periodic behaviour, as can be seen from the plots in fig. G.4, where the $90 \%$ confidence intervals are almost indistinguishable from the mean of the estimates. This clear periodicity is also evident from the trace shown in the upper left panel of fig. G.4, where the 100 first pseudo-normalised observations of one of the samples are presented.

Figure G. 4 contains estimates of the local and global spectra, with focus on the points in the lower tail and the center for the truncation level $m=10$, and for the lower tail when
$m=20$. The additional peaks seen at the center is due to the kernel function $K$ that is used in the estimation algorithm - in particular $K$ works on the $h$-lagged pairs $\left(Y_{t+h}, Y_{t}\right)$, the contribution becomes negligible for pairs far away from $\boldsymbol{v}$, the pairs that do contribute give the impression that several 'local frequencies' might be present, but the underlying model has only one single frequency.

The case in fig. G. 4 is extreme since the noise-term is minuscule. Because the local Gaussian correlation is based on a continuous distribution assumption and the use of a kernel function, similar difficulties can be expected for other deterministic functions embedded in low noise. One possible way out might be to consider an approach where a parametric model is fitted first to the data and then examine the residuals with a global and a local spectral analysis.
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[^1]:    ${ }^{1}$ Use remotes::install_github("LAJordanger/localgaussSpec") to install the package. See the documentation of the function LG_extract_scripts for further details. See also Appendix G.

[^2]:    ${ }^{2}$ Strict stationarity is necessary in order for the machinery of the local Gaussian approximations to be feasible, since Gaussian pdfs will be used to locally approximate the pdfs corresponding to the bivariate pairs $\left(Y_{t+h}, Y_{t}\right)$.
    ${ }^{3}$ The vector $\boldsymbol{\theta}$ is a function of the point $\boldsymbol{v}$, but this will henceforth be suppressed in the notation.

[^3]:    ${ }^{4}$ The solution $\boldsymbol{\theta}_{0}$ will always satisfy Equation (5a), but it will in general not satisfy Equation (5b).
    ${ }^{5}$ Confer Appendix B.1.2 in the supplementary material for a detailed exposition.

[^4]:    ${ }^{6}$ For a proof of this statement, see, for example, Nelsen [2006, Theorem 2.4.3].
    ${ }^{7}$ See Berentsen et al. [2014b] for an approach where this is used to construct a canonical local Gaussian correlation for the copula $C$.

[^5]:    ${ }^{8}$ The matrices then becomes $1 \times 1$, so the singularity problems does not occur.
    ${ }^{9}$ Note that it is not the local Gaussian correlation that is the target of interest when this simplified approach is used for density estimation.
    ${ }^{10}$ The theory for the normalized one-free-parameter version of LGC is avaialbe in the first authors PhDthesis, https://bora.uib.no/handle/1956/16950. This also contains a discussion with regard to why an approach based on the normalized one-free-parameter approach fails to produce decent results.

[^6]:    ${ }^{11}$ This is the Deutschemark/British pound Exchange Rate (dmbp) data from Bollerslev and Ghysels [1996], which is a common benchmark data set for GARCH-type models, and as such models are among the motivating factors for the study of the local Gaussian spectral density, it seems natural to test the method on dmbp. The data plotted here was found in the R-package rugarch, see Ghalanos [2020], where the following description was given: "The daily percentage nominal returns computed as $100\left[\ln \left(P_{t}\right)-\ln \left(P_{t}-1\right)\right]$, where $P_{t}$ is the bilateral Deutschemark/British pound rate constructed from the corresponding U.S. dollar rates."

[^7]:    ${ }^{12}$ Consider the function to be a constant with respect to all the new variables that are introduced.

[^8]:    ${ }^{13}$ Notational convention: " $\vee$ " denotes the maximum of two numbers, whereas " $\wedge$ " denotes the minimum.

[^9]:    ${ }^{14}$ The corresponding coordinates are $(-1.28,-1.28),(0,0)$ and $(1.28,1.28)$.

[^10]:    ${ }^{15}$ See Chang et al. [2017] for details about shiny.

[^11]:    ${ }^{16}$ A further investigation of this is easy when the shiny-application in the R-package localgaussSpec is used, since it then is possible to immediately switch to an investigation of the corresponding spectra.

[^12]:    ${ }^{17}$ If you have a black and white copy of this paper, then read "red" as "dark" and "blue" as "light".

[^13]:    ${ }^{18}$ Solid lines are always used by the R-package localgaussSpec when $\hat{f}_{v}^{m}(\omega)$ is based on real data.

[^14]:    ${ }^{19}$ The R-package rugarch, Ghalanos [2020] was used to find the parameters of a multitude of GARCHtype models, and the asymmetric power ARCH model with the best fit was then selected.

[^15]:    ${ }^{1}$ The properties of $\widehat{\boldsymbol{\theta}}_{\boldsymbol{v}}\left(h \mid \boldsymbol{b}_{h}\right)$ was investigated in Tjøstheim and Hufthammer [2013]. A brief summary, with notation adjusted to fit the multivariate framework of the present paper, is given appendix B.1.2.

[^16]:    ${ }^{2} c_{n|m| \boldsymbol{b}}$ must be a function of $n, m$ and $\left\{\boldsymbol{b}_{h}\right\}_{h=1}^{m}$, such that $c_{n|m| b} \rightarrow \infty$ when $n \rightarrow \infty, m \rightarrow \infty$ and $\boldsymbol{b}_{h} \rightarrow \mathbf{0}^{+}$.

[^17]:    ${ }^{3}$ The vector $\widehat{\boldsymbol{\Theta}}_{\overrightarrow{\underline{m} \mid \boldsymbol{b}}}(\boldsymbol{v}, \breve{\boldsymbol{v}})$ can be expressed as a combination of $\widehat{\boldsymbol{\theta}}_{\boldsymbol{v}|\bar{m}| \boldsymbol{b}}$ and $\widehat{\boldsymbol{\theta}}_{\tilde{\boldsymbol{v}}|\bar{m}| \boldsymbol{b}}$, where $\widehat{\boldsymbol{\theta}}_{\boldsymbol{v}|\bar{m}| \boldsymbol{b}}$ is the parameter vector from the proof of theorem 2.8.

[^18]:    ${ }^{4}$ Inequalities involving vectors are to be interpreted in a component-wise manner.

[^19]:    ${ }^{5}$ The entity $L_{h: n}\left(\boldsymbol{\theta}_{h}\right)$ can for independent observations be thought of as a local log-likelihood or a local kernel-smoothed log-likelihood, see Hjort and Jones [1996, Section 2-3] for details. In the realm of time series, where the observations are dependent, it is according to Tjøstheim and Hufthammer [2013, page 36] better to interpret it as an $M$-estimation penalty function

[^20]:    ${ }^{6}$ Due to the presence of the kernel function $K_{h: b}(\boldsymbol{w})$, the fourth requirement of the Klimko-Nelson approach will (when $\boldsymbol{b} \rightarrow \mathbf{0}^{+}$) require that the scaling factor $n^{-1 / 2}$ is adjusted with $\left(b_{1} b_{2}\right)^{1 / 2}$, and this scaling must thus also be included in the discussion in the present approach.
    ${ }^{7}$ The limit of the parameters $\boldsymbol{\theta}_{h: b}$ will exist under assumptions that implies that the four requirements of the Klimko-Nelson approach are satisfied, cf. Tjøstheim and Hufthammer [2013] for details.

[^21]:    ${ }^{8}$ Differences in the computational cost implies that the product normal kernel is used for practical purposes.

[^22]:    ${ }^{9}$ Truncation arguments often requires the threshold value $L$ to go to $\infty$ in order for a conclusion to be obtained for the original expression, but this is not required for the present case under investigation (due to lemma B.8).

[^23]:    ${ }^{10}$ This must not be confused with the property that $g_{h}$ and $g_{-h}$ themselves are symmetric around the diagonal, for that will in general not be the case.

[^24]:    ${ }^{11}$ These definitions are normally presented with $p$ used instead of $\nu$.

[^25]:    ${ }^{12}$ The interested reader can use the scripts in the R-package localgaussSpec to get access to these plots for the center and upper tail, cf. appendix G for details.

[^26]:    ${ }^{13}$ Tests were performed to see if it might be possible to only use the bandwidth-algorithm for the case $h=1$, and then let the higher lags inherit the estimated bandwidth - but it turned out that that

[^27]:    ${ }^{14}$ It is possible that two neighbouring blocks can join perfectly (no edge-effect noise), so the correct formula for the expected number of corrupt tuples is slightly less than the numbers given in eq. (F.2), but this level of precision is not needed for the present discussion.

[^28]:    ${ }^{15}$ The result is only approximate since eq. (F.2) did not adjust for the possibility that neighbouring blocks in some rare cases could join perfectly (no edge-effect noise), but the actual fraction should be very close to the one given by the expressions in eq. (F.10).

