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Abstract

In this work, we solve three problems on well-partitioned chordal graphs. First, we show that
every connected (resp., 2-connected) well-partitioned chordal graph has a vertex that intersects
all longest paths (resp., longest cycles). It is an open problem [Balister et al., Comb. Probab.
Comput. 2004] whether the same holds for chordal graphs. Similarly, we show that every con-
nected well-partitioned chordal graph admits a (polynomial-time constructible) tree 3-spanner,
while the complexity status of the Tree 3-Spanner problem remains open on chordal graphs
[Brandstädt et al., Theor. Comput. Sci. 2004]. Finally, we show that the problem of finding a
minimum-size geodetic set is polynomial-time solvable on well-partitioned chordal graphs. This
is the first example of a problem that is NP-hard on chordal graphs and polynomial-time solvable
on well-partitioned chordal graphs. Altogether, these results reinforce the significance of this
recently defined graph class as a tool to tackle problems that are hard or unsolved on chordal
graphs.

1 Introduction

In this work, we deepen the structural and algorithmic understanding of the recently introduced
class of well-partitioned chordal graphs [1]. This subclass of chordal graphs generalizes split graphs
in two ways. Split graphs can be viewed as graphs whose vertices can be partitioned into cliques
that are arranged in a star structure, the leaves of which are of size one. Well-partitioned chordal
graphs are graphs whose vertex set can be partitioned into cliques that can be arranged in a tree
structure, without any limitations on the size of any clique.

The star-like structure of split graphs is fairly restricted compared to the tree-like structure of
chordal graphs. Questions in structural or algorithmic graph theory which are difficult to answer
on chordal graphs may have an easy solution on split graphs thanks to their restricted structure.
A natural path to a resolution of such questions on chordal graphs is to extend their solutions
on split graphs to graph classes that are structurally closer to chordal graphs. Well-partitioned
chordal graphs exhibit a tree-like structure, which makes them a natural target in such a scenario.
We consider two such questions: We show that every well-partitioned chordal graph has a vertex
that intersects all its longest paths (or cycles), while the corresponding question on chordal graphs

∗An extended abstract of this work appeared in the proceedings of CIAC 2021.
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has remained an open problem [4]. We also show that every well-partitioned chordal graph has
a polynomial-time constructible tree 3-spanner, while the complexity of the Tree 3-Spanner
problem remains unresolved on chordal graphs [5]. We discuss these problems in more detail
below.

There are several examples of algorithmic problems in the literature that are efficiently solvable
in split graphs but hard on chordal graphs, see [1] and the references therein. In such cases it
is worthwhile to narrow down the complexity gap between split and chordal graphs, especially
due to the structural difference between the two classes. For several variants of vertex-coloring
problems that are NP-hard on chordal graphs and polynomial-time solvable on split graphs, it was
observed [1] that they remain NP-hard on well-partitioned chordal graphs. However, there was
no example of such a problem that becomes polynomial-time solvable on well-partitioned chordal
graphs. We give the first such example by showing that there is a polynomial-time algorithm that
given a well-partitioned chordal graph, constructs a minimum-size geodetic set. This problem is
known to be NP-hard on chordal graphs [16].

Transversals of longest paths and cycles. It is well-known that in a connected graph, every
two longest paths always share a common vertex. In 1966, Gallai [19] asked whether every graph
contains a vertex that belongs to all of its longest paths. This question, whose answer is already
known to be negative in general [33, 34], was shown to have a positive answer on several well-known
graph classes. It is not difficult to see that it holds for trees, and it has been shown for outerplanar
graphs and 2-trees [14], which has later been generalized to series-parallel graphs, or equivalently,
graphs of treewidth at most 2 [13]. (Interestingly, the couterexample for general graphs [33] has
treewidth 3.) Besides that, Gallai’s question has a positive answer on circular arc graphs [4, 23],
P4-sparse (which includes cographs) and (P5,K1,3)-free graphs [10], dually chordal graphs [22],
and 2K2-free graphs [20]. As alluded to above, it has a positive answer on split graphs [25], and
this result has been generalized to starlike graphs [10]. Both split graphs and starlike graphs
are subclasses of well-partitioned chordal graphs [1]. It remains a challenging open problem to
determine whether all chordal graphs admit a longest path transversal of size one. As a step in the
direction of answering this question for chordal graphs, we prove the following theorem.

Theorem 1. Every connected well-partitioned chordal graph contains a vertex that intersects all
its longest paths.

A closely related question is whether a 2-connected graph has a vertex that intersects all its
longest cycles. This question has also been studied extensively on graph classes, and several of the
above mentioned references contain positive answers to this question on the corresponding graph
classes. In some cases the results are not stated explicitly, but it is not too difficult to adapt the
proofs for the case of longest paths to the case of longest cycles. We answer this question positively
on 2-connected well-partitioned chordal graphs as well.

Theorem 2. Every 2-connected well-partitioned chordal graph contains a vertex that intersects all
its longest cycles.

Tree 3-Spanner. For a connected graph G and a positive integer t, a spanning tree T of G is
a tree t-spanner of G if for every pair (v, w) of vertices in G, distG(v, w) ≤ t · distT (v, w), where
distG(v, w) (resp., distT (v, w)) denotes the length of shortest path in G (resp., T ) from v to w. The
Tree t-Spanner problem asks whether a given graph G has a tree t-spanner. Tree t-spanners are
motivated from applications including network research and computational geometry [2, 26]. Cai
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and Corneil [9] showed that Tree t-Spanner is linear-time solvable if t ≤ 2, and is NP-complete
if t ≥ 4. For t = 3, the complexity of Tree 3-Spanner is not yet unveiled. Brandstädt et al. [5]
investigated the complexity of Tree t-Spanner on chordal graphs of small diameter. They showed
that for even t ≥ 4 (resp., odd t ≥ 5) it is NP-complete to decide if a chordal graph of diameter
at most t+ 1 (resp., t+ 2) has a tree t-spanner. On the other hand, for any even t (resp., odd t),
every chordal graph of diameter at most t − 1 (resp., t − 2) admits a tree t-spanner which can be
found in linear time. Brandstädt et al. [5] also showed that Tree 3-Spanner is polynomial-time
solvable on chordal graphs of diameter at most 2. On general chordal graphs, the complexity of
Tree 3-Spanner is still open. Several subclasses of chordal graphs, such as split [32], very strongly
chordal [5], and interval [27] graphs were shown to be tree 3-spanner admissible, meaning that each
of its members admits a tree 3-spanner. In the above mentioned cases, such tree 3-spanners can
always be computed in polynomial time. We show that the same holds for well-partitioned chordal
graphs, generalizing the result for split graphs [32].

Theorem 3. Every connected well-partitioned chordal graph admits a tree 3-spanner which can be
constructed in polynomial time.

A subclass of chordal graphs that is not tree 3-spanner admissible and yet has a polynomial-time
algorithm for Tree 3-Spanner is that of 2-sep chordal graphs, as shown by Das and Panda [29].
Other (non-chordal) graph classes that are known to be tree 3-spanner admissible are bipartite
ATE-free graphs [6] (which include convex graphs) and permutation graphs [27]; and there are
polynomial-time algorithms for Tree 3-Spanner on cographs and co-bipartite graphs [8], as well
as planar graphs [18].

Geodetic Sets. Given a graph G and a vertex set S ⊆ V (G), the geodetic closure of S is the set
of vertices that lie on a shortest path between a pair of distinct vertices in S. Such a set S is called
a geodetic set if the geodetic closure of S is the entire vertex set of G. The Geodetic Set problem
asks, given a graph G, for the smallest size of any geodetic set in G. The study of geodetic sets
was initiated by Harary et al. [21] in 1986, and is related to convexity measures in graphs; we refer
to [30] for an overview. Harary et al. [21] showed that the Geodetic Set problem is NP-hard on
general graphs, see also [3]. Dourado et al. [16] showed that Geodetic Set remains NP-hard on
chordal graphs, and that it is polynomial-time solvable on split graphs. We extend their ideas to
give a polynomial-time algorithm for well-partitioned chordal graphs.

Theorem 4. There is a polynomial-time algorithm that given a well-partitioned chordal graph G,
computes a minimum-size geodetic set of G.

The complexity of Geodetic Set has been deeply studied on graph classes. Besides the above
mentioned results, it was shown to be NP-hard on chordal bipartite [16] and bipartite [15] graphs,
as well as co-bipartite [17], subcubic [7], and planar graphs [12]. Very recently, Chakraborty
et al. [11] showed NP-hardness on subcubic partial grids, which unifies hardness on subcubic,
planar, and bipartite graphs. Interestingly, they showed that Geodetic Set is NP-hard even
on interval graphs, while a polynomial-time algorithm for proper interval graphs is known due
to Ekim et al. [17]. Other graph classes that are known to admit polynomial-time algorithms
are cographs [16], outerplanar graphs [28], block-cactus graphs [17], and solid grid graphs [11].
Kellerhals and Koana [24] recently assessed the parameterized complexity of Geodetic Set, and
proved it to be W[1]-hard parameterized by solution size plus pathwidth and feedback vertex set,
while devising FPT-algorithms for the parameter feedback edge set as well as for tree-depth.
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2 Preliminaries

In this paper, all graphs are simple and finite. For a graph G, we denote by V (G) the vertex set
of G, and by E(G) the edge set of G. For graphs G and H, G is isomorphic to H if there is a
bijection φ : V (G) → V (H) such that for all vertices v and w of G, vw ∈ E(G) if and only if
φ(v)φ(w) ∈ E(H). For graphs G and H, let G ∪H := (V (G) ∪ V (H), E(G) ∪ E(H)).

For a vertex v of G, let NG(v) be the set of neighbors of v in G, that is, NG(v) := {w ∈
V (G)|vw ∈ E(G)}, and NG[v] := NG(v) ∪ {v}. The degree of v in G, denoted by degG(v), is the
number of neighbors of v in G. For a vertex set X of G, let NG(X) :=

⋃
v∈X(NG(v) \ X), and

NG[X] := NG(X) ∪X. We may omit the subscript G if it is clear what is the base graph.
For graphs G and H, H is a subgraph of G if V (H) ⊆ V (G) and E(H) ⊆ E(G). For a vertex

set X of G, the subgraph induced by X, denoted by G[X], is a graph (X, {vw ∈ E(G)|v, w ∈ X}).
If X consists of a singleton v, then we use the shorthand G− v instead of G−{v}. For vertex sets
X and Y of G, we denote by G[X,Y ] the graph (X ∪ Y, {xy ∈ E(G) | x ∈ X, y ∈ Y }). For disjoint
vertex sets X and Y of G, we say that X is complete to Y if each vertex in X is adjacent to every
vertex in Y .

A graph G is connected if for every nonempty proper subset X ( V (G), there are vertices
x ∈ X and y ∈ V (G) \X such that xy ∈ E(G), and disconnected, otherwise. A component of G is
a maximal connected subgraph of G, that is, an induced subgraph G′ of G such that for any vertex
v ∈ V (G) \ V (G′), G[V (G′)∪ {v}] is disconnected. A graph G is 2-connected if G is connected and
has no vertex v such that G − v is disconnected. A cycle is a connected graph where all vertices
have degree exactly 2. A forest is a graph having no cycles, and a tree is a connected forest. Given
a forest F , we sometimes call its vertex a node, to distinguish it from a vertex of other graphs. A
path is a tree where all vertices have degree at most 2. A hole in a graph G is an induced subgraph
of G isomorphic to a cycle of length at least 4. A graph is chordal if it has no holes.

Given a forest F , a leaf is a node of F having degree at most 1. A rooted tree is a tree where
one node is singled out as the root. In a rooted tree, for a non-root node v, the parent of v is a
neighbor of v toward the root, and the children of v are neighbors of v which are not the parent of
v.

Well-partitioned chordal graphs

Ahn et al. [1] introduced the class of well-partitioned chordal graphs, which is a subclass of chordal
graphs. A connected graph G is well-partitioned chordal if V (G) admits a partition P and a tree
T having P as a vertex set satisfying the following conditions.

(i) Each partite set X ∈ P is a clique in G.

(ii) For each edge XY of T , there are subsets X ′ ⊆ X and Y ′ ⊆ Y such that

E(G[X,Y ]) = {xy | x ∈ X ′, y ∈ Y ′}.

(iii) For each pair of distinct nodes X,Y in T with XY /∈ E(T ), E(G[X,Y ]) = ∅.

We call the tree T a partition tree of G, and the elements in P the bags of G. A graph is well-
partitioned chordal if each of its components is well-partitioned chordal. Given a partition tree T
of a connected well-partitioned chordal graph G and distinct nodes X and Y of T , the boundary
of X with respect to Y , denoted by bd(X,Y ), is the set of vertices in X having neighbors in Y .
Namely, bd(X,Y ) := {x ∈ X|NG(x)∩Y 6= ∅}. Note that by the second item of the above definition,
bd(X,Y ) and bd(Y,X) are complete to each other.
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Theorem 5 (Ahn et al. [1]). Given a graph G, in polynomial time, one can either determine
that G is not well-partitioned chordal, or find a partition tree for each component of G.

3 Transversals of longest paths and cycles

In this section, we show that well-partitioned chordal graphs admit both longest path transversals
and longest cycle transversals of size one. We start with the following lemma, the proof of which
exploits the Helly property of subtrees of a tree to show the existence of a bag of the partition tree
that intersects all longest paths of a well-partitioned chordal graph. The same proof strategy has
been used by Rautenbach and Sereni [31] to show that for any graph G, there exists a set of size
tw(G) + 1 that intersects all the longest paths of G.

Lemma 1. Let G be a well-partitioned chordal graph with partition tree T . Then there exists
X ∈ V (T ) such that every longest path of G contains a vertex of X.

Proof. Let P1, . . . , P` be the longest paths of G. Since G is connected, for each 1 ≤ i ≤ `, the
set of bags of T containing at least one vertex from Pi forms a subtree of T . Let Ti be such a
subtree. Since in any connected graph every two longest paths have a vertex in common, we have
that V (Ti) ∩ V (Tj) 6= ∅ for every i 6= j. By the Helly property1 of subtrees of a tree, there exists
X ∈ V (T ) such that X ∈ V (Ti) for every 1 ≤ i ≤ `. That is, X is a bag of T that intersects every
longest path of G.

We prove a similar lemma for longest cycles of 2-connected well-partitioned chordal graphs.
The proof of this lemma follows the same lines as the one presented above, hence we omit it here.

Lemma 2. Let G be a 2-connected well-partitioned chordal graph with partition tree T . Then there
exists X ∈ V (T ) such that every longest cycle of G contains a vertex of X.

Restatement of Theorem 1. Every connected well-partitioned chordal graph has a vertex that
intersects all its longest paths.

Proof. Let P1, . . . , P` be the longest paths of G. By Lemma 1, there exists a bag B ∈ V (T ) such
that V (Pi) ∩ B 6= ∅ for every i. Let B1, . . . , Bk be the neighbors of B in T . We define Ti to be
the connected component of T −B containing Bi and Gi to be the subgraph of G induced by the
vertices contained in the bags of Ti. Let pi be the length of a longest path in Gi with one endpoint
in bd(Bi, B). We may assume without loss of generality that p1 ≥ pi for every i > 1. We will now
show that every longest path of G contains all the vertices of bd(B,B1). Let P be a longest path of
G and suppose for a contradiction that there exists v ∈ bd(B,B1) such that v /∈ V (P ). Recall that
V (P )∩B 6= ∅. If there exists x, y ∈ B such that xy ∈ E(P ), then we can obtain a path longer than
P by inserting v between x and y in P , a contradiction with the fact that P is a longest path of G.
Similarly, no endpoint of P belongs to B, otherwise we would also find a path longer than P in G.
The same holds also if there exists x ∈ bd(B,B1) and y ∈ bd(B1, B) such that xy ∈ E(P ). Indeed,
since bd(B,B1) ∪ bd(B1, B) is a clique, we would again find a path longer than P by inserting v
between x and y in P . Therefore P contains no edge crossing from B to B1, which implies that
V (P ) ∩ V (G1) = ∅. Let P = x1x2 . . . xt and let xj be a vertex of V (P ) ∩ B such that for every
i ≥ 1 we have xj+i /∈ B. Such a vertex exists since xt /∈ B. Assume without loss of generality that

1The Helly property of trees states that in every tree, every collection of pairwise intersecting subtrees has a
common nonempty intersection.
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xj+1 ∈ bd(Bj , B). Note that xj+1xj+2 . . . xt is a path in Gj with an endpoint in bd(Bj , B). Hence
the length of this path is at most p1. Let P ′ = x1x2 . . . xj and P ′′ be a longest path in G1 with an
endpoint in bd(B1, B). Then P ′ · v · P ′′ is a path in G that is longer than P , a contradiction.

With a more careful argument, we can prove the analogous result for longest cycles.

Restatement of Theorem 2. Every 2-connected well-partitioned chordal graph has a vertex that
intersects all its longest cycles.

Proof. We start as in the proof of Theorem 1. Let C1, . . . , C` be the longest cycles of G. By
Lemma 2, there is a bag B ∈ V (T ) such that V (Ci) ∩B 6= ∅ for every i. Note that we can assume
B is not a leaf of T , since if all the longest cycles intersect a bag that is a leaf, they also intersect
the bag that is the neighbor of such a leaf. Let B1, . . . , Bk be the neighbors of B in T . We define
Ti to be a maximal subtree of T containing Bi and not containing B and Gi to be the subgraph of
G induced by the vertices contained in the bags of Ti.

Now, let pi be the length of a longest path in Gi with both endpoints in bd(Bi, B). Note that
this is well-defined, since |bd(Bi, B)| ≥ 2 for every i, as G is a 2-connected graph. We may assume
without loss of generality that p1 ≥ pi for every i > 1. We will now show that every longest
cycle of G contains all the vertices of bd(B,B1). Let C be a longest cycle of G and suppose for a
contradiction that there exists v ∈ bd(B,B1) such that v /∈ V (C). We first point out the following.

Claim 1. |V (C) ∩B| ≥ 2.

Proof. We already know that |V (C) ∩ B| ≥ 1. Suppose for a contradiction that |V (C) ∩ B| = 1.
Then there exists x1, x2, x3 ∈ V (C) such that x1, x2, and x3 appear consecutively in the cycle, and
x2 ∈ B and x1, x3 /∈ B. In particular, x2 belongs to the boundary between B and some neighboring
bag Bi, and x1, x3 ∈ bd(Bi, B). Since G is 2-connected, there exists u ∈ bd(B,Bi), with u 6= x2,
such that u /∈ V (C). Thus, we can add u between x2 and x3 in C and obtain a cycle longer than C,
a contradiction. y

If there exists x, y ∈ B such that xy ∈ E(C), then we can obtain a cycle longer than C by
inserting v between x and y in C, a contradiction with the fact that C is a longest cycle of G.
The same holds if there exists x ∈ bd(B,B1) and y ∈ bd(B1, B) such that xy ∈ E(C). Indeed,
since bd(B,B1) ∪ bd(B1, B) is a clique, we would again find a cycle longer than C by inserting v
between x and y in C. Therefore C contains no edge crossing from B to B1, which implies that
V (C) ∩ V (G1) = ∅. Consider u ∈ bd(B,B1) such that u 6= v. We consider two cases.

If u ∈ V (C), since C cannot have two consecutive vertices in B, then there exists i 6= 1 such
that u ∈ bd(B,Bi), and there exists u′ ∈ bd(Bi, B) such that uu′ ∈ E(C). Moreover, by the above
claim, there exists u′′ ∈ V (C) ∩ bd(B,Bi) such that if P is the subpath of C starting in u, ending
in u′′ and containing u′, then (V (P ) \ {u, u′′}) ⊆ V (Gi). Note also that |P | ≤ pi + 2, since the
neighbors of u and u′′ in P belong to bd(Bi, B). Let P1 be a longest path of G1 with both endpoints
in bd(B1, B) and let P ′ = u · P1 · vu′′. Let C ′ be the cycle obtained from C by replacing P by P ′.
Since |P ′| = p1 + 3 and p1 ≥ pi, we have that C ′ is a cycle longer than C, a contradiction.

Now we consider the case in which u /∈ V (C). Recall that C cannot have two consecutive
vertices in B. By Claim 1, there exists i 6= 1 such that V (C) ∩ V (Gi) 6= ∅. Let x, x′, y, y′ ∈ V (C)
be such that x, y ∈ bd(B,Bi), x

′, y′ ∈ bd(Bi, B), xx′, yy′ ∈ E(C) and the subpath P of C starting
in x, ending in y and containing x′ and y′ is such that (V (P )\{x, y}) ⊆ V (Gi). Note that it can be
the case that x′ = y′. Moreover, |P | ≤ pi + 2. Let P1 be a longest path of G1 with both endpoints
in bd(B1, B) and let P ′ = xu · P1 · vy. Let C ′ be the cycle obtained from C by replacing P by P ′.
Since |P ′| = p1 + 4 and p1 ≥ pi, we have that C ′ is a cycle longer than C, a contradiction. This
concludes the proof that all the vertices of bd(B,B1) are contained in all longest cycles of G.
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4 Tree 3-spanner problem

In this section, we show that Tree 3-Spanner on well-partitioned chordal graphs can be solved in
polynomial time. More specifically, we show that given a connected well-partitioned chordal graph,
one can always find a tree 3-spanner in polynomial time.

Restatement of Theorem 3. Every connected well-partitioned chordal graph admits a tree 3-
spanner, which one can find in polynomial time.

Proof. Let G be a connected well-partitioned chordal graph with partition tree T . We choose a
bag R of T and consider it as a root bag. For each non-root bag B, let P (B) denote the parent
bag of B. For each non-root bag B,

· let S∗B be a star whose center is in bd(B,P (B)) and all leaves are exactly the vertices in
V (B) \ bd(B,P (B)),

· let S∗∗B be a star whose center is in bd(P (B), B) and all leaves are exactly the vertices in
bd(B,P (B)), and

· let SB := S∗B ∪ S∗∗B .

Observe that the vertex set of SB consists of all vertices of B and one vertex in bd(P (B), B).
Moreover, SB is a tree. For the root bag R, let SR be a star on V (R). We claim that U :=⋃

B∈V (T ) SB is a tree 3-spanner of G. It is sufficient to show that U is a spanning tree, and for
every edge vw in G, distU (v, w) ≤ 3.

We first verify that U is a tree. Note that for each non-root bag B, SB is a tree containing all
vertices of B and at least one edge between B and P (B), and furthermore, SR is a spanning tree
of R. Therefore, U is a connected subgraph containing all vertices of G. Suppose that U contains
a cycle C.

Observe that for each non-root bag B of T , the center of S∗∗B separates V (B) and V (P (B)) in U .
Let B′ be the bag containing a vertex of C such that distT (R,B′) is minimum. Since U [V (B′)]
has no cycle, there is a child bag B′′ of B′ containing a vertex of C. By the above observation,
V (B′) ∩ V (C) has only one vertex that is the center of S∗∗B′′ . As |V (B′) ∩ V (C)| = 1, there is no
other child bag of B′ containing a vertex of C.

By a repeated argument, we can see that there is no child bag of B′′ containing a vertex of C.
Then C contains SB′ , but by the construction, SB′ has no cycle. We conclude that U is a spanning
tree.

Now, we claim that for every edge vw in G, distU (v, w) ≤ 3. Choose an edge vw of G. If
vw is an edge in a bag B, then distU (v, w) = distSB

(v, w) ≤ 3. Assume that vw is an edge
between a bag B and its parent P (B) so that v ∈ V (B) and w ∈ V (P (B)). If vw ∈ E(SB),
then it is trivial. Assume that w /∈ V (SB). Let z be the vertex of SB contained in PB. Then
distU (v, w) = distSB

(v, z) + distSP (B)
(z, w) ≤ 3.

Our construction of a tree 3-spanner for G immediately follows the partition tree T of G. By
Theorem 5, a partition tree of a well-partitioned chordal graph can be obtained in polynomial time,
and therefore one can find a tree 3-spanner for G in polynomial time.

5 Geodetic Sets

We now give a polynomial-time algorithm for the Geodetic Set problem on well-partitioned
chordal graphs. Recall that a geodetic set of a graph G is a subset S of its vertices such that each
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vertex that is not in S lies on a shortest path between some pair of vertices in S, and that the
Geodetic Set problem asks, given a graph G, for a smallest-size geodetic set of G. Throughout
the following, given a vertex set S ⊆ V (G), we denote by I[S] the interval of S in G, which is the
set of all vertices lying on a shortest path between a pair of vertices in S. Note that S ⊆ I[S].

We first observe that any geodetic set of a graph contains all its simplicial vertices. Since the
neighborhood of a simplicial vertex v is a clique, v is never an internal vertex of any shortest path:
Suppose v is an internal vertex of a path P , and let u1 and u2 be the two neighbors of v in P . Since
u1 and u2 are adjacent, we can obtain a shorter path P ′ from P by replacing u1vu2 with u1u2 such
that P ′ has the same endpoints as P .

Observation 1. Let G be a graph and let v ∈ V (G) be a simplicial vertex in G. Then, every geodetic
set of G contains v.

From now on we assume that we are given a connected well-partitioned chordal graph G with
partition tree T , such that T has at least two nodes (otherwise, G is simply a complete graph). If G
is not connected, we can apply the procedure described below to each of its connected components.
As a consequence of Observation 1, we have that each leaf bag of T has a vertex that is contained
in every geodetic set of G. Let B ∈ V (T ) be a leaf with neighbor C. If bd(B,C) 6= B, then each
vertex in B \ bd(B,C) is simplicial. If bd(B,C) = B, then each vertex in B is simplicial. This
also immediately implies that each non-simplicial vertex in a leaf bag is on some shortest path
between two simplicial vertices: if we have a non-simplicial vertex in B, then bd(B,C) 6= B and
the non-simplicial vertices are precisely the ones in bd(B,C). Since T has at least two nodes, there
is some other leaf bag in T which again has some simplicial vertex, say x. Now, each shortest
path from a simplicial vertex in B to x uses some vertex from bd(B,C), and since the vertices in
bd(B,C) are twins in G[B ∪ C], each of them is on such a shortest path.

Observation 2. Let G be a connected well-partitioned chordal graph with partition tree T , and let
S be the set of simplicial vertices of G. Each leaf bag B of T contains a simplicial vertex, and
B ⊆ I[S].

Dourado et al. [16] showed that the geodetic number of split graphs can be computed in poly-
nomial time. In the following, we adapt their construction to the case of internal bags of a partition
tree in a well-partitioned chordal graph. First, we prove a small auxiliary lemma; for an illustration
of its arguments see Figure 1.

Lemma 3. Let G be a connected well-partitioned chordal graph with partition tree T , let S denote
the set of simplicial vertices of G, and let B ∈ V (T ) be an internal bag.

(i) Let u ∈ B. If there are two distinct C1, C2 ∈ NT (B) such that u ∈ bd(B,C1) ∩ bd(B,C2),
then u ∈ I[S].

(ii) For all C1, C2 ∈ NT (B) with bd(B,C1)∩bd(B,C2) = ∅, we have that bd(B,C1)∪bd(B,C2) ⊆
I[S].

Proof. (i). There are leaves D1, D2 in T such that C1BC2 is on the path from D1 to D2 in T .
By Observation 2, for all i ∈ [2], Di contains a simplicial vertex, say xi. Each shortest path from
x1 to x2 is of the form x1 . . . y1zy2 . . . x2, where y1 ∈ C1, y2 ∈ C2, and z ∈ bd(B,C1) ∩ bd(B,C2).
Since the vertices in bd(B,C1)∩bd(B,C2) are twins in G[B∪C1∪C2], we may assume that z = u,
therefore u ∈ I[x1, x2] ⊆ I[S].

(ii). The proof can be done very similarly to the one of the previous item, with the difference
that each shortest path between the (corresponding) vertices x1 and x2 uses both a vertex from
bd(B,C1) and one from bd(B,C2).
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Figure 1: Illustration of the proof of Lemma 3. The top drawing shows item (i) and the bottom one item (ii).

Lemma 4. Let G be a connected well-partitioned chordal graph with partition tree T , let S denote
the set of simplicial vertices of G, and let B ∈ V (T ) be an internal bag. If B contains a simplicial
vertex, then B ⊆ I[S].

Proof. Let X ⊆ B be the set of vertices in B that are not contained in any boundary. Note that
X ⊆ S. Then, we obtain T ′ from T by removing B, adding a bag B′ ..= B \ X and a bag X.
We make all bags in NT (B) ∪ {X} adjacent to B′ in T ′. Since B is a clique, X is a clique and
complete to B′, satisfying the requirements of the definition of a partition tree. Since no vertex
in X was in any boundary, the boundaries from the other neighbors of B′ in T ′ remain the same
as the ones in T to B. We can conclude that T ′ is a partition tree of G. Moreover, each vertex
v ∈ B′ is in bd(B′, X) and at least one more boundary, since v /∈ X. By Lemma 3(i), B′ ⊆ I[S],
so B′ ∪X = B ⊆ I[S].

We may assume that each simplicial vertex v of B is contained in a boundary. Clearly, a
simplicial vertex can be contained in at most one boundary; let C ∈ NT (B) be such that v ∈
bd(B,C). Since v is simplicial, we have that bd(B,C) = B. Therefore, for each vertex u ∈ B
such that there is some neighbor C ′ 6= C of B with u ∈ bd(B,C ′), so we have by Lemma 3(i) that
u ∈ I[S]. On the other hand, each vertex in B \

⋃
C′∈NT (B),C′ 6=C bd(B,C ′) is simplicial as well, so

we can conclude that B ⊆ I[S].

In the remainder, we show how to deal with vertices that are not on shortest paths between
simplicial vertices. We call such vertices problematic, and they are the ones that are contained in
internal bags without simplicial vertices and do not fall under one of the cases of Lemma 3. For an
illustration of a problematic vertex, see Figure 2a.

Definition 1. Let G be a connected well-partitioned chordal graph with partition tree T , and let
B ∈ V (T ) be an internal bag that does not contain any simplicial vertex. A vertex v ∈ B is called
problematic if

(i) there is a unique C ∈ NT (B) such that v ∈ bd(B,C), and

(ii) for each C ′ ∈ NT (B) \ {C}, bd(B,C) ∩ bd(B,C ′) 6= ∅.

In this case we call C a problematic neighbor bag.
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v

B
C

(a) Illustration of a problematic vertex v. The only
boundary v is contained in is bd(B,C), and every other
boundary in B intersects bd(B,C).

v

x

(b) Illustration of a problem solver v. Note that v may
be in I[S], and that x is a problem solver as well.

Figure 2: Problematic vertices and problem solvers.

Suppose that some bag B has no simplicial vertex. Then each shortest path in G between two
simplicial vertices that uses a vertex from B passes through two neighbors of B. If a vertex is
problematic, then it cannot be on any such shortest path, and if it is not problematic, then it falls
under one of the cases of Lemma 3, which leads to the following observation.

Observation 3. Let G be a connected well-partitioned chordal graph with partition tree T , let S
denote the set of simplicial vertices of G, and let B ∈ V (T ) be an internal bag with B ∩ S = ∅.
Let P be the set of problematic vertices of B, then P = B \ I[S].

By similar reasoning, we observe that if a problematic vertex in B is on some shortest path,
then this shortest path has to have an endpoint in B.

Observation 4. Let G be a connected well-partitioned chordal graph with partition tree T , and let
B ∈ V (T ) be an internal bag. Let v ∈ B be a problematic vertex. Any shortest path that has v as
an internal vertex has one endpoint in B.

By Observations 3 and 4, we know that if a bag B has no simplicial vertex and it has at least
one problematic vertex, then we need at least one more vertex from B in any geodetic set. The
following notion captures in which situation a single additional vertex suffices. We illustrate the
following definition in Figure 2b.

Definition 2. Let G be a connected well-partitioned chordal graph with partition tree T and let
B ∈ V (T ). Let P ⊆ B denote the set of problematic vertices in B and C1, . . . , C` the problematic
neighbor bags. A vertex v ∈ B is called a problem solver if for each i ∈ [`], either v /∈ bd(B,Ci) or
bd(B,Ci) ∩ P = {v}.

Lemma 5. Let G be a connected well-partitioned chordal graph with partition tree T and let S ⊆
V (G) be the simplicial vertices of G. Let B ∈ V (T ) be a bag with B ∩ S = ∅. For each v ∈ B,
B ⊆ I[S ∪ {v}] if and only if v is a problem solver.

Proof. Throughout the proof, we denote by P the set of problematic vertices of B and by C1, . . . , C`

the problematic neighbor bags. Suppose that for all i ∈ [`], either v /∈ bd(B,Ci) or {v} =
bd(B,Ci) ∩ P . By Observation 3, each vertex in B \ I[S] is problematic, so we have to argue
that each problematic vertex is on a shortest path from v to a simplicial vertex. Let u ∈ P with
problematic neighbor bag C. If bd(B,C) ∩ P = {u} and u = v, then clearly u ∈ I[S ∪ {v}].
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Otherwise we have that v /∈ bd(B,C), so each shortest path from v that goes through C has a
vertex from bd(B,C). Moreover, there is a leaf D ∈ V (T ) such that C is on the path from D to
B in T ; by Observation 2, D has a simplicial vertex so the first direction follows.

For the other direction, suppose for a contradiction that there is some v ∈ B such that B ⊆
I[S ∪ {v}], while for some i ∈ [`], v ∈ bd(B,Ci) and there is some u ∈ (bd(B,Ci) ∩ P ) \ {v}.
Since u ∈ I[S ∪ {v}], u is on the shortest path between v and some simplicial vertex, denote that
path by Q. (Note that since u is problematic, it is not on the shortest path between two simplicial
vertices.) Moreover, by Observation 4, one of the endpoints of the path has to be in B. Since B
has no simplicial vertex, we know that one of the endpoints of the path is v.

If Q uses a vertex from Ci, in particular from bd(Ci, B), then we have a contradiction: We can
remove u from Q and go from the vertex in bd(Ci, B) directly to v and obtain a shorter path. If
Q does not use a vertex from Ci, then it must use a vertex from some other neighbor of B, say
D ∈ NT (B) \ {Ci}. This is because the other endpoint of Q but v is not contained in B. Now,
since u is problematic, we have that u /∈ bd(B,D). However, Q contains a vertex in bd(B,D), so
we can remove u from Q and obtain a shorter path with the same endpoints, again a contradiction.

Next we show that if there are at least two distinct problematic neighbor bags, then two
additional vertices always suffice.

Lemma 6. Let G be a connected well-partitioned chordal graph with partition tree T , let S denote
the set of simplicial vertices of G, let B ∈ V (T ) be an internal bag with B ∩ S = ∅. If there
are two distinct problematic neighbor bags of B, then there are two vertices v1, v2 ∈ B such that
B ⊆ I[S ∪ {v1, v2}].

Proof. Let C1, C2 ∈ NT (B) be two distinct problematic neighbor bags of B, and for all i ∈ [2],
let vi be a problematic vertex in bd(B,Ci). Again by Observation 3, we have to argue that each
problematic vertex in B is on a shortest path from v1 or v2 to a simplicial vertex. Let u be a
problematic vertex and let C ∈ NT (B) be the corresponding problematic neighbor bag. Suppose
C = C1. There is a leaf D (containing a simplicial vertex by Observation 2) such that C is on the
path from D to B in T , and each shortest path from a vertex in D to a vertex in B \bd(B,C) uses
a vertex from bd(B,C). Since v2 /∈ bd(B,C) by the definition of a problematic vertex, it follows
that u ∈ I[S ∪ {v2}]. Similarly, if C = C2, then u ∈ I[S ∪ {v1}]. Finally, if C /∈ {C1, C2}, then we
have that u ∈ I[S ∪ {v1}] ∩ I[S ∪ {v2}]. We can conclude that B ⊆ I[S ∪ {v1, v2}].

Finally we show that in the remaining case when there is only one problematic neighbor bag
and no problem solver, then any geodetic set of G has to include all problematic vertices.

Lemma 7. Let G be a connected well-partitioned chordal graph with partition tree T , let S denote
the set of simplicial vertices of G, let B ∈ V (T ) be an internal bag with B ∩ S = ∅. Let P ⊆ B
be the set of problematic vertices of B, and suppose there is a neighbor C ∈ NT (B) such that
P ⊆ bd(B,C). If there is no problem solver, then every geodetic set of G contains P .

Proof. Note that the condition that there is no problem solver is equivalent to the condition that
bd(B,C) = B; any vertex outside of bd(B,C) would be a problem solver. Suppose that some
v ∈ P is on a shortest path between two vertices x1 and x2. Since v is a problematic vertex, we
may assume by Observation 4 that x1 ∈ B and x2 /∈ B. Let D ∈ V (T ) denote the bag containing
x2. Let C∗ ∈ NT (B) denote the neighbor of B that is on the path from D to B in T . If C∗ 6= C,
then v cannot be in a shortest path from x1 to x2: since v is problematic, v /∈ bd(B,C∗). We may
assume that C∗ = C. Since x1 ∈ B = bd(B,C), v cannot be an internal vertex on the shortest
path from x1 to x2. We can conclude that every geodetic set of G must contain v.
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Input : A connected well-partitioned chordal graph G with partition tree T .
Output: A minimum-size geodetic set of G.

1 Find the set S of simplicial vertices of G;
2 foreach internal bag B ∈ V (T ) do
3 if B contains a simplicial vertex then do nothing;
4 else if there is a problem solver v ∈ B then S ← S ∪ {v};
5 else if B has two distinct problematic neighbor bags C1 and C2 then
6 Let v1 ∈ bd(B,C1) and v2 ∈ bd(B,C2) be problematic;
7 S ← S ∪ {v1, v2};
8 else S ← S ∪ P , where P is the set of problematic vertices in B;

9 return S;

Algorithm 1: A polynomial-time algorithm for finding a minimum-size geodetic set of a
well-partitioned chordal graph.

Now that we have covered all the cases, we can derive the algorithm to compute a minimum
geodetic set of a well-partitioned chordal graph by properly prioritizing the cases. We describe the
procedure in Algorithm 1.

We now argue the correctness of the algorithm. In line 1, it adds all simplicial vertices to the
set it produces. This is safe by Observation 1. Moreover, by Observation 2, any vertex contained
in any leaf of the partition tree is contained in the interval of the simplicial vertices. Let B be any
internal bag in the partition tree. In line 3, the algorithm asserts that if B contains a simplicial
vertex, then no additional vertex of B has to be added. Correctness of this decision is argued
in Lemma 4. Suppose B has no simplicial vertex. By Observation 3, each vertex in B that is not
in the interval of the simplicial vertices is problematic, and by Observation 4, a shortest path that
has a problematic vertex as an internal vertex has one endpoint in B. Therefore, any geodetic set
of G has to contain at least one vertex from B. Lemma 5 characterizes the situation in which one
additional vertex (a problem solver) suffices, which is checked for next by the algorithm, in line 4. If
no such vertex exists, then each geodetic set uses at least two vertices from B. If there are at least
two distinct problematic neighbor bags, then two additional vertices suffice as shown in Lemma 6.
The algorithm checks this next in line 5. Otherwise, there is precisely one problematic neighbor
bag C, there is no problem solver, and bd(B,C) contains at least two problematic vertices. By
Lemma 7, all these vertices are in any geodetic set of G, so the algorithm is correct in line 8.

It is easy to verify that each line in Algorithm 1 takes polynomial time, and that the main loop
has a polynomial number of iterations. Since well-partitioned chordal graphs can be recognized in
polynomial time by an algorithm that produces a partition tree if one exists, see Theorem 5, this
proves Theorem 4.

Restatement of Theorem 4. There is a polynomial-time algorithm that given a well-partitioned
chordal graph G, computes a minimum-size geodetic set of G.
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