
1.  Introduction
The electric field is a fundamental quantity in space plasmas, yet it is one of the most difficult to measure. 
This is because in many situations the electric field is very small (<1 mV/m), and the plasma is very dilute 
(<1 cm−3), conditions under which it is challenging for the conventional double-probe technique to distin-
guish natural fields from those induced by spacecraft wakes, photoelectrons, and sheaths. The motivation 
for the technique implemented with the electron drift instrument (EDI) was to minimize the effects of such 
spacecraft-perturbed environments, and to measure the full drift velocity vector in the plane perpendicular 
to the magnetic fields, regardless of the orientation of the spacecraft spin axis. The EDI technique involves 
sensing the drift of a weak beam of test electrons emitted by electron guns mounted on the spacecraft. When 
emitted in uniquely defined directions perpendicular to the magnetic field, these electrons return to associ-
ated detectors after one or more gyrations in the ambient magnetic field, as proven on the European Space 
Agency's (ESA's) Geos spacecraft by Melzner et al. (1978).

Although conceptually simple, a practical implementation of the EDI technique must address several chal-
lenges that are imposed by the ambient environment. First, for the Cluster mission, the electric and mag-
netic fields can lie in any orientation with respect to the spacecraft body axes. This means that each elec-
tron gun must be able to fire beams in any direction within, at least, a 2π steradian hemisphere. Similarly, 
each detector must be capable of receiving the return beam over at least a full hemisphere. This constraint 
means that each detector will, on average, have the sun in its field of view half the time, necessitating an 
excellent rejection of any background signal from solar ultraviolet (UV), while simultaneously maintaining 
hemispherical sensitivity to electrons. There were no existing electron guns nor detectors meeting those 
requirements when EDI development began.
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A second set of challenges flow from the dynamics of the electric and 
magnetic fields. As these fields vary, acquisition and tracking of the need-
ed firing direction (that for which the beam returns to the spacecraft) 
requires an onboard control loop, operating on ms timescales, to continu-
ously evaluate the success of recently fired electrons after their gyro orbit 
and to determine the appropriate next firing direction. Since the beam 
must be fired in the plane perpendicular to B, this also requires determin-
ing the instantaneous magnetic field direction from raw onboard field 
measurements that were taken slightly earlier. The fields’ dynamics also 
require that the guns and detectors must be rapidly, electronically steer-
able by the control software. The dynamic range and variability of the 
fields also means that the intensity of the returning beam varies by orders 
of magnitude due to the ranges of gyro radius and drift step; hence, the 
current of electrons in the emitted beam (the “beam current”) must be 
adjustable by the onboard control software over a large range.

The dynamics of the ambient plasma electrons, together with the varying 
intensity of the return beams, provides a third set of challenges. In detect-
ing the return beam, the detector necessarily also detects ambient elec-
trons having a similar energy. For successful operation, the detector must 
receive sufficient beam electrons to unambiguously recognize a “hit,” 
while rejecting enough of the ambient electrons to prevent them from 
overwhelming the signal. These two sources of signal place competing 
requirements on the detector. To maximize the beam signal, the detector 
must have a large effective area to a mono-energetic, parallel beam, that 
is, all beam electrons traveling parallel to each other.

That is, it must have a large receiving area for a signal that, in effect, 
resides at a single point in velocity space. In contrast, to minimize the 
ambient flux, the detector must limit its geometric factor so that is does 
not sample too much of the velocity space that is occupied by ambient 
electrons. Due to varying geometries and beam currents, the instantane-

ous rate of electrons being detected can at times be extremely large, requiring the detector and its electronics 
to perform without saturating and to survive over the mission lifetime.

The above challenges imply a fourth set of requirements for onboard control. At the most basic level, the 
control software must acquire and track the successful firing directions for each of the two gun-detector 
pairs. It must recognize successful hits and send the associated data to telemetry. These functions must be 
accomplished in the presence of continually changing ambient conditions and the associated variations 
in signal to background. To accomplish this task, the onboard software must “navigate” the space of EDI's 
control parameters.

2.  Principle of Technique
The electron-drift technique is based on firing weak beams of electrons as test particles, which are then 
detected after one or more gyro orbits in the ambient magnetic field (Paschmann et al., 1997, 2001; Quinn 
et al., 2001). Briefly, as the electrons experience a drift velocity Vd, induced by an electric field E⊥, their gyro 
motion is distorted from circles into cycloids. (A magnetic field gradient also introduces a drift, as discussed 
at the end of this section.) As the electrons drift, they are displaced in one gyro period Tg by the “drift-step” 
vector d, which is the fundamental quantity measured by EDI.

 .d gTd V� (1)

EDI uses two guns and detectors, integrated into a pair of gun-detector units (GDUs), which are mounted 
on opposite sides of the spacecraft in order to simultaneously sample two gyro orbits. Figure 1 schematically 
illustrates this with two orbits (not to scale) in the plane perpendicular to B, referred to as the B⊥-plane. 
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Figure 1.  Electron drift instrument principle of operation. For arbitrary 
combinations of magnetic field B and electric field E (or equivalent 
drift velocity Vd), only one single-gyration electron-trajectory exists that 
connects each gun with the detector on the opposite side of the spacecraft. 
The two trajectories differ in their lengths and thus in their times-of-flight. 
Note that to fit the spacecraft and the electron orbits on the same sale, they 
are drawn for very high values of drift velocity and magnetic field. From 
Paschmann et al. (2001).
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Given any relative positioning of the two GDUs in the B⊥-plane, there is 
only one beam firing direction that will return the beam to the opposite 
detector after a single gyro orbit. Knowing the positions of the two GDUs, 
together with the firing directions of the guns, is sufficient to determine 
the drift step, and hence, the drift velocity. This geometric measurement 
of the drift step, the triangulation technique, is one of two methods used 
by EDI, the other being time-of-flight, both of which are explained below.

The triangulation technique is illustrated conceptually in Figure 2. In the 
absence of an electric field (or a magnetic gradient), an electron beam 
fired in any direction perpendicular to the ambient magnetic field, B, re-
turns to its starting point after completing a circular orbit. However, in 
the presence of a drift, electrons with any firing direction are instead dis-
placed in one gyro period by the drift step. By definition of the drift step, 
electrons moving through the tail of d hit the detector one gyro period 
later. Therefore, for the purpose of aiming the electron beams, the tail of 
d can be viewed as the “Target”. According to Equation 1, measurement 
of the drift step, together with the knowledge of the gyro period, is suffi-
cient to determine the drift velocity.

Figure 2 shows the EDI triangulation principle in simplified form, with 
two guns and a single “virtual detector” located between them at a dis-
tance of one spacecraft diameter from each gun. In reality, the configu-
ration is as shown in Figure 1, with two detectors (co-located with the 
two guns), but the simplified form is geometrically equivalent because 
the relative positions between the guns and detector(s) are the same. To 
display triangulation data, we will use this simplified picture. Figure 2 
shows the situation with the beams aimed at the Target, but when aimed 
in the opposite direction, away from the Target, the electrons will also 
return to the detector. In practice, the choice of whether electrons are 
aimed toward or away from the Target is usually determined by gun and 
detector fields-of-view.

As is evident from Figure 1, the two electron orbits have different lengths, 
and thus different travel times.

 1,2 (1 / ),g d eT T V V� (2)

where Tg is the gyro time and Ve is the electron velocity. From Equation 2, it follows immediately that the 
difference between the two times-of-flight provides a measure of the drift velocity, Vd:

   1 2Δ 2( / ) 2( / ),d e g eT T T V V T d V� (3)

while their sum is twice the gyro time:

 1 2 2 .gT T T� (4)

Noting that Tg = 2πme/eB, this means that the time-of-flight measurements allow B to be determined as 
well.

According to Equation 2, the drift introduces a small deviation of the times-of-flight from the gyro time, 
because the drift velocity is small compared with the velocity of the beam electrons, which is true for the 
conditions encountered on Cluster. The measurement of the times-of-flight is described in Section 3.

It should be noted that in addition to E × B motion, the drift of electrons also includes a ∇B component. 
For the beam energies used by EDI the energy-dependent ∇B drift is typically much smaller than the (en-
ergy-independent) E × B drift. In order to assess, and potentially adjust for, the ∇B drift, EDI is capable of 
operating with two different beam energies (0.5 and 1.0 keV). After confirming on orbit that the ∇B drift 
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Figure 2.  Electron drift instrument triangulation principle, shown 
projected in the plane perpendicular to B. A simplified configuration is 
shown, with two guns and a single detector, to aid visualization of the 
triangulation geometry. The “drift step,” d, is the displacement of the 
drifting beam electrons in one gyro period. By definition, beams aimed at 
the tail of the vector d (the Target) return to the detector (the head of d) 
after one gyro orbit. The drift step is measured geometrically, using the 
firing directions of the two guns and the known positions of the guns and 
detectors. The beam trajectories appear as straight lines because the gyro 
radius of the beam electrons is much greater than the scale of the figure. 
From Quinn et al. (2001).
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is so small as to be unimportant in the regimes measured by EDI, Cluster operations routinely used a fixed 
beam energy.

In summary, it can be stated that the triangulation and time-of-flight techniques complement each other 
ideally. While the determination of the drift step via triangulation becomes increasingly inaccurate as the 
Target moves further and further away, as in any triangulation problem, the time-of-flight technique be-
comes more accurate because, according to Equation 3, ΔT increases with increasing drift steps, and thus, 
is easier to measure.

3.  Implementation and Operational Experience
The EDI instrument consists of two integrated GDUs and a Controller with reprogrammable software, 
which performs beam acquisition and tracking, receives onboard data from the Flux-Gate Magnetometer 
(FGM) (Balogh et al., 1997) and Spatio-Temporal Analysis of Field Fluctuations (STAFF) (Cornilleau-Wehr-
lin et al., 1997) instruments, and produces data for telemetry. A Correlator performs the functions of encod-
ing the outgoing EDI beams, identifying receipt of returning beams by the detectors in the presence of back-
ground fluxes of ambient electrons, and performing time-of-flight measurements. Full descriptions of the 
EDI hardware and beam coding are provided in the study of Paschmann et al. (1997) and Vaith et al. (1998). 
Briefly, the capabilities of each are as follows.

The gun consists of a conventional electron source with a tungsten filament, followed by an electric octu-
pole deflection system, and emits a weak beam of 0.5 or 1.0 keV electrons, calibrated to fire in any direction 
within a solid angle of more than a hemisphere. The beam widths are approximately 1° at small deflection 
angles, increasing to 4° by 1° at large deflections. The emitted beam current is adjustable by the Controller 
over more than two orders of magnitude (from 1 nA to several hundred nA), and the beam is modulated as 
described below.

The detector consists of a multi-element, double-focusing optics section and a 128-anode, microchannel 
plate based, sensor. The detector enables EDI to function across a range of different regimes by having 
different “Optics States” (i.e., different sets of voltages for the deflection elements within the detector) for 
various levels of return beam intensity and ambient background flux. Counts from the return beam are 
determined by the detector's effective area, A, to the mono-energetic and parallel flux, whereas background 
counts from ambient electrons are set by the detector's geometric factor, G. The Controller's autonomous 
selection of different States enables adequate signal levels from the beam with respect to the background 
signal to be maintained by the Controller over a wide range of field strengths and ambient electron fluxes.

The Correlator generates a repetitive digital signal, called a pseudo-noise (PN) code, that is used to on/
off-modulate the beam emitted by the gun, and to detect and perform timing of the return beam using de-
layed versions of the code. A distinctive feature of PN codes is their ideal autocorrelation property, which 
provides timing of the received signal with much greater resolution than the integration period of its recep-
tion. EDI uses two different code sequences, a short one with 15 code elements and a long code with 127 
elements. The selection of which code and of the width of the code elements is determined from ambient 
conditions to maximize accuracy, to avoid aliasing when the code length is substantially shorter than the 
gyro period, and to differentiate return beams that have gyrated more than once before detection.

To identify return beams in the detected signal, the PN code allows the Correlator to effectively subtract 
the average background signal of (uncorrelated) ambient electrons, while integrating counts from the cor-
related beam electrons. Due to counting statistics, this background removal is imperfect and the net result 
includes a residual noise equal to these statistical fluctuations, that is, approximately equal to the square 
root of the uncorrelated ambient counts. Therefore, the ratio of signal counts to the square root of the 
background counts, representing EDI's signal-to-noise, is used to determine beam detection and as a key 
parameter in the continual onboard adjustments of the operating parameters such as beam current and 
Optics State.

The Controller acquires successful return beams by sweeping the gun firing direction in the plane perpen-
dicular to B until a beam signal is detected, and then sweeping the beam back and forth for continued “hits,” 
referred to as the “Windshield Wiper Mode.” This requires controlling the beam firing and detector look 
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directions, while adjusting as needed the beam current levels, Optics State, and Correlator parameters. To 
enable a return beam, the guns must be constantly aimed in the plane perpendicular to the magnetic field 
to within approximately half the beam width, for which EDI uses the on-board data from FGM and STAFF. 
The data from FGM are available only every 62.5 ms. To obtain the field at times closer to the beam firing 
times, EDI integrates the digitized STAFF signals and adds them to the FGM values, taking into account the 
delay between the FGM measurements and time of receipt by EDI. The flight software is able to work with 
either FGM data alone or with the combined FGM/STAFF data.

Due to the large geometric factors that can be achieved with suitable choice of the Optics State, the EDI 
detectors are capable of measuring electron fluxes at very high time resolution. A special purpose “Ambient 
Mode” exploits this capability, in which the electron guns are turned off, and the ambient electrons are 
sampled at 0.5 or 1 keV and for example, pitch angles of 0°, 90°, and/or 180°.

Cluster operational experience identified or clarified several areas that were unknown before launch.

•	 �While we had expected to require on-orbit calibration adjustments to the guns to achieve the needed 
firing accuracy of ≈1° over the full hemisphere, none were needed. Analysis of successful beam hits over 
months of operation confirmed that the ground calibrations were quite good over the full fields of view.

•	 �Despite immense care in the design of the detector optics, there was uncertainty about the level of sun 
response with such an open design. In fact, there was no sun-induced background at all.

•	 �The lifetime of the tungsten filaments in the guns posed a concern, but no problems actually occurred.
•	 �The ability to acquire and track return beams was variable, working very well in some regions, that is, in 

higher magnetic fields, but less so in others. However, concern that the beams would be disrupted before 
returning proved to be unfounded. Tracking results were poor in very weak magnetic fields and in highly 
variable fields. (It was always expected that temporal variations happening faster than electron drift in-
strument (EDI)'s basic 4 ms servo loop, or faster than the gyro period, would be a problem.)

•	 �Prior to launch, it was assumed that measurements would be primarily made using single pairs (one 
from each gun) of near-simultaneous beams. In practice, the times between hits were too variable for 
this. Instead, the analysis used accumulated beams over a spin, or sub-spin period (Section 4.1.)

After substantial ground analyses and comparisons with other measurements, we can conclude that EDI 
does not always provide a measurement, but that when it does the result is highly reliable.

Numerous onboard software patches and table updates, reflecting a substantial learning curve, were re-
quired to adjust EDI's control parameters, beam-recognition algorithms, and magnetometer calibrations 
sufficiently well for the instrument to operate successfully under a wide range of ambient conditions. As the 
mission progressed, operations were adjusted as follows in response to a variety of conditions.

•	 �In addition to operation in Windshield Wiper (WW) Mode for measuring electric fields, EDI began pro-
duction of Ambient Mode (AE) data, involving sampling of ambient electron fluxes at selected pitch 
angles, in April 2004. Switching between WW and AE modes later followed a three-orbit (later six-orbit) 
cycle.

•	 �It was discovered on orbit that the large beam currents required in weak magnetic field regions, in con-
junction with the beam's current modulation, caused interference with the electric wave measurements 
of the Waves of High Frequency and Sounder for Probing of Electron Density by Relaxation (WHISPER) 
instrument (Décréau et al., 1997). To reduce this interference, a number of rules for EDI operations were 
implemented and adjusted over the course of the mission. The rules were a combination of beam current 
limits and restriction of EDI WW operations to regions of medium to high magnetic fields.

•	 �On Cluster 1, the beam modulation circuit of one gun failed during the commissioning phase, meaning 
that only full-spin time resolution is available using the single functioning gun. Over time increasing 
interference by this gun with WHISPER led to suspension of WW operations in July 2010.

•	 �On Cluster 2, WW operation was suspended in April 2004 because interference with WHISPER was 
more pronounced on that spacecraft.

•	 �On Cluster 3, one of the two guns was decommissioned in July 2010 due to increasing WHISPER inter-
ference. WW operations then continued with a single gun until February 2017, when the signal level 
from the sensor had degraded.
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•	 �On both Cluster 1 and Cluster 3, WW operations were resumed, each with a single gun, in 2018 for the 
purpose of obtaining cross-calibration data. These operations were limited to a ±2 h window around 
perigee every fourth orbit.

•	 �EDI did not function on Cluster 4 because of a hardware failure at turn-on.
•	 �Use of STAFF data for onboard merging with FGM data was discontinued due to failures of EDI's 

analog-to-digital converters in September 2003 on Cluster 2 and Cluster 3, and in March 2004 on Cluster 1.

4.  Analysis Methods
In every telemetry record (128 ms nominal mode or 16 ms burst mode) EDI transmits the gun firing di-
rections, detector count rates, measured times-of-flight, correlator settings, and information regarding sig-
nal quality. Further auxiliary data (beam currents, Optics States, control-loop parameters) are sent in each 
telemetry format (5.2 s). Because EDI operates asynchronously, time-tags are included in each data record.

With these telemetered data and the Sun Reference Pulse, the automated ground analysis computes the 
beam directions and gun positions in the spacecraft-sun coordinate system. The standard analysis proce-
dure selects all detected beams within a specified time-interval to determine the drift step. The default 
analysis interval is one spacecraft spin (4 s), however, shorter intervals can be chosen for higher time resolu-
tion (see Quinn et al., 2001). From the telemetry data, the ground software then calculates and outputs the 
perpendicular drift velocity and the equivalent convection electric field with up to 1 s resolution.

4.1.  Triangulation Analysis

The triangulation technique illustrated in Figure 2 implies that the drift step is obtained from the crossing 
point of a pair of the beams emitted simultaneously by the two guns. It turned out, however, that simulta-
neous tracking of the Target by both guns is not dependable. We, therefore, use a scheme, where all beams 
within a certain time interval are combined, as shown in Figure 3. Note that the construction of the drift 
step from the firing directions of the beams is for a virtual detector location at the center of the spacecraft. 
Thus, to preserve the correct gun-detector separation distance, the spacecraft is drawn at twice its actual di-
mensions, and the gun positions, projected into the B⊥-plane, lie on the edge of the ellipse as the spacecraft 
rotates, as explained in Quinn et al. (2001).

The examples in the top part of Figure 3 are for four intervals of 0.5-s duration each, during which time the 
spacecraft rotates by about 45°, explaining why the multiple hits in each frame are associated with differ-
ent gun positions and firing directions. An example of the drift step triangulation when single and double 
runners, that is, electrons having gyrated once or twice, respectively, before returning to the spacecraft, 
occur simultaneously is shown in the bottom part of Figure 3. The figure emphasizes the importance of 
the correct identification of the multi-runners, achieved with the help of the time-of-flight measurements.

As an aside, we note that multi-runners are observed because, as described in Section 3, the beam pointing 
algorithm traverses a range of firing angles in addition to the (a priori unknown) unique direction required 
to hit the detector after a single gyration. This angular sweeping sometimes includes the firing angles ap-
propriate for multi-runner Targets, in which case they are detected if sufficient signal remains after multi-
ple gyrations. Note that although multi-runner trajectories could, in principle, be precluded by spacecraft 
blocking on earlier gyrations, in practice they are sometimes, but not always, observed. One expects that the 
beam “shadow” cast by the spacecraft in the dispersed beam is somewhat filled-in over the subsequent gyro 
orbit, that is, due to minor deflections from nonuniformities in the ambient magnetic and electric fields.

In order to determine the drift step, the analysis procedure assigns a “cost-function” to candidate Target 
locations at each grid-point in the B⊥-plane. The cost-function is calculated by summing the squared an-
gle-deviations of all beams in the analysis interval from the direction to the candidate grid-point. Analysis 
intervals of 1, 1/2, or 1/4 spin period may be selected in the standard software. The grid-point with the 
smallest value of the cost-function is taken as the Target solution. The analysis fails if the drift step and/
or the magnetic field significantly vary within the chosen time interval. Such cases can be identified and 
rejected by the variance in the magnetic field, by the quality of the fit (as measured by its reduced χ2), and 
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by the distribution of the individual beam angle- and magnitude “miss” distances from the computed drift 
step.

4.2.  Time-of-Flight Analysis

The time-of-flight analysis provides three functions. The first and primary purpose is to determine the drift 
velocity when drift steps are too large for accurate triangulation analysis. Second, it supports triangulation 
analysis by helping to identify multi-runners, that is, electrons having gyrated more than once. Third, it 
provides an accurate measurement of B.

It is conceptually straightforward to determine the drift step (and thus, the drift velocity) from the difference 
in the time-of-flight between the beams directed toward and away from the Target. When the drift step is 
substantially larger than the spacecraft diameter, the firing directions become nearly parallel. This makes 
it relatively easy to separate the beams within the analysis interval (e.g., a spin period) into two oppositely 
directed sets. One set (with the larger times-of-flight) contains beams directed toward the Target, while the 
other contains beams directed away from the Target. This resolves the ambiguity in the drift direction, while 
the drift magnitude is then calculated from the difference in the times-of-flight (see Equation 3).

Since the EDI time-of-flight measurements provide a precise determination of the magnetic field magni-
tude, they have been used routinely to determine the spin-axis offsets of the magnetic field measurements, 
which are notoriously difficult to assess. The application of EDI data for the FGM calibrations are described 
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Figure 3.  Left: Sample electron drift instrument triangulation plots in the (X⊥, Y⊥) – plane oriented perpendicular to the magnetic field, for four 0.5 s intervals, 
spaced 10 min apart. Red and green lines are the firing lines of the two electron guns for those times when the beams were properly aimed at the Target and 
returned to the detectors. The gun positions, projected onto the plane of the figure, move on an ellipse as the spacecraft rotates through 1/8 of a spin in each 
panel. The measured “drift step” is the vector (not shown) from the beam intersection to the center of the figure (see Quinn et al., 2001). Right: Triangulation 
plot for a 4-s interval (i.e., one spacecraft spin period), during which there were beams aimed at the Targets for “single-runners” (black lines) and “double-
runners” (magenta lines), that is, for electrons having gyrated once or twice, respectively, before returning to the spacecraft. Gun 1 and Gun 2 locations are 
shown as asterisks and triangles, their firing directions as dashed and solid lines, respectively. The solid circles are placed at the Target locations for single, 
double, triple, and quadruple runners. In the plot on the right, the axes in the B⊥-plane, although labeled XBPP and YBPP, are the same as those in the figure on 
the left (from Paschmann et al., 2001).
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in (Georgescu et al., 2006; Leinweber et al., 2012; Nakamura et al., 2014; Plaschke et al., 2014) and have been 
applied also on the Mgnetospheric Multiscale mission.

5.  Results
In this section, we will review the Cluster results that depended on the use of EDI data. In Section 5.1, 
we compare the EDI and Electric Field and Waves (EFW) measurements, and in Section 5.2, we discuss 
results for ion outflows, made possible by combining EDI and EFW data to infer the parallel ion velocity 
when their energy is so low that they are “hidden” to particle instruments. In Sections 5.3, 5.4, and 5.5, the 
measurements of plasma convection over the polar cap, magnetotail lobes, and the inner magnetosphere, 
respectively, are discussed. In Section 5.6, the measurements of ambient electrons are addressed.

5.1.  Comparison of EDI With EFW

Cluster carries two types of electric field instruments, the Electric Field and Wave Experiment, EFW (Gus-
tafsson et al., 1997), and EDI, and one of the goals of the Cluster mission was to compare them in various 
plasma regimes. As discussed in detail in Eriksson et al. (2006), each technique has its merits and weakness-
es. Double probe instruments have several relative advantages: Conceptual simplicity, regular sampling at 
essentially unlimited frequency, the ability to handle rapidly varying fields with arbitrarily large amplitudes, 
and an operational principle that does not depend on the magnetic field. However, the double probes are 
sensitive to local effects such as perturbations caused by the spacecraft or by the wire booms that support 
the probes, and asymmetries in the low energy plasma and photoelectrons that surround the spacecraft, 
particularly in plasma regimes with low density.

In contrast, the electron drift technique employed by EDI is not sensitive to the spacecraft environment, 
as the energy of the electrons emitted by EDI, typically 1 keV, is much larger than spacecraft potentials, 
and for the magnetic fields encountered along the Cluster orbit, the emitted electrons spend most of their 
time far away from the spacecraft. There is also the fact that EDI measures the full v⊥, equivalent to the full 
E⊥, while EFW measures only the two components of E in the spin-plane. Another strength of EDI is that 
the technique is based on simple geometry. Thus, the measurement is reliable when the target tracking is 
successful; there is no need for offset correction or regime-dependent calibration. On the other hand, EDI 
necessarily relies upon detecting electrons that return to the spacecraft after one or more gyro-orbits. There-
fore, to avoid excessive signal dilution from beam dispersion, the technique requires that the magnetic field 
be sufficiently strong. Moreover, beam tracking can be adversely affected by rapid variations in the magnetic 
or electric field, or by sufficiently strong fluxes of natural electrons near the beam energy, which can swamp 
the beam signal.

Figure 4 presents a comparison of EFW and EDI data, showing agreement to within a fraction of a mV/m 
during a series of pulsations in the inner magnetosphere. Figure 5 presents a comparison of EFW and EDI 
data for an interval over the polar cap. As evident from panels (b) and (c), the electric field measurements 
by EFW and EDI differ by several mV/m during much of this time interval. Evidence that the field seen by 
EFW is not solely the unperturbed electric field is provided by the agreement between the velocity meas-
urements by EDI and by the Cluster Ion Spectrometry (CIS) Instrument for this interval (see Figure 4 in 
Eriksson et al., 2006).

An important clue is that the EFW electric field varies with the probe-to-spacecraft potential, shown in the 
top panel. As potential variations of a few volts do not affect EDI (using electrons of keV energy) this de-
pendence on the spacecraft potential is further evidence that EFW is measuring a perturbed field. The role 
of the spacecraft potential was further demonstrated for an event in which the spurious field disappeared at 
the moment the potential control by the Active Spacecraft Potential Control (ASPOC) instrument (Riedler 
et al., 1997) was turned on (see Figure 13 in Eriksson et al., 2006).

Eriksson et al. (2006) show that the spurious field likely arises from the formation of an ion wake behind 
the (positively charged) spacecraft when immersed in a supersonic flow. The conclusion that the EFW-EDI 
discrepancies observed over the polar cap are caused by these spurious fields has been an important contri-
bution by the EDI investigation.
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5.2.  Wake Effects and Ion Outflow

The idea that the spurious electric fields are caused by a wake behind the Cluster spacecraft, directed along 
the ambient plasma flow velocity, has been exploited by Engwall, Eriksson, André, et al. (2006), Engwall, 
Eriksson, and Forest (2006), and Engwall et al. (2008, 2009) to estimate the flow velocity of the tenuous, 
supersonic plasma flow that causes the wake. In their model, illustrated in Figure 6, the double-probe data 
from EFW and the electron drift velocity data from EDI, combined with a simple model for the wake behind 
a spacecraft, allow the determination of both the parallel and the perpendicular components, and thus, of 
the full flow velocity vector, of the ions escaping from the ionosphere and populating the geomagnetic tail 
lobes.

Little information was available about the outflow of these ions at large distances from Earth because they 
are normally invisible to spacecraft measurements. The reason is that the potential of a sunlit spacecraft in 
a tenuous plasma often exceeds the energy-per-charge of the ions, so that the ions cannot reach the instru-
ments onboard the spacecraft. As demonstrated on Cluster by Engwall, Eriksson, André, et al. (2006), cold 
ions are, however, observed by the CIS instrument if the spacecraft potential is actively controlled by the 
ASPOC instrument.

Numerous studies have employed the above technique of combining EFW and EDI measurements to 
study the outflow of cold ions (André et al., 2015; Engwall et al., 2008, 2009; Haaland et al., 2012, 2015; Li 
et al., 2012, 2013, 2017, 2018; Maes et al., 2017).

In a statistical study, André et al. (2015) have used above technique to determine that the global cold ion 
outflow is of the order of 1026 ions/s, often exceeding the outflow at higher energies. The increasing solar 
UV flux causes a doubling of the outflow during a solar cycle, due mainly to an increase in density.
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Figure 4.  Comparison of electric field and waves (EFW) and electron drift instrument (EDI) data for an interval in the 
ring current region. The top panel shows the x-components, the bottom panel the y-components of the electric field. 
Note that, in contrast to EFW, EDI also measure the z-component (not shown). From Eriksson et al. (2006).
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Haaland et al. (2015) studied the total outflow during geomagnetic storms. Their results indicate that out-
flow rates vary almost an order of magnitude between quiet and very disturbed conditions. The outflow 
increased to a maximum of 2.7 × 1026/s during the peak phase of the storm that they investigated. Maes 
et al. (2017) observed a strong dependence of the ion velocity and density on the solar zenith angle.

Li et al. (2013) have investigated the transport of cold ions between the polar cap ionosphere and the plasma 
sheet. By combining the EFW and EDI measurements to determine the ion velocities (as discussed in Sec-
tion 5.1), and the Tsyganenko magnetic field model, they traced the ion motion from the observation site to 
the plasma sheet. Figures 7a and 7c show the magnetic field lines in the geocentric solar magnetospeheric 
(GSM) (x,z)-plane during quiet and disturbed conditions, respectively, with the red symbols separating the 
regions, labeled Ra and Rb, where the ions are moving sunward and tailward, respectively. Figures 7b and 7d 
show the travel times (in seconds) of the ions until they reached the plasma sheet. EDI convection velocity 
measurements were also used in a recent study by Krcelic et al. (2020) of the escape of oxygen ions meas-
ured by the CIS instrument.
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Figure 5.  Comparison of electric field and waves (EFW) and electron drift instrument (EDI) data for an interval the exhibits a spurious electric field in 
the EFW data. The data are for an interval over the polar cap where upwelling ions are observed. From top to bottom, the figure shows: (a) EFW probe-to-
spacecraft potential; (b), (c) Ex and Ey, respectively, from EFW (blue) and EDI (red); (d) the X- (black) and Y-components (magenta) of the spurious field, 
Espur = EEFW − EEDI; (e) angle of the projections, into the spacecraft spin plane, of the magnetic field −B (green), the spurious field Espur (red), and the 
perpendicular velocity V⊥ (blue) from EDI. From Eriksson et al. (2006).
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5.3.  Polar Cap Convection

Due to their 90° initial inclination orbits, the Cluster spacecraft cover 
both polar caps twice per year, allowing detailed studies of the convec-
tion patterns. EDI is particularly suited for such studies because it meas-
ures the full drift velocity without being affected by spacecraft-induced 
disturbances.

First results were reported for 20 polar cap passes by Cluster under vary-
ing interplanetary magnetic field (IMF; Vaith et al., 2004). They exploited 
the Cluster multi-point measurements to infer the spatial scales of the 
convection velocities measured by EDI. The result, shown in Figure 8, is 
that the scales, when mapping the spacecraft separation distances down 
to ionospheric altitudes, are always larger than 1 km and sometimes larg-
er than a few hundred km. What is surprising is the observation that poor 
correlations already occur at separations of only a few tens of km, which 
is below the resolution achieved by the Super Dual Auroral Radar Net-
work (SuperDARN) radars in their standard scan mode.

Using 6 years of data, Haaland et al. (2007) have derived statistical maps 
of the polar cap convection. Their study used one-minute averages of the 
convection measurements, comprising 5,862 h of EDI data, obtained at 
distances between ∼4 and ∼20 RE over both hemispheres and sorted ac-
cording to the clock-angle of the IMF. An improved method (Haaland 
et al., 2006) to calculate the propagation delay of the IMF was used, and 
very stringent conditions for the temporal stability of the IMF data were 
applied.

Figure 9 shows maps of the inferred electric potentials in the northern polar ionosphere, for 8 sectors of the 
IMF. For strongly southward IMF (Sector 4), the usual two-cell convection pattern is observed, with strong 
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Figure 6.  Illustration of the method to derive the flow of cold ions from a 
combination of electric field and waves and electron drift instrument (EDI) 
measurements, in the presence of the wake created behind a positively 
charged spacecraft. With the direction of the flow (green arrow inside the 
wake) set to the direction of the wake electric field, Ew = EEFW − EEDI; 
the direction of the ambient magnetic field, B (green horizontal arrows, 
from, Flux-Gate Magnetometer (FGM)), and the velocity, u⊥ perpendicular 
to B (green vertical arrow, from EDI), u∥ (red arrow) and then u can be 
determined. From Engwall et al. (2009).

Figure 7.  (a) Projection into the geocentric solar magnetospeheric (GSM) (x, z)-plane of the magnetic field according to the Tsyganenko T01 magnetic field 
model for quiet conditions. The red stars mark the separation between earthward convection (labeled Ra) and tailward convection (Rb). (b) Map of the ion 
transport time from the northern polar cap ionosphere to the plasma sheet during quiet geomagnetic conditions. (c), (d) Same as (a), (b) but for disturbed 
magnetospheric conditions. From Li et al. (2013).
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anti-sunward convection over the pole, albeit with significantly skewed cells. The skewing increases in the 
presence of a positive IMF By (Sector 3), as a result of the asymmetrical addition of open flux to the tail 
lobes. One would expect the skewing to be reversed for a negative IMF By (Sector 5), but what is observed is 
that the flow is nearly anti-sunward over the central polar cap. For sectors centered in the positive or nega-
tive y-direction (Sectors 2 and 6, respectively), the observations show the emergence of one crescent-shaped 
and one more rounded cell. What apparently was not previously reported, is that the polar cap potentials 
are larger for positive By (Sector 1) than for negative By (Sector 7), and similarly for Sector 2 versus Sector 
6, and for Sector 3 versus Sector 5. This is a further illustration of the lack of mirror-symmetry for positive 
and negative IMF By.

Haaland et al. (2007) compared the EDI results with published results based on SuperDARN and low-alti-
tude satellite measurements and found excellent agreement between the convection patterns, particularly 
the lack of mirror-symmetry between the maps for positive and negative IMF By. They emphasized the 
appearance of a duskward directed flow component for conditions of strongly southward directed IMF, and 
(c) the general reduction of potentials for northerly IMF directions. A comparison of the northern polar 
cap potentials showed that the EDI-based values are similar to those from Papitashvili and Rich (2002) and 
Ruohoniemi and Greenwald (2005), but lower than those of Weimer (2005).

As Haaland et al. (2007) noted, the generally good agreement between the mapped EDI and the ground-
based or low-altitude convection measurements shows that the assumption underlying the mapping, name-
ly that magnetic field fields lines are equipotentials, is basically correct They also refer to a study of a single 
event by Baker et al. (2004) which shows that the amount of consistency between EDI and SuperDARN 
measurements can be variable.
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Figure 8.  (a) Correlation coefficients of 1-h intervals of 60 s smoothed electron drift instrument convection velocities, scaled to ionospheric altitudes of 
100 km, versus spacecraft separation distances transverse to the magnetic field, mapped down to ionospheric altitudes, with the correlation coefficients above 
and below the significance threshold colored in blue and black, respectively; panels (b) and (c) are the same as (a), except that they apply to the cases for 
northward and southward interplanetary magnetic field, respectively. The average trend is indicated by the asterisks. From Vaith et al. (2004).
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For northward IMF (Sector 0 in Figure 9), the convection is weak, as indicated by the much larger spacing 
of the contours. On the nightside, the convection is still anti-sunward, but on the dayside, two more cells 
appear at high magnetic latitudes. This effect is more prominent in Figure 10, which shows the map for 
northward IMF, based on a significantly larger database (Förster et  al.,  2008). The extra cells are often 
referred to as the lobe-cells. They are created through reconnection, tailward of the polar cusp, of already 
open polar cap field lines with a strongly northward IMF.

Förster et al. (2007) extended the statistical study by Haaland et al. (2007) by looking at the variances and 
correlations of the polar cap convection velocities as a function of IMF orientation. Interestingly, the spatial 
patterns of the variability of the convection as a function of IMF By were found to be similar to those of 
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Figure 9.  Electric potentials in the northern polar cap, for eight 45°-wide sectors of the interplanetary magnetic field clock-angle, as a function of latitude and 
magnetic local time, obtained by mapping the electron drift instrument convection velocity measurements into the ionosphere. The background color shows the 
magnitude of the potential, using the color bar shown at the center. The solid black lines are drawn at fixed values of the potential and are spaced 3 kV apart. 
The minimum and maximum potentials are listed at the bottom and the total potential at the upper right of each frame. Sectors 0 through 7 are centered at 0°, 
45°, 90°, 135°, 180°, 225°, and 270°, respectively. From Haaland et al. (2007).
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the convection itself. Correlations with external drivers are in agreement 
with earlier results (Matsui et al., 2005; Papitashvili & Rich, 2002; Ruo-
honiemi & Greenwald, 2005). As an example, Figure 11 shows the strong 
dependence of the polar cap potentials and the convection velocities on 
the IMF clock angle. Comparisons with a ground-based convection mod-
el were reported in Förster et al. (2009). The Interhemispheric differences 
in ionospheric convection apparent in the EDI observations have been 
revisited in Förster and Haaland (2015).

EDI convection velocity measurements have also been used to compare 
with the motion of auroral arcs (Kistler et  al.,  2002). Figure  12 shows 
a Keogram, from which the latitudinal motion of auroral features can 
be inferred. Superimposed on the Keogram are black and white arrows 
whose slope show the motion of ion outflow structures and the plasma 
convection velocity measured by the EDI instrument, respectively. A gen-
eral correspondence between the motion of the aurora and the convective 
motion of the plasma is observed.

5.4.  Lobe Convection

While polar cap convection observations are ubiquitous, Cluster has 
provided an unprecedented data set of sensitive in situ measurements 
at large distances. The first EDI measurements in the lobe, at distances 
between 5 and 15 RE, covering a limited time period, were published by 
Noda et al. (2003). They confirmed the expected convection toward the 
neutral sheet for all IMF conditions, the IMF By control of Vy, and a weak 
convection for northward IMF. A duskward component of the convection 
velocity for southward IMF was also evident, consistent with the polar 
cap convection maps (see Section 5.3).

A much larger data set was used for a statistical study of lobe convection by Haaland et al. (2008), consisting 
of roughly 450,000 one-minute vector measurements of the convection, obtained by EDI between February 
2001 and June 2007. For this study, the EDI measurements were mapped from the Cluster location to a 
YZGSM plane at X = −10 RE, basically in the same way as used for the polar cap convection studies discussed 
in Section 5.3, except that the mapping is to the magnetotail lobes rather than into the polar cap ionosphere, 
again using the Tsyganenko T2001 magnetic field model (convection patterns are shown in the study).

Because of the mapping along magnetic field lines to the (y, z)-plane at −10 RE, many of the EDI meas-
urements contributing to the tail-lobe data set were obtained while Cluster was actually located sunward 
of −10 RE. In fact only about 20% of the mapped data were actually obtained tailward of −8 RE, while the 
remaining 80% were from locations sunward of −8 RE, including many that were made on the dayside.

Figure 13 shows the two most pronounced correlations. On the left, the dependence of the z-component of 
the convection velocity on the IMF clock angle, showing the strong dependence expected for reconnection 
at the dayside magnetopause; and on the right, its dependence on the Dst magnetic activity measure, show-
ing the expected increase for more negative Dst, that is, for increased tail reconnection. Statistical studies of 
the convective plasma transport through the Earth's magnetotail lobes for various geomagnetic conditions 
have been described in Haaland et al. (2009).

In a study by Ohma et al. (2019), the EDI convection data from have been used to investigate how activity 
in the near-Earth tail affects the average convection pattern in the magnetotail lobes when the IMF is domi-
nated by its By component. As shown in Figure 14, the flow becomes more north-south aligned during active 
periods, which is interpreted as resulting from stronger near-Earth tail reconnection.

EDI convection data for the tail lobes have also been used in the recent studies by Case et al. (2018, 2020).
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Figure 10.  Four-cell potential pattern for a 45° sector centered on 0° clock 
angle. Note that the contours are spaced 1 kV apart, while the spacing was 
3 kV in Figure 9. From Förster et al. (2008).
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5.5.  Inner Magnetosphere Convection

The relatively low magnitudes of electric fields (of order 1 mV/m or less) 
and tenuous plasma conditions, combined with the need for knowledge 
of both components in the (variable) plane perpendicular to B, make 
systematic measurements with double probes in the equatorial inner 
magnetosphere quite challenging. In addition to direct measurements, 
several other techniques have provided key baselines. McIlwain analyzed 
energy-dependent plasma convection signatures to deduce detailed po-
tential maps (McIlwain, 1972, 1974). Low altitude measurements (which 
face the uncertainties of mapping to the equatorial region), theoretical 
models, and simulations have also been important (for references see, 
e.g., Matsui et al., 2013). An earlier electron beam instrument on ESA's 
Geos spacecraft obtained results in geosynchronous orbit (Baumjohann 
& Haerendel, 1985; Baumjohann et al., 1985, 1986).

EDI on Cluster provided an outstanding data set for comprehensive, sta-
tistical analyses of convection under a wide variety of conditions. Using 
the first year of data, Matsui et al. (2003) provided electric field and drift 
velocity maps for 4 < L < 10. As more data were acquired, this work was 
extended to derive detailed electric potential models parameterized by 
IMF By and Bz, Dst, Kp, season, and the interplanetary electric field (Mat-
sui et al., 2004, 2005).

To expand the empirical potential model, EDI measurements were aug-
mented with Cluster EFW data, particularly during highly active times 
when it is difficult for EDI to maintain track, thus providing denser and 
more continuous sampling (Matsui et  al.,  2013; Matsui, Puhl-Quinn, 
et al., 2008; Puhl-Quinn et al., 2008). These works also incorporated data 
from radar and low altitude satellites to extend the inner boundary of 
the potential model from L = 4 to L = 2, and added parameterization by 
the interplanetary electric field and Kp. Figure 15 (Matsui et al., 2013) 
shows corotating-frame potential contours derived from the merged data 
for six Kp ranges. Blue lines indicate the last closed equipotential (LCE) in 
the inertial frame, while the red line indicates a modeled magnetopause 
location. In addition to the overall intensification with Kp, two features 
are immediately apparent: (a) The stagnation point is consistently rotated 
to later magnetic local time than the dusk meridian, and (b) there is a 
marked kink in the contours on the nightside in the vicinity of the LCE.

In addition to the above derivations and analyses of the potential electric field, Matsui et al. (2010) analyzed 
storm-time electric fields, including the non-potential induced components, with an epoch analysis of 71 
storms.

Puhl-Quinn et al.  (2008) performed a detailed conjugacy analysis of subauroral ion drifts (SAID), using 
12 crossings of an SAID channel by Cluster and Defense Meteorological Satellite Program spacecraft in 
the post-dusk sector to compare measurements at a field-aligned separation of approximately 28,000 km. 
While the large-scale features of latitudinal width and field-aligned current strength agreed between the 
ionospheric and magnetospheric measurements, a number of differences highlighted the complexity of 
magnetosphere-ionosphere coupling at smaller scales.

5.6.  Fast Electron Measurements

In its “Ambient Mode,” EDI measures natural electrons, at fixed energy and selected pitch angles, with 
unprecedented time resolution (16  Hz for normal and 128  Hz for burst mode telemetry), by exploiting 
the unique capability of its two detectors to view in any direction. Ambient Mode data have been used 
to examine plasma regimes with high temporal variations, such as the magnetic reconnection regions at 
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Figure 11.  Top: Polar cap potentials as a function of the interplanetary 
magnetic field clock angle for the Northern (blue) and southern (red) 
hemisphere. Bottom: Magnitude and components of the convection 
velocity in m/s. Note that instead of Vx, it is −Vx that is plotted. After 
Förster et al. (2007).
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the magnetopause (Mozer et  al.,  2005) and the neutral sheet (Asano 
et al., 2006), and at the bow shock (Matsui, Torbert, et al., 2008).

Figure  16 shows one minute of EDI electron and FGM magnetic field 
data for a partial crossing of the quasi-perpendicular bow shock (Mat-
sui, Torbert, et al., 2008). The large-amplitude oscillations of the electron 
counts at pitch angles of 10°, 90°, and 170° are in-phase, while the elec-
tron counts and the magnetic field magnitude are out of phase. The con-
clusions were that these oscillations represent mirror mode waves, and 
that the oscillations of the electron counts in the parallel and anti-parallel 
directions are related to the oscillation of the parallel electric potential.

6.  Summary and Conclusions
EDI is an active experiment in that it measures the displacement that test 
electrons experience in one (or more) gyrations in the ambient magnetic 
field under the influence of an electric field. In Section 1, we described 
the challenges of implementing the simple concept and how these chal-
lenges were overcome. The principle of the technique was described in 
Section 2.

Central to the implementation, described in Section 3, are newly devel-
oped gun and detector designs that enable, under the control of EDI's on-
board software, the guns and detectors to scan their respective directions 
of beam firing and detection in the plane perpendicular to the ambient 
magnetic field and to search for those unique firing directions, deter-
mined by the geometry of the fields, that return the beam to the detector. 
The detector's look direction is slaved to the gun firing direction, so that it 

can detect the parallel electron beam when it returns, which must be achieved in the presence of both high 
fluxes of natural electrons and solar UV. The third central element of EDI is the controller and its software, 
which perform the autonomous control of EDI's operation. This includes the overall beam tracking algo-
rithms and all required lower level actions such as setting the gun and detector deflection voltages, beam 
currents, type and frequency of the PN code, recognition of beam hits, and generation of telemetry.

As described in Section 4, the drift velocity, and the equivalent electric field, is determined from the beam 
firing directions and/or from their time-of-flight. The latter has the side effect that it provides a measure-
ment of the magnetic field magnitude and thus can serve, and has indeed served, to determine the spin-axis 
offsets of the flux-gate magnetometer, FGM, which is notoriously difficult otherwise.

Turning to the science results, one of the most important is based on a unique feature of the Cluster science 
payload, namely the inclusion of two fundamentally different instruments for measuring the electric field, 

PASCHMANN ET AL.

10.1029/2021JA029313

16 of 22

Figure 12.  A “Keogram”, showing the latitudinal profile of auroral 
emissions as a function of time at midnight magnetic local time (MLT) 
from the far ultraviolet camera on the Imager for Magnetopause-to-Aurora 
mission on January 23, 2001. The black trace shows the track of the Cluster 
S/C 3. The slope of the black arrows give the velocities of the ion outflow 
structures, inferred from the time delays between their appearances in 
the Cluster Ion Spectrometry data on the different Cluster spacecraft. The 
steeper the slope the larger the northward/southward velocity. The slope of 
the white arrows give the convection velocities determined from electron 
drift instrument. From Kistler et al. (2002).

Figure 13.  Correlation between the z-component of the tail-lobe convection velocity (in km/s) and interplanetary magnetic field clock angle (left) and the Dst 
index (right). The curves in the left panel show the polar cap potentials. Black (red) color indicates northern (southern) hemisphere. From Haaland et al. (2008).
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EDI and EFW. Their comparison, dealt with in Section 5.1, established that the two techniques are truly 
complementary. The double probes of EFW provide measurements at all times and with very high time 
resolution, but only measure the field in the spacecraft spin plane. However, EFW measurements can be 
contaminated in conditions of a strong flow and dilute ambient plasma, so that the probes pass through the 
resulting ion wake. In contrast, the electron-drift technique is unaffected by spacecraft disturbances and 
measures the full perpendicular electric fields; EDI measurements are reliably accurate when available. 
However, EDI does not always provide a result, failing when the magnetic field is so low that the gyro radius 
of the beam electrons becomes very large and consequently the flux of the returning electrons too low, or 
the magnetic and electric fields are so variable that tracking of the beam target becomes impossible.

A surprising result is that by combining the wake-induced perturbed field measured by EFW and the un-
perturbed measurements by EDI the wake effect allowed the reconstruction of the flow velocity of the cold 
ions that are “invisible” to direct measurement by particle detectors. As demonstrated in Section 5.2, many 
studies exploited this feature to characterize the ion outflow over the polar cap.

EDI's main contribution was that it provided an unprecedented data set of sensitive full-vector measure-
ments for systematic investigation of the plasma convection over the poles and in the inner magnetosphere, 
and their dependencies on driving parameters such as IMF direction and magnetic activity. Polar measure-
ments mapped to the ionosphere, assuming magnetic field lines are equipotentials, have allowed quanti-
tative comparisons with low altitude and ground measurements, with generally good agreement (see Sec-
tion 5.3). When mapped out to the magnetotail, as discussed in Section 5.4, they have given a complimentary 
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Figure 14.  Average convection in the northern and southern central lobes for quiet (blue) and active (orange) conditions, seen from the tail. The averages 
are taken for two rectangular regions, one in the northern lobe and one in the southern lobe, with −6 RE < YGSM < 10RE and 8 RE < |ZGSM| < 16RE. The top two 
panels are for interplanetary magnetic field (IMF) Bz > 0 and positive and negative By, respectively; the bottom panels are for IMF Bz < 0. The numbers in the 
upper right of each panel show the angle between each vector and the geocentric solar magnetospeheric (GSM) Z-axis, and (in parentheses) the number of data 
points in each average. The width of the vectors indicates the standard error. From Ohma et al. (2019).



Journal of Geophysical Research: Space Physics

view of the convection over the full cross-section of the tail. In the inner magnetosphere EDI measurements 
were used to create a series of empirical potential models, parameterized by external drivers and activity 
indices, and the model was further expanded by combining EDI and EFW measurements. To support fur-
ther study of plasma convection in the lobes of the magnetotail, in particular, the skewing of the convection 
cells for southward IMF and the lack of mirror symmetry in the dependence of the IMF By-component, a 
database with all EDI measurements up to 2020 has been created.

The unique ability of EDI's large geometric-factor detector system to look at any direction over more than 2π 
steradian, and thus in any direction when the two detectors are combined, allows very high time-resolution 
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Figure 15.  Electric potential contours in the corotating frame for six Kp ranges. For the three lowest Kp ranges the 
contour intervals are 0.5 kV (thin lines) and 2.5 kV (thick lines). For the upper three Kp ranges those intervals are 
doubled. Numerical values in the panel corners are: Maximum potential at L = 2–10 (top left), minimum potential at 
L = 2–10 (bottom left), potential difference at L = 2–10 (top right), and potential difference at L = 2–7 (bottom right). 
From (Matsui et al., 2013).
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measurements of natural electrons at a specified pitch angle, for example, 0°, 90°, and 180°, albeit at a single 
energy, as illustrated in Section 5.6. This operational mode, which allows the electron guns to be off, was 
increasingly utilized during the mission to reduce the interference of the electron beams with the WHIS-
PER instrument.

Data Availability Statement
All Cluster data are available from the Cluster Science Archive at https://www.cosmos.esa.int/web/csa.
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Figure 16.  Electron drift instrument electron and Flux-Gate Magnetometer (FGM) magnetic field data for a partial 
quasi-perpendicular bow shock crossing. The top panel shows electron counts at pitch angles of 10° (blue), 90° (green), 
and 170° (red). The second panel shows magnetic field magnitude (solid line) and its orientation, in terms of the 
elevation angle (dotted line) and the azimuth (dashed line), in geocentric solar ecliptic (GSE) coordinates. The third 
and fourth panels show comparisons of electron counts at 10° (blue) and 90° (green), with magnetic field magnitudes, 
respectively. From Matsui, Torbert, et al. (2008).

https://www.cosmos.esa.int/web/csa
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