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Forord  

Tusen takk Janne, 

Du har oppmuntret meg hele veien, lært meg utrolig mye og vært veldig tålmodig med meg. 

Jeg kunne ikke bedt om en bedre veileder. 

 

Tusen takk Julie, 

Du har hørt meg rable om dette temaet i over ett år nå, og hjulpet meg med å rette tekst flere 

ganger. 

 

Thanks Johnathan for helping me with the script!   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



HOMEOSTATIC REGULATION OF WAKEFULNESS     5  

 

 

Sammendrag 

Søvnhomeostase-modeller forsøker å forklare hvordan og hvorfor hjernen øker 

lengden på søvn etter en lengre periode i våkenhet. Flere av disse modellene foreslår at søvn 

har en restituerende funksjon på hjernemetabolismen vår, både ved å fjerne metabolske 

avfallstoffer og ved å gjenopprette oppbrukte energilagre. Studier i de siste årene har vist at 

lengde og intensitet på søvn kan øke som en funksjon av aktiv våkenhet. I tillegg er det blitt 

påvist elektroencephalografiske markører av søvnhomeostase under rolig våkenhet. Et 

mindretall av nyere studier foreslår også at metabolsk restituerende funksjoner av søvn kan 

være effektive i rolig våkenhet. Disse funnene åpner opp for en interessant mulighet; at den 

homeostatiske reguleringen av søvn kompletteres av en homeostatisk regulert stille våkenhet. 

Denne muligheten ble utforsket ved å utvikle og å teste en homeostatisk modell av våkenhet. 

Basert på denne modellen ble det utført en hypotesedrevet analyse for å undersøke om 

homeostatisk regulert rolig våkenhet kunne predikere lengre våkenhet hos rotter. Basert på 

analyse av to rotter ble det mistenkt at høyfrekvent gamma aktivitet kunne identifisere 

homeostatisk regulert rolig våkenhet, men denne hypotesen ga blandede resultater i en større 

populasjon med rotter. 
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Abstract 

Sleep homeostasis models attempt to explain why and how the brain responds by 

increasing duration and intensity of sleep as a function of intensity and duration of prior wake. 

Several lines of research within this paradigm suggest a restorative metabolic function of 

sleep: restoring resources depleted during wake or clearing waste products that accumulate 

during wake. Increasingly, homeostatic sleep pressure is being viewed as accumulating at a 

higher rate during active waking, as compared to quiet waking. In addition, 

electroencephalographic markers of sleep homeostasis have also been shown to occur during 

quiet wakefulness. Finally, a handful of studies also suggests that some of the same 

restorative metabolic functions as in sleep may be effective during quiet wakefulness. These 

observations suggest an intriguing possibility that the homeostatic regulation of sleep is 

complimented by a similar regulation in quiet wakefulness. Here, this possibility is explored 

by developing and testing a homeostatic model of wakefulness. The model suggests that quiet 

wakefulness may increase the ability to sustain wakefulness. A hypothesis driven approach 

identified high intensity-, high frequency gamma as a possible marker of quiet wakefulness 

homeostatic regulation. This analysis represents a first attempt at identifying the hypothesized 

homeostatically regulated quiet wakefulness. The results were ambiguous, as the findings did 

not generalize to a larger sample of rats. 

Key words: active wakefulness, quiet wakefulness, sleep homeostasis 
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By being awake, we perform a multitude of behaviors necessary for survival and 

reproduction. These behaviors include procreation, learning, rearing of offspring, gathering 

food, exploring, detecting and escaping from predators and more; all contributing to 

reproductive success. Reproductive success is the net amount of genetic copies of the 

individual which is passed on to the next generations. Increasing the amount of genetic copies 

may be achieved through sexual reproduction, or indirectly through increasing the amount of 

copies other individuals with the same genes are able to reproduce. Reproductive success also 

relies on survival. The net effect on reproductive success of a behavior is considered the 

adaptive value of that behavior. If a behavior has high adaptive value, it is an adaptive 

behavior. Since many adaptive behaviors rely on being in a state of wakefulness, wakefulness 

is a highly adaptive state. 

As wakefulness is extended over time, it may become less adaptive. People who are kept 

awake for longer than normal (i.e 16 to 18 hrs) through sleep deprivation show increased 

levels of sleepiness and negative mood (Franzen et al., 2008), while performance on motor, 

cognitive and attention-related tasks decrease (Goel et al., 2009; Pilcher & Huffcutt, 1996). In 

a study by van Dongen and colleagues (2003), groups of adults were either kept awake 24 

hours for 3 days or had their sleep restricted to 8, 6 or 4 hours for 14 days. After wake 
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extension, the subjects displayed impairments on cognitive performance, sleepiness and 

attention-sustaining tasks which intensified with the amount of wake extension. The effects of 

these impairments carried over across multiple days, but also varied with the time of day and 

inter-individual differences.  

Impairments in performance due to wakefulness extension may be fatal. As an example, 

reduction of performance by sleep deprivation increases the risk of human-error related car 

accidents (Dinges, 1995). Repeated and chronic extended wakefulness may also cause 

negative health outcomes. Extended wakefulness is correlated with increased concentrations 

of toxic waste, such as amyloid β (Aβ). Aβ is a protein released in increasing amounts during 

higher signaling activity. Accumulation of Aβ is associated with formation of aβ-plaques, 

which is currently understood to contribute to development of Alzheimer’s disease (Sadigh-

Eteghad et al., 2015). This suggests a causal link between the reported association of 

wakefulness extension and increased risk of Alzheimer’s disease (Palma et al., 2013; Wu et 

al., 2019). Due to the implications for performance and health, figuring out why adaptive 

wakefulness is limited, and how capacity of adaptive wakefulness is restored is a crucial 

objective of research. 

A model of how effective adaptive wakefulness is maintained is presented. Reported 

decreases in health- and performance outcomes of extended wakefulness suggest that the 

adaptive value of wakefulness is a capacity limited in time and use. In addition, evidence is 

presented supporting that sleep and quiet wakefulness are involved in restoring this capacity. 

Based on this model, I predicted that markers of homeostatic regulation in quiet wakefulness 

are associated with capacity to sustain longer periods of wakefulness in rats. This prediction 

was investigated with a hypothesis driven approach. Ultimately, an attempt at identifying 

homeostatically regulated quiet wakefulness based on EEG and EMG markers yielded 

ambiguous results. 
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1.1 What is adaptive wakefulness capacity? 

The concept of a “wakefulness capacity” was introduced by Kleitman (1964), as the 

length of wakefulness sustained throughout a 24-hour day-night cycle. He estimated the 

absolute length of human waking capacity to reach 15-17 hours for normal adults. The word 

“capacity” implies a limit, and as Kleitman himself noted, wakefulness can be expanded well 

beyond 17 hours. Recently, Vyazovisky (2015) introduced the concept of “adaptive 

wakefulness” as “a condition whereby the organism interacts effectively with the environment 

and is capable of maintaining normal physiological waking functions within strict 

physiological limits, which altogether increases chances of survival and successful 

reproduction”. (Vyazovskiy, 2015, p. 172) 

Considering that the length of wakefulness can be extended over several days for 

humans (Gulevich et al., 1966; Waters et al., 2018), it seems that the time-limit of the wake 

capacity is in the extent of adaptive wakefulness. Here, these concepts are combined to define 

a novel concept, adaptive wakefulness capacity; the limited amount of adaptive wakefulness 

an animal may sustain throughout a 24-hour cycle (in time or use). 

1.2 What are the limits described to date? 

Establishing the limits of adaptive wakefulness requires detection of sleep since this 

represents the alternative state to wakefulness (omitting torpor and hibernation). Sleep is a 

complex physiological state of reduced responsiveness to the external environment (Cirelli & 

Tononi, 2008). The occurrence of sleep highlights that it serves an adaptive function. Sleep 

would likely be eliminated by natural selection if it did not serve an adaptive function (Cirelli 

& Tononi, 2008). Since the global state of sleep is incompatible with wakefulness; it logically 

follows that wakefulness is not adaptive at the same time as sleep. Thus, if an animal engages 

in global sleep, it may be assumed that the length of adaptive wakefulness is limited. Even in 



HOMEOSTATIC REGULATION OF WAKEFULNESS     12  

 

animals who may stay continuously awake, such as sea-living mammals and birds, adaptive 

wakefulness cannot be maintained continuously. Instead of global sleep, these animals exhibit 

unihemispheric sleep, where one hemisphere is unresponsive while the other remains 

responsive (Mascetti, 2016). All animals studied to date have revealed a state of global sleep, 

sleep-like states (rest states), and unihemispheric sleep when measured objectively. For this 

reason, sleep is considered a near-universal (Keene & Duboue, 2018) or universal (Cirelli & 

Tononi, 2008) phenomenon. Consequently, adaptive wakefulness is time-limited for all 

animals studied.  

1.3 Wakefulness versus sleep 

States of wakefulness and sleep are objectively identified using 

electroencephalographic (EEG), electromyographic (EMG) and electrooculographic (EOG) 

data. For mammals and birds, researchers distinguish between wakefulness, non-rapid eye 

movement sleep (NREM) and REM sleep. NREM sleep is the most inactive and dominant 

state of sleep, while REM sleep is a particularly active form of sleep. These states are scored 

based on standardized criteria. Sleep is identified using similar methods specific for different 

animals. As an example of the similarities and differences, human and rat scoring are 

presented.  

In humans, wakefulness and sleep may be visually scored by American Acadamy of 

Sleep Medicine (AASM) guidelines (Silber et al., 2007). Intervals of fixed length (epochs) are 

scored by the dominant EEG and EMG signals. Wakefulness is defined as epochs where alpha 

(8-13 Hz) or low amplitude mixed frequency (2-7 HZ) signals dominate. Wakefulness 

transitions into NREM sleep. NREM sleep is divided into stages N1, N2 and N3. The first 

stage of sleep that occurs after wakefulness terminates is the transitional stage of N1. N1 is 

defined as the epoch with the first observed 4-7 Hz activity in the absence of alpha, with a 
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slowing of frequencies in the ≥1Hz range after wakefulness. N2 is a stage rich in K-

complexes and spindles, which are morphologically distinct EEG features. From N2 there is a 

progressive transition into N3. N3 is a stage referred to as slow wave sleep (SWS), defined as 

sleep dominated by high amplitude activity in the slower (0.5-2Hz) frequency range. Finally, 

the N3 and N2 stages may transition into REM sleep. The state of REM is defined as when 

chin EMG tone falls. It is differentiated from N2 by absence of K-complexes, spindles and 

presence of rapid eye movements or low amplitude mixed frequency EEG. 

Norway’s first sleep researcher, Reidun Ursin, developed a standardized method of 

staging sleep and wakefulness in rats together with her collaborators (Neckelmann et al., 

1994; Neckelmann & Ursin, 1993; Ursin & Larsen, 1983). As in human sleep scoring, the 

method is used to differentiate between wakefulness, three stages of NREM, and REM sleep. 

Rat wakefulness is characterized by low amplitude-, desynchronized-, fast frequency activity 

(up to 40 Hz). Wakefulness transitions into NREM, which is scored as three different 

variants: A transitional type sleep, SWS-1 and SWS-2. SWS1 is characterized by the presence 

of spindles. It is distinguished from SWS2 by a lower presence of slow wave activity 

(SWA;0.5-4Hz). High amplitude slow wave activity (SWA) dominates SWS-2. Finally, REM 

sleep is characterized by similar EEG characteristics as in wakefulness; low amplitude, fast 

frequency activity, and moderate 6-9 Hz activity. Identifying REM is still possible, due to a 

prominent silencing of the EMG tone (muscle atonia), except for short bursts of activity 

typically associated with rapid eye movements.  

In a validation study, Neckelman and Ursin (1993) compared the arousal threshold 

(the amount of external stimuli needed to elicit a response) of each sleep state. To measure the 

arousal threshold, they exposed rats to auditory stimulation during sleep. Responses were 

measured by brief responses in EMG and EEG changes corresponding to an arousal 

(desynchronized activity, sleep-spindle suppression, EMG tone increase). During SWS-2, the 
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arousal threshold was significantly greater than all the other sleep stages. They also found that 

epochs of NREM with higher delta power were associated with higher arousal threshold, as 

has been reported for humans (Rechtschaffen et al., 1966). 

The similarities between rat and human EEG and wakefulness and sleep characteristics 

suggest an evolutionarily conserved regulation (Léger et al., 2018). An evolutionary 

conserved electrophysiological regulation of wakefulness is not unique to humans and rats, 

but is found among cats, bats, mice and dogs, among others (Buzsáki et al., 2013). The likely 

common evolutionary origins may justify using different species to study wakefulness. 

Classes of other animals, such as reptiles, are different to mammals in sleep regulation. In 

these animals the state of REM sleep is either not present or not identified (Libourel & 

Barrillot, 2020).. Thus, studies of mammalian wakefulness and sleep are more likely to 

compare the same underlying physiology than reptile wakefulness and sleep. 

1.4 What is normal wakefulness? 

An approximate estimate of adaptive wakefulness capacity is obtained by establishing 

what normal range of wakefulness-length an animal of a species sustains in an environment 

equivalent to where the behavior evolved. Since methods that can track wakefulness (and 

sleep) over longer time are largely incompatible with studies in natural environments, most 

studies are performed in laboratory conditions. The laboratory settings are typically controlled 

with important implications for wakefulness regulation. For instance, the animals have access 

to food and water, there are no predators, and they are habituated to a sensory deprived 

environment with limited options of motility and often little or no possibility of social 

interactions. Since the behavior of the animal in laboratory settings is highly artificial, it 

cannot be inferred that such regulated wakefulness length is adaptive.  
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For the time being, studies outside of the lab rely on observational data, measurements 

of activity/inactivity (actigraphy), distance moved (GPS-tracking), or less accurate and 

spatially limited telemetric identification of sleep and wakefulness. This challenges the 

validity (sensitivity, specificity and accuracy) of the data (Rattenborg et al., 2017). 

Furthermore, a lack of control of the environment challenge data to be reproduced 

(reliability). The difference between laboratory and wild conditions can be massive. For 

instance, the sloth Bradypus variegatus was originally believed to spend about 8 hours a day 

awake. But when Rattenborg and colleagues (2008) were able to record their brain activity in 

the wild, they observed more than 6 hours of additional wakefulness, almost doubling the 

captive estimate.  

Despite these limitations, a comparison of the length of wakefulness between and 

within species to estimate which parameter that could be key to determine adaptive 

wakefulness capacity may be reasonable.  

2.1 How is wakefulness regulated?  

 There are large variations in the length of wakefulness between species, as revealed 

by phylogenetic comparisons of sleep-duration (Siegel, 2005). For instance, the African 

elephant is reported to stay awake for about 18-20 hours, while the big brown bat is only 

awake for about 4-6 hours each day (Siegel, 2005). In mammals, the duration of wakefulness 

is associated with the type of food intake. Herbivore diets correlate with the longest time in 

wakefulness and carnivore diets with the least amount of wakefulness. Omnivores are found 

to show time in wakefulness in between herbivores and carnivores (Siegel, 2005). Within the 

herbivores, body size positively correlates with longer duration in wakefulness. For 

omnivores and carnivores this relationship both non-significant (Siegel, 2005), and significant 

relationships are reported (Savage & West, 2007). The differences in results may be a result 
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of exclusion criteria, as Siegel (2005) did not include marine mammals in his 

estimates(Savage & West, 2007). 

Some reports suggest that bigger brain size also shows a positive correlation with 

wakefulness, explaining most variation in duration by body size (Lesku et al., 2006; Savage & 

West, 2007). While this view is debated (Siegel, 2009), the relationship between brain size 

and longer time in wakefulness in non-primate mammals is by some researchers explained by 

a) the number of cortical neurons, and b) density per surface area (Herculano-Houzel, 2015). 

Increased density per surface area is associated with decreased wakefulness length, while the 

opposite relationship exists for number of cortical neurons. Primates, including humans, may 

be considered outliers since they sleep longer than mammals with bigger brains (Herculano-

Houzel, 2015).  

Ontogenetical differences may also influence the adaptive wakefulness length. As an 

example, newborn human babies are only awake for about 8 hours (Parmelee Jr et al., 1964), 

while adult humans are typically awake for 16-18 hours. In addition, for adults, the 

wakefulness is consolidated mainly in one long period (monophasic), while for newborns it 

consists of many (polyphasic), sustaining about 2-3 hours without sleep at the longest 

(Parmelee Jr et al., 1964).   

Thus, when comparing regulation of adaptive wakefulness length, between-species and 

ontogenetic differences must be considered. Despite these associations, most of the variation 

between and within species remains unaccounted for by phylogenetic comparisons. Since 

mechanisms of wakefulness and sleep regulation are highly conserved among species of 

different phyla (Eban-Rothschild et al., 2018) adaptive wakefulness capacity may best be 

understood by investigating how wakefulness is regulated. 

2.2 Global wakefulness and local arousal 



HOMEOSTATIC REGULATION OF WAKEFULNESS     17  

 

Wakefulness is a dynamic state regulated through global and local variations in arousal. 

Arousal refers to the non-specific activation during sleep or wakefulness, and is closely 

related to the degree of vigilance and alertness of the animal (Oken et al., 2006). Wake-

promoting neurons originate from the brain stem, through the midbrain, and split into two 

central wake-regulating pathways. The ventral pathway innervates the hypothalamus, basal 

forebrain and the cortex, acting in concert to excite the cortex. A dorsal pathway innervates 

the thalamus, facilitating transmission of sensory information to the cortex. Wakefulness is 

suggested to occur when both the ventral and dorsal pathway are activated (Eban-Rothschild 

et al., 2018).  

These populations house monoaminergic and cholinergic neurons. Monoaminergic 

neurons mainly signal through the neurotransmitters dopamine, norepinephrine, serotonin and 

histamine, while cholinergic neurons rely mainly on acetylcholine for signalling (Eban-

Rothschild et al., 2018). The hypocretin neuropeptides are also considered essential signalling 

molecules, acting to modulate the activity of all other wake promoting populations.  

Glutamate signialling may be involved in both activating and inhibitory regulation of 

wakefulness (Eban-Rothschild et al., 2018). In addition to regulating sleep and wakefulness, 

cholinergic and monoaminergic neurons are essential for learning, motivation, attention, 

reward, mood and locomotory behaviours (Eban-Rothschild et al., 2018). Hence, a sustaining 

activity of these wakefulness-promoting neuronal populations is essential for maintaining 

adaptive wakefulness.  

3.3 Active and quiet state of wakefulness 

Activity level in brain regions promoting wakefulness and arousal is not equal across the 

state. The differences may be broadly separated by dividing wakefulness into functionally 

active and quiet states. Active wakefulness represents a state of high arousal associated with 
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active behaviors, while quiet wakefulness represents a state of low arousal associated with 

quiescent behaviour. Such definition deviates somewhat between , as some defines the sub-

states according to an aroused behaviour (e.g. Kang et al., 2017) and others use degree of 

physical activity researchers (e.g. Maloney et al., 1997). Some behaviours, such as grooming, 

are physically active behaviour but reflect a more offline state of the brain (Buzsáki, 2015). 

Other behaviours may be physically quiet behaviour but reflect an active brain state, such as 

freezing (Furlong et al., 2009) and ruminating (Pedersen et al., 2011).  

Ideally, the state of wakefulness would be determined by a measurable cluster of 

behaviours and brain activity which are associated with activity or quiescence, but such a 

method does not currently exist (McGinley et al., 2015). Commonly used identification of 

active wakefulness and quiet wakefulness is based on different measures such as locomotor 

activity, activity of the whiskers, certain brain oscillations measured by EEG, muscle tonus 

measured by EMG, behavioural pattern, or the eye’s pupillary diameter. Notably, all the 

mentioned measures indirect (correlates of) heightened arousal (McGinley et al., 2015). 

Consequently, the following sections relies on measures that indirectly relate to the construct 

of state-based separation of wakefulness.  

3.4 Hypocretin signalling – a key stabilizer of arousal 

Since the discovery of two hypocretin (orexin) neuropeptides in lateral hypothalamus in 

1998 (De Lecea et al., 1998; Sakurai et al., 1998), studies have placed this system as a key 

integrator of homeostatic functions as an arousal stabilizer. Through the release of the 

neuropeptides hypocretin-1 and hypocretin-2, hypocretin neurons play an essential role in 

wakefulness regulation. These neurons interact with the major neurotransmitter networks in 

combining information that determines the arousal state, including the basal forebrain, 

tuberomammillary nucleus, cerebral cortex, locus coreleus and dorsal raphe nuclei, regions 
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involved in motivational, emotional, autonomic, and motor regulation (Alexandre et al., 2013; 

Peyron et al., 1998).  

The data supporting the central role of hypocretin as an arousal stabilizer comes from 

studies in rats and mice showing that hypocretin neurons display a maximal firing (~8Hz) 

during active behaviours such as exploration and foraging (Mileykovskiy et al., 2005). Firing 

rate also correlates with higher EMG tonus and locomotory activity (Lee et al., 2005). 

Hypocretin neurons display less firing activity during automatic behaviours such as grooming, 

eating (~5Hz), and drowsy or quiet wakefulness (~1Hz). During NREM and REM sleep firing 

almost ceases (Lee et al., 2005; Mileykovskiy et al., 2005; Takahashi et al., 2008). In the 

human brain, a study using microdialysis reported higher levels of hypocretin-1 in the 

amygdalae during social interactions, and lower levels during eating behaviour and quiet 

wakefulness preceding sleep (Blouin et al., 2013). 

Further evidence of the role of hypocretin in regulation of wakefulness comes from 

narcoleptic patients and rodent narcolepsy models. Narcoleptic patients with cataplexy is 

found to have lower cerebrospinal fluid levels of hypocretin-1 (Heier et al., 2007). The 

impaired hypocretin neuronal functioning is associated with impaired sustained attention, 

increased sleepiness, and sleep attacks during wakefulness (Naumann et al., 2006). Similar 

deficits are observed in mice models of narcolepsy when activity of the hypocretin is 

inhibited. The hypocretin neurons promote stable levels of arousal, as well as maintaining 

alertness for expression of motivated behaviours (Chemelli et al., 1999; Tsujino & Sakurai, 

2013; A. Vassalli & P. Franken, 2017).  

3.5 Electrophysiological characteristics of active and quiet wakefulness 

Active and quiet wakefulness are also characterized by differences in neuronal brain 

activity, measured by EEG and/or local field potential recording (LFP). Navigating the 
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research field of EEG/LFP is difficult, since each author may define the range of the 

frequency bands differently. Also, measures from different scalp locations, depths of the 

electrodes and settings of recording, like sampling frequency, filtering of signals etc. give a 

variety of parameters that differ. In addition, since electrical signals can originate from far 

away the location of the electrode, and the EEG and LFPs only relays two-dimensional 

information (Kajikawa & Schroeder, 2011; Olejniczak, 2006). This means that the spatial 

precision is limited and interpretation of the origin of these signals is not possible. Despite 

these limitations, information from EEG and LFP offer a great advantage by enabling 

recording of electrical brain activity concurrently with behavior. By analyzing the spectral 

power in frequency bands of EEG and LFPs, several differences in brain activity between 

active and quiet wakefulness have been revealed.  

3.5.1 Delta activity (~1-4 Hz) 

Delta activity (or slow wave activity; <2Hz) dominates NREM sleep (Silber et al., 

2007). These slow oscillations are also present during quiet wakefulness, but the amplitude is 

smaller (Grønli et al., 2016). Interestingly, the power of the SWA during quiet wakefulness 

increases with extended time in wakefulness, whilst SWA activity in active wake is little 

changed  (Grønli et al., 2016; Vyazovskiy & Tobler, 2005). 

 

3.5.1 Theta activity (~4-9 Hz) 

 Higher frequency theta activity (~7-9Hz) correlates with active wakefulness, and 

activity in this band is increased through activity inducing sleep deprivation methods in rats 

(Grønli et al., 2016; Vyazovskiy & Tobler, 2005). As wakefulness is extended however, the 

activity in the lower theta range (~5-7 Hz) is increased, most prominently in quiet 

wakefulness (Grønli et al., 2016; Vyazovskiy & Tobler, 2005). Frequency range with a mix of 



HOMEOSTATIC REGULATION OF WAKEFULNESS     21  

 

delta and low theta (3-6 Hz) is found to increase during quiescent behavior such as grooming 

and being immobile in freely behaving rats. Frequency range in the higher range of theta and 

low alpha (6-10Hz) is found to increase during active behaviors such as rearing and moving 

(Neckelmann & Ursin, 1993; Young & McNaughton, 2008).  

Increasing cortical arousal using glutamatergic stimulation of the basal forebrain has 

been reported to increase the power of the higher theta (7-9 Hz) and decrease activity both in 

the lower theta (5-7 Hz) band and SWA (Wigren et al., 2009). Interestingly, an increase in the 

ratio high to low theta (7-9Hz/5-7Hz) correlates with a high EMG-activity during sleep 

deprivation (Wigren et al., 2009). Thus, a ratio of high-to-low theta is increased with active 

physical behavior and decreased during quiescent behaviors like grooming. For this reason, it 

may be an appropriate measure for separating active and quiet wakefulness when physical 

activity levels are high.  

3.5.3 Alpha activity (~10-15 Hz) 

Alpha activity is the frequency band that defines human wakefulness when wake and 

sleep is scored based on the AASM manual. Alpha rhythm is present globally across cortices 

but shows the highest amplitude over the occipital cortex when subjects are awake with their 

eyes closed (AASM manual). Alpha activity is pronounced during higher arousal states of 

wakefulness, and attenuated by relaxing and drowsiness (Brown et al., 2012).  

 

3.5.4 Beta (~15-35Hz) and gamma activity (~35-150Hz) 

Beta activity and gamma activity are prominent during active and quiet wakefulness in 

humans. The power of these frequencies is found to be enhanced in response to presentation 

of sensory stimuli (Brown et al., 2012). The beta activity present in both active and quiet 
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wakefulness may reflect different neurobiological processes. In mice, active wake (by 

stimulation of whiskers and gentle handling) has been reported to elevate both beta and 

gamma (80-90 Hz) activity in frontal cortex (EEG) and in somatosensory cortex (LFP), 

indicative of cognitive processing. In quiet wake (recovery from the stimulation), beta activity 

paralleled delta and theta activity in tracking sleep need (Grønli et al., 2016). 

 The activity in the gamma band may also be dependent on the behavioral state of the 

animal. During movement, eating, the power in 30.5-58.0 Hz is reported to be enhanced, 

whilst grooming, attentive waking and quiet waking display a lower power in these 

frequencies (Maloney et al., 1997).  

Another aspect of the functional significance of high gamma activity is that it may depend 

on the presence of theta activity. During active behaviors such as exploration, rearing, sniffing 

and active sleep (REM sleep), LFP recordings in hippocampus show dominance of high 

frequency theta (6–10 Hz) oscillations. During quiescent behavior, such as eating, grooming, 

immobility, and during quiet sleep (NREM sleep), large amplitude irregular activity or “sharp 

wave ripples” (SPW-Rs). SPW-Rs consists of large amplitude sharp waves(~5-15Hz), 

followed by ripple activity (110-200 Hz) dominate hippocampal LFP (Buzsáki, 2015). 

Gamma (30-120 Hz) activity is present in both theta dominated and SPW-Rs dominated 

behavior, regardless of the different states of arousal. Similar events have also been reported 

when LFP is recorded from the piriform cortex, amygdala, olfactory cortex, neocortex and 

thalamus (Buzsáki, 2015). 

The increase in the lower frequency gamma (~20-50 Hz) increase quiet wakefulness may 

be an artefact of the high concentration of SPW-R as the frequencies overlap to some extent. 

Overlapping SPW-Rs have induce an increase in low gamma power), while non-overlapping 

SPW-Rs attenuate the power in this frequency range (Oliva et al., 2018). In sleep, the power 
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in low gamma frequency is significantly lower than in wakefulness (Carr et al., 2012; Oliva et 

al., 2018).  

Thus, the activity in the gamma band might reflect both active (in particular) and quiet 

behavior, but the function of gamma activity is still unclear. 

  

4.1 Adaptive wakefulness capacity and active wakefulness 

The differences in how active and quiet wakefulness are regulated are due to the distinct 

differences in adaptive value. For survival, both predator and prey rely on active wakefulness 

(Löw et al., 2008).  For the sexual reproduction (Schober & Pfaff, 2007), to explore 

(McGinley et al., 2015), being able to sustain attention or being alert to the environment 

(Alexandre et al., 2013) – and more - depend on a higher state of arousal. In sum, active 

wakefulness can be considered essential for the animal to survive and to reproduce. 

Quiet wakefulness is incompatible with reproduction but is still adaptive for survival. 

During quiet wakefulness, the animal may react to environmental stimuli and at the same time 

use less energy than in active wakefulness (DiNuzzo & Nedergaard, 2017). Through 

inactivity, the animal also diminishes detectability from predators, favouring survival and 

reduces risk of injury. It is also involved in restitution from muscle fatigue. (Siegel, 2009; Xia 

& Law, 2008; Zoccoli & Amici, 2020).  

As many of the above-mentioned functions of quiet wakefulness might be achieved more 

effectively in sleep (Del Bo et al., 1982), at lower energetic costs (DiNuzzo & Nedergaard, 

2017), the adaptive value of quiet wakefulness is tied to the ability to respond to the 

environment. A quietly wakeful animal relies on switching towards active wakefulness if a 

threat is detected or a mating opportunity is nearby. Thus, if the capability to enter active 
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wakefulness is hampered, by low cognitive functioning, the adaptive value of both active and 

quiet wakefulness is lowered. 

Lima and colleagues (2005) suggest that the state of quiet wakefulness is adaptive when 

the likelihood of a predatory encounter is high and the animal respond to predators 

effectively. Supporting this view is a study showing that presence of a simulated predator 

delayed sleep in wild caught Ratticus norvegicus (Lesku et al., 2008). Taken together, when 

the likelihood of an effective waking state is low, sleep may represent a more adaptive state 

for the animal.  

Similar logic applies to the likelihood of available food and water, mating partner, or other 

vital for the specie. If available, then a higher responsiveness and higher processing of 

sensory information during quiet wakefulness will allow for adequate response, as in contrast 

if the specie was asleep. Little research has investigated how sleep is affected by availability 

of vital resourcers for survival and reproduction. One study in the sand piper found 

suppression of sleep when the sex drive was high (during mating season) (Lesku et al., 2012).  

4.2 Need-based regulation of wakefulness 

Whether an individual enters active wakefulness mainly depends on if there is a need to be 

in that state. Safety from predator activity and sexual drive are already mentioned, in addition, 

hunger and thirst serve as a powerful wake-promoting signal for increasing locomotory 

activity and level of arousal (Borbély, 1977; Danguir & Nicolaidis, 1979; Dewasmes et al., 

1989). Animals with offspring also need to take care of their young (Eban-Rothschild et al., 

2018).  

4.3 Environmental regulation of wakefulness 
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Since the effectiveness of active wakefulness is to a large extent determined by the 

individual’s environment, it is no wonder that environmental stimuli directly influence the 

regulation of being aroused. A night-active species is adapted to being awake during darkness, 

and to be less active during light-hours. Rats is one example. They have a poor visual acuity, 

in other words they are very near-sighted, and rely to a great extent on whiskers and nose for 

navigation in the night (Burn, 2008). During daytime, the rat is less able to exploit light 

information than it’s resource-competitors or predators. Humans on the other hand, rely on 

visual information to a much larger extent for their adaptive behaviours. It is well established 

that the light condition directly alter state of wakefulness; darkness is the arousal signal for 

nocturnal animals, as light is the arousal signal for diurnal animals (Jha et al., 2021).  

4.4 Circadian regulation of wakefulness 

Circadian oscillators are other important factors that regulate endogenously the efficacy 

and state of arousal. The observation that circadian activity patterns persist without light as a 

wake-signal (constant darkness) in humans (Aschoff, 1965) has been observed in all species 

described so far, like fruit flies (Dubowy & Sehgal, 2017), zebrafish (Elbaz et al., 2013; Hurd 

et al., 1998), zebra finches (Wang et al., 2012), rats and mice (Borbély & Neuhaus, 1978). 

These endogenous oscillators are entrained to time cues in the environment referred to as 

zeitgebers. Diverse cues such as light (Gooley et al., 2003; Whitmore et al., 2000), 

temperature (Buhr et al., 2010), stress (Tahara et al., 2017), exercise (Yamanaka et al., 2006), 

food availability  (Stephan, 2002) and social interactions (Bloch et al., 2013; Fuchikawa et al., 

2016) serve as zeitgebers, where light has the strongest influence to increase accuracy of 

prediction. 

The detection of phasic circadian patterns of activity may either be attributed to intrinsic 

circadian oscillators or determined by what environment they are studied in. For the model 
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fruit fly Drospholia melongaster, the existence of peaks in locomotory activity during the 

dusk and dawn has been attributed to two different circadian oscillators due to persisting in 

darkness or dim red-light conditions (Helfrich-Förster, 2000; Helfrich & Engelmann, 1983; 

Yoshii et al., 2004). An additional peak in locomotory is present during the afternoon under 

more naturalistic settings (Green et al., 2015), This illustrates that circadian rhythms must be 

studied in constant environments if the rhythms are to be considered intrinsic.  

Circadian rhythms divided by regular cycles of light and darkness has been one of the 

most regular and predictable occurrences in life, since life first originated on Earth about 3.8 

biollion years ago. For more than 700 million years, organisms have had the tools to detect, 

predict and adapt to these changes (Foster & Kreitzman, 2017). Consequently, circadian 

rhythms increase the adaptive value of the wakefulnesss. As such, changes in the environment 

and internal oscillators offer powerful regulation of adaptive wakefulness. However, the 

understanding of the efficiency of adaptive wakefulness is still insufficient.  

4.5 Motivational drive of wakefulness 

The motivational drive to take certain actions is found to be impaired by longer time spent 

in wakefulness. An acute reduction in performance is described already after 8-10 hours of 

wakefulness and such impaired effectiveness of waking behaviour is being explained by 

reduction in functional abnormalities in the brain which reduce the motivational drive. Its 

insufficiency stems from the fact that sleep deprived animals exhibit reduced performance and 

alertness despite peaks in circadian modulation (Doran et al., 2001; Monk et al., 1985),  

constant environmental conditions (Cain et al., 2011) and motivational incentives to perform 

(Hsieh et al., 2010).  

The internal system to stimulate motivation, encourage alertness and behaviour is also a 

crucial factor for the adaptive value of wakefulness. Sleep strongly affects the motivational 
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state, in humans and animals. To understand what may cause this deficiency we must consider 

what functions of sleep that may allow its restoration. 

6.1 Functions of sleep 

Researchers generally agree that not one, but several physiological roles are served in 

sleep (Zielinski et al., 2016). In the recent decades, multiple hypothesis about the 

physiological roles of sleep has been purported. These include brain development (Mirmiran 

et al., 1983), memory consolidation (Abel et al., 2013) , immune response (Zielinski & 

Krueger, 2011), energy conservation (Berger & Phillips, 1995), anti-predatory inactivity 

(Siegel, 2009) and more. While these hypotheses highlight possible benefits of sleep, they 

may not explain how adaptive wake capacity is restored by sleep. 

6.2 Perspectives on adaptive wake capacity explained by sleep 

An unresolved question is whether sleep is regulated to compensate for a burden 

incurred by wakefulness, or whether it is the sleep regulation itself that incurs the 

performance related impairments in wakefulness. The former case suggests that the 

impairments is a consequence of some factors outside of sleep regulation. In the latter case, it 

is assumed that sleep is so beneficial compared to wakefulness that actively incurring 

performance impairments in extended wakefulness to achieve more of sleep increases the net 

reproductive success.  

These perspectives are not mutually exclusive. The mechanisms of sleep regulation 

could very well incur performance impairments that are smaller than the impairments incurred 

in their absence. In other words, the restorative regulatory properties from sleep can be an 

important benefit for vital cognitive skills, including performance, that makes incurring 

impairments in extended wakefulness adaptive. Several perspectives on sleep regulation are 

compatible with this view. 
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7.1 Sleep regulation perspectives 

7.1.1 The two process model 

 After extending time in wakefulness or being more active during the time of 

wakefulness, the subsequent sleep episode has an increase in the intensity of the deep sleep 

(stage N3 or SWS) and (to some extent) longer time in sleep. This regulatory trait suggests 

that sleep is under homeostatic regulation, and that an equilibrium has been disturbed by the 

extended time in wake or the intensity of wake.  By increasing the length and intensity of 

sleep, the equilibrium may be restored.  

The homeostatic compensation of sleep loss is non-linear. Relatively low 

compensation in sleep length can be illustrated by a subject who stayed awake for 264 hours 

and the recovery sleep was only 14.4 hours (Gulevich et al., 1966). A non-linear explanation 

of sleep regulation was addressed in Boberly’s two-process model of sleep regulation (1982). 

He proposed that homeostatic sleep pressure (labeled “process S”) increased non-linearly as a 

function of time in wakefulness. Further, he suggested that dissipation of the sleep pressure 

was also a function of the intensity of sleep (measured by SWA). A second process was also 

proposed (“process C”) to account for the periodic variation sleepiness propensity, subjective 

fatigue, sleepiness, and alertness levels (Daan et al., 1984; Åkerstedt & Folkard, 1997). These 

periodic variations correspond roughly to the circadian rhythm of alertness (Borbély, 1982).  

Laboratory, clinical and field studies in different populations and species have to date 

not been able to falsify this model (Borbely et al., 2016). Typically, sleep deprived subjects 

show performance detriments during the sleep privation period, increased sleep pressure by 

shortened latency to sleep and increased time in sleep, and increased sleep intensity by a 

higher slow wave activity in subsequent NREM sleep (D. Dijk et al., 1990; D. J. Dijk et al., 

1990) .  
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Three decades of sleep research later, this model is still one of the most influential 

models of sleep regulation, and as mentioned above, no study has yet been able to falsify this 

model. However, the model has been extended in important aspects (Borbely et al., 2016). 1) 

process S is also influenced by the time of day (Vyazovskiy et al., 2007), at least when 

measured by EEG SWA. 2) The amplitude of process C is attenuated by increasing time 

awake(Borbely et al., 2016). 3) The SWA response is dependent on local wake intensity in the 

brain (Huber et al., 2004). 

 

7.1.2 Local sleep pressure 

A homeostatic response to local intensities of wakefulness is demonstrated in humans, 

(Huber et al., 2004) and rats (Vyazovskiy et al., 2011). More recently, the assumption that 

sleep pressure increases with the overall time in wakefulness has been challenged. In mice, 

mathematical modelling of process S suggested that the build-up of SWA during time in 

active wakefulness may be better prediction than hours of wakefulness (Vassalli & Franken). 

Moreover, time in active wakefulness (EEG-defined) predicts better such build-up than time 

in quiet wakefulness or total wakefulness. The model fit was also improved when the 

hypocretin secretion was impaired (silenced HCRT gene; Vassalli & Franken, 2017).  

Together these findings suggest that the slow-wave activity previously attributed to 

sleep also occur during wakefulness. Moreover, a build-up of these slow oscillations is a 

marker of sleep pressure (process S), and the intensity of SWA during wake is highly 

dependent on time in active wakefulness and not on time in quiet wakefulness(Vassalli & 

Franken, 2017; Vyazovskiy & Tobler, 2005) 

8.1 Functional perspectives on sleep homeostasis 
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Promising work has begun to identify the mechanisms behind the increase in SWA 

during wake and sleep. Three major concepts explain this phenomenon by differences in the 

brains’ metabolic demand: by the means of synaptic homeostasis, energy depletion, and the 

waste clearing. 

8.2 The synaptic homeostasis hypothesis 

The synaptic homeostasis hypothesis (SHY) describes an increase in the homeostatic 

pressure during wake by synaptic potentiation, and the relief of sleep pressure during sleep 

due to synaptic downscaling (Tononi & Cirelli, 2006). A persistent synaptic potentiation 

(long-term synaptic potentiation, LTP) is a persistent increase in synaptic efficacy favoring 

the communication between neurons and learning. To maintain such potentiating by being 

aroused or in active wakefulness is metabolically demanding. When the synaptic weights 

increase, being awake and aroused becomes more demanding. Reasonably, there is a need to 

downscale for the wakefulness not to become too demanding. A slow wave (like 1Hz) 

roughly corresponds to the optimal frequency for induction of long-term depression (LTD 

;Léger et al., 2018). In terms of adaptive wakefulness capacity, SHY could very well explain 

the cost of long-term wakefulness as a function of an increased metabolic demand of the late-

phase wakefulness (Vyazovskiy et al., 2008). Ultimately, SHY is compatible with an increase 

in global SWA during time in active wakefulness, since behaviors associated with active 

wakefulness increase the long-term potentiation of the neuronal synapses (Tononi & Cirelli, 

2006). 

8.3 The energy depletion hypothesis 

The energy depletion hypothesis suggests that the demand of being awake has a taxing 

effect on the capacity of neurons to signal effective and correct, due to depletion of the energy 

stores. The argument of this hypothesis is simple and effective: Anabolic processes are 
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needed to build (complex) molecules for signaling activity, and this energy use is higher than 

energy release (catabolism). If the energy required to do cellular work during wakefulness is 

used at a greater rate than it is synthesized, wakefulness capacity is reduced.  

One organic compound for this process is glucose, a food derived molecule that can be 

used to produce adenosine triphosphate (ATP), the primary energy currency of the cell. When 

ATP us expended at increasing rates, it is considered an increase in metabolic demand. 

Calculation estimates suggest neuronal signalling activity is the most metabolically 

demanding process in the brain (Attwell & Laughlin, 2001). During periods of high metabolic 

demand, or when the supply of glucose is low, the brain may utilize its only stored reserve of 

energy; glycogen (Sofroniew & Vinters, 2010). These stores may be depleted during extended 

wakefulness (Kong et al., 2002), and therefore, serve as limiting factors to adaptive 

wakefulness capacity. 

Adenosine is another candidate molecule for the energy depletion hypothesis. When 

ATP production is limited locally in the basal forebrain of rats, the extracellular products of 

adenosine and lactate has been shown to increase (Kalinchuk et al., 2003). It also increases 

during extended wakefulness and is reduced during sleep in important wakefulness sustaining 

brain regions. Relatedly, high levels of extracellular adenosine acts to inhibit the arousal 

promoting activity of basal forebrain and hypocretin neurons (Liu & Gao, 2007; Porkka-

Heiskanen et al., 1997).  

Neuronal signaling activity is needed for all cognitive processes. If the energy to 

sustain it is depleted, it would undoubtedly impact performance. In this regard, the hypothesis 

that brain energy is depleted during extended wakefulness is clearly relevant for explaining 

the impairments in performance after extended wakefulness if correct. 

8.4 The waste clearing hypothesis 
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The importance of waste clearing for sleep homeostasis is an increasingly documented 

hypothesis (Hauglund et al., 2020; Kang et al., 2009). Like the energy depletion hypothesis, 

the high energetic demand of wakefulness is recognized to be culprit. Catabolic processes 

generate numerous metabolites which hamper effective neuronal signaling or in the worst 

case accumulate as placks (Kang et al., 2009). The clearing of metabolites from the cellular 

environment is important both for continued activity of the cell, and to avoid cellular death. 

This is in part achieved by the glymphatic system. The glymphatic system is a glial regulated 

waste-clearance pathway. It ”flushes” out extracellular metabolic waste through a mix of 

interstitial and cerebrospinal fluid, which exits through venous drainage (Hauglund et al., 

2020).  

Theoretically, if cellular waste is cleared at a greater rate than it is produced, waste 

would not be a concern for adaptive wakefulness capacity. However, several lines of research 

suggest that waste products accumulate extracellularly during wakefulness (Hauglund et al., 

2020). A decreased noradrenergic tone during NREM sleep allows for an increase in the 

interstitial space permitting the glymphatic system to more efficiently clear waste from brain 

tissue (Xie et al., 2013). Peptides like tau and amyloid β, and others have been shown to be 

cleared at a greater rate during NREM sleep than wakefulness (Hauglund et al., 2020). More 

controversially, is lactate, one of the metabolites produced by cells when food is catabolized 

into energy. Since active clearance of lactate occurs by the glymphatic system, this molecule 

has been hypothesized to be cleared as a safe shuttle to remove excess carbon (Lundgaard et 

al., 2017). 

In terms of adaptive wakefulness capacity, this perspective suggests that extending 

wake beyond a certain time (or use) range increases the global (or local) concentration of 

waste to detrimental levels. Accumulations may limit adaptive wakefulness. The waste 

clearance hypothesis is also plausibly linked to the negative association between density per 



HOMEOSTATIC REGULATION OF WAKEFULNESS     33  

 

surface area (greater surface area more efficient waste exchange) and length of wakefulness in 

mammals. 

9.1 High metabolic demand limits restorative processes 

Both the energy depletion and the waste clearing hypothesis are linked with activity in 

astroglia cells.  Astroglia are about 5 times more numerous in the brain than neurons 

(Sofroniew & Vinters, 2010). They serve a wide range of supportive roles in the brain. This 

includes supply of oxygen to neurons through regulation of blood flow, maintaining synapse 

transmission homeostasis, and  metabolic waste clearance through the glymphatic system 

(Hauglund et al., 2020; Sofroniew & Vinters, 2010). They also play a role in resupply of vital 

molecular building blocks to the neurons they support (Sofroniew & Vinters, 2010). Finally, 

astrocytes store glycogen, which enables them to support high signaling activity during 

periods of low blood sugar, or high firing rates of neurons, although for a limited duration 

(Sofroniew & Vinters, 2010).  

A common idea among the above hypotheses on synaptic downscaling, the metabolic 

energy restoration and waste clearing is that the reduction in signaling activity is necessary to 

reverse the negative burden of extended wakefulness. Astrocytic regulation is involved in the 

regulation of how much energy is expended in signaling activity. Release of Ca2+ into the 

extracellular space promotes the release of signaling substances. Astrocytes cells increase 

their signaling of Ca2+ activity in response to cholinergic(Takata et al., 2011) and 

noradrenergic (Paukert et al., 2014). A recent study demonstrated that during active 

wakefulness astroglia Ca2+ release was much greater than during more quiet wakefulness, and 

further reduced during sleep (Bojarskaite et al., 2020). Interestingly, astrocytic Ca2+ signaling 

has also been implicated in increase of neuronal “down states” of neurons, a process that is 

thought to generate SWA in quiet wakefulness and sleep (Szabó et al., 2017). 
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It is possible that the down states associated with SWA are necessary to perform efficient 

waste clearing activity and restore metabolic brain energy. During high neuronal signaling 

activity in active wakefulness, the rate of oxidative phosphorylation is decreased (DiNuzzo & 

Nedergaard, 2017). Instead the cells increase the rate of aerobic glycolysis (DiNuzzo & 

Nedergaard, 2017), a process that may only generate a fraction of the ATP of oxidative 

phosphorylation (Dienel, 2019). Active metabolic waste clearing and restoration of metabolic 

brain energy (e.g. glycogen) are both processes that depend on ATP. Thus, upregulation of 

these processes while the neurons are engaged in signaling activity likely requires more 

glucose than during low signaling activity. Ideally then, the cells downregulate signaling 

activity before increasing active metabolic waste clearing, and brain energy restoration.  

Combined, these hypotheses also provide plausible explanations to why adaptive wake 

capacity is time-and use limited. A metabolic demand that increases across wakefulness (due 

to increases in synaptic weights), will very well increase the impairment of performance (and 

negative health in general) as the need for depletion of waste products exceeds the 

physiological resources. Both processes are plausibly linked to the need to reduce aerobic 

glycolysis to increase their efficiency.  

9.2 Lactate, a marker of metabolic demand 

Increasing extracellular levels of lactate are associated with an increase in aerobic 

glycolysis (Dienel, 2019). Across wakefulness and REM sleep extracellular levels of lactate 

increases, and in NREM sleep it decreases (Rempe & Wisor, 2015). The increase in lactate 

during wakefulness may be linked to more active wakefulness (Grønli et al., 2016; Wigren et 

al., 2009).  .  

 Intriguingly, markers of sleep homeostasis, such as SWA, theta and beta oscillations 

during quiet wakefulness are suggested to play a role in the reduction in lactate during quiet 
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wakefulness. Lactate dynamics in mice has been model using a five-vigilance state model, 

which included intermediary (no change in lactate), active (increased lactate) and quiet 

wakefulness (decreased lactate), REM (increased lacatate) and NREM (decreased lactate) as 

states (Grønli et al., 2016). Grønli and colleagues 2016 demonstrated that lactate 

concentration in the cerebral cortex of mice was more accurately predicted using five-state 

model, than using a three-state model (wakefulness increase, NREM sleep decrease and REM 

sleep decrease). The reported decrease of lactate during quiet wakefulness episodes was due 

to transitions of quiet wakefulness into sleep, but the low lactate concentration was found to 

be present during the quiet wake. Moreover, when the quiet wakefulness was characterized by 

beta oscillations, this state of wakefulness was permissive to metabolic and 

electrophysiological changes that occur in quiet sleep (NREM sleep). Relatedly, Wisor and 

colleagues (2013) demonstrated a reduction of extracellular lactate in pyramidal cells of mice 

by optogenetic induction of slow waves (1Hz) during wakefulness.  

10.1 Restoration by quiet wakefulness 

On the basis of the literature presented, I propose that adaptive wakefulness capacity is 

time and use limited due to availability of energetic- and synaptic resources, and 

accumulation of metabolic waste. High metabolic demand during active wakefulness reduces 

the capacity of adaptive wakefulness, whilst an enhanced glucose utilization (low metabolic 

demand) during quiet wakefulness and quiet sleep (NREM sleep) allow the capacity of 

adaptive wakefulness to be restored (figure 1).  
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Figure 1: The metabolic demand of active and quiet wakefulness. 

High neuronal signalling activity during active wakefulness is hypothesized to cause a build-up of metabolic 

waste products, and to drain brain metabolic energy. The build-up of waste substances is associated to the rate of 

reactions, and to slowness of the efficiency of waste clearance (due to noradrenergic tone or low availability of 

energy reserves). In contrast, the lower neuronal signalling activity during quiet wake generates less waste-

products, the noradrenergic tone is low which increases the efficacy of waste clearance. Dashed lines represent 

hypothetical relationships 

 This perspective is consistent with local sleep homeostasis. The model suggests that 

sleep-like homeostatic processes can occur during the state of being awake. Furthermore, it is 

hypothesized that this local process has global implications: if the concentration of metabolic 

waste and energy resources are depleted in the wake-promoting brain region (e.g. hypocretin 
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neurons, basal forebrain or locus coreleus), then the net effect in this/these neuronal 

population(s) should be an increase in a quiet state (quiet wakefulness or NREM sleep) of the 

animal. A reduced state of arousal involves both the local neuronal population and its’ 

projection sites. If one local brain area displays a quiet state, this may have inhibiting effect 

on the state of active wakefulness as this behavior require a concert of wake-promoting 

signaling throughout the cortex (Poulet & Crochet, 2019; Vyazovskiy et al., 2011). An 

individuals’ need for a quiet state should ideally be consolidated during periods of low 

activity or inactivity or automatic behavior, when the consequences on performance are less 

important. By being quietly awake, the individual maintains readiness to respond to its’ 

surroundings.  If quiet wakefulness is effective in restoring adaptive wakefulness capacity, 

we may expect that wakefulness is regulated homeostatically. 

 10.2 Homeostatic regulation of wakefulness  

Modell and Colleagues (2015) outline five critical components that are part of any 

homeostatically regulated system. The system must contain, 1) a set point, 2) a sensor 3) an 

error detector, 4) a control system, and 5) effectors. 

1) The set point is a value, or normal range of values, with which the value of the 

regulated variable is compared 

2) A sensor is a receptor capable of measuring the regulated variable 

3) An error detector compares the signal of the sensor with the set point 

4) The controller interprets the error signal, and determines the value of the outputs 

5) Effectors are the elements whose actions changes the value of the regulated 

variable.  

In the following section, I argue that all these components are involved in regulating 

wakefulness. To explicitly state the falsification criteria of this model, I use hypocretin 
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regulation as a proof of concept. This does not mean that hypocretin is the only mechanism 

involved in regulation of homeostatic wakefulness, but without explicitly stating a 

mechanism, the model cannot be falsified. The model is outlined in Figure 2.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. A model of homeostatic wakefulness regulation. 

Arousal promoting factors include drives, circadian regulation, and environmental stimuli. These causes 

the animal to enter an active wakefulness state. In active wakefulness, metabolic brain energy necessary for 

optimal performance are decreased, and waste concentrations associated with negative health outcomes are 

increased extracellularly over time. This decreases the adaptive value of wakefulness. As active wakefulness 

progresses, sensors detect the reduction of adaptive wakefulness capacity. To increase the capacity, arousal is 

inhibited. If this inhibitory mechanism is stronger than the arousal promoting mechanisms, the animal may enter 
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a state of quiet wakefulness. Whether the animal enters sleep from quiet wakefulness depends on the current 

adaptive value of wakefulness: How likely it is that responses to opportunities and threats are effective. If this is 

high, quiet wakefulness is preferred to sleep. However, sleep is a more effective response to the decreased 

capacity, due to lower metabolic demands. In quiet wakefulness or sleep states, metabolic waste is cleared, and 

metabolic energy is restored. This increases the adaptive wakefulness capacity. With higher adaptive 

wakefulness capacity, the animal may stay awake longer.  

The regulated variable in the model of homeostatic regulation of wakefulness is brain 

metabolic energy and waste concentration. When reserves of limited brain metabolic energy 

high, performance may be sustained for longer periods of time. In addition, when waste 

concentrations are low, the animal may sustain longer periods of wakefulness without 

negative health outcomes. Waste molecules associated with increased concentration during 

extended wakefulness include Aβ, tau-proteins (8.4), and possibly lactate (8.4,9.1), while 

astrocytic glycogen stores are examples of limited brain metabolic energy (8.3). When the 

concentration of waste and reserves of brain are at their highest, the animals are considered to 

have maximum capacity of adaptive wakefulness. Since this capacity is thought to be 

essential for survival and reproduction, it may be considered the set point of the model.  

When arousal promoting factors, such as needs (4.1), environmental stimuli (4.2), 

circadian regulation (4.3) or motivational drives (4.4) promote arousal, the animal may enter 

active wakefulness. In active wakefulness, the signaling activity is higher(DiNuzzo & 

Nedergaard, 2017). Signaling activity is metabolically demanding, increasing the production 

of metabolic waste- and expending of metabolic energy. Waste clearing and energy 

restoration is less effective during high signaling activity due to decreased oxidative 

phosphorylation (9.1-9.2). Instead of increasing waste clearing activity, it is likely that 

reducing concentrations of waste and increasing metabolic energy rely on reducing signaling 

activity. Thus, active wakefulness decreases the adaptive wakefulness capacity. This claim 
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may be falsified if it is shown that net waste clearing activity occurs or that brain energy 

stores are replenished during active wakefulness. 

In support of this view, high hypocretin levels have been implicated in maintaining 

active wakefulness (2.6) and are associated with increased concentration of Aβ (Kang et al., 

2009). As mentioned, lactate levels may also increase increase as a function of active 

wakefulness (Grønli et al., 2016; Wigren et al., 2009). Finally, glycogen stores are examples 

of brain metabolic energy that reportedly decreases as a function of wakefulness (Benington 

& Heller, 1995). 

When concentration of metabolic waste increase and metabolic energy depleted, 

adaptive wakefulness capacity is reduced. While capacity is decreased, certain molecules such 

as adenosine increases in concentration (Porkka-Heiskanen & Kalinchuk, 2011). When they 

are low, they signal that the capacity is high, and when they are high, they signal that the 

capacity is low. As they allow assessing whether the capacity of adaptive wakefulness is 

decreased, these molecules are examples of error detectors in the homeostasis. Consequently, 

the receptors that detect adenosine levels (e.g A1 adenosine receptors) may act as sensors of 

decreased wakefulness capacity. This claim may be falsified if it shown that adenosine does 

not increase along with metabolic waste- and brain energy reserve depletion. 

When A1 adenosine receptors detect an increase in concentration of adenosine, they 

may act to decrease activity. If the decrease in activity occurs in wakefulness promoting 

regions, such as the basal forebrain or hypocretin neurons in the hypothalamus, this also 

inhibits arousal (Porkka-Heiskanen & Kalinchuk, 2011). Since wakefulness relies on 

sustained activity in these brain regions (2.5), and the reduction of their activity mediates a 

reduction in signaling activity, they may be considered control systems of the homeostasis. As 

lower hypocretin levels reduce the signaling activity they may act as effectors in the model.  
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This claim may be falsified if it is shown that adenosine does not decrease the firing rate of 

hypocretin neurons, or hypocretin is shown to not impact signaling activity.  

As activity in wakefulness-promoting brain regions are inhibited, the animal may enter 

a state of quiet wakefulness or sleep. Whether an animal responds to the homeostatic pressure 

by entering quiet wakefulness or sleep likely depends on the prospective effectiveness of 

responses in active wakefulness (3.1, 4.1-4.3). This is supported by the association between 

hypocretin neurons and reduced firing rates during quiet wakefulness and sleep (2.6). During 

the state of quiet wakefulness and sleep, the signaling activity is reduced. This allows 

restoration of metabolic brain energy and removal of metabolic waste products (9.2, 10.1). As 

time in this state progresses, adenosine levels are decreased.  These claims may be falsified by 

showing that brain metabolic energy does not increase, and adenosine or metabolic waste 

levels do not decrease with time in quiet wakefulness.  

 Models are usually more useful in generating hypotheses than in accurately 

representing a phenomenon. Instead of testing the accuracy of the model, a discovery-oriented 

approach tests hypothesis that are predicted based on models (Oberauer & Lewandowsky, 

2019). This approach is useful when the prediction itself is interesting. The core prediction of 

this model is that quiet wakefulness is homeostatically regulated to increase adaptive 

wakefulness capacity. This could be interesting in the light of, and without the light of the 

mechanisms proposed here.  

10.3 Testing the prediction that quiet wakefulness is homeostatically upregulated to 

increase adaptive wakefulness capacity 

Interesting findings could indicate that a homeostatic regulation of the waking states 

occurs. In two studies of simulated night shift work, rats forced to be active (simulating work) 

in their inactive/resting phase (rest workers) were compared to rats being active during their 
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active phase (active workers). Active workers had to ‘work’ for 8 hours centered in the 12h 

light phase, starting 2 hours after light onset. Rest workers ‘worked’ 8 hours centered in their 

12 h dark phase, with onset 2 hours after lights off. Across several days of shift work (3 or 4 

consecutive shifts), all rats slept less than their own baseline. Rest workers sleep less than 

active workers during the shift work period. However, rest workers did not display an 

increase in the homeostatic sleep pressure measured by SWA in the EEG. Instead, the rest 

workers displayed marked increases in of slow wave sleep like EEG oscillations (SWA) in 

quiet wakefulness (Grønli et al., 2017; Marti et al., 2020). It remains plausible that the rest 

workers partially compensated for sleep loss during the state of wakefulness by homeostatic 

regulation during quiet wake. Another possibility is of course that the rest workers did not 

compensate for the sleep loss during the shift work period. An incomplete restoration of 

metabolites, waste or metabolic energy reserves associated with the longer time awake is 

likely, since the rest workers exhibited an impaired spatial performance in a Morris water test 

at the end of a three days shift work schedule (Marti et al., 2020).  

These findings are encouraging from my perspective on modelling effective adaptive 

wakefulness and if a quiet state of wakefulness/arousal is homeostatic response happening 

during wake (and not solely during sleep). These studies sub-staged all epochs of wakefulness 

into either active, intermediary or quiet wakefulness, based on which 33th percentile of the 

EMG signal they belong to (Grønli et al., 2017). This algorithm separate epochs of inactivity 

from high locomotory activity, and time in quiet wakefulness is defined on the base of the 

total epochs scored as awake during a chosen interval (typically 24 hour).  

As this score is percentile-based, it increases with the interval length of which it is 

measured. For instance, if quiet wakefulness is scored as the 33th lowest percentile EMG of 

1000 epochs of wakefulness; the amount of epochs scored as quiet wakefulness will be ~333. 
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If the wakefulness is scored by 1500 epochs, 500 epochs will be scored as quiet wakefulness. 

Thus, we cannot infer from this scoring method that adaptive wakefulness capacity is 

increased by an increase in quiet wakefulness. This limitation is redeemed when we have 

multiple days of recording, since baseline values can be used to determine the percentile score 

and be applied to the subsequent days.  

Another consideration is that, when analyzing the laboratory rats’ wakefulness, much 

of their time will be in brief wakefulness episodes (lasting <5 minutes; Simasko & 

Mukherjee, 2009). These episodes are less like the monophasic ~16-hour wakefulness of 

humans, and more like brief awakenings during the night. It is unlikely that much homeostatic 

pressure increases such a short span of time. The opposite suggestion, that it is decreased, has 

been supported by comparisons of SWA and SWS length after a brief wakefulness episode 

(Franzen et al., 2008). Thus, if the aim of analysis is to infer properties about human 

wakefulness, an important consideration regards whether to include these episodes in analysis 

as the same state.  

A final consideration is that, as discussed, my definition of quiet wakefulness is not 

based on physical activity. Most studies use a physical activity definition of quiet 

wakefulness. Thus, I need to verify that arousal levels are low for my operationalization to be 

relevant for my model.  

 Research on sleep homeostasis is based on staging sleep into NREM sleep and REM 

sleep based on EEG and EMG criteria. This is an effective tool to measure intensity and the 

length of sleep homeostatic response. Research on wake homeostasis, however, as arguably, 

has no standardized method to stage wakefulness based on EEG and EMG criteria. Here, the 

question of whether wakefulness is homeostatically regulated, and if time in quiet 

wakefulness increases the capacity of adaptive wakefulness was approached using a 

hypothesis driven analysis of rat wakefulness in undisturbed conditions.    
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Methods 

Hypothesis driven analysis  

24-hours of electrophysiological data from two undisturbed and freely moving rats in a 

controlled 12:12 LD environment was examined.  

During recording, the rats were situated in their home cage with food and water available ad 

libitum.  

Ethical Approval 

Protocols for use of rats were approved and registered by the Norwegian Animal 

Research Authority (Permit Number: H1 - 11321, H2 -– 2012463). The experiments were 

performed in accordance with Norwegian laws and regulations on the use of live animals in 

experimental conditions and the European Convention for The Protection of Vertebrae 

Animals and Other Scientific Purposes. 

Animals and Housing 

Baseline telemetric recordings from adult male rats (approximately 3 months of age) 

were used in this thesis. Data from two rats was used for the hypothesis driven approach 

(referred to as H1, Sprague-Dawley strain, nTac:SD, Taconic, Denmark) and data from nine 

more rats were used for the hypothesis testing approach (referred to as H2, Wistar strain, 

NTac:WH, Taconic, Denmark H1).  

All rats had been subjected to similar housing conditions and surgery procedures (H1; 

Marti et al., 2020; H2; Grønli et al., 2017) In short, after arrival and acclimatization to 

laboratory conditions, the rats were group housed in individually ventilated cages (IVC) 

before surgery (IVC II; 480 × 375 × 210 mm, Tecniplast, Italy). After surgery the rats were 

single housed in IVC III cages (425 × 266 ×185 mm, Tecniplast, Italy). The cage ventilation 
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provided 75 air changes/h, temperature was maintained at 23 ± 1 °C, and humidity at 40% ± 

1% throughout the experiment. Food (rat and mouse no. 1 (RM1), Special Diets Services, 

Witham, Essex, England) and water was available ad libitum. 

The animals were kept on a 12:12 light-dark (LD) schedule, with gradual transitions 

from light to dark phase from 06:00-07:00 h and gradual transition from dark to light phase 

from 18:00-19:00 h. Zeitgeber time 0 (ZT0, lights on) was set to be at 07:00 and ZT12 (lights 

off) at 18:00 h. Mean light intensity in the light phase was 222 ± 112 lux. 

Surgery 

To obtain simultaneously electroencephalogram (EEG) and electromyogram (EMG), 

4ET transmitters (Physiotel®; Data Sciences International) were surgically implanted. 

Antibiotic was given to the rats through drinking water up to three days before the surgery 

(trimethoprim, 0.16 mg/ml; sulfamethoxazole, 0.8 mg/ml; Bactrim, Roche; Basel, 

Switzerland). Each surgical intervention was performed under anesthesia; s.c. injection of 

fenatyl, (0.227 mg/kg, Hypnorm, Janssen Pharmaceuticals, Beerse, Belgium), fluanizone 

(8.8mg/kg, Dormicum, Roche) and midazolam (2.5mg/kg,  Actavis, Teva Pharmaceuticals, 

Peta Tikva, Irsael) mixture.  

EEG elecrodes were intracranial implanted frontal-parietal (FP, located at bregma: 

AP = 2.0 mm, ML =  − 2.0 mm and lambda coordinates: AP = 2.0 mm, ML = 2.0 mm) and 

frontal-frontal (FF, located at bregma AP = 2.0 mm, ML =  − 2.0 mm and lambda coordinates: 

AP = 2.0 mm, ML = 2.0 mm). Two sterile EMG electrodes were bilaterally and 

subcutaneously implanted in neck muscles in the dorsomedial lumbar region. 

After surgery, Ringer’s acetate solution (5 ml i.p, Baxter) was immediately given to 

compensate for fluid loss. The rats were given antibiotics in their drinking water for 2 days 

following surgery (trimethoprim, 0.16 mg/ml; sulfamethoxazole, 0.8 mg/ml; Bactrim, Roche), 
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and for 3 days an anti-imflammatory treatment (meloxicam; 5 mg/ml, subcutaneous., 

Metacam, Boehringer Ingelheim, Germany) and an analgesic (buprenorphine; 0.30 mg/ml, 

subcutaneous., Temgesic, Reckit & Benckiser; Slough, UK) were given one and two times per 

day respectively. A minimum of two weeks with daily care was provided for recovery 

(Moscardo & Rostello, 2010). 

Experimental conditions 

The chronically implanted rats were recorded undisturbed and freely moving for at least 24 

hrs. All were single housed with food and water ad libitum. 

Collection, Processing and Analysis of EEG and EMG Data 

EEG and EMG telemetry signals were acquired at a sampling rate of 250 Hz using a 

wireless recording device (input voltage: -1.25 to +1.25 mV; Dataquest A.R.T, version 4.1, 

Data Sciences International) collected through an RPC-2 receiver (Data Sciences 

International) placed directly beneath the home cage of the recorded animal. The built-in 

bandwidth of the 240-fold amplified signal was 1-100Hz. 

For each rodent, sleep stages had been previously manually scored offline using 

Neuroscore software (version 2.0.1, Data Sciences International). Epochs of 10 second was 

staged by the dominant EEG and EMG characteristic of the period (≥50%) into either 

wakefulness, NREM sleep or REM sleep using Neckelman and Ursins criteria (1993). For the 

scoring, EEG signals were high pass filtered at 0.5 Hz and low pass filtered at 35 Hz, while 

EMG signals were high pass filtered at 5 Hz. 

Offline fast Fourier transforms (FFT) of unfiltered EEG rawdata were processed in 

SleepReportNormalize, a custom Matlab-based application designed by Professor Jonathan 

Wisor, Washington State University, USA (used in Marti et al., 2020). Using this application, 

EEG power (µV2/Hz) and EMG (peak-to-peak) was calculated per epoch. Average EEG 
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power was calculated in the frequency range of 1 to 90 Hz frequency: 1-4 Hz (delta band), 5-7 

Hz (low frequency theta), 7-9 Hz (high frequency theta), 80-90 Hz (high gamma band), and 1-

90Hz (total power). The theta ratio was calculated by dividing the power in high frequency 

theta by the power in the low frequency theta. For the preliminary hypothesis driven analysis, 

power in the 4-8Hz (theta), 11-15Hz (alpha band),15-35 Hz(beta band) and 35-80Hz (low 

gamma band) was also calculated.   

The script allowed sub-staging wakefulness into quiet, intermediary, and active 

wakefulness. The algorithm used was based on the EMG activity during wakefulness; changes 

in peak-to-peak amplitude of the entire 24 hours recording. Waking epochs with an amplitude 

in the lower 33th percentile was staged as quiet wakefulness, whilst the upper 66th percentile 

was scored as active wakefulness. Epochs in-between was scored as intermediary wakefulness 

(Grønli et al., 2016).    

The script also identified artefacts as epochs which the power 1 Hz bands within the 

bandwidth 1-20Hz deviated by more than 5 standard deviations from the mean based on the 

entire baseline recording of that state (Marti et al., 2020). An equivalent artefact removal was 

performed based on standard deviations above 5 of EMG peak-to-peak within wakefulness. 

Additionally, epochs where no signal was of EMG or EEG detected was also considered as 

artefacts. In total across the entire recording of the H2 1.6 ± 0.4% based on the EEG and 

0.1±0.1% based on the EMG of all epochs were considered artefacts, with similar amounts for 

the two rats in H1(rat B: 1.3% EEG, 0.1% EMG, rat B: 1.4% EEG, 0% EMG). The EEG and 

EMG of epochs recognized as artefacts using this method was not included in the analysis of 

the respective signal, however, the scored sleep/wake was kept for calculations of time spent 

in each state (Neckelmann et al., 1994).  

H2 – Exclusion of animals from analysis 
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Several animals were excluded from analysis. Out of 18 rats, 9 rats were included in 

analysis. Out of 27 baseline recordings in available for analysis, only 9 were used (Table x).  

Table 1. Exclusion criteria 

Exclusion of individual rat 

Nine rats were excluded from analysis due to using a different transmitter type (F40), which has a limited 

bandwidth (Grønli et al., 2017). Thus, high gamma power could not be identified in these rats.  

One rat was excluded due to technical difficulties with the sleep score file. 

One rat was excluded from analysis as ECG artifacts were observed upon inspection of the raw EEG file in 

the entire recording session across both leads. 

One rat was excluded due to the EEG having two bad channels, which was not redeemable by the standard 

artifact removal procedure.  

Exclusion of recording session 

Seven recordings were not analyzed because the animal had been recorded on two occasions. In these cases, 

only the first recording was used to preserve the assumption of independence for paired sample t-tests. 

 

Statistical analyses 

Calculations of time in each state, scoring of high gamma wake, and calculation of 

descriptive statistics were carried out in in Microsoft Excel, while t-tests and graphs were 

made using Graph pad prism (9.3.0). Values were reported as mean ± SD except where 

otherwise noted.  

In H2, the average power (1-90 Hz) for the entire 24h recording was 71 ± 58 µV2/Hz, 

ranging from 184 to 30 µV2/Hz. The average EMG was 238 ± 207 µV, ranging from 52 to 

676 µV. Since a parametric paired t-test assumes that the magnitude of differences in the 

measured variable is constant across subjects, this assumption could be violated by large 

variations in signal strength. Thus, the EEG and EMG signals were log transformed to 
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perform ratio paired t-tests. For the high-to-low theta ratio no transformation was performed 

since it already represented a ratio.  

Results 

Hypothesis driven analysis  

The 24 h sleep-wake pattern.  

The rats displayed a typical polyphasic sleep-wake pattern, spending more time awake 

in the dark phase (Rat A: 72%, Rat B 59%) than the light phase (Rat A: 32%, Rat B 28%). 

They also exhibited a normal sleep pattern, with most of the sleep dominated by NREM sleep. 

Percentage NREM sleep of total sleep time was approximately 80% (dark phase: 83% and 

85% and light phase: 77% and 77%, Rat A and Rat B respectively). 

 

The hypotheses driven analyses 

Wakefulness episodes longer than 5 mins throughout a 24 hrs recording were used for the 

analyses. Rat A exhibited in total 14 long wakefulness episodes and Rat B 15 long 

wakefulness episodes.  

For each episode of long wakefulness, EEG power in the frequency bands of delta, 

theta, alpha, beta, low and high gamma were calculated. The analyses identified a distinct 

recurring pattern of high EEG intensity, stable across multiple epochs in the beta, and low and 

high gamma frequency bands. A less apparent increase was present in the delta and theta 

bands, while the EEG power in the alpha band did not show any distinguishable pattern 

during long periods of wakefulness.  

These frequency bands were compared with corresponding time periods of two current 

‘quality’ measures of wakefulness based on A) high-to-low frequency theta ratio (Wigren et 
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al., 2009) and B) EMG (Grønli et al., 2016). Find this illustrated in Figure 3. Figure 3 shows 

the first long episode of wakefulness after dark onset in the two rats. 
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Figure 3. EEG power spectra and measures of wake quality over time during a long period of wakefulness.  

Averaged EEG power across 10 sec epochs intervals in the delta (1-4Hz), theta (4-8Hz), alpha (11-15Hz), low 

gamma (35-80Hz) and high gamma (80-90Hz) at frontal-parietal location, in two individual rats. High to low 

theta ratio and sub-states of wakefulness scored on the basis of EMG are shown in the bottom graphs. The boxed 

region highlights a pattern of stable increase in power of the high frequency bands concurrent with lower high 

frequency theta ratio and low activity substates. White bars are identified artefacts by an automated algorithm 

and removed.  

 Figure 3 also illustrates a concurrent overlap discovered between the increase in the 

higher frequency bands and a drop in the high-to-low frequency theta ratio. Furthermore, the 

EMG based wake-hypnograms revealed an overlap between the quiet wakefulness and the 

increase in the higher EEG frequencies. 

Classification criteria of wakefulness states based on high gamma intensity 

To quantify the observation of a stable increase of the higher frequencies as an EEG 

marker of homeostatic regulation of wakefulness, a classification based on the intensity of 

high gamma frequency (80-90 Hz) was developed based on its prominent changes during long 

periods of wakefulness. The classification criteria were developed to distinguish high gamma 

wakefulness (HGW) and non-high gamma wakefulness (nonHGW) from each other with high 

specificity to greater intensity to epochs in this band, and with high sensitivity to longer 

periods of increased power.  

The criteria for a binary method of EEG based homeostatic regulated wakefulness 

were chosen to rely on a percentile score of ≥90%. A 10% reduction from this score included 

epochs with an approximate value close to the 90th percentile. To increase the sensitivity to 

longer periods, a criterion was added to include epochs in-between two high intensity epochs. 

These epochs were confirmed to be of a higher gamma intensity on average compared to other 

epochs of wakefulness (Rat A: +165%, Rat B: +160%).  
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To only score longer periods of increased high gamma, a minimum of 4 consecutive 

epochs were considered HGW. Aiming to compare HGW with other epochs of long 

wakefulness, nonHGW was scored as all epochs within long wakefulness that did not meet 

the criteria 1-3. Table 2 lists the scoring criteria. 

Table 2. Scoring criteria for HGW and nonHGW 

High gamma wake criteria (scored from all wakefulness) 

Criterion 1: High gamma power in a scored wake epoch is higher or equal to the 90th percentile (minus 10%) 

of the entire recording.  

Criterion 2: The epoch is scored as HGW if both the following and preceding epoch was scored as HGW 

based on criterion 1. 

Criterion 3: Epochs that are scored as HGW based on criteria 1 and 2 were excluded if the consecutive 

amount of epochs is less than 4.  

Non-high gamma wake criterion: All epochs in long wakefulness (≥5min) epochs that were excluded by 

criterion 1-3 are scored as nonHGW 

Brief wakefulness: epochs in wakefulness shorter than 5 minutes  

HGW – High gamma wake. 

Figure 4 illustrates this classification method during the first long wake episode of both rats. 

Figure 4 also shows overlap between HGW/nonHGW classification and drops in high-to low 

theta ratio and EMG peak to peak in the animals.  
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Figure 4. Wakefulness scored by the intensity of high gamma.  

The upper graphs illustrate wakefulness scored by the relative power in EEG of the high gamma band (per 10s 

epoch). The tall and short transparent grey colored bars overlapping each figure represent wake scored as high 

gamma wake and non-high gamma wake respectively. The middle graphs illustrate the overlap between this 

classification and the high-to-low theta ratio, while the bottom graph illustrates the overlap with EMG (peak to 

peak). Each episode was selected as the first long wake episode occurring after dark onset for each rat. 

Testing if high gamma intensity may be an EEG marker of homeostatic regulation of 

wakefulness throughout a 24 hrs recording 

Rat A displayed more nonHGW than HGW across undisturbed 24 hrs; a total of 2994 

epochs were scored as nonHGW, while 604 were scored as HGW. Similarly, Rat B exhibited 

2141 epochs of nonHGW and 499 HGW epochs. Power in the high gamma band was higher 

in HGW than in nonHGW epochs (Rat A: +133%, Rat B: +166%). No epochs in brief 

wakefulness met all criteria for high gamma wake. HGW epochs was present in 11 out of the 

14 long wake episodes of Rat A, and 7 out of the 15 long wake episodes of Rat B. The long 

wakefulness episodes where HGW was identified proved a longer duration (Rat A: 50 ± 20 



HOMEOSTATIC REGULATION OF WAKEFULNESS     54  

 

min, Rat B: 50 ± 21 min) compared to wakefulness period without HGW (Rat A: 15 ± 5 min, 

Rat B: 11 ± 10 min). Figure 5 shows that HGW occurred most frequently in the middle and 

last part of each long wake bout. Together these findings suggest that the content of high 

gamma during wakefulness is more present during longer time awake which could reflect a 

self-regulatory dynamic in wakefulness.  
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Figure 5: The occurrence of HGW in long wakefulness episodes. 

The plot shows the relative occurrence of HGW as compared to nonHGW in each long wake episode (rat A: 

n=14, rat B: n=15) episode divided into three thirds based on the length of the entire episode. HGW – High 

gamma wake. 

A substantial overlap between HGW and a published measure of quiet wake quality 

based on high-to-low theta ratio (Wigren et al., 2009) was present. This ratio was lower and 

less variable in HGW (Rat A: 0.63 ± 0.12, Rat B: 0.76 ± 0.16) than in nonHGW (Rat A: 0.89 

± 0.22, Rat B: 1.04 ± 0.32). The overlap between HGW and quiet wakefulness quantified with 

low EMG tonus (Grønli et al., 2016) was 36% in Rat A and 30% in Rat B. In nonHGW this 

overlap was smaller (Rat A: 19%, Rat B: 18%). Relatedly, the EMG per epoch was lower on 

average in HGW than nonHGW irrespective of percentile distribution (Rat A: 26% lower, Rat 
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B: 13% lower). Comparison of HGW with literature classification of quiet wakefulness with 

favored that HGW was a relatively low arousal, quiescent state of the long wakefulness 

episodes. 

If HGW reflects compensatory mechanisms allowing animals to restore metabolic 

processes during the waking state, HGW would be associated with changes in sleep pressure 

that builds up during time in wakefulness. Amount of SWA in quiet wakefulness is 

consistently found to be a marker of sleep pressure and found to be correlated with restorative 

metabolic processes in the cortex (Grønli et al., 2017; Grønli et al., 2016; Marti et al., 2020; 

Wisor et al., 2013). Indeed, SWA was found to be higher in HGW than in nonHGW, for both 

rats; +19% in Rat A and + 9% in Rat B.  

Notably, Rat A spent more time in long episodes of wakefulness (+2hrs 40min), 

exhibited the lowest high-to-low theta ratio during HGW (-0.13) and nonHGW(-0.15) and the 

highest relative difference of EMG (+50%) and SWA (+53%) of the two rats. If HGW is 

found to be a marker of homeostatically regulated wakefulness, these differences could be 

used to assess the intensity of regulation. Hence, a possible method-model association was 

identified.  

 Although far from conclusive, the preliminary findings endorsed that the intensity of 

high gamma frequencies may be used as a homeostatic marker of wake regulation. If this 

hypothesis is to be verified, the following should be true; 1) the hypothesis holds in a larger 

population, 2) the hypothesis holds across different cortical EEG deviations and 3) the 

hypothesis holds during both light phase and dark phase.  

 



HOMEOSTATIC REGULATION OF WAKEFULNESS     56  

 

If the above tests verified in an undisturbed population, experimental conditions 

challenging time in wakefulness can be tested (i.e. simulation of shift work, changes in L:D 

schedule, different stress exposures).  

Testing the hypothesis that high intensity gamma is an EEG marker of homeostatic 

regulated wakefulness  

The descriptive analyses of HGW/nonHGW were extended to nine rats and across two 

EEG deviations; frontal-parietal (FP) and frontal-frontal (FF). All rats were single housed and 

undisturbed. They exhibited a normal pattern of sleep and wakefulness throughout a 24 hrs 

recording, where the rats spent more time awake during the dark phase (67 ± 8%) than during 

the light phase (25 ± 7%). Their sleep was dominated by NREM sleep (D: 85 ± 3 %, L: 78 ± 

3 %). 

The rats displayed more nonHGW than HGW across undisturbed 24hrs; On average, 

2635 ± 324 epochs were scored as nonHGW, while 489 ± 68 epochs were scored as HGW. 

Power in the high gamma band was 118 ± 53% higher in HGW compared to nonHGW 

epochs. In accordance with preliminary findings, the peaks in high gamma power were 

associated with long wake episodes. No epochs in brief wakefulness episodes met all criteria 

for high gamma wake. HGW was identified in 88 of the total 136 long wakefulness episodes. 

For the calculation of episode duration, four episodes were excluded due to ending or 

beginning outside the 24-hour recording. The episodes where HGW was identified proved a 

longer duration (46 ± 32 min, n=87) than episodes without HGW (12 ± 9 min, n=46). In 

contrast to the preliminary findings, the occurrence of HGW now dominated the first and 

middle part of the episodes (Figure 6).  
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Figure 6: The occurrence of frontal-parietal HGW in long wakefulness. 

The plot shows the relative occurrence of HGW as compared to nonHGW across all long wake episodes 

(n=136), of nine rats. Episodes are divided into three thirds based on the total length of each episode. Data are 

shown as mean ± SEM. HGW – High gamma wake. 

To test the hypothesis that HGW identifies quiet wakefulness, the high to low theta 

ratio, EMG based score and EMG per epoch was compared with nonHGW. Consistent with 

preliminary findings, the ratio of high to low theta frequency was significantly lower during 

HGW than in nonHGW (.24 ± .14, t(8)= 5.03, p=.001). However, the overlap between HGW 

and quiet wakefulness quantified by low EMG tone distribution was lower in HGW (19 ± 

15%) than in nonHGW (25 ± 5%). No significant difference in EMG per epoch was found 

between HGW and nonHGW (.99 ± 0.03, t(8) =0.25, p = .806). As in the preliminary 

analysis, the homeostatic marker SWA tended to be higher in HGW than in nonHGW (0.94 ± 

0.04, t(8) =1.90, p = .094).  

Comparisons of EEG locations for classification of HGW and nonHGW 
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All analyses done so far were performed with EEG information from the frontal-

parietal deviation. Now, all epochs scored as wakefulness were classified into HGW and 

nonHGW based on EEG information from the frontal-frontal cortical area. An average of 

2636 ± 328 epochs in FF was scored as nonHGW, and the amount of HGW was 487 ± 71. 

There was a substantial overlap between HGW in scored by FF EEG and HGW scored by FP 

EEG (75.2 ± 17.2%). Power in the high gamma band was 97 ± 51% higher in HGW 

compared to nonHGW epochs. Again, no epochs of brief wakefulness met all criteria for 

HGW. HGW was identified in 90 long wakefulness episodes. Episodes where HGW was 

identified proved a longer duration (45 ± 32 min, n=89) than episodes without HGW (13 ± 11 

min, n=43). Figure 7 shows that the distribution of HGW was skewed towards the first and 

middle parts of the wakefulness episode. 
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Figure 7: The occurrence of frontal-frontal HGW in long wakefulness. 

The plot shows the relative occurrence of HGW as compared to nonHGW across all long wake episodes 

(n=136), of nine rats. Episodes are divided into three thirds based on the total length of each episode. Data are 

shown as mean ± SEM. HGW – High gamma wake. 
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The same comparisons between HGW and nonHGW as in the FP lead were followed 

up by equivalent comparisons in the FF lead. The high-to low theta ratio was no longer 

significantly lower in HGW compared to nonHGW (0.14 ± 0.23, t(8)=1.91, p=.092). The 

other analyses paralleled results from FP scoring: a lower overlap between EMG quantified 

quiet wakefulness and HGW (19 ± 14%) was found than in nonHGW (25 ± 5%). Like in the 

FP, no significant difference in EMG between HGW and nonHGW was found (0.98 ± 0.04, 

t(8) = .84, p = .425). Again, the FF SWA tended to be higher in HGW compared to nonHGW 

(0.87 ± 0.09, t(8)=2.06, p =.074).  

HGW and nonHGW in dark phase and light phase 

All analyses done so far were based on the entire 24h recording. Now, the dynamics of 

FF/FP HGW and nonHGW were compared in the light and dark phase.  

Figure 8 illustrates that both nonHGW and HGW (scored from FP) were more present 

during the dark phase than light phase. A drop in time spent in HGW was evident 2 to 4 hrs 

into the dark phase (ZT14-16).  
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Figure 8. The average time spent in each state in a full day in undisturbed conditions in home cage for nine rats. 

The white and black bar indicate light condition. A) The amount of time spent in high gamma wake was greater 

during the dark phase with peaks at ZT14-16 and ZT20-22. B) On average the rats spent more time in brief wake 

episodes during the light phase than during the dark phase. C) Non high gamma wake is wake that is in long 

wake episodes (shown in figure D) which are not scored as HGW. Data are shown as mean ± SEM. Note that 

different scales are used for each graph.   

To investigate whether there were systematic differences in the distribution of HGW 

and nonHGW, the ratio of these states was compared between light and dark phase. Figure 9 

illustrates that the ratio between HGW and nonHGW was highest during the light phase, 

scored from both FP and FF deviations.  
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Figure 9. Estimation plots of paired t-tests comparing the ratio of HGW to nonHGW in light versus dark phase. 

Each point represents the ratio for one individual rat in the corresponding light condition. The ratio was 

significantly lower in the dark phase for both frontal-parietal (left plot, p = .012) and frontal-frontal (right plot, p 

= .027) EEG leads.  HGW – High gamma wake. 

 

Finally, to investigate whether the differences in light and dark phase impacted the 

results, HGW and nonHGW were compared separately in each phase. The direction and 

significance of results were similar to the analysis based on the entire recording for high-to-

low theta ratio (Table 3), EMG and SWA (Table 4). 
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Table 3. High-to-low theta ratio in the light and dark phase 

 Mean difference  

(nonHGW - HGW) 

SD t p-value 

 Light phase 

FP 0.17 0.13 4.09 .004 

FF  0.12 0.16 2.26 .054 

 Dark phase 

FP  0.25 0.14 5.48 <.001 

FF  0.15 0.24 2.26 .103 

n=9, comparisons were made using paired t-test. FF - frontal-frontal, FP - frontal-parietal, HGW - high gamma 

wake  

Table 4: Comparing EMG and SWA in the light and dark phase  

 Measure Geometric mean of 

ratios 

(nonHGW/HGW) 

SD  t p-value 

 Light phase 

FP EMG 0.90 0.08 1.76 .116 

 SWA  0.95 0.05 1.38 .021 

FF EMG  0.88 0.09 1.91 .093 

SWA 0.90 0.10 1.36 .210 

 Dark phase 

FP EMG  1.01 0.03 0.33 .754 

 SWA 0.93 0.05 2.15 .064 
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FF EMG  0.99 0.03 0.34 .741 

 SWA  0.85 0.09 2.30 .051 

n=9, comparisons were made using paired t-test. FF - frontal-frontal, FP - frontal-parietal, HGW - high gamma 

wake 

Discussion 

Active wakefulness is crucial for motivated behaviours that increase reproductive success. 

The adaptive value of active wakefulness is limited. As we stay actively awake for long 

periods, performance and health may become impaired. Thus, active wakefulness reduces our 

adaptive wakefulness capacity. The effects of quiet wakefulness in relation to adaptive 

wakefulness capacity is poorly understood. Several studies suggest that sleep-like EEG events 

may occur during wakefulness. In addition, restorative properties associated with sleep 

homeostasis have also been observed during wakefulness. Since the restorative events may be 

linked to performance impairment, and depend on reduction in signaling activity, I suggested 

that quiet wakefulness and sleep were ideal states to consolidate these processes globally. The 

restorative events were linked to reduction in homeostatic pressure of signaling molecules 

such as adenosine. If these hypotheses hold true, it may be expected that quiet wakefulness is 

homeostatically regulated. It may also be expected that quiet wakefulness may increase 

adaptive wakefulness capacity, either through increasing the length of wakefulness or through 

enabling more adaptive use of active wakefulness. These are the core predictions of the 

adaptive wakefulness capacity model. 

To investigate these predictions, a hypothesis driven approach was appropriate. I 

attempted to identify EEG markers of homeostatically regulated quiet wakefulness associated 

with longer, undisturbed, wake episodes in rats. In the preliminary analysis of two rats, 

temporally close epochs with intense high gamma (HGW) were identified as a possible 
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marker of homeostatically regulated quiet wakefulness. These occurred concurrently with a 

low high-to-low theta ratio and low EMG, markers of quiet wakefulness. In addition, they 

occurred at later stages of longer wakefulness episodes and displayed higher SWA than other 

epochs in long wakefulness. 

Amongst these hypothetical relationships, the association between HGW and 1) SWA, 2) 

lower EMG and 3) its occurrence in latter stages were falsified when analysis was extended to 

nine rats. Support was found for the association between HGW and longer wakefulness 

episodes, as well as a lower high-to-low theta ratio.  

These findings may be of relevance for future investigations into the homeostatic 

regulation of quiet wakefulness. The results suggest that high gamma is in some way 

associated with longer wakefulness episodes. Support for this conclusion was found in all rats, 

in both frontal-frontal and frontal-parietal EEG leads.  This parallels findings in mice 

hippocampal EEG, suggesting that high gamma (>80Hz) is significantly higher in long wake 

episodes (Perez-Atencio et al., 2018). Interestingly, Perez-Atencio and colleagues (2018) 

reported that the power in hippocampal 7-10Hz theta was significantly higher in the long 

wake episodes of mice, while theta peaked at 6 Hz in brief wake episodes. The current 

findings suggest that increases in high gamma of long wake episodes is dominated by lower 

frequency theta in the frontal-parietal EEG, and the same trend, although not significant, was 

found for frontal-frontal EEG. Thus, the association between high gamma and long 

wakefulness might be related to different parts of the episodes than that of theta. 

The failure to find a relationship between HGW and decreased EMG relative to the 

rest of the long wake episode warrants discussion. Three different and plausible explanations 

can be offered for this observation. 
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 First, it could be argued that HGW is a marker of active wakefulness, rather than quiet 

wakefulness. Power in the high gamma has been reported to increase with sensory stimulation 

in sleep deprivation sessions of mice (Grønli et al., 2016). This explanation is also compatible 

with the association with HGW and longer wakefulness, as it could be argued that low basal 

levels of arousal limit the length of wakefulness in laboratory settings. It is also worth noting 

that HGW was a larger part of the long wakefulness episodes during the rest (light) phase, 

than the active (dark) phase. If HGW is associated with higher arousal wakefulness, the 

finding may suggest that the amount of high gamma required to sustain an episode may be 

higher during the light phase due to a lower baseline level of arousal. 

A second possibility for explaining the results is that HGW, as hypothesized, identifies 

homeostatically regulated quiet wakefulness in long wake episodes. This view is supported by 

the concurrent lowered ratio of high frequency theta that was observed in the fronto-parietal 

EEG 11 out of 11 rats. As discussed, a lower peak frequency of theta is associated with quiet 

wakefulness and lower arousal in the literature (Neckelmann & Ursin, 1993; Vyazovskiy & 

Tobler, 2005; Wigren et al., 2009; Young & McNaughton, 2008).  

There is also an intriguing possibility that the high gamma intensity is related to 

frequent occurrence of sharp wave ripple activity. The observation that the high gamma band 

displayed high intensity during low-EMG epochs (for Rat A and Rat B) supports this view, as 

sharp wave ripples are reported to be the only high amplitude event in the alert but immobile 

animal (Buzsáki, 2015). Sharp wave ripples are also associated with gamma oscillations (30-

120Hz) in the hippocampus (Buzsáki, 2015). The fact that there was no significant 

relationship between EMG and HGW is not necessarily a contradiction, as sharp wave ripples 

occur frequently during high EMG automatic behaviours, including grooming and eating 

(Buzsáki, 2015).  
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If it can be shown that the high gamma intensity is strongly correlated with quiescent 

behaviours and sharp wave ripples, the finding that these occur in longer wakefulness episode 

is of high relevance to the adaptive wakefulness capacity model. Sharp wave ripples occur 

during offline states of the brain and has been linked to wakeful waste clearing activity. 

Optogenetic induction of gamma waves at 40Hz during ripple activity in the hippocampus has 

been shown to upregulate microglial volume, reduce production of Aβ and effectively reduce 

Aβ load in awake mice (Iaccarino et al., 2016). In addition, hippocampal sharp waves have 

recently been linked to homeostatic regulation of external glucose metabolism (Tingley et al., 

2021), possibly supporting the suggestion that reduction in aerobic glycolysis is necessarily a 

part of reduction in waste and regeneration of metabolic energy. However, the lack of 

behavioural and hippocampal local field potential recording means that the relationship 

between HGW and SPW-Rs remains speculative at best.  

A third plausible explanation of the findings is a combination of the two listed above. 

It is possible that stable peaks in high gamma reflects a less homogeneous state than assumed 

in my analysis. This is supported for gamma in the lower ranges (30.5-58.0 Hz), which have 

been shown to correlate with a wide range behaviours, such as eating, grooming, moving and 

alert immobility (Maloney et al., 1997). If the high gamma band is similar in nature to the low 

gamma band, then it is possible that the observations reported here only suggest that the 

animal engages in behaviour in long wakefulness episodes, while not engaging in behaviour 

in brief ones.  

Some further limitations to interpretation of results warrant discussion. As discussed, 

laboratory settings demonstrably impact the wakefulness regulation of the animal. The arousal 

promoting factors is virtually absent compared to wild conditions. The animal will not have 

predatory encounters, nor mating opportunities. It does not need to forage its food, explore 

novel objects, and may eat and drink as it pleases. It is also habituated to its home 
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environment, so unless it is stressed, it is likely that active wakefulness is reduced compared 

to wild conditions. Considering these limitations, it is also possible that quiet wakefulness 

occurs as a default state in the absence of arousal promotion. The rat might simply lack 

something to do. In addition, it is suggested that the likelihood of predatory encounters and 

opportunities, and capacity to respond efficiently determines whether the animal should sleep 

or rest since. Thus, in laboratory environments the rats may choose to sleep instead of 

restitution in quiet wakefulness in response to homeostatic pressure. To assess the impact of 

these manipulations, results may be compared with recordings in the wild, which currently is 

limited by the need to perform telemetric recording to identify vigilance states. Another 

possibility is to create more naturalistic experimental settings, but the cost, practicality, and 

difficulties in interpreting the relative influence of variables under recording in these 

conditions must also be appreciated. 

I used EEG recording to identify the outlined homeostatic properties of quiet 

wakefulness. This is consistent with the methods used in sleep homeostasis research. EEG can 

be noisy, impacted by movement artifacts, is sensitive to recording conditions and has poor 

spatial resolution (Jackson & Bolger, 2014). The high-to-low theta ratio measure used here 

also differs in some ways from the publication it was adapted from. Wigren and colleagues 

(2009) recorded fronto parietal EEG with slightly different lambda coordinates, at the dura 

mater rather than on the skull, and used bipolar screw EEG. The impact of these differences 

on the recorded EEG remains uncertain. In addition, the interpretation that certain EEG 

frequency bands may identify metabolic changes in the brain was supported by correlational 

evidence. Ideally, a study attempting to falsify homeostatic regulation of quiet wakefulness 

should assess metabolic changes in wakefulness regulating regions directly.  

The scoring method used for identifying stable high gamma intensity had biases that 

may have impacted the results. In part, the scoring criteria was based on percentile of all 
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wakefulness, which was done because the high gamma intensity was relative. This biases the 

scoring to the total length of wakefulness. To compensate for the bias, a 10% reduction was 

added to the scoring, thus if a rat had more epochs close in value to the 10th percentile, more 

wakefulness would be scored as high gamma. Also, the method ensures that at least 10 

percent of all wakefulness is eligible for being scored as high gamma. Thus, if a rat had less 

periods of high intensity gamma, the scoring method would overestimate the amount. For this 

reason, a conservative percentile and percent was chosen. Arbitrary percentile-based scoring 

is common in published literature, but typically the authors report behavioural confirmation of 

the scoring method. This is needed to conclude that scoring was successful in identifying a 

state.  

Ideally, a state of quiet wakefulness during long wakefulness episodes is identified 

using a method that is independent on the total amount of wakefulness of recording. A 

promising approach could be to record local field potentials in the hippocampus for sharp 

wave ripples. As these are events and not relative measures, the frequency of these events 

during wakefulness could be used to identify the state. 

Despite the limitations and ambiguity of results, the current study reveals two 

important guidelines for future operationalizations of quiet wakefulness. The first is 

confirmation that brief wakefulness episodes have different electrophysiological 

characteristics than long wakefulness in rats. This should be considered when comparing 

rodent wakefulness with human wakefulness, since human wakefulness is often consolidated 

in long periods. The second is that in long wakefulness episodes EMG may be relatively high 

when the high-to low theta ratio is identified as low. This means that either both measures are 

insufficient, or one of them may be insufficient to score quiet wakefulness.  
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Future directions of the model 

The value of any model comes from the accuracy and usefulness of its predictions. 

While the validity of the core hypothesis remains uncertain, there are several interesting 

secondary hypotheses that can be predicted from the perspective of the model. The model 

offers new perspectives on three phenomena with large potential utility: the post lunch dip, 

Alzheimer disease and sleep pressure. 

The post lunch dip  

A dip in performance-levels and alertness (and increased sleepiness) after noon called 

the “post lunch dip” has been documented in humans (Carskadon & Dement, 1992). This has 

been explained by a mismatch between sleep pressure and circadian rhythm. As wakefulness 

progresses into noon-afternoon hours, sleep pressure increases. This is counteracted by a 

circadian modulated increase in alertness labelled the “wake maintenance zone”. In a constant 

routine study, the peak of the wake maintenance zone occurred around 19-23:00 in adults 

(Zeeuw et al., 2018). Thus, the wake maintenance zone peak occurs “too late” to counteract 

the increased sleep pressure during the post-lunch hours (Bes et al., 2009)  

 The adaptive wakefulness capacity model offers a unique perspective on this 

phenomenon. As the post lunch dip occurs after a prolonged period of wakefulness, it is 

possible that waste products have accumulated, and metabolic energy have been expended in 

signalling activity. Accordingly, the pressure to quietly rest or sleep may be high. If the 

arousal levels are sufficiently low, it may be expected that the post lunch dip offers restitution, 

increasing brain metabolic energy and decreasing metabolic waste. This would increase the 

adaptive wakefulness capacity.  

Falsifying this hypothesis is difficult, as we cannot compare the effects of active 

wakefulness versus quiet wakefulness during the post lunch dip and conclude whether quiet 
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wakefulness was restorative. Any effects of this manipulation could be attributed to increased 

use-limiting effects of additional active wakefulness. Instead, a more promising prospect is to 

compare metabolite- or homeostatic marker concentration in wake promoting regions in 

subjects before and after the post-lunch dip.  

If the post lunch dip is a restorative period, high arousal could be more harmful within 

than outside it, because the post lunch dip period comes before the wakefulness maintenance 

zone. During the wakefulness maintenance zone alertness levels are increased, and sleep-

propensity is low (Zeeuw et al., 2018). Thus, after the post lunch dip the restorative 

homeostasis may be countered by increased arousal. In this regard, confirming the hypothesis 

would offer a simple and practical perspective to improve performance and health outcomes; 

avoid active wakefulness during the post lunch dip.  

Alzheimer disease 

The link between Alzheimer and sleep-deprivation has been related to accumulation in 

Aβ (Wu et al., 2019). Consequently, there may be a link between Alzheimer’s and impaired 

quiet wakefulness. If both sleep and quiet wakefulness are involved in clearance of Aβ, there 

might be co-morbidity in risk of Alzheimer when both sleep and quiet wakefulness is 

impaired. Resting state EEG of human Alzheimer patients consistently reveal lower alpha 

activity in quiet wakefulness compared to age matched control which has been interpreted as 

heightened arousal (Babiloni et al., 2017). They also display higher theta activity (Jelic et al., 

2000), a marker of homeostatic sleep pressure in human wakefulness (Finelli et al., 2000). 

From the perspective of the model, it is possible that the high arousal during quiet 

wakefulness indicates inadequate response to the homeostatic pressure. Due to the high 

prevalence and devastating impact of Alzheimer disease, further investigations into the 
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relationship between quiet wakefulness and Aβ clearance should be an objective of future 

research. 

Sleep pressure 

The model suggests that quiet wakefulness may be effective in reducing the 

homeostatic sleep pressure, due to reduction in the metabolic products that generates it. Thus, 

a counter-intuitive prediction of the model is that if wakefulness is extended with quiet rather 

than active wakefulness, sleep-pressure may be reduced rather than increased. A comparison 

of sleep deprivation in mice found that SWA in NREM after sleep deprivation by automatic 

behaviours (simple touch screen task) was much lower than after inducing exploratory or 

voluntary behavior (wheel running, presentation of objects; Milinski et al., 2021). As this 

finding could be attributed to relative increased demand of active wakefulness, this cannot be 

considered evidence of the hypothesis that quiet wakefulness reduces sleep pressure. Indeed, 

falsification of this hypothesis is difficult. 

 Several complications must be addressed. The most pressing issue is that the 

metabolic demand may not be equal across wakefulness, as suggested by the synaptic 

homeostasis model (Vyazovskiy et al., 2008). If this hypothesis is correct, the late phase quiet 

wakefulness will be less effective at restorative processes than the early phase quiet 

wakefulness. Thus, a lower arousal quiet wakefulness may be needed to reduce sleep pressure 

during the late stages than early stages of the day. Another concern is that it is difficult to 

imagine a way to reliably induce extended wakefulness in a way that ensures it is quiet. For 

instance, the operant touch screen task described by Milinski and colleagues (2021), may 

plausibly induce either a less aroused active wakefulness, or a state of quiet wakefulness. 

Distinguishing between the two is crucial to test the hypothesis. A final concern is that at the 

end of a normal day of wakefulness, the circadian modulation of arousal decelerates. Thus, if 
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subjects are compared with baseline levels (at normal sleep times) in terms of slow-wave 

activity to measure the homeostatic response, there may be confounding effects of circadian 

regulation if the subjects are kept awake for longer. Instead, an ideal experimental method 

could involve a quiet wake-inducing sleep deprivation technique concurrently with markers of 

homeostatic sleep drive. An example could be to measure extracellular concentration of 

adenosine in a wakefulness promoting region while the subjects are quietly awake. 

A practical implication of this hypothesis is that avoiding prolonged quiet wakefulness 

before going to bed ensures that the negative feedback mechanism decreasing arousal remains 

intact. If the negative feedback is reduced by restoration, any arousal promoting factors are 

likely to be more effective. Thus, knowledge of whether quiet wake is restorative may be 

useful to improve night-time sleep. It must be stressed that the aim of this model is not to 

suggest that quiet wakefulness may replace sleep. Rather, this model suggests that quiet 

wakefulness is less efficient at restoration than sleep since sleep allow greater reduction in 

metabolic demand.  

Throughout this thesis, I have argued that adaptive wakefulness capacity is limited by 

the performance and health outcomes of being in active wakefulness. Evidence from sleep 

homeostasis research suggest that this capacity is reduced by high metabolic demand and 

restored by sleep. The role of quiet wakefulness has largely been ignored in sleep homeostasis 

research, but the limited research that exist suggest that the capacity may also be increased 

during this state. In addition, arousal inhibiting mechanisms involved in sleep homeostasis 

also act on pathways involved in regulation of quiet wakefulness. Results from the hypothesis 

driven analysis suggest that future operationalization of quiet wakefulness should distinguish 

between long and short wakefulness episodes, include behavioural data and record 

hippocampal local field potential. In conclusion, I have not been able to demonstrate that 
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quiet wakefulness is homeostatically regulated to increase adaptive wakefulness capacity. I 

suggest that this question is of considerable interest for future research. 
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