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Abstract 

The threat of the post-antibiotic era is looming and addressing this crisis requires access 

to new classes of antibiotics. Riboswitches are cis-gene regulating folded structures of 

non-coding RNA, which act through conformational changes induced after binding to 

small molecules. As riboswitches have been identified as a key component in bacterial 

biology and are essentially absent in mammalian cells, they constitute promising 

targets for novel classes of antibiotics 

Herein, we have explored the possibility of addressing riboswitches as potential drug 

targets. A drug target needs to be relevant for a given disease and needs to be mofiable 

by either biological molecules or small molecules. In the latter case, the drug target 

needs to be able to bind small drug-like molecules with high affinity. Such binding 

sites are referred to as “druggable”. Previously in the Brenk group, a predictor 

(DrugPred) was developed to identify such binding sites in proteins. As part of this 

thesis, this predictor has been extended to be compatible with RNA binding sites. Due 

to the paucity of validated druggable RNA binding sites, the predictor, 

DrugPred_RNA, was trained on protein binding sites with descriptors that are 

applicable for both protein and RNA binding sites. It was found that this version was 

able to make predictions with high accuracy and precision, which were comparable to 

the last iteration of DrugPred. After applying this predictor on a large swathe of ligand-

containing RNA crystal structures deposited in the Protein Data Bank, we have 

evaluated the predictions of DrugPred_RNA and found that known druggable RNA 

binding sites were classified correctly. The predictions of DrugPred_RNA were also 

found to be highly robust, and overall, binding sites which were found to be both 

similar in conformation and binding site composition were given the same prediction. 

However, it was also found that conformational changes could severely affect the 

outcomes. Further amon the RNA binding sites predicted to be druggable, many 

riboswitches were found, underlining this class of macromolecules as a potential target 
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for new antibiotics. Many of the druggable structures were also ribosomal binding sites, 

which could also guide the development of new antibiotics. Overall, DrugPred_RNA 

was found to be a useful tool for the prediction of druggable RNA binding sites  

Among the riboswitches which were found to be druggable was the FMN riboswitch. 

This riboswitch regulates the expression of genes involved in biosynthesis of riboflavin 

and binds to flavin mononucleotide (FMN). The FMN riboswitch belongs to one of the 

most studied classes of riboswitches, and several potent binders have been identified. 

It has also been shown that these binders are able to inhibit growth of bacteria, and this, 

combined with its prevalence in human pathogens, including strains associated with 

nosocomial infections, makes it one of the most relevant targets to pursue. Using 

structural bioinformatics, we have designed compounds in silico and predicted their 

binding modes. The driving forces of the design of these candidates were to create 

synthetically feasible compounds which retain what we believe are key interactions 

observed or postulated between the FMN riboswitch binding site and FMN, ribocil A 

(a compound discovered by Merck) as well as for RSL-0035 (Figure 1, a compound 

discovered in previous work within the Brenk lab), while simultaneously exploring 

new interactions. 

Figure 1: RSL-0035, a previously discovered hit in the Brenk lab 
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We designed four series of compounds based on these findings and performed 

synthesis of these compounds (two of which are described within this work) and RSL-

0035, which proved successful and will serve as a basis for the synthesis of future 

compounds. Some of the steps within these syntheses were optimized and several 

discoveries were made which is going to shape the future of the project. Several of the 

designed compounds were found to be active, and a few were also found to have 

relatively high affinities in the single digit micromolar range. The structure-activity 

relationships of the compounds were established, and the findings have resulted in the 

proposal of new compounds which are currently pursued in the Haug group. 

Figure 2: Compounds discovered in this study with single digit micromolar affinity. 

LE = Ligand efficiency. 
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Abbreviations 

Most abbreviations used within the text of this thesis conform to the standard 

abbreviations and acronyms proposed by the Journal of Medicinal Chemistry.1  

Below are listed some selected abbreviations which do not conform to the selection 

mentioned above. 

A Adenine /Adenosine 

C Cytosine / Cytosine 

U Uracil/Uridine 

G Guanine/Guanosine 

FMN Flavin mononucleotide 

TPP Thiamine pyrophosphate 

SAM S-adenosyl methionine 

TAR Trans-activation response 

ML Machine learning 

SHAP Shapley additive explanations 

xgboost eXtreme Gradient Boosting 

DLID Druglike density 

QED Quantitative estimate of druglikeness 
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1. Introduction 

1.1 The pre-antibiotic era 

Arguably the greatest achievement humanity has gained through modern medicine is 

the prevention of countless deaths by infectious diseases. While it is near impossible 

to produce an exact number of how many lives have been saved, the Centers for Disease 

Control and Prevention provide a crude death rate for infectious diseases in the United 

States over the 20th century.2 At the start of the century, the number of deaths caused 

by infectious diseases and the number of all other death causes were almost equal, but 

today the former number has been reduced over twentyfold, leading to the almost 

complete annulment of infectious disease-related deaths in Western society, as can be 

seen in Figure 3. What is the cause for this severe reduction? A certain cause lies in a 

greater understanding of the underlying cause of infection. The leading theory for how 

diseases transferred between host patients up until the late 19th century was miasma 

theory, which stated that diseases relayed through foul air, not through bacteria or 

viruses.3 While Leeuwenhoek first described bacteria as early as in 1676,  it would take 

 

Figure 3: Total number of deaths in the United States in the 20th century. Figure 

taken with permission from Armstrong et al. 1 
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centuries before the connection was made between the proliferation of pathological 

organisms in host patients and outbreak of disease with the proposal of “germ theory” 

as put forth by Lister, Pasteur and Semmelweis in the late 1800s.4–6 This new 

understanding led to idea  that such disease was preventable through measures such as 

proper hygiene, sterilization and vaccination.  

Due to improved general and personal hygiene, the number of infectious-related deaths 

declined before the introduction of effective antibiotics in the 1940s and 50s. However, 

these measures were not sufficient to prevent every of bacterial disease. Prior to the 

antibiotic age, patients suffering from bacterial infections, from for example 

Streptococcus pneumoniae, had a low chance of survival, and diseases such as 

tuberculosis had a mortality rate of 50%.7,8    

1.2 The inception of chemotherapy and antibiotic discovery 

It is likely human beings have unknowingly used bacteriostatic agents to treat disease 

for millennia. Records show that topical applications of moldy bread was used in 

ancient civilizations, and skeletal remains in Sudanese Nubia from A.D. 350-550 were 

found to have trace amounts of tetracycline.9,10 While the first known use of a chemical 

to prevent a bacterial disease can be attributed to Lister’s use of carbolic acid (phenol) 

as an antiseptic, it was not until the beginning of the 20th century the idea appeared that 

a chemical agent could actively cure a disease. As more knowledge of the bacterial life 

cycle increased, it was speculated that a specific substance could be able interfere with 

it, which laid the foundation for what is known today as chemotherapy. 

 In many ways, the birth of modern medicine started with the inception of modern 

antibiotics. Arsphenamine (Figure 4), an arsenic-containing drug developed in 1910, 

was the first true synthetic drug, ie. a compound intended for medical use which was 

not naturally occurring and proved effective for the treatment of syphilis.11,12 With 
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proflavine and prontosil, the first broad-spectrum antibiotics  were introduced in the 

1930s.13 The latter agent was  the first of the sulfa drug class, which is still in use today. 

The sulfa drug class is characterized by its benzene ring with a sulfonamide and amine 

moiety (sulfanilamide), which was later found out to be metabolized from a diimide 

group. This marks the first discovery of a prodrug. 

Figure 4: Structures of some early antibiotics 
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These early findings now marked the start of the antibiotic age, which has led to a series 

of discoveries (Figure 5) The discovery of penicillin isolated from Penicillium rubens 

molds had a huge impact on the field of medicine for two reasons: 1) the compound 

displayed extraordinary potency while showing little to no toxicity 2) The idea that 

nature already provided potent antibacterial agents kickstarted a screening campaign to 

discover novel antibiotics from microbial cultures around the globe.14 While penicillin 

was discovered as early as 1928, it did not find widespread use until much later, as it 

was  unstable and production proved to be difficult to upscale.15 The eventual structural 

Figure 5: Timeline displaying discoveries of selected antibiotic classes shown with 

examples of each respective class.12 
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elucidation and comprehension of its chemical properties, development of a semi-

synthetic route and lyophilization technology resulted in that the β-lactams becoming 

one of the most ubiquitous antibiotics of modern age.16,17  However, a series of hurdles 

were still in place despite the great potential of this new discovery: the production of 

penicillin at the time was still cumbersome,  the drug still lacked efficacy against 

certain infections, and reports of allergies raised the need for other classes of 

antibiotics.18 Streptomycin, isolated from Streptomyces griseus in 1945, was the first 

discovered aminoglycoside that was also the first antibiotic effective in treating 

tuberculosis. The following discoveries in the period of 1950 to 1960 is described as 

the golden age of antibiotics, as half of all known antibiotics still used today were first 

described in this time.17,19 

As penicillin and other β-lactam antibiotics inhibits the cross-linking of the 

peptidoglycan wall in bacteria, the newly emergent classes in the successive decades 

targeted completely different aspects of the bacterial lifecycle. Several classes, such as 

the amphenicols,20 macrolides21, aminoglycosides22 and the tetracyclines23, inhibit 

protein synthesis by targeting different sites of the ribosome, vancomycin obstructs the 

construction of the bacterial peptidoglycan cell wall,24 rifampicin inhibits RNA 

synthesis by targeting the bacterial polymerase,25 while the quinolones target bacterial 

DNA replication.26 Thus, the antibiotics we have today are as varied in action as in 

their chemical structures.  

1.3 The emergence of resistance and related problems 

The advent of antibiotics was hailed and was described as a “magic bullet” of medicine, 

which could now be easily used to remedy diseases previously thought of as a death 

sentence. Thus, they found widespread use. The high need for these drugs in modern 

society has resulted in for example multi-metric tonnage annual production of 6-

aminopenicillenic acid, the precursor to most penicillins.27,28 However, as the use of 
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antibiotics increased, so did also the reports of antibiotic resistant strains. For instance, 

from the 1970s to the 1990s, less than 100 β-lactamase enzymes were identified, but 

by 2010 this number had skyrocketed to a near 1000.29  Around 19.000 deaths were 

caused in 2005 in the US by methicillin-resistant Staphylococcus aureus (MRSA), 

which is also associated with an annual healthcare cost of around $3 billion.19,30 In a 

broader picture, the total annual excess healthcare cost related to resistant infections in 

the United States and European Union is estimated to be $20 billion and 1.6€ billion, 

respectively.19  A study showed the total numbers of antibiotic resistance-related 

infections in Europe in 2015 to be >670.000, with >33.000 attributable deaths.31 A 

statistical model estimated that the global death tally associated with antimicrobial 

resistance (AMR) was 4.95 million in 2019.32 

The rise in antibiotic resistance has been attributed to several factors: 1) The overuse 

of antibiotics in clinical applications, for example in treatment of non-bacterial related 

diseases, or overly long or short regimens of administration or improper treatment.19,33 

2) The use of antibiotics for the intent of prophylaxis, metaphylaxis and growth 

promotion in the food industry, which account for up to 50% of all antibiotic use, has 

also been a key factor in the drastic emergence of antibiotic resistance.34,35 3) The 

dearth of advances in novel antibiotic classes has made the situation even more severe 

with the arrival of class-wide resistance. The lack of interest from the pharmaceutical 

industry to develop new antibiotics is explained by the fact that antibiotics are only 

prescribed for limited durations, making them less profitable, combined with the fact 

that newly developed antibiotics are typically held in reserve and only used when 

established antibiotics fail to work.19 After factoring in the gargantuan cost of discovery 

and development of new drugs, antibiotics stand as a less desired area for the 

pharmaceutical industry. 4) Although the human contribution to the problem is 

significant, the occurrence of resistance can appear without human intervention. Genes 

associated with resistance (such as β-lactamases) are found to transfer horizontally 
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between microbial communities as well as vertically, and phylogenetic analyses 

suggests the emergence of cross-transfer of such resistance-related genes dates back to 

long before the discovery of penicillin and other antibiotics.19,36–38  

The reported numbers of antibiotic resistance have increased drastically over the last 

few decades.  The phenomena of resistance development are far from unknown, as the 

first cases of penicillin resistance in a clinical setting were already observed as early as 

in 1942. The effects of unrestrained use of penicillin were also warned by Sir Alexander 

Fleming in his Nobel lecture in 1945: 

“It is not difficult to make microbes resistant to penicillin in the 

laboratory by exposing them to concentrations not sufficient to kill them, 

and the same thing has occasionally happened in the body. The time may 

come when penicillin can be bought by anyone in the shops. Then there 

is the danger that the ignorant man may easily underdose himself and by 

exposing his microbes to non-lethal quantities of the drug make them 

resistant.”39 

Three classes of resistant pathogens have emerged as the key major threats to public 

health: 1) MRSA, 2) several multi-drug resistant (MDR) and pan-drug resistant (PDR), 

and often nosocomial, Gram-negative bacteria, specifically Acinetobacter baumannii, 

Escherichia coli, Klebsiella pneumonia and Pseudomonas aeruginosa and 3) MDR and 

extremely drug-resistant (XDR) M. tuberculosis strains.19,29,40,41 The World Health 

Organization (WHO) approved a global action plan in 2015 to combat the problem, 

calling it “a crisis that must be managed with the utmost urgency”, and later also 

compiled a list of bacteria for which new antibiotics are most urgently needed.42,43 

Furthermore, it is estimated that antimicrobial resistance may lead to nearly 10 million 

deaths globally per year by 2050, surpassing cancer, the leading cause of death today.44 

As of today, there is a special need for novel targets for antibiotic activity, as since the 

1960s, only six new classes of antibiotics have been introduced, and none of which 

have activity against Gram-negative bacteria.19 The “l0 x ’20 initiative” by the 

Infectious Diseases Society of America in 2010 sought out to combat this lack of 
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innovation, whereupon the development of 10 novel and effective antibiotics before 

2020 was called out for.45 A final report on the initiative from 2019 stated while a great 

number of new antibiotics were in clinical trials, a majority of approved agents were 

modifications of previously discovered classes and a minority were targeting Gram-

negative bacteria.46  

1.4 Druggability 

With antibiotic resistance on the prowl, the need for new antibiotics with novel 

mechanisms of action rises. A major issue the pharmaceutical industry is facing with 

development of new drugs is the associated risk and cost from inception to release on 

the market. A >90% overall estimated failure risk is found in drug development, with 

the highest rates found for previously undrugged targets.47–49 Moreover, a large number 

of these failures have been attributed to the fact that the project’s relevant target simply 

failed to meet the necessary physicochemical criteria associated with high-affinity 

binding or inability to bind druglike molecules.50 Factoring in the resource demands 

for development to 12 years with an estimated cost of $1150 billion U.S per drug. 

underlines the importance of eliminating likely failures early in the drug discovery 

process.51 Consequently, the development of a predictor able to discriminate binding 

sites with favorable physicochemical properties from unfavorable is imperative to 

avoid a massive sunken cost into a failed project. 

Druggability refers to a target’s likelihood to bind a small, organic, orally available 

drug-like molecule with high affinity.52,53 Originally coined by Hopkins  et al., “the 

druggable genome” referred to proteins with corresponding genetic sequences with 

close similarity to already known drug targets, which are able to bind small molecules 

which are “rule of 5”-compliant.54 Other synonyms have been used, such as 

“ligandability”, “bindability” and “(chemical) tractability”, but the term “druggability” 

is used in this work as it is the most prevalent term used in the literature.52,53 
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In the original analysis by Hopkins et al. which coined the druggability term, less than 

5% of the human genome (Figure 6) was found to be associated with druggable 

proteins.54,55 The fact that a target not only has to fulfill druggable potential, but also 

must be associated with a disease, underlines how narrow the biological space of viable 

druggable targets is. The main challenge associated with this topic is the discrimination 

between what is druggable and what is not. The main plights of defining druggability 

lies within the abstract nature of its concept, as it is not an absolute property and the 

paucity of data about what defines the less druggable space.53 While originally 

druggability was characterized through corresponding genome sequences, this 

approximation has been replaced by a more structure-focused approach. This shift 

came with the realization that genomic analysis fails to account for alternative splicing 

and post-translational alterations, and the fact that some targets could be missed if 

sufficient genomic information is missing. Thus, the focus was shifted away from a 

class-wide definition of druggability and on the assessment of individual members.56 

Previous attempts at defining druggability has been through the use of high-throughput 

screening (HTS) of different protein targets to see which yield multiple, structurally 

diverse hits.57 Both GlaxoSmithKline (GSK) and Astra Zeneca (AZ) have performed 

Figure 6: The original analysis by Hopkins found that only <5% of the human 

genome contains viable druggable protein targets.93,94  
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extensive screening campaigns on multiple protein targets grouped together by classes 

explicated by function (ligases, kinase-1, kinase-2, transferases, etc.), and defined 

druggability by the relative hit rate within a class.58,59 GSK’s approach to defining hits 

were only to include genuine validated hits, while AZ defined hits as any compounds 

providing a signal above a certain response level. The question then arose: should 

druggability be defined as a protein’s ability to bind any small molecule or only true 

validated hits? Another obvious drawback of this method, apart from being extremely 

costly, laborious and resource demanding, is the limited scope of chemical space a 

chemical library can scan. While a typical HTS library can contain thousands or even 

millions of unique compounds, this would not span more than a 10-16 % of the 

synthetically accessible chemical space, which is estimated to be composed of up to 

1024 unique compounds.60 Therefore, the move towards smaller libraries with more 

structurally diverse compounds was heralded. These fragment libraries, which 

typically count compounds in the hundreds with a molecular weight below 300 Da, 

span chemical space more effectively, with the added benefit of providing higher hit 

rates, as the threshold affinity for a “hit” is lower than for a traditional HTS campaign.61 

AZ and other companies have demonstrated a correlation between poor hit rates in 

fragment screens and difficulty in obtaining high-affinity ligands.52,62,63 One of the 

main challenges this methodology faces, is the low affinity usually obtained by 

fragment hits necessitates methods with high sensitivity to differentiate false positive 

hits from actual hits. From a drug-discovery perspective, performing a fragment screen, 

even however small the library is, on a multitude of targets to assess their druggabilities 

quickly becomes a daunting task. LifeArc has presented an automated workflow which 

improves the efficiency of a screen through the use bioinformatic triage to eliminate 

poor candidates and small scale high-throughput protein production enabled one target 

to be screened per day.64 
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1.5 Computational prediction of druggability  

The availability of highly detailed three-dimensional structures of proteins (and other 

biological macromolecules) has opened the possibility for computational prediction of 

the druggability of binding sites. This is enabled through the calculations of 

physicochemical descriptors of binding sites. The common approach in computational 

assessment of druggability has been 1) identifying the binding sites, which typically 

has been conducted through a cavity detecting software, 2) describing the properties of 

the cavity and 3) comparing them to known data to predict the druggability of a given 

pocket.57,65–68 Common binding site descriptors are volume size, curvature and other 

geometric attributes, both relative and total polarity and lipophilicity, surface area, 

enclosure, and many more.69 A predictor can then be trained on the basis of these data. 

The advent of machine learning (ML) methods has opened the possibility to use larger 

swathes of data to more accurately describe which molecular properties portray the 

differences between druggable and less druggable sites. Several approaches using ML 

methods to predict druggability have been made, based on both sequence and structural 

data.70 The earliest structure-based prediction method was developed by Hajduk et al. 

in 2006, where training data was derived from a heteronuclear NMR-based fragment 

screening data on 38 pockets from 23 different proteins to categorize the pockets. After 

pockets had been identified using a flood-fill algorithm, their parameters were 

calculated and used for a regression analysis and predicted on  a test set of 72 proteins.63 

While the method served as a great proof of concept, accuracy (58%), recall (93% and 

52% for druggable pockets and less druggable pockets, respectively) and precision 

(66%, 88%) were still unsatisfactory. Schmidtke et al. created a druggability predictor 

using a bootstrap ML method based on a nonredundant druggability data set, which 

offered an improved accuracy of 70% (recall: 88%, 44%, precision: 66%, 78% ).57 

Druglike-density (DLID) which explores only three pocket variables (volume, 

buriedness and hydrophobicity) to provide an index score, has also been developed. 
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While the receiver operating characteristic (ROC) area under curve provides a 

reasonably high accuracy (0.90), the method does not clearly discriminate between 

druggable and less druggable sites and categorizes binding sites in between as 

“difficult”. 

Previously in the Brenk group, DrugPred has been developed as a druggability 

predictor of protein binding sites.71,72 Description of physicochemical properties of 

binding sites from X-ray crystal structure are assessed through creation of a negative 

mold of the binding site, which is created by docking of a plethora of approved drug 

molecules in a binding site after removal of the cognate ligand, and combining the 

atoms of ligand poses which scored above a certain energy threshold into one combine 

molecule. This molecule, hereafter called “superligand”, can then be used to calculate 

various descriptors such as volume, buriedness, polarity, etc. The predictive 

performance of DrugPred was found to outperform previously reported druggability 

methods, with an accuracy of 91% (recall: 96%, 83%, precision: 90%, 93%). Another 

novelty with DrugPred is the data set the predictor was derived from, which is a 

collection of nonredundant druggable and less druggable protein binding sites 

(NRDLD) to avoid an overfitting bias in the final prediction method. When DrugPred 

was applied as a prediction method on previously reported dataset (e.g. the Hajduk 

dataset), improved prediction performance were observed. As such, DrugPred was 

found to be a more reliable druggability predictor than what had been previously 

created. 

1.6 RNA as a potential drug target 

With the impending threat of bacterial resistance, the search for new targets for 

antibiotics continues. Traditionally, protein binding sites have been the classic target 

for developing drugs.73,74 Nucleic acids have remained a lesser explored domain for 

drug development, but there are still numerous examples of FDA approved drugs which 
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targets these. Most of these act on DNA, either through alkylation (such as 

cyclophosphamide75), complexation (cisplatin) or intercalation (doxorubicin76). A 

number of RNA-targeting drugs act on the ribosome (and are found to bind more often 

to ribosomal RNA rather than ribosomal protein)77,78, such as tetracyclines23, 

aminoglycosides22 and macrolides21. One of the more recent additions to the antibiotic 

classes is the oxazolidinone class, with linezolid as its first-in-class, which also inhibits 

initiation of protein synthesis by targeting the bacterial ribosome79–82 RNA’s role as a 

promising drug target has evolved in tandem with our growing knowledge of the roles 

and properties of RNA.83 This includes the ability to form three dimensional folded 

structures and ability to selectively recognize small molecules84–86. Warner et al. has 

written an extensive review, arguing that RNA molecules which are specifically folded 

and able to bind highly drug-like compounds are the most promising targets to pursue 

for further investigation.84 A druggability assessment of several PDB-deposited RNA 

X-ray crystal structures using DLID has been published, which concluded that many 

RNA binding sites are suitable for ligand development.87  

RNA is a polymeric structure composed of nucleotide monomers and with a backbone 

composed of ribose sugar units (Figure 7A) interlinked with phosphodiester groups 

which are elongated in the 3’5’ direction. The sidechains extend from the 1’ position 

on the sugar moiety and four different heterocyclic nitrogen-enriched nucleobases 

constitute the differences between RNA nucleotidic residues: guanine (G), adenine (A) 

and cytosine (C) and uracil (U) (Figure 7B). The nucleobases are paired through 

specific and complementary Watson-Crick base-pairing mediated by hydrogen 

bonding between the endo- and exocyclic nitrogen and carbonyl oxygen atoms in the 

heterocyclic structures (Figure 8A). Thermodynamic stability is further enhanced 

through hydrophobic interactions through π-π stacking of the nucleic acids (Figure 

8B). Additionally, the 2’-hydroxyl group provides further support with the ability to 
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provide further hydrogen bonding. The sum of all of these interactions allows RNA to 

fold and form stable 3D tertiary structures (Figure 8C).  

RNA strands vary greatly in length, from small interfering RNA in D. melanogaster 

(21-24 nucleotides)85 to the average length of mRNA transcripts (~1,250 nucleotides 

in S. cerevisiae89), but when compared to DNA is generally much shorter (for example, 

the human chromosome is one single DNA molecule composed of 247 million 

continuous nucleotides).90 

RNA is divided into three subclasses; (1) messenger RNA (mRNA), which consists of 

shorter to intermediately long strands of encoded RNA, and act as intermediaries of 

genetic information between DNA and the ribosomal factory91, and are believed to 

have no strong secondary structure features, (2) transfer RNA, (tRNA) which assist in 

the process of translation and expression of mRNA in the ribosome through specific 

folding and binding to protein structures (Figure 8C) and (3) ribosomal RNA (rRNA), 

which are longer chains of RNA, which serves both a structural purpose in the ribosome 

and is also enzymatically active in the formation of peptide bonds in the translational 

processing of mRNA.92 Although a majority of RNA conforms to the mentioned 

Figure 7: A) The ribose backbone of RNA, where the various nucleobases are attached 

on the 1’ position. Each nucleotide residue is interconnected with phosphodiester 

groups in the 3- and 5- position B) Nucleobase name / Nucleotide name (One-letter 

code) 
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subclasses above, it also has been adapted to other roles. Ribozymes are enzymatically 

active RNA molecules which are specifically folded and can catalyze certain 

biochemical transformations. One example is the hammerhead ribozyme, which 

catalyzes the cleavage of phosphodiester in the backbone of RNA.93 Small interfering 

RNA (siRNA) are short, double-stranded RNA moieties which interfere with 

expression of certain complementary regions of DNA.94 

 

Figure 8: A) Close-up of Watson-Crick base-pairing between a guanidine and cytosine 

residue. Residues shown as thin sticks. Hydrogen bonding shown as black dashes 

(PDB ID: 6y0y) B) Key interactions in an RNA structure (PDB ID: 6y0y). Backbone 

shown as orange tubes, residues as thin sticks, hydrogen bonds shown as black dots 

and pi-stacking shown as cyan dashes C) Zoomed out perspective of whole RNA loop 

structure D) single-stranded tRNA bound to protein (PDB ID: 1zjw). Nucleic acid 

backbone shown as light green sticks, hydrogen bonding shown as black dashes, 

protein shown as green cartoon.  
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In recent years another type of non-coding RNA entities has become of interest, which 

are riboswitches. These entities, which are found in the 5’ untranslated region of 

mRNA, are able to regulate gene expression by specific binding to a cognate ligand. 

They appear almost exclusively in bacteria.95–97 Riboswitches are folded into specific 

three-dimensional structures, and are divided into two subdomains; an aptamer region 

which forms binding sites which can selectively bind ligands ranging from single atoms 

to small molecule metabolites (Figure 9), and an expression platform which regulates 

expression of associated genes upon the binding of a ligand. Multiple classes of 

riboswitches have been discovered and are as such classified primarily by their natural 

ligands and secondarily by the fold of the RNA aptamer. The cognate ligands include 

the amino acid lysine, the enzyme cofactor thiamine pyrophosphate (TPP), guanine, 

the enzyme cosubstrate S-adenosyl methionine (SAM), and phosphorylated vitamin B2, 

also known as flavine mononucleotide (FMN) among others. The purpose of these 

RNA structures is gene regulation, where binding to a small molecule causes a 

conformational change, which enables an adjacent expression platform to either 

become available (“ON”-riboswitches) or unavailable (“OFF”-riboswitches) for either 

transcription or translation.98–100 Normally, this regulation takes place in a feedback 

loop mechanism, where the synthesis of a metabolite (such as TPP) results in an 

increased concentration of the cognate ligand, which then binds to the riboswitch and 

at a threshold concentration level shuts down expression of metabolite producing 

genes. Riboswitches are also extremely specific. For example, the TPP riboswitch is 

able to discriminate between its cognate ligand and thiamine monophosphate with a 

10/1000-fold greater activity.101 
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Over 28 riboswitch classes have been experimentally validated, with some 

riboswitches found in more than 5000 bacterial species, including human pathogens, 

and riboswitches are estimated to regulate up to around 2.2% of the bacterial genome 

(B. subtilis).102–104 Their ability to selectively bind small molecules with high affinity 

combined with their widespread abundance in bacteria makes them attractive targets 

for antibiotics.83,95,96,99,105 

Figure 9: Examples of three riboswitches with their natural ligands. From left to right: 

the SAM riboswitch (PDB ID: 3gx5), the FMN riboswitch (2yie) and the lysine 

riboswitch (PDB ID: 3d0u)  
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1.7 Examples of riboswitches as potential drug targets for 
antibiotics 

Binding to riboswitches has proven to be successful in killing bacteria in several cases. 

One of the earliest examples is pyrithiamine, which was discovered to be toxic to both 

fungi and bacteria before the identification of the first riboswitch.106 This compound, 

which was originally prepared as a structural analogue of TPP, is intracellularly 

phosphorylated to give the compound pyrithiamine pyrophosphate (PTPP), which has 

a similar binding affinity to the TPP riboswitch as TPP (160 nM vs. 50 nM). Bacteria 

resistant to pyrithiamine were also found to have mutations in the genetic region coding 

for the TPP riboswitch, and X-ray diffraction crystal structures of the TPP riboswitch 

in complex with PTPP revealed a near identical binding mode to TPP.107,108 The TPP 

riboswitch is also a promising target due to the fact that several fragment hits have been 

verified, which is a feature commonly associated with druggable binding sites.109,110  

Another example of a riboswitch with a library of known binders is the guanine 

riboswitch. Hypoxanthine, a metabolite and a close analogue of guanine was found to 

selectively bind to the guanine riboswitch over the adenine riboswitch, and a crystal 

structure of the complex with 1.95 Å has been reported.111 Several modified guanine 

structures with various modifications were developed and found to be active in an in-

line probing assay, with KD values even exceeding that of the natural ligand (0.5 nM 

vs. 5 nM for guanine).112 Other analogs of guanine were found to modulate the guanine 

riboswitch and successfully display bactericidal activity at relatively low 

concentrations.113 

L-Aminoethylcysteine and DL-4-oxalysine were originally reported in the 1950s and 

60s as analogs of lysine which were effective in inhibiting the growth of specific Gram-

positive bacteria.114,115 More recent research has shown that these compounds are able 

to bind to the lysine riboswitch, but also that bacteria with resistance towards these 



 

 

 

 

32 

compounds have mutations in the genome that encodes for this specific 

riboswitch.116,117  

1.8 The FMN riboswitch 

One of the most studies riboswitches is the FMN riboswitch, which is responsible for 

the expression of genes involved in biosynthesis and transport of riboflavin.118–123 

Riboflavin plays a number of roles, such as in oxidative phosphorylation and energy 

transfer in the citric acid cycle. While essential in both mammalian and bacterial 

biology, an important difference lies in the acquisition of this molecule: mammalians 

harvest the riboflavin vitamin through diet, while all bacterial cells are self-sufficient, 

and synthesize this molecule.124 With this adaptation, the need to self-regulate the 

biosynthesis and maintain homeostasis of riboflavin arises, which has been addressed 

through the FMN riboswitch. The natural ligand to this riboswitch is the 

phosphorylated version of this biomolecule, flavin mononucleotide (FMN, Table 1). 

A strong case for exploring the FMN riboswitch as a potential new antibiotic target, is 

its widespread occurrence and conservation in bacteria, appearing in 41 human 

pathogenic species, where 7 are on the list of the WHO’s priority pathogen list.102,103 

Seemingly all Gram-negative bacterial species rely on a single riboswitch to regulate 

de novo synthesis, while some Gram-positive bacteria, such as Enterococcus faecalis 

and Streptococcus pyogenes, which are riboflavin auxotrophs, still rely on a FMN 

riboswitch to transport riboflavin from its host environment.125 

The FMN riboswitch has a plethora of known ligands with high affinity other than 

FMN, some of which are shown in Table 1. As with the TPP riboswitch, the FMN 

riboswitch discriminates strongly between the phosphorylated and the 

unphosphorylated variants of its natural ligand.126 Roseoflavin (RoF), a naturally 

occurring antimicrobial agent isolated from Streptomyces davawensis, is a structural 
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analog to FMN, with the main difference in the exchange of a methyl group with a 

dimethylamine group and the lack of a phosphate group.  

The phosphorylated variant (RoFMN) has been shown to inhibit the growth of bacteria 

and RoF-resistant strains of B. subtilis and Lactococcus lactis have been identified with 

mutations in the FMN riboswitches which are associated with ribD (an enzyme in the 

riboflavin biosynthesis pathway), strongly indicating binding in the same binding 

pocket as FMN.127,128 It was later verified through X-ray diffraction that this compound 

indeed binds to the FMN riboswitch.99,122 Exploring further variations on the riboflavin 

structure, 5FDQD (Table 1) was identified as a synthetic flavin analog which also 

displayed high potency towards the FMN riboswitch and an ability to cure mice with 

laboratory-induced C. difficile infections.129 Lead optimization led to further analogs, 

such as BRX830, BRX1151 and BRX1354 (Table 1), which have various substitutions 

Table 1: Some ligands for the FMN riboswitch and their affinities 
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and allowed to establish structure-activity research (SAR)-principles for the FMN 

riboswitch.130 Ribocil A and ribocil C (Table 1) were serendipitously discovered by 

Merck in a phenotypic screening campaign for compounds active in disrupting the 

riboflavin biosynthetic pathway  in E. coli.131,132 Mapping the genome of the ribocil-

resistant bacterial strains revealed mutations in the region corresponding to the FMN 

riboswitch. The ribocils were found to not only bind to the riboswitch with high 

specificity, but also displayed higher antimicrobial potency than RoF (<1 vs. >128 μg 

mL-1). X-ray structures of ribocil A and an analogue  in complex with the target have 

been published.131,132 The ribocils stands as a turning point in the development of 

ligands for the FMN riboswitch, as its scaffold departs from the riboflavin-like scaffold 

found in the previously identified binders.  In addition to the ribocils, WG-1 and WG-

3 were discovered through a mass spectrometry-based affinity screen using an 

Automated Ligand Detection System (ALIS), based on the same compound library 

used in Merck’s previous screening campaign.  

1.9 Binding mode of FMN and other ligands 

The binding mode of FMN in the FMN riboswitch is shown in Figure 10. The flavin 

ring is sandwiched between the nucleobases of A85 and A48, which provides 

significant hydrophobic interactions through π-π stacking interactions. Hydrogen 

bonds are formed between one of the carbonyl moieties of FMN and two nearby 

residues: the sugar backbone of A48 and the exocyclic nitrogen of A99. An endocyclic 

nitrogen atom of FMN also forms another hydrogen bond to the 1N atom of A99. 

Roseoflavin, 5FDQD and the BRX-series (Table 1) of derivatives all share the flavin 

scaffold, and thus adopt an identical binding mode with respect to this moiety. Several 

polar contacts are formed between FMN’s phosphate group and the binding site (not 

shown). Although the latter contacts appear to contribute significantly to the binding 

affinities of FMN and riboflavin, the potencies of 5FDQD and BRX1555 clearly show 



 

 

 

 

35 

that also compounds that bear a neutral group in this position can bind potently. As 

previously discussed, the ribocils depart from the flavin scaffold while still showing 

high activity. In the crystal structure obtained of the riboswitch/ribocil A complex 

(Figure 10C), the same π-π sandwiching between A48 and A85 is observed, with two 

hydrogen bonds between the pyrimidinone carbonyl of ribocil and the A48 backbone 

and A99 also conserved. Ribocil A also makes two new contacts with the binding site 

which notably differs from FMN: a π-π stacking interaction between the 

aminopyrimidine of ribocil A and residue G62 and an edge-face π -interaction between 

the thiophene moiety of ribocil A and A49. 

.  
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Previous work in the Brenk group has involved virtual screenings of commercially 

available compounds to find novel ligands for the FMN riboswitch. One of the lead 

compounds, RSL-0035 (Figure 11C) showed promising activity in an isothermal 

calorimetric (ITC) displacement assay, where it was shown that the presence of the 

compound successfully weakens the affinity of FMN to the FMN riboswitch, and it 

was estimated to have a KD around 240 μM.133 Binding was also detected in a surface 

Figure 10: X-ray diffraction crystal structure showing the binding modes of the 

ligands (thick sticks) FMN (orange) and ribocil (cyan) in the FMN riboswitch (thin 

sticks: residues, tubes: backbone. Hydrogen bonds shown as black dashes A) The 

FMN riboswitch bound to FMN. PDB ID: 2yie B) FMN and ribocil superimposed 

C) The FMN riboswitch bound to ribocil, PDB ID: 5c45 
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plasmon resonance (SPR) assay at a single concentration, but it was not possible to 

determine a KD. 

RSL-0035 shares many similarities with FMN: Both compounds are composed of three 

fused aromatic rings (A, B and C, Figure 11) where ring A resembles uracil. A notable 

difference is the kink caused by the five-membered B ring in RSL-0035.  The predicted 

binding mode of RSL-0035 in the FMN riboswitch binding site after molecular 

minimization (Figure 11) suggests that the three rings of RSL-0035 are sandwiched 

between A48 and A85, and rhe A ring forms base pairs with A99 and additional 

hydrogen bonding with the backbone hydroxyl group of A48. The modelling did not 

show any significant interactions from the phenyl group in the 9-position in ring C, nor 

from the methyl group in position 7. This compound stands as a promising and novel 

ligand for the FMN riboswitch with potential for optimization and has formed the basis 

for the ligand design and synthesis work of this thesis. 
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Figure 11: A) X-ray diffraction crystal structure (PDB ID: 2yie) of the FMN 

riboswitch (grey thin sticks) complexed with FMN (thick yellow sticks) 

superimposed with the minimized structure of RSL-0035 (blue thick sticks) and 

the FMN riboswitch (thin green sticks). Backbone shown as orange tubes B) 

Structure of FMN C) Structure and labeling of RSL-0035 atoms D) Rotated 

view of the minimized structure of the FMN riboswitch complexed with RSL-

0035, highlighting the molecular interactions with the binding site. Hydrogen 

bonds shown as black dashes, π-π interactions shown as cyan dashes. 
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2. Aims 

The overall aim of this thesis has been to explore the ligand space of riboswitches to 

find potential lead compounds for future antibiotics. In this work we have put special 

emphasis on the FMN riboswitch as a drug target but have also characterized other 

RNA binding sites with respect to druggability. The main goal has been addressed 

through the following sub-goals: 

• Develop an open access druggability predictor (based on the framework of 

DrugPred 2.0) which is compatible with RNA crystal structures, evaluate and 

validate its performance on both protein and RNA binding sites, and discuss its 

performance on the available RNA crystal structures in the Protein Data Bank. 

• Explore the ligand space of the FMN riboswitch and propose ligands which can 

act as novel binders to this target. 

• Resynthesize the virtual screening hit RSL-0035 to validate its structure and 

affinity towards the FMN riboswitch in an activity assay. 

• Synthesize two series of proposed FMN ligands and suggest new ligands based 

on obtained structure-activity relationship (SAR) data. 
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3. Results and discussion 

3.1 DrugPred_RNA 

The results presented in this thesis related to DrugPred_RNA formed the basis of a 

publication in the Journal of Chemical Information and Modeling in 2021. As such, 

the figures and tables are taken from this publication and the text has been modified to 

fit within the thesis.71 

3.1.1 Construction of DrugPred_RNA 

As has been discussed in the introduction, RNA is a promising target. However, we 

lack a tool that allows identification of druggable pockets for prioritization. Therefore, 

the goal of this part of the thesis was to adopt DrugPred to RNA pockets. As mentioned, 

a druggability analysis of RNA crystal structures has been performed using DLID.87 

This study concluded that several RNA binding sites are suitable for drug development, 

but the method does not clearly discriminate between ligandable sites (in a broader 

sense). DrugPred, a previously developed druggability predictor for protein binding 

sites in our group, should easily be converted to be applicable for RNA crystal 

structures. The underlying principles of what defines druggable from less druggable 

binding sites should hold true for both protein and RNA binding sites, and as there is a 

dearth of information about either druggable or less druggable RNA binding sites, a 

prediction software compatible with RNA should be rather trained on protein binding 

sites.  

The following minor adjustments were made in construction of the new version of 

DrugPred, from here on called DrugPred_RNA: 1) Descriptor calculations were made 

using RDKit, an open-source cheminformatics package, opposed to the licensed 

OpenEye software used in DrugPred 2.0, the last iteration of the software 2) Some 

descriptors used in DrugPred 2.0 were specific for amino acids (such as hydrophobicity 
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indices), and incompatible with RNA binding sites. Therefore, some descriptors were 

removed, and some new descriptors were calculated for DrugPred_RNA. 3) Initial 

attempts at using PLS-DA, the machine learning (ML) method used in DrugPred 2.0, 

failed to give satisfactory predictive power. A different ML method, XGBoost 

(eXtreme Gradient Boosting), was used in DrugPred_RNA instead.134 

To define the boundaries of the binding sites, a library of small molecules was docked 

in the binding sites after the cognate ligands were removed. The atoms of molecules 

which scored above a certain energy threshold were merged into one common structure 

to act as a negative mold of the binding site, hereafter referred to as a superligand. In 

total, 23 descriptors were calculated for the construction of DrugPred_RNA (Table 2), 

which overall describe geometrical and chemical properties of each ligand binding site. 

Details and specifics of how these descriptors were obtained are described in more 

detail within the methods part of this thesis.  

With the descriptors calculated for all the protein bindings sites found in the NRDLD, 

a new predictor was trained using the same training/testing split used in the 

construction of the last iteration of DrugPred. Overfitting was avoided by fine tuning 

of XGBoost settings, limiting the maximum depth of trees and using an early stopping 

round option. Analysis using Shapley addictive explenations (SHAP) values of the 

model’s performance proved to be a valuable tool to eliminate a “black box” situation 

and assure that the descriptors with highest impact on the model’s output were 

consistent with theory by ranking each descriptor’s predictive impact.135 Removing the 

descriptors with the lowest impact on the model’s output in a step-by-step method until 

the model’s output was negatively affected, a predictive model was created which used 

12 of the 23 originally calculated descriptors (Figure 12A). 
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Table 2: List of descriptors describing size, polarity and shape of ligand binding sites 

used in the construction of DrugPred_RNA. Descriptors which were used in the final 

version of DrugPred_RNA, are denoted with a mean absolute SHAP value. 

Descriptor name Description Descriptor type 
Mean absolute 

SHAP value 

csa Sum of SASA of binding site atoms size NA 

psa Sum of SASA of polar binding site atoms polarity NA 

psa_r psa / csa polarity 1.46 

hsa Sum of SASA of hydrophobic binding 

site atoms 

polarity/size 0.30 

ali_sa_r Sum of SASA of aliphatic binding site 

atoms / csa 

polarity NA 

exp_sl_sa Sum of SASA of superligand atoms that 

are solvent exposed in the superligand-

receptor complex 

shape 0.224 

no_sl_atoms Number of superligand atoms size 0.202 

no_bs_atoms Number of binding site atoms size 0.167 

fr_buried_sl_atoms Number of atoms buried inside the 

superligand / number of superligand 

surface atoms 

shape 0.345 

fr_hpb_atoms Number of hydrophobic binding site 

atoms / no_bs_atoms 

polarity 0.629 

sl_bs_r no_sl_atoms / no_bs_atoms shape 0.193 

vol Volume of superligand size NA 

sa_vol_r Surface area of superligand / vol shape 0.0907 
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PMI1 First principal moment of inertia shape/size NA 

PMI2 Second principal moment of inertia shape/size NA 

PMI3 Third principal moment of inertia shape/size 0.277  

NPR1 PM1 /PM3 shape NA 

NPR2 PM2 / PM3 shape NA 

Asphericity 

0.5

(𝑃𝑀3 − 𝑃𝑀1)2 + (𝑃𝑀3 − 𝑃𝑀1)2

+ (𝑃𝑀2 − 𝑃𝑀1)2

𝑃𝑀12 + 𝑃𝑀22 + 𝑃𝑀32
 

shape NA 

Eccentricity √𝑃𝑀32 − 𝑃𝑀12

𝑃𝑀32
 

shape NA 

SpherocityIndex 3 × 𝑃𝑀1

(𝑃𝑀1 + 𝑃𝑀2 + 𝑃𝑀3)
 

shape 0.0825 

RadiusOfGyration 

√2𝜋
𝑃𝑀3×𝑃𝑀2×𝑃𝑀1

3
 

𝑀𝑊
 

shape NA 

InertialShapeFactor 𝑃𝑀2

𝑃𝑀1 × 𝑃𝑀3
 

shape 0.0849  

 

3.1.2 Initial evaluation of DrugPred_RNA 

The descriptor with the highest impact was found to be psa_r, which together with 

fr_hpb_atoms (ranked second) and hsa (ranked fourth) describe the 

polarity/hydrophobicity of the binding sites. As expected, binding sites which were 

more polar were more likely to be less druggable and vice versa (Figure 12B). The 

remaining 9 descriptors describe geometrical properties of the binding site, with 

fr_buried_sl_atoms, describing the compactness of the binding site, having the highest 

impact (ranked third). It is not surprising to see that polarity plays overall a more 
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important role than shape, but what was found surprising is that none of the descriptors 

which were designed with size in mind (csa, vol, no_sl_atoms, no_bs_atoms) were 

found to be of significant value or to have any predictive importance, with no_sl_atoms 

highest at the seventh rank. It is likely the hydrophobic surface area (hsa) plays a dual 

role in binding site description; larger binding sites are also expected to have larger 

hydrophobic surface areas.  

The predictor had been trained on the same training/testing-set with the NRDLD which 

the previous iteration of DrugPred was based on, and its performance is shown in . The 

performance of DrugPred_RNA is comparable or better to DrugPred 2.0.  In the final 

model, 1 of the 75 binding sites in the training set was misclassified as less druggable 

(Figure 13), and within the testing set, 4 of the 35 binding sites were misclassified (2 

false positives and 2 false negatives).   

Figure 12: SHAP values for the DrugPred_RNA model. A) Absolute mean SHAP 

values for each descriptor ranked from the highest to lowest impact on the model output. 

B) Individual SHAP values for each pocket in the training set for the top six descriptors 

in the model plotted against the descriptor values. Locally estimated scatterplot 

smoothing (LOESS) curves are overlaid on the descriptor observations (black dots). The 

midpoint in each curve indicates the cutoff value from where the prediction changes the 

direction. Positive SHAP values are associated with druggable and negative SHAP 

values with less druggable binding sites. 
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. 

 

 

 Training set [druggable / less druggable] Test set [druggable / less 

druggable] 

 
DrugPred_RNA DrugPred 2.0 DrugPred_RNA DrugPred 2.0 

Accuracy 0.99 0.91 0.91 0.94 

Precision 1.00 / 0.97 0.92 / 0.89 0.95 / 0.86 0.95 / 0.93 

Recall 0.98 / 1.00 0.94 / 0.86 0.91 / 0.92 0.95 / 0.93 

Table 3: Performance of DrugPred_RNA and DrugPred 2.0 on the training and 

testing set of the NRDLD 
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3.1.3 Prediction on RNA binding sites 

After the model had been created, it was ready to be applied on RNA-containing 

binding sites. Two data sets of crystal structures were compiled from the Protein Data 

Bank (PDB), one with RNA-exclusive binding sites, and one composed of ribosomal 

binding sites, which could contain a mixture of ribosomal RNA and protein 

macromolecules (Table 4). To investigate the effect of metals on the binding sites 

druggabilities, copies were made of binding sites with metal ions within 5Å of the 

ligand with the metal removed. The RNA dataset contained 427 unique PDB entries 

Figure 13: Druggability predictions with DrugPred_RNA for the NRDLD training (A) 

and test set (B). Cyan bars represent druggable and red bars less druggable binding sites. 

All pockets at the right side of the black line are classified as druggable while the pockets 

on the left side of the line are classified as less druggable. The full names of the proteins 

are listed in the publication related to DrugPred 2.0.3 
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spanning 465 metal-free binding sites and 343 metal-containing binding sites, with 217 

distinctive ligands. The ribosomal set spanned 497 PDB entries with 613 metal-free 

pocket and 546 metal-containing pockets, with a total of 217 unique ligands. Both 

datasets had comparable druggability instances, with 36% and 31% of the RNA and 

the ribosomal set containing druggable binding sites, respectively. To assess the 

robustness of the model, prediction scores of similar binding sites were compared by 

grouping them together through the alignment of binding site similarities. Each family 

consisted of binding site sequences with >85% similarity, and each family was given a 

consensus score using the following equation: 

𝐶 =   
|𝑛𝑑 − 𝑛𝑙𝑑|

𝑁
 × 100% 

Where C is the consensus score, nd is the number of druggable binding sites within a 

family, nld is the number of less druggable binding sites, N is the number of binding 

sites within the same family. For example, if all members within a family scored 

druggable/less druggable, a consensus score of 100% was obtained. If half scored 

druggable and the other half less druggable, a consensus score of 0% was obtained. 
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Table 4: Data Sets of RNA and Ribosomal Binding Sites for Assessing 

DrugPred_RNA 

 RNA-only set (metal 

free/metal-containing set) 

ribosome set (metal 

free/metal-contining set) 

Unique PDB IDs 427 497 

Binding sites containing 

small molecule ligands 

465/343 613/546 

Unique ligands 224 217 

Druggable entries 172/126 224/141 
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A histogram of consensus scores for both datasets are shown in Figure 14. As can be 

seen, consensus scores between 90 and 100% is the most prevalent of the families in 

both datasets, showing that DrugPred_RNA provides reliable predictions on similar 

binding sites. The presence of a metal in a binding site was also evaluated, and as can 

be seen, the consensus scores do not seem to be affected in a significant way. For 90% 

of all binding sites in the RNA dataset and 83% in the ribosome set, the druggability 

predictions were unaffected by the presence of metal ions. Thus, only metal free 

binding sites are discussed hereafter. The result on robustness is discussed below. 

The distribution of the descriptors calculated for the binding sites in both the NRDLD 

and in the RNA and ribosomal dataset are shown in Figure 15. In general, the 

descriptors for the druggable protein binding sites were more narrowly distributed than 

those for less druggable protein binding sites or the RNA pockets. Both RNA sets 

(ribosomal and RNA-only) had binding sites for which the descriptor values were in 

the same range as those found for druggable protein pockets. 

Figure 14: Consensus scores obtained for the two datasets assessed by 

DrugPred_RNA. 
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3.1.4 Evaluation of predictions of DrugPred_RNA on RNA binding 
sites 

The performance of DrugPred_RNA was then further evaluated on the basis of 

following criteria: 

1. The agreement of druggability predictions and visual inspections of binding 

sites 

2. The extent to which binding sites that efficiently bind drug-like ligands were 

predicted to be druggable 

3. The extent to which drug-like ligands efficiently bind to binding sites predicted 

to be druggable, and the robustness of the predictions with respect to 

substitutions and conformational changes in the binding sites 

3.1.5 Visual inspection and manual assignment of binding sites. 

As the realm of RNA drug targets is underexplored, a few select examples from the 

RNA set are chosen to highlight the binding sites with known ligands as a first 

validation of the predictions. The examples were selected to have published affinity 

data for at least the cocrystallized ligand, cover different RNA classes, and have 

different prediction outcomes. Two ribosomal pockets, three riboswitch pockets, a 

trans-activation response (TAR) element RNA and a splicing site were included. The 

Figure 15: Boxplots showing the distribution of the six highest descriptors in the 

DrugPred_RNA model. Druggable and less druggable refer to the protein binding sites 

in the training and testing set used in the construction of DrugPred_RNA, ribosomal and 

RNA refers to the two datasets the finished model was applied on. 
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SHAP values show that pockets which were large and hydrophobic and able to properly 

envelope the ligand were deemed druggable by DrugPred_RNA, which is confirmed 

after visual analysis of the binding sites. These include the binding site of linezolid 

(Figure 16A), the FMN riboswitch (Figure 16B) and a TAR RNA binding site (Figure 

16C). Bindings sites which are small and/or unable to provide a significant 

hydrophobic contact surface would typically be deemed less druggable. 

DrugPred_RNA agreed with this, and as such finds the guanine (Figure 16D) and the 

lysine riboswitch (Figure 16E) binding pockets to be less druggable., along with that 

of a binding site of a splicing site modifier (Figure 16F) and the binding site of 

paromomycin.  

3.1.6 Relation between drug-like ligands and corresponding 
binding site prediction 

In the next evaluation step, binding sites which contained drug-like ligands were 

examined, with the expectation that the binding sites of highly drug-like molecules are 

predicted to be druggable.52,53 In the two data sets, 18 of 331 ligand had a QED score 

≥ 0.67, which is the benchmark score for highly drug-like molecules. 12 of these were 

found in druggable pockets (67%), while 6 were found in binding sites assessed to be 

less druggable (23%). which when compared to the druggability predictions for all 

metal-free binding sites in the two combined datasets is a considerable enrichment of 

the pockets predicted to be druggable (37%). As only 37% of all metal-free binding 

sites were predicted to be druggable, the drug-like ligands were clearly enriched in 

druggable binding sites.  



 

 

 

 

52 

For the next evaluation we looked at the relationship between ligands which bind 

tightly and predictions of pockets. In this context, we considered a ligand to bind tightly 

to a binding site if it had a ligand efficiency (the binding energy normalized by the 

number of heavy atoms, LE) at least close to 0.30 kcal· mol−1 ·heavy atom−1, which 

translates to low nanomolar binding affinities of compounds with a molecular weight 

of maximum 500 Da under the assumption that the ligand efficiency stays at its best 

constant during optimization.136 For 10 out of the 12 drug-like ligands binding to 

pockets predicted to be druggable, we could find binding data in the literature (Table 

5). Based on these data, eight ligands bind efficiently to their target with ligand 

efficiencies (LEs) > 0.30 kcal·mol−1·heavy atom−1, hinting that these pockets are 

indeed druggable. The two remaining ligands were linezolid with the 50S ribosomal 

subunit as target and acetylpromazine binding to HIV-1 TAR RNA (Figure 16A, C). 

Based on manual assignment (see the supplementary material in the related 

publication), these pockets also appear to be druggable. Thus, all predictions for the 

pockets binding to the 10 drug-like ligands with accessible binding data appear to be 

valid. 
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Table 5: Drug-like ligands (QED ≥ 0.67) found in RNA binding sites predicted to be 

druggable. 

Ligand ID PDB ID Receptor name QED score KD [nM] 

LE 

[kcal⋅mol-1⋅heavy 

atom-1] 

RNA data set 

MGR 1q8n Malachite green aptamer 0.76 800137 0.34 

6YG 5kx9 FMN riboswitch 0.69 13.4132 0.41 

L8H 2l8h HIV-1 TAR RNA 0.67 NA#138 - 

PMZ 1lvj HIV-1 TAR RNA 0.85 27,000139 0.22 

Ribosomal data set 

917 5v7q 50S ribosomal subunit 0.94 700140 0.39 

ZLD 3cpw 50S ribosomal subunit 0.89 20,000141 0.27 

G6M 6ddg 50S ribosomal subunit 0.79 2,600142,143 0.31 

3HE 4u3u 80S ribosome 0.76 140144 0.48 

G6V 6ddd 50S ribosomal subunit 0.76 2,600142 0.30 

ANM 3cc4 50s ribosomal subunit 0.78 20,000145 0.34 

HN8 5on6 80S ribosome 0.71 NA# - 

3K8 4u55 80S ribosome 0.71 39 0.32 

# binding affinity unknown 



 

 

 

 

54 

On the other hand, six drug-like ligands were found in pockets predicted to be less 

druggable (Table 6). For five of them, we could retrieve affinity data in the literature, 

and all of these bind rather efficiently to their targets (LE ≥ 0.29 kcal· mol−1 ·heavy 

atom−1). Three of these ligands are fragments binding to the TPP riboswitch, one is a 

ligand binding the influenza A virus promoter region, and one a ligand of the Spinach 

aptamer. Several examples of the TPP riboswitch binding site were contained in the 

RNA-only set (Figure 18). The pockets differ mainly in the conformation of G72 

(Figure 18E), but in all cases, the pocket is rather large and partially buried (Figure 

18A-D). The pockets with G72 in one of the conformations were predicted to be 

druggable (Figure 18A, B), while pockets with G72 in the alternative conformation 

(Figure 18C, D), including the ones binding the drug-like fragments, were predicted 

to be less druggable. Based on the structures, discussed in more detail below, it is not 

obvious why the latter TPP riboswitch binding sites should be less druggable 

 

 

 

 

 

 

 

 

 



 

 

 

 

55 

Table 6. Drug-like ligands (QED ≥ 0.67) found in RNA binding sites predicted to be less 

druggable. 

Ligand ID PDB ID Receptor name QED KD [nM] 

LE 

[kcal⋅mol-

1⋅heavy 

atom-1] 

RNA data set 

VIB 4nyg TPP riboswitch 0.79 1,500110 0.45 

2QC 4nyb TPP riboswitch 0.77 103,000110 0.43 

0EC 2lwk Influenza A 0.86 50,000146  0.29 

1TU 5ob3 Spinach aptamer 0.85 530147 0.49 

218 2hop TPP riboswitch 0.77 6,000148 0.38 

Ribosomal data set 

TRP 

4v6o Tryptophan-

sensing 

ribosomal site 

0.67 

NA# -

# binding affinity unknown 

These predictions can therefore be considered false negative. The drug-like ligand of 

the influenza A promoter region sits on the surface of the RNA molecule and is almost 

entirely solvent exposed (Figure 17A). It is highly unusual that a ligand with such a 

binding mode binds that efficiently (LE = 0.29 kcal·mol−1 ·heavy atom−1). However, 

the structure of the complex has been determined by NMR, and it is possible that the 

resolution of the structure is not accurate enough to reveal the details of the binding 

mode.146 The small molecule dye, DFHBI, is bound deep into the solvent-excluded part 

of the pocket in the Spinach aptamer, forming pi-stacking interactions and hydrogen 

bonds with the surrounding residues (Figure 17B). Considering the drug-likeness of 

the ligand together with its efficient binding and its binding mode, the prediction for 

this pocket by DrugPred_RNA is likely wrong. 
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The druggability predictions for the pockets predicted to be druggable and binding to 

drug-like ligands appeared to be correct, while the highly drug-like ligands which were 

found in less druggable pockets were found to be either false negative due to edge cases 

of conformational variety, likely incorrect structures and only one case of a clear false 

assignment from method. These results suggest that DrugPred_RNA is more likely to 

assign druggable sites as less druggable than vice versa, which is also observed in the 

results of the NRDLD test, but the data points discussed in this paragraph are too scarce 

to make a definitive conclusion. 
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Figure 16: Evaluation of the performance of DrugPred_RNA based on selected examples. 

The RNA backbones are shown as orange tubes, nucleobases as thin sticks with carbon 

atoms colored pink, and ligands as thick sticks with carbon atoms in green. The surface 

of the superligand created by DrugPred_RNA as a negative print of the pocket is shown 

as blobs with the solvent exposed surface area colored gray and the remaining surface 

area colored blue. Hydrogen bonds are indicated as dotted black lines. For each pocket, 

the individual SHAP values for the six most important descriptors together with the 

descriptor values are also displayed. The SHAP value plots are labeled with the PDB IDs 

of the receptors and the three-letter codes of the ligands found in each pocket. (A) The 

binding site of linezolid in the 50S ribosomal subunit. (B) Ribocil A bound to the FMN 

riboswitch. (C) TAR RNA complexed with acetylpromazine. (D) Guanine bound to the 

guanine riboswitch. (E) Lysine in the binding site of the lysine riboswitch. (F) Splicing 

site complexed with a splicing site modifier. (G) Paromomycin bound to a bacterial 

ribosome site.
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Figure 17. RNA binding sites predicted to be less druggable, but binding drug-like 

ligands. The surface of the superligand created by DrugPred_RNA as a negative print 

of the pocket is shown as a blob with the solvent exposed surface area coloured grey 

and the remaining surface area coloured blue. For each pocket, the individual SHAP 

values for the six most important descriptors together with the descriptor values are 

also displayed. The SHAP value plots are labelled with the PDB IDs of the receptors 

and the three letter codes of the ligands found in each pocket. A) Binder (green) of 

influenza A promoter region (PDB ID 2lwk). B) The Spinach aptamer (PDB ID 5ob3) 

bound to the dye DFHBI (green).  
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3.1.7 Robustness of DrugPred_RNA 

As mentioned above, binding sites were grouped in families based on binding site 

sequence similarity. As the binding site sequences are rather short (on average, about 

15 residues for the RNA data set and 47 for ribosomal data set), a low cutoff score 

(>85%) was set to allow some variation within the binding site sequence. Similar 

sequences were then grouped together, and each group was given a unique family ID. 

Robustness was also assessed on families which were grouped together based on their 

global sequence alignment, where a higher cutoff value was used (>98%).  This 

grouping was only done for the RNA data sets, as ribosomes often contain multiple 

binding sites, which would have resulted in different pockets within the same structure 

assigned to the same family. In the RNA set, 57 families were assigned on global 

sequence similarity, and 46 based on binding site similarity (Table S 1 in the Appendix 

of this thesis). In the ribosomal set, 52 families were assigned from binding site 

sequence similarity (Table S 2). Most of the families in the RNA dataset obtained a 

100% consensus score (79% for global sequence similarity, 74% for binding site 

similarity). In the ribosomal dataset 75% of the binding sites obtained the same 

prediction score. As such, in most cases, different crystal structures of the same binding 

site were predicted with the same outcome.  

Some examples of low consensus-scoring families were explored to elucidate what 

could cause such inconsistencies. The first example is the TPP riboswitch family, 

which had binding sites from 16 distinct PDB entries. The consensus score for the 

binding site sequenced family here was 13%, with a majority predicted to be less 

druggable. This was surprising, as the TPP riboswitch has been earlier expected to be 

a good drug target candidate. Superimposing all the binding sites revealed that the 

binding was subject to some plasticity, specifically from a particular guanine residue 

(G72 in the E. coli riboswitch), which adopts different conformations from crystal 

structure to crystal structure (Figure 18A, C, E). The resulting superligands are rather 
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uniform in polarity, but vastly different in shape and size, leading to disparaging 

druggability predictions (Figure 18B, D). When bound to TPP, this residue stays more 

consistently in one conformation. From inspecting the structures which have been 

predicted to be less druggable, there is no clear reason why they should have been 

predicted to be less druggable. Considering this and the affinities of the ligands, it is 

likely DrugPred_RNA has provided false negatives in these examples. 

Another example of a family with a low consensus score is the ZNP riboswitch, which 

was composed of three entries in total, all bound to the same ligand, ZMP 

(aminoimidazole 4-carboxamide ribonucleotide). Two of the pockets were deemed less 

druggable, and by superimposing the binding sites (Figure 19A), it was clear that one 

of the less druggable binding sites had a conformational change in one residue (A60), 

which not only affected the shape of the superligand, but also the polar contact surface 

area (Figure 19C, D). The last remaining less druggable structure in this family shares 

a nearly identical conformation with the druggable instance, and it seems that minor 

differences affected the predicted outcome for these two cases, seeing as the top highest 

impacting descriptors as described by the SHAP values are similar (Figure 19B, E).  
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Figure 18: Druggability predictions for TPP riboswitch binding sites, with the flexible 

residue G72 highlighted. The surface of the superligand created by DrugPred_RNA as 

a negative print of the pocket is shown as a blob with the solvent exposed surface area 

colored gray and the remaining area colored blue. For the pockets shown in (A) and (B), 

the individual SHAP values for the six most important descriptors are shown together 

with their descriptor values. The SHAP plots are labeled with the PDB IDs of the 

receptors and three-letter codes of the ligands found in each pocket (B, D). (A) TPP 

riboswitch binding site (PDB ID: 4nyc) in complex with a fragment screening hit (green 

sticks). (C) TPP riboswitch binding site (PDB ID: 4nyg) in complex with thiamine. (E) 

Superposition of all E. coli TPP riboswitch binding sites in the RNA-only set. Entries 

predicted to be druggable are colored green, and those predicted to be less druggable are 

colored red. For clarity, only the backbone (gray tube) from PDB ID 4nyc is shown.  
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Figure 19: Superposition of the ZNP riboswitch binding sites bound to ZNP (thick 

sticks with green carbon atoms). The superligands created by DrugPred_RNA are shown 

as blobs. For clarity, only the backbone from 5btp is shown. (A) Superposition of the 

pockets of the structures with the PDB IDs 4znp (red, less druggable) and 5btp (green, 

druggable). The entire residues forming the binding sites are shown. The residue A60 is 

adopting two different conformations. (B) Superposition of the pockets of the structures 

with the PDB IDs 5btp (green, druggable) and 6od9 (red, less druggable). For clarity, 

only the atoms that DrugPred_RNA predicted to be in contact with the superligand are 

shown (thin sticks/crosses). (C, D, E) Individual SHAP values for the six most important 

descriptors for the displayed binding sites together with the descriptor values. 
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As has been shown, the binding site predictions provided by DrugPred_RNA are 

generally accurate and reliable. Some of the cases highlight the fact that conformational 

changes can impact the predictions of a binding site, but edge cases exist where only 

minute changes in binding sites can lead to different prediction outcomes. As such, it 

is advisable to use multiple crystal structures, if available, to assess the druggability of 

a single binding site.  

3.1.8 Finishing remarks 

A new predictor based on a machine learning method which is compatible with both 

RNA and protein binding sites has been constructed and is able to provide predictions 

with high accuracy with comparable results to the previous version, DrugPred 2.0 when 

assessed on protein binding sites. When reviewing binding sites with expected 

druggable/less druggable properties (manual assignment of druggability), the predicted 

outcomes agreed with theory. All predictions for pockets predicted to be druggable 

which had a highly drug-like ligand with known affinity data, were correct, whereas in 

the five cases where a highly drug-like ligand was bound to a pocket predicted to be 

less druggable, four were likely incorrect. As such, this indicates that DrugPred_RNA 

has a higher false positive rate than a false negative rate, but the data set explored may 

be too small to draw this as a definite conclusion. DrugPred_RNA is sensitive to 

conformational changes, but this is not unique to neither this method or RNA binding 

sites.71,149 The majority of cases provide high robustness scores (≥74%, depending on 

the dataset), which shows that DrugPred_RNA generally is quite accepting of small 

variations in binding site geometry.  

As RNA binding sites are a less explored targets, DrugPred_RNA offers a wide array 

of potential new targets. The two combined sets explored 1078 binding sites, and while 

only a few (22) contained a highly drug-like ligand, 396 sites were predicted to be 
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druggable. A significant amount of these are riboswitches, which underlines that these 

structures are interesting potential targets for new antibiotics. A high number of 

druggable pockets was also found in the ribosomal RNA, solidifying this as a good 

drug target and can shape efforts in the continuing development of antibiotics. As 

DrugPred_RNA was trained with descriptors suitable for both RNA and protein 

binding sites, the method can be applied on polymeric structures, or hybrid structures.  
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3.2 Design of New Ligands 

The binding modes of FMN and ribocil A (Figure 10) suggest that the pyrimidinone 

moiety plays an important role for the affinities of these ligands and could serve as the 

basis for a new scaffold for FMN riboswitch ligands. Earlier findings from the Brenk 

group include RSL-0035 (see Figure 20) as a hit compound from a virtual screening 

of potential ligands for the FMN riboswitch, which showed promising activity also in 

an SPR assay, but due to its scarcity, sufficient data could not be recorded. Among 

other modifications, this compound has a pyrimidinone moiety in the A ring (Figure 

11B, C) instead of the pyrimidinedione ring found in FMN. Modelling of the binding 

mode using minimization also suggested a similar binding mode (Figure 11D) with 

the A, B and C rings sandwiched between residues A48/A85 and the pyrimidinone of 

the A ring base paired with A99 and forming an additional hydrogen bond with the 

backbone of A48. 

Based on the observed and postulated binding modes, a series of new ligands was 

designed, based on the following criteria: 

1. Retain the interactions found for the ring system of FMN and postulated 

for RSL-0035, specifically the π/π-interactions with A85 and A48, base-

pairing with A99 and hydrogen bonding with the backbone C2 hydroxyl 

of A48. 

2. Explore possible new interactions within the binding site 

3. Be synthetically feasible 

Figure 20: Structure of compound RSL-0035. 
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A summary of all the proposed structure which were investigated in this thesis is shown 

in Figure 21. 

Figure 21: Summary of all new proposed structures within this work. 
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3.2.1 Design and predicted binding modes of RSL-0029, RSL-0026 and 
RSL-0027 

Initial design of potential candidates was intended as derivatives of RSL-0035. In the 

modeled binding mode, only the central part participated in interactions with the 

binding site, therefore we assumed that the methyl group does not play a significant 

role. Further, it appeared that the phenyl ring did not provide any contribution to the 

proposed binding mode. Derivatives which shared the same central scaffold, minus the 

methyl group and with a variation with respect to the position of the aromatic 

substituent were therefore proposed as the next generation ligands. Based on these 

considerations, 58 suggested compounds were generated in silico and docked into the 

binding site. 

For further evaluation, candidates were only chosen if their binding modes were 

proposed to be similar to those of FMN and RSL-0035. These structures were RSL-

0029, RSL-0026 and RSL-0027 and their predicted binding modes are shown in 

Figure 22. While none of these compounds out-competed RSL-0035 in terms of the 

energetic scores, the output from docking were quite similar to that what has been 

previously reported for this compound (Data not shown).133 
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Upon further minimization of the output poses of these riboswitch/ligand complex, we 

found that all compounds were able to participate in new interactions while retaining 

all the previously mentioned interactions, as shown in Figure 22. In the modelled 

binding mode, RSL-0029 formed both a hydrogen bond with the C2 hydroxyl group 

of the ribose backbone in G84 and participated in an edge-face π/π-interaction with 

G62 (Figure 22A), which was a similar observation for RSL-0027 (Figure 22C). 

RSL-0026 formed a hydrogen bond with the C2 hydroxyl group of the ribose moiety 

Figure 22: Minimized poses of the docking hits A) RSL-0029 (green thick sticks), B) 

RSL-0026 (yellow) and C) RSL-0027 (magenta) complexed with the FMN riboswitch 

(grey thin sticks) after minimization. (PDB ID: 2yie, residues as grey thin lines, 

backbone as orange tubes. Putative hydrogen bonds drawn as black dashes, π /π-

interactions drawn as cyan dashes.) 
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of U61, but the pose generated after minimization indicated that the aromatic 

substituent was not in a favorable position to form an interaction with G62 (Figure 

22B). Nevertheless, as this compound still had an overall desirable pose, it was still 

selected with the other two for further evaluation. 
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3.2.2 Design and predicted binding modes of RSL-0012, RSL-0007, 
RSL-0015 and RSL-0014 

Further design based on the three-ring scaffold was limited by the fact that branching 

out from the scaffold to attain any new π/π-interactions was very difficult without 

adding numerous connecting atoms, thus risking a severe loss of ligand efficiency. 

However, by removing the C ring of RSL-0035, a new central scaffold which offered 

the opportunity to branch out in new vectors was identified (Figure 23).  

After molecular minimization was applied on structures based upon this scaffold, a 

similar binding mode as seen for FMN and predicted for RSL-0035 was found with 

sandwiching π/π-interactions between A85 and A48, base-pairing with A99 and 

hydrogen bonding with the C2 hydroxyl group in A48. The binding modes of 

derivatives are described later within this chapter.  

At this point, it was decided to step away from using docking and molecular 

minimization as design tools and to only use molecular minimization instead. One 

obvious advantage with molecular minimization over docking is the fact that some 

flexibility of the binding site can be taken into account. 

However, a drawback of only employing molecular minimization as a modelling 

method is that there is no guarantee that the proposed conformation truly represents a 

global energetical minimum within the binding site. However, it would be unlikely that 

a similar compound could gain a larger hydrophobic contact surface area than what is 

Figure 23: Numbering of atoms and labeling of the rings in RSL-0035 and bicyclic 

analogues. 
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already proposed without losing the hydrogen bonds between the A ring and the 

binding site, and as so it is unlikely an alternate pose would represent a true global 

energetical minimal pose. It is also important to keep in mind that a molecular 

minimization model provides only a snapshot of one energetic minimum of the binding 

site/ligand-ensemble, of which there might be several. As so, only a crystal structures 

of the proposed ligands bound to the FMN riboswitch could provide insight into what 

the true binding mode of the ligands would be. 

Several structures with substituents in the C7 position of the new scaffold were 

explored (RSL-0012, RSL-0007, RSL-0015, RSL-0014), and the suggested binding 

modes are shown in Figure 24. After identifying a nitrogen atom in the 5-position as a 

potential hydrogen bond donor to the endocyclic oxygen in the A49 ribose backbone, 

analogues with both a nitrogen (RSL-0012, Figure 24A, RSL-0007, Figure 24C) and 

oxygen (RSL-0015, Figure 24B, RSL-0014, Figure 24D) atom in this position were 

Figure 24: Minimized poses of A) RSL-0012 (Grey thick lines), B) RSL-0015 (brown 

thick lines), C) RSL-0007 (magenta thick lines, D) RSL-0014 (green thick lines) in the 

FMN riboswitch. (PDB ID: 2yie, residues as grey thin lines, backbone as orange tubes. 

Putative hydrogen bonds drawn as black dashes, π /π-interactions drawn as cyan 

dashes.) 



 

 

 

 

73 

proposed. Adding a piperidyl substituent to the C7-position should allow for formation 

of a hydrogen bond with the C2 hydroxyl group in G84, while a benzyl group on the 

piperidyl N-atom can potentially establish a very beneficial π/π-stacking interaction 

with G82 (Figure 24C, D). The geometry of this π/π-interaction differed from what 

was found for previous examples, where here the substituent stacked on the residue 

instead of forming an edge-face interaction. 

Comparing the predicted binding mode of for example RSL-0007 with ribocil A 

(Figure 25A, B), it revealed that the benzylic substituent in the former could adopt a 

similar stacking interaction with G62 as ribocil A. Furthermore, the two tertiary amines 

in the structure did not over, and it seemed that RSL-0007 and RSL-0014 were in a 

geometrically more favorable position to form a hydrogen bond with the backbone of 

G84 compared to ribocil A. The central scaffold which was supposed to form hydrogen 

Figure 25: A) Crystal structure of ribocil A (thick lines) in the FMN riboswitch (thin 

lines) B) Minimized pose of RSL-0007 (thick lines) in the FMN riboswitch (thin lines). 

C)  RSL-0007 and ribocil A superimposed. (PDB ID: 2yie, residues as grey thin lines, 

backbone as orange tubes. Putative hydrogen bonds drawn as black dashes, π /π-

interactions drawn as cyan dashes.) 
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bonds between ring A and A99 are also slightly tilted (Figure 25C) when compared to 

the pyrimidinone ring of ribocil A. 

Apart from being a potential hydrogen-bond donor, the piperidyl substituent should 

also provide flexibility in the side chain to more easily allow for interactions with the 

binding site to be formed. It also provided a site of protonation, which is beneficial for 

solubility. Exploring the two-variable matrix of hydrogen-bond and stacking 

interactions would allow for an establishment of SAR. A benzylic substituent on a 

piperidine nitrogen atom opens for preparation of a number of possible analogues, as a 

wide range of aromatic aldehydes (a typical building block for the synthesis of these 

compounds) are commercially available.  

3.2.3 Design and predicted binding modes of RSL-0031, RSL-0032, 
RSL-0033 and RSL-0034 

The next series of compounds were designed with the assumption that having a 

nitrogen atom within the B ring of the bicyclic scaffold (Figure 23) would be beneficial 

as it could form a hydrogen bond with A49, and we were interested in exploring 

substituents in the C6-position. Thus RSL-0031, RSL-0032, RSL-0033 and RSL-0034 

were proposed, and the binding poses after minimization are shown in Figure 26.   
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A phenyl group (RSL-0031, Figure 26A) in the C6-position could form a π/π-

interaction with the nucleobase of A49. However, the pose obtained after molecular 

minimization, suggested that the angle and distance between these aromatic moieties 

was not ideal. The synthetic route to RSL-0031 allowed other aromatic substituents to 

be explored, and as such, RSL-0032 and RSL-0033 were proposed. Here, the binding 

poses obtained after molecular minimization had a more optimal π/π-stacking 

interaction between A49 and the furanyl and thiofuranyl substituents (Figure 26B, C). 

Molecular minimization suggested that RSL-0034 formed an edge-face interaction 

with G62 (Figure 26CD, similar to what has previously been seen with RSL-0029, 

RSL-0026, (Figure 22A, C), and RSL-0007 (Figure 26C), and also a hydrogen bond 

with the endocyclic ribose oxygen of A85, not observed previously.  

Figure 26: Minimized poses of A) RSL-0031 (thick lines), B) RSL-0032 (magenta thick 

lines), C) RSL-0033 (brown thick lines) and D) RSL-0034 (green thick lines) in the 

FMN riboswitch. (PDB ID: 2yie, residues as grey thin lines, backbone as orange tubes. 

Putative hydrogen bonds drawn as black dashes, π /π-interactions drawn as cyan dashes.) 
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3.2.4 Design and predicted binding mode of RSL-0036 

The last compound, RSL-0036, explored in this study had a completely different 

scaffold than previous structures, and was inspired by the work of Lindeman et al.150,  

which was noticed in a literature search in a different project within the Haug group. 

This compound, which contains a pyrimidinedione ring fused with a pyridine ring, has 

two aromatic substituents which are attached to the center scaffold in similar vectors 

as both R1 and R2 of the bicycle scaffold previously described (Figure 23). The 

proposed binding mode of the compound in the FMN riboswitch binding site obtained 

through molecular minimization is shown in Figure 27. Again, this binding mode was 

similar to the previously discussed compounds and fulfilled the minimum criteria we 

were interested in: the fused rings of the central scaffold were sandwiched between 

A85/A48, the pyrimidinedione moiety base paired with A99 and the additional 

hydrogen bonding was observed to the backbone of A48. Furthermore, the furanyl ring 

was suggested to form a π/π stacking interactions with A49 (similar to RSL-0032) and 

the indolyl substituent could form a π/π edge/face-interaction with G62. Hydrogen 

bonding between the indolyl substituent and the C2 backbone of G84 (similar to RSL-

0012 to RSL-0014) was an additional possibility. 

 

 
Figure 27: Alternate views (A, B) of the minimized poses of RSL-0036 (orange thick 

sticks), in the FMN riboswitch. (PDB ID: 2yie, residues as grey thin sticks, backbone as 

orange tubes. Putative hydrogen bonds drawn as black dashes, π /π-interactions drawn 

as cyan dashes.) 
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3.2.5 Final remarks regarding in silico-designed compounds 

Collectively, the proposed compounds were designed with the intent of maintaining 

proposed key interactions with the FMN riboswitch while still exploring structural 

diversity. As can be seen in Table 7, the compounds are fragment-like, with MW < 

300, close to 3 hydrogen bond donors and acceptors and clogP <3. Furthermore, the 

QED-values implied that the compounds are drug-like, with most scores close to or 

higher than the mean QED score of approved drugs (0.539).151 
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The synthesis of RSL-0035, RSL-0031, RSL-0032, RSL-0033, RSL-0034 and RSL-

0036 is described in the following chapter. The synthesis of RSL-0029, RSL-0026 and 

RSL-0027 has been described in the master thesis of Valeriia Burova.152 The synthesis 

of RSL-0015, RSL-007 and RSL-0014 is described in the master theses of Heidi 

Kristine Vintermyr and Andrea Osvoll Årdal.153,154 The basis for the syntheses carried 

Compound MW NHBD NHBA clogP QED score 

RSL-0035 278.27 1 5 2.43 0.58 

RSL-0029 253.22 2 5 1.45 0.53 

RSL-0026* 281.26 2 6 0.39 0.51 

RSL-0027 265.23 1 6 1.52 0.56 

RSL-0012* 219.27 3 2 -0.308 0.62 

RSL-0007* 309.39 3 2 1.21 0.68 

RSL-0015* 220.25 2 3 -0.0431 0.71 

RSL-0014* 310.38 2 3 1.48 0.77 

RSL-0031 211.22 2 2 1.92 0.65 

RSL-0032 201.19 2 3 1.51 0.63 

RSL-0033 217.25 2 3 1.98 0.65 

RSL-0034 276.30 3 2 2.91 0.53 

RSL-0036 344.33 3 4 3.02 0.46 

* Protonated states 

Table 7: Molecular descriptors of proposed structures, calculated with RDKit. 

NHBD = Number of hydrogen bond donors, NHBA = Number of hydrogen bond 

acceptors. 
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out by Burova, Vintermyr and Årdal was worked out by Dr. Muhammed Zeeshan, who 

also prepared RSL-0012.155 
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3.3 Synthesis of proposed FMN ligand candidates 

3.3.1 Synthesis of hit compound RSL-0035 

RSL-0035 was originally purchased from Specs, but at the onset of this work it was no 

longer commercially available. To confirm the affinity of this proposed hit compound 

to the FMN riboswitch, in-house synthesis was initated to gain more material, with the 

added goal of verifying that the structure of the originally purchased compound was 

correct.  The synthesis of RSL-0035 has been previously reported by Moneam et al.156 

The strategy of this synthesis is outlined in   

Scheme 1. The B and A rings were gradually built from ring C in a cyclisation and 

subsequent annulation reaction.  

Scheme 1: Retrosynthetic analysis of RSL-0035. 

We followed essentially the same strategy in our synthesis of RSL-0035, and the initial 

steps are outlined in Scheme 2. 
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Scheme 2: Synthesis of aminoester 7, a precursor to RSL-0035. 

Pyrimidine 5 was prepared first by refluxing 3-aminocrotonitrile (3) and isothiocyanide 

4 in acetone, however initial attempts at purification of the crude product resulted in 

low yields.157 This step was instead telescoped with the alkylation step to provide 6 in 

good yield. The subsequent hydrolysis of 6 to remove the thioethyl group furnished 

phenol 7, which was then alkylated using either ethyl bromoacetate or diethyl 

bromomalonate. Purification of 2a or 2b using silica flash chromatography provided 

relatively low yields (25-40%), and the crude products were used instead in the 

subsequent step.  Cyclisation of esters 2a/2b to aminoester 1 follows a Thorpe-Ziegler-

like mechanism,158,159 with initial deprotonation of the ester alpha position and 

subsequent intramolecular nucleophilic attack on the nitrile to form the five-membered 

ring. The subsequent step is dependent on the ester moiety used in the reaction; if an 

ethyl ester is used, the cyanocarbon is attacked by the deprotonated alpha ester before 

aromatization, if the ester is a malonate, loss of a carbon dioxide molecule transpires 

before aromatizaiton. Following the original reported conditions from Moneam et al., 

freshly prepared sodium ethoxide from sodium and absolute ethanol was used as a base 
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for the cyclization reaction with the malonate 2b. These conditions provided 

aminoester 1 in only 2-10% yield after purification as opposed to the 83% originally 

reported. It is possible presence of water in the ethanol might have contributed to the 

low yields in this reaction. 

Although the original paper explored cyclization both with the mono- and diester 2a 

and 2b, no details were provided regarding the difference in outcome for the reactions 

other than that the latter outperformed the former. There is also ample evidence in the 

literature that such a cyclization is as viable with a monoester starting material as with 

a malonate; Sleebs et al.160 reported that a multitude of benzothiophenes and 

benzofurans could be formed through reactions with ethyl bromoacetate and 

bromoacetamide using potassium carbonate, while Keshk et al.161 reports the same on 

a similar furo-[2,3]-pyridine.  

Different conditions were therefore investigated to increase the yield of the 

cycylisation, as summarized in Table 8. The conditions from Moneam et al., using 

ethoxide (Entries 1-4) were not very productive. Use of stoichiometric amounts of base 

led to the isolation of an ipso-substituted product (Scheme 3), a product which draws 

some similarities with the findings of Yamanaka et al, where it was found that alkyloxy 

groups could be substituted by nucleophilic reagents.   

The conditions explored by Sleebs et al., using potassium carbonate or cesium 

carbonate (entries 5-10) proved futile. Strong, non-nucleophilic organic bases were 

Scheme 3: Side-product isolated using 1 equivalent of sodium ethoxide. 
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also explored (entries 11-13). DBU proved to be ineffective, while potassium tert-

butoxide in combination with the monoethyl ester 2a only gave a mixture of the 

hydrolyzed carboxylic acid derivative of 1 and starting material. While high-quality 

absolute ethanol was used for these reactions, it is possible residual water in the solvent 

is the reason for this hydrolysis. 

Cyclization using potassium tert-butoxide of the malonate ester (entry 13) proved to 

be a quick reaction, requiring only 10 minutes at room temperature before full 

conversion was observed via TLC analysis, giving aminoester 7 in 50% crude yield. 

This provided sufficient starting material for the final step in the synthesis of RSL-

0035. 
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Table 8: Conditions explored for enhancing the yield in the cyclization reaction from 

2a/2b to aminoester 1.  n.r = no reaction, r.t. = room temperature, o.n. = overnight, m 

= min. 

Entry Electro-

phile 

T 

[°C] 

Time Base Solvent Comment Result 

1 2a 80 20 m 0.3 eq. EtONa EtOH Fresh base 10% 

2 2a 80 20 m 0.3 eq. EtONa EtOH Not fresh Decomposed 

3 2a 80 20 m 1.0 eq. EtONa EtOH - ipso-

substitution 

4 2b 80 20 m 0.3 eq. EtONa EtOH - 33% 

5 2b 80 o.n. 2 eq. K2CO3 DMF - 1.6% 

6 2b 80 4 days 2 eq. K2CO3 DMF/EtOH - 5.6% 

7 2a 80 2 days 2 eq. Cs2CO3 DMF - 10% + 

Hydrolysis 

8 2b 80 20 m 2 eq. Cs2CO3 DMF w/ mol. 

sieves 

NR 

9 2a 80 20 m 2 eq. Cs2CO3 DMF w/ mol. 

sieves 

2.6 

10 2b r.t. 20 m 2 eq. Cs2CO3 DMF - 10% 

11 2b 80 o.n. DBU DMF - n.r. 

12 2a 80 1 h 1.0  eq. KOtBu EtOH - Hydrolysis 

13 2b r.t. 10 m 1.0 eq. KOtBu EtOH - ~50%* 

 * Crude yield 
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Scheme 4: Annulation of aminoester 1 with formamide/formamidine to yield 

the final product RSL-0035. 

The final annulation reaction between aminoester 1 and formamide/formamidine 

acetate to form ring A in RSL-0035 (Scheme 4) was succesfully carried out after a 

necessary adjustment of reaction temperature. The original procedure called for the 

reaction to be refluxed in formamidine (b.p 210 °C), while formamide is known to 

decompose at temperatures >185 °C into CO, CO2 and HCN.162,163 Annulations of 

similar aminoesters with formamide to give pyrimidinones has previously been 

reported to be effective at 150 °C.160 An attempt was made to see if the reaction would 

yield product at lower temperatures, avoiding unnecessary thermal decomposition of 

product and solvent and avoiding excessive energy use (The 6th and 10th principle of 

green chemistry).164 After overnight stirring at 150 °C, RSL-0035 was obtained after 

purifying the crude product using reverse phase chromatography on an autoflash 

instrument followed by purification using reverse phase HPLC. The purification was 

complicated by the fact that RSL-0035 seems to have limited solubility in DMSO 

(around 10-20 mg/mL), which made purifying larger quantities very time consuming. 

Furthermore, HPLC analysis of RSL-0035 after several months of storage at 5 °C 

showed decomposition (Figure 28) making it necessary to prepare this compound 

immediately prior to submission for activity evaluation. Attempts at identifying the 
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unknown impurity were undertaken using LC-MS, but this failed to provide any mass 

beyond that which was expected of RSL-0035.  

3.3.2 Synthesis of in silico designed compounds RSL-0031, RSL-0032, 
RSL-0033 and RSL-0034 

The π/π-interactions between the aromatic substituent in the C6-position of the bicyclic 

scaffold in Scheme 5 and A49 which was described in the previous chapter would make 

it ideal to find a synthetic route which allowed for a facile route to multiple analogues 

with different aromatic substituents in this position. An ideal starting material would 

be the 6-substituted bromide 8 (Scheme 5A), which could act as an electrophilic 

coupling partner in a Suzuki-Miyaura coupling. However, none of the suppliers we 

investigated were able to supply this chemical in multi-gram scale. A literature search 

revealed that the reaction of bicycle 9 with NBS or bromine leads to bromination at the 

7-position to give bromide 10 (Scheme 5B).165,166 We found no other examples where 

other bromination agents were employed, but we assumed the electronic properties of 

9 would always favor halogenation in the 6-position. The closest analogue example 

provided in the literature was the bromination of a 7-cyanosubstituted analogue 11 to 

give bromide 12 (Scheme 5C) found in two separate patents, however, considering that 

Figure 28: Analysis of RSL-0035 stored in DMSO for ~3 months. 
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this starting material notably differs from what was modeled in the last chapter and the 

chemical is also not commercially available in any significant quantities further 

complicated this as a viable strategy.167,168 

 

Scheme 5: A) Potential synthetic strategy to obtain RSL-0031, RSL-0032 and RSL-

0033 B) Bromination of the central scaffold leads to undesired products165,166 C) 

Potential alternative to obtain desired bromination.167,168 

A method reported by Chen et al. has described the synthesis of RSL-0031 in a 3-step 

synthesis from benzoyl acetonitrile.169 The obvious drawback of this strategy is no 

possibility of late-stage functionalization, as the aromatic moiety is introduced in the 

first step of the synthesis. If RSL-0031 or any of its analogues would prove to be active 

in a biological assay, focus on a more flexible synthetic route could become relevant, 

but meanwhile the short synthetic route remained the best option to obtain material 

which could serve as a proof of concept.  

We were able to follow the reported synthesis of RSL-0031 by Chen et al. using 

benzoyl acetonitrile 13a as outlined in Scheme 6. After initial tosylation of ketone 13a 
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with para-toluenesulfonic anhydride, the intermediate tosylate (14a) was isolated in a 

58% yield. In our case, the E:Z isomer ratio, as determined by NMR, was found to be 

1:6 (vs. 1:3 reported earlier). After annulation of 14a with diethyl aminomalonate and 

sodium ethoxide as a base, amino ester 15a was obtained in a better yield than reported 

(71% vs. 47%). Subsequent annulation using formamidine acetate in refluxing 

methanol gave the target compound RSL-0031 in sufficient purity without the need for 

any purification beyond simple filtration. The yield of this compound (37%) is 

comparative to the previously reported yield (46%). 

Scheme 6: Synthetic approach to RSL-0031 and analogues. A full description of the 

substituents is listed in Table 9. 

A number of other 3-aryl-3-oxopropane nitriles 13b-g were also subjected to the same 

synthetic protocol as shown in Scheme 6. It is speculated that only the less 

thermodynamically stable Z-diastereomers of 14a-e can participate in the following 

Thorpe-Ziegler reaction to give the pyrroles 15a-e. The high temperature in this 

transformation should enable isomerization of the unreactive E-diastereomer into the 

reactive Z-diastereomer (Scheme 7), and as such, for compounds 14b-g, the 

diastereomers were not separated and the crude product following tosylation was used 
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in the next steps. 1H-NMR showed clear conversion into tosylates 14b-g (not shown) 

and the overall mass balance proved to be excellent.  

For the subsequent annulation reactions, yields for the 3-amino-4-ethoxycarbonyl 

substituted pyrroles 15b-g varied from mediocre to abysmal (Table 9), where in some 

cases we were not able to isolate any product which could be structurally elucidated. 

While TLC analysis indicated complete consumption of starting material, purification 

of these crude products was unsuccessful. 1H-NMR of the crude product revealed that 

a complex mixture was formed but did not offer any clear insight into which compound 

was the major product (Figure 29A). 
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Table 9: Isolated yields of compounds 15a-g. 
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Scheme 7: Mechanism of Thorpe-Ziegler reaction. 

 

Figure 29: A) 1H-NMR of the crude reaction mixture of 15d B) 13C-NMR of compound 

15b. Highlighted signals are broad signals from carbon 1 (δ = 105.7) and carbon 2 (δ = 

143.6). 
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Another peculiarity of these compounds is the difficulty in obtaining 13C-NMR signals 

for the quaternary C-atoms. For example, two of the 13C-signals in 15b are 

extraordinarily broad and low in intensity (Figure 29B), with one signal (δ = 143.6) so 

broad that is almost indistinguishable from noise. HSQC showed no direct correlation 

with an attached proton and as such we assume these signals to correlate with 

quaternary carbon atoms (C1 and C2, Figure 29B). Experiments with longer relaxation 

times (60 s) and inverse gated decoupling was performed to see if the intensity of these 

signals could be enhanced, but this proved to be unsuccessful. We were also not able 

to obtain two-dimensional spectra of sufficient quality to assess the relationship of this 

signal. The question then arises if these signals truly stem from compound 15b or are 

due to impurities. One possible explanation of signal broadening could be 

paramagnetic relaxation caused by complexation with certain metal impurities. 

However, as this would probably also affect other carbon signals in the vicinity (such 

as C3, C4 and C9) and the fact that our syntheses does not involve any metals such as 

Cu2+, Mn2+ or similar, we rule this out as a likely explanation.  It is noteworthy that the 

report from Chen et al. does not include 13C-NMR data for the intermediate 15a or 

most of the other pyrrole amino diethyl ester analogues synthesized in their work.169 

Furthermore, a recent synthesis of 15e reports only 1H and high resolution MS data, 

but not 13C-NMR data.170  

In our hands, we were not able to confirm the product 15e we isolated from the reaction 

mixture due to missing 13C-NMR signals and failure to obtain HRMS data. However, 

1H-NMR data matches with the published data.170 As shown in subsequent paragraphs, 

the use of 15b successfully gave the final compound RSL-0032, which also confirms 

that this compound indeed is formed in the reaction from 14b. We therefore turned to 

predictive methods to see if the broad carbon signals for C1 and C2 in Figure 29B were 

close to what would be expected (Table 10). While predicted shifts of the 13C-NMR 

shifts based on calculations from various empirical methods were close for many of the 
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experimental signals from 15b, only one method (ChemDraw) came close to predicting 

the shift for C2, and none came close to the value for C1. The disparity of the 

predictions for the pyrrole carbons between methods is also noteworthy. It is possible 

these empirical methods fail because they do not take into account a more complex 

molecular behavior of 15b. As such, a low-cost quantum mechanical (QM) 

computation was applied after minimization of 15b to see if more insight could be 

gained. As can be clearly seen in Table 10, the predictions from NWChem clearly gave 

the closest predictions to the experimental data. Exchange processes and tautomerism 

are known to affect signal broadening in NMR, and as such a possible explanation is 

formation of an intramolecular hydrogen bond between the amino group attached to 

carbon 2 and either of the oxygens in the ester moiety, which would further complicate 

the electronic behavior of the pyrrole ring in 15b. These results give insight into why 

13C-NMR shifts seem to be missing in the literature for such compounds, but more 

work needs to be done to be elucidate these observations. These findings, in 

combination with challenges faced in the Thorpe-Ziegler annulation of 6a and 6b, 

shows that this transformation is challenging.  
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Table 10: Experimental and predicted 13C-NMR shifts for compound 15b. C# = 

Carbon number (as shown in Figure 29B). δE = Experimental shitfs, MAE = mean 
absolute error. Predicted carbon shifts for NWChem are calculated for the minimum 

energetic conformation of 10b. Closest predicted value for each shift to experimental 

values are highlighted with an asterisk. 

 

 

C# δE ChemDraw NMRDb.org171 NMRShiftDB172 NWChem* 173 

C1 105.2 120.1 121.4 136.4 106.9* 

C2 143.6 142.9* 132.5 121.9 146.8 

C3 95.0 102.3 104.2 103.4 92.2* 

C4 127.8 133.6 133.7 136.4 128.3* 

C5 147.1 157.7 143.3 152.4 147.6* 

C6 106.0 107.1 110.4 115.0 106.5* 

C7 111.7 112.0 112.0 111.7* 111.1 

C8 142.2 142.9 143.6 144.7 142.0* 

C9 161.1 160.1 161.7* 160.0 161.3 

C10 58.5 60.9 61.2 60.3* 60.8 

C11 14.7 14.1 14.2 14.2 14.4* 

MAE - 4.12 5.1 8.2 1.2 

* Calculations done by Associate Professor Nils Åge Frøystein 
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Conversion of amino esters 15b and 15c to RSL-0032 and RSL-0033, respectively 

were completed by reaction with formamidine acetate in refluxing methanol and 

provided an acceptable yield (Table 9). RSL-0032 and RSL-0033 were purified using 

reversed-phase (RP) flash chromatography on a C18 column (denoted C18 column 

onwards) and RSL-0033 was further purified using semi-prep HPLC on a C18 column. 

RSL-0034 was prepared from amino ester 15e, however, attempts at isolating this 

compound proved futile (Table 9). The conditions which were used to yield the fused 

furane 7 (Entry 13, Table 8) were applied (as they were found to be effective in the 

Thorpe-Ziegler reaction, Scheme 8). The following annulation with formamidine 

acetate in methanol furnished pyrimidinone 16a. While the yield was fairly low, it still 

served as proof that the intermediate biaryl 15e was formed in the previous step. 

However, the following Pd-catalyzed Suzuki-Miyaura coupling with N-Boc-protected 

pyrrol-2-yl boronic acid failed to provide pyrimidinone 17. We therefore sought an 

alternative synthetic path by changing the order of the chemical transformations.  

Initial Pd-catalyzed coupling of biaryl 15e to give triaryl 16b did not only prove 

successful, but also provided a higher yield compared to 16a, and the subsequent 

annulation step also proved to be successful. This observation is aligned with other, 

unpublished data from our group, which has shown that Pd-catalyzed coupling 

reactions fail for substrates which contain pyrimidinone rings, such as in 16a.155 After 

the reaction was worked up and purified, the deprotected final molecule RSL-0034 was 

obtained instead of 17, making the final planned Boc-deprotection step unnecessary. 

This “accidental” deprotection may be attributed to the formation of acetic acid 

combined with high temperature in the reaction mixture. The signal associated with the 

tert-butyl group in compound 16b is clearly lacking/less intense in the 1H-NMR of the 

crude reaction mixture (Figure 30). This indicates strongly that the Boc group may 

have been eliminated in the course of the reaction, and combined with the fact that it 

has been shown that carbamate protecting groups on aromatic N-atoms display higher 
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lability compared to aliphatic counterparts, this observation may not be as 

unexpected.174 RSL-0034 was purified using semi-prep RP HPLC. 

 

Scheme 8: Synthesis of RSL-0034 from tosylate 14e. 

 

 

 

  

Figure 30: Top: 1H-NMR spectrum of Boc-protected compound 16b, with the 

Boc-signal emphasized. Bottom: The signal is clearly weaker/absent in the crude 

mixture after the annulation of 16b. 
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3.3.3 Synthesis of RSL-0036 

For the synthesis of RSL-0036, we envisioned that we could follow the strategy 

developed by Lindeman et al. in their 7-step synthesis of a radiofluorinated ligand for 

PET imaging.150 A brief outline of this strategy is shown in Scheme 9. The final 

Suzuki-Miyaura coupling from bromide 18, which introduces the indolyl moiety in 

RSL-0036, opens up the possibility for a flexible strategy, where multiple analogues 

could be created in the endgame of the synthesis.  Other interesting aspects of this 

strategy is the bypass of a Thorpe-Ziegler-like reaction, which previously proved 

challenging and the insertion of an extra carbonyl group to give the pyrimidinedione 

18 from primary amide 19 (or alternatively, insertion of a methine group to make a 

pyrimidinone from primary amide 19 would also be possible). The first steps of the 

synthesis are summarized in Scheme 10. 

 

Scheme 9: Retrosynthetic analysis of RSL-0036. 

Before the construction of the main scaffold in RSL-0036, it was necessary to obtain 

the imidic acid 21. We found that the method of hydrogen chloride gas generation 

played a significant role for both the yield that could be achieved and purity of the 

product of the reaction. The best yields were obtained when HCl gas generated by 

dropwise addition of concentrated sulfuric acid to dry sodium chloride was allowed to 
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pass through a trap of concentrated sulfuric acid to dry the gas, before slowly bubbled 

into a solution of malononitrile 20 and methanol in dry diethyl ether.  

  

Scheme 10: Synthesis of building blocks for RSL-0036. 

The pyridine 22 was constructed in two steps from acetyl furane 20 in good yields. The 

originally reported conditions for the halogenation of pyridine 23 to give 

bromopyridine 24 gave in our hands only a di-brominated species. By lowering the 

amount of NBS from two to one equivalent, bromopyridine 24 was obtained in 

satisfying yield. 1H-NMR of the crude reaction mixture showed that the di-brominated 

side-product had been formed in a 4:13 ratio to the desired product. These two species 

were separated through means of column chromatography, but we found a small 

amount of the dibrominated species co-eluted with 24 (<10%). The subsequent 

hydrolysis of nitrile 24 to primary amide 19 under the reported conditions (hydrogen 

peroxide, NaOH, in ethanol/H2O, 50 °C, 5 h) failed to give the desired product, but 

rather provided the corresponding carboxylic acid. The original procedure reports the 

use of sodium hydroxide and hydrogen peroxide, but as a suggested mechanism of this 

reaction proposes one or multiple nucleophilic attacks from a deprotonated peroxyl 

species, ( 

Scheme 11) it is not unlikely that a hydroxyl moiety could take its place in this 

reaction.175 Another procedure by Clayton et al.176 have reported that a corresponding 

transformation on a similar structure had been successful using ammonium hydroxide 
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in place of sodium hydroxide, and after submitting 24 to these conditions, amide 19 

could be isolated in excellent yield (95%) with minimal purification beyond standard 

work-up conditions. Interestingly, Lindemann et al. reported having obtained 19 in 

only 45% yield, while also having to purify the compound using flash chromatography. 

Next, two different conditions involving use of carbonyldiimidazole were tested to 

form the pyrimidinedione ring (Scheme 12) of 18, using a strong non-nucleophilic 

inorganic base (NaH) or a strong non-nucleophilic organic base (DBU). Both 

conditions proved successful in giving 18, with a slightly better yield using DBU.  

Scheme 11: Proposed mechanism of the base-catalyzed conversion of ntiriles to 

amides by hydrogen peroxides.175 

 

Scheme 12: Synthesis of RSL-0036 from primary amide 19. 

Standard Suzuki-Miyaura conditions failed to provide the target molecule RSL-0036 

from 18, however, the same conditions proved quite successful in furnishing 25 from 
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19. The earlier mentioned conditions using carbonyl diimidazole for ring closure 

unfortunately failed to provide the target molecule in this instance as well. Stumped at 

how to proceed to obtain the desired final product, turning back to the original 

publication’s conditions described that the Suzuki-Miyaura coupling was performed 

with 10 equivalents of base (as opposed to the standard 2 equivalents required for the 

metathesis and transmetalation steps).177 This detail had initially been overlooked as it 

was not commented on in the original publication. Another attempt at this step with 10 

equivalents of Cs2CO3 provided the final compound RSL-0036 from 18 in an 

acceptable yield. These results echo the struggles of obtaining RSL-0034 from 

intermediate 16a (Scheme 8), which also failed under standard Suzuki-Miyaura 

conditions. It is not unreasonable to speculate that the pyrimidinone moiety 

complicates the matter of performing this coupling reaction successfully, either by 

complexation to Pd or claiming base equivalents through deprotonation. After flash 

chromatography on a C18 column and HPLC RP purification, the final compound 

RSL-0036 was obtained in sufficient purity for testing. 
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3.4 Biological Data 

The affinity of the compounds to the FMN riboswitch was determined with a surface 

plasmon resonance (SPR)-based assay. This assay is a label-free biophysical 

experiment where a macromolecule analyte (FMN riboswitch) is immobilized on a 

surface (sensor chip) and the angle of reflected light upon the sensor chip is measured. 

The refractive property of the sensor chip is affected by the resonance of its electrons 

(surface plasmons), which are sensitive to small changes in the immediate 

environment. As such, binding of a small molecule analyte (such as FMN or an 

analogue) to the immobilized FMN riboswitch changes the reflection angle, and a 

signal is produced. This signal can be used to measure the direct affinity of a compound 

binding to the FMN riboswitch by calculating the dissociation constant (KD), which is 

the ratio between the association rate (kon) and dissociation rate (koff). Alternatively, 

KD can be estimated by obtaining steady state signals from different concentrations.178 

In our experiments, DNA was also immobilized on a reference sensor chip and the 

signal from the small molecule analyte’s interactions with this immobilized DNA was 

subtracted from the signal obtained from the RNA/small molecule analyte interaction, 

in order to assess if the observed activity was specific to RNA/small molecule analyte 

interactions. The experiments were carried out by Dr. Fahimeh Khorsand at the 

Department of Biomedicine. 

A summary of all the activity data and ligand efficiencies (LE) for all the compounds 

explored in this study are shown in Figure 31. 
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Figure 31: Affinities from SPR-based experiments of compound explored in this thesis. 

Ligand efficiencies (LE) calculated from the experimental affinities Asterisks denote 

number of parallels performed for each compound. 
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The virtual screening hit RSL-0035 displayed poor solubility in DMSO, and when 

assayed, data of sufficient quality could not be obtained. Considering this compound 

has one of the highest clogP-values of the compounds in this study (2.43, Table 7), this 

is not surprising. As such, this compound was judged to be not suitable for further 

work. 

The closely related analogue RSL-0029 was also troubled with solubility issues, which 

is somewhat surprising considering the clogP-value for this compound is not among 

the highest (1.45) of the explored compounds. However, both RSL-0026 and RSL-

0027 provided a dose-dependent binding responses to the riboswitch (Figure 32A, B), 

which resulted in pleasantly high affinities (2.2±0.7 and 5.9±0.3 μM, respectively).  

These high activities show that while RSL-0035 itself might be a poor candidate for 

further optimization, proposed analogues could still be active. When inspecting the 

curve data for these compounds, it is clear that both the association and dissociation 

rates for these two compounds compared to some of the compounds shown later are 

slow, which might imply the compounds have to overcome some steric hindrance in 

order to gain access to the binding site. It is also interesting that these two compounds 

displayed relatively similar affinities and LE (RSL-0026: 0.38 kcal-1mol-1heavy atom-

1, RSL-0027: 0.36 kcal-1mol-1heavy atom-1) as the model binding modes suggested two 

different binding modes. As such, it is possible no contribution is made from the amine 

group in RSL-0026. It could be interesting to subject an analogue composed of the 

three-ringed scaffold with no substituents on ring C to the SPR assay, to see if this 

compound would have a similar affinity as RSL-0026 and RSL-0027, and also to see 

if this compound would have a different kinetic profile due to lower steric hindrance.  
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RSL-0012 and RSL-0015 proved to have moderate affinities of 187±60 μM and 

133±18 μM, respectively (Figure 32C, D). Inspecting the affinity curves of these data, 

it is also clear that the former compound displayed a less ideal response than the latter. 

Compared to RSL-0026 and RSL-0027, it is possible the weaker affinity of these two 

compounds is due to the loss of ring C in the central scaffold, which results in a lower 

hydrophobic contact surface area between the ligand and the binding site. However, 

despite their weaker affinities, LE of these compounds (RSL-0012: 0.33 kcal-1mol-

1heavy atom-1, RSL-0015: 0.34 kcal-1mol-1heavy atom-1) are still within high values. 

Comparing the LE between these two compounds makes it clear that even if a hydrogen 

bond is formed between the endocyclic nitrogen in ring B of the scaffold in RSL-0012 

and with O2 ribose backbone of A49 (as proposed in Figure 24A), it does not 

contribute significantly to affinity. RSL-0007 and RSL-0014 were also troubled with 

solubility and data fitting issues. This was surprising, as one would expect that the 

tertiary amine would allow for a protonation site which would ensure solubilization 

Figure 32: SPR sensorgrams for A) RSL-0029, B) RSL-0027, C) RSL-0012 and D) 

RSL-0015. 
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and as the drug-likeness indices of these compounds were among the highest (Table 

7). It is possible the benzyl moiety which is found in these compounds is either 

hindering solubilization of the compound, or also that it hinders the structure from 

accessing the binding site due to steric hindrance. To rule out the first case, these 

compounds should be resubmitted for the SPR assay in the form of HCl salts to see if 

solubilization could be improved.  

The four compounds RSL-0031, RSL-0032, RSL-0033 and RSL-0034 were also 

assayed for activity. A negative response was obtained from RSL-0031 and RSL-0033 

(Figure 33A, C), which implied that these compounds have higher affinity towards the 

immobilized DNA used as reference for the binding curve data instead of RNA. As 

such, the activity of these compounds was deemed to be negative. RSL-0032 and RSL-

0034 bind in a dose-dependent manner to the riboswitch (Figure 33B, Figure 33D, 

respectively), and the data shows faster association and dissociation rates than for RSL-

0026 and RSL-0027. However, curve fitting to determine a KD value resulted in a poor 

fit. As such, steady state analysis of the activity was performed to determine the 

affinities of these two compounds (Figure 34). A KD value of 120±30 μM and 8.3±2.9 

μM were assigned to each of these compounds. 

The following conclusions for the bicyclic scaffold can be drawn from the preceding 

results: a thiophenyl substituent as ring C in RSL-0033 does not seem to be ideal for 

binding to the riboswitch but might instead promotes binding to DNA. A phenyl ring 

in the same position, such as in RSL-0031, by itself does not provide sufficient π/π-

stacking to give suitable affinity to the riboswitch. A furanyl substituent as ring C, such 

as in RSL-0032, seems to create a favorable interaction, and is therefore able to allow 

specific binding to the pocket. An aromatic substituent in the meta-position of ring B 

in RSL-0034 is favorable and allows binding.  
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The observed lack of specific binding in RSL-0031 compared to RSL-0034 is 

interesting. It is likely that there is no hydrophobic contribution from the phenyl ring 

C in RSL-0034, as RSL-0031 shows no activity and the modelling in Figure 26D 

indicates no π/π-interactions with the nucleobase A49, and that this ring merely serves 

as a bridge to allow the gain from a hydrophobic edge/face-interaction from ring D 

with G62, which is sufficient to enable the structure to gain specific binding with the 

FMN riboswitch pocket. It is also possible RSL-0031 binds to RNA but shows stronger 

affinity to DNA. It also seems that the para—substitution of ring D and B on ring C 

also prevents the compound from binding to DNA (as seen in RSL-0031) and leads to 

specific binding of RSL-0034 to the riboswitch. 

Figure 33: Sensorgrams for A) RSL-0031, B) RSL-0032, C) RSL-003 and D) RSL-

0034. 
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One also has to consider that the affinity of RSL-0034 was found to be two orders of 

magnitude greater than RSL-0032. Possible explanations for this are: either the π/π-

interaction obtained between G62 and ring D in RSL-0034 is more beneficial than the 

π/π-interaction obtained between A49 and ring C in RSL-0032, or the modelling of the 

binding mode for RSL-0034 is incorrect, and contacts between both ring C and D of 

RSL-0034 with the binding site are formed. Considering that the ligand efficiencies of 

these two compounds are quite comparable (RSL-0032: 0.37 kcal-1mol-1heavy atom-1, 

RSL-0034: 0.34 kcal-1mol-1heavy atom-1), the former explanation seems likely. To 

answer these questions, it would be interesting to obtain a crystal structure of the FMN 

riboswitch/RSL-0034 complex to elucidate the binding mode of this compound. 

RSL-0036 was also evaluated in an SPR assay. While providing a positive, 

concentration-dependent response, as can be seen in Figure 35, the assay failed to 

reach a steady state within the 100 second association time. Furthermore, dissociation 

failed to return to a steady baseline within the >300 second timeframe. From this it 

seems that this compound indeed shows affinity towards the FMN riboswitch, and the 

long dissociation time gives hope for a high affinity. However, a proper KD value was 

not obtained from this experiment. 

Figure 34: Steady state plots for A) RSL-0032 and B) RSL-0034. 
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It is possible the long association times are related to steric hindrance from ring C and 

D disallowing the structure to properly fit in the binding site or that a conformational 

change of the riboswitch is necessary to allow binding.  An attempt at purifying 

compound 19a was made to assess if the lack of the indolyl ring C would allow for a 

faster association and dissociation time, but at the time the compound had decomposed 

fully, and proper purification was not feasible.  

 

Figure 35:  Sensorgram from SPR assay of RSL-0036. 
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4. Conclusions and further work 

The work presented herein has focused on RNA binding sites (with emphasis on 

riboswitches) as potential drug targets for new classes of antibiotics.  

In the first part of this thesis, we focused on whether it was possible to identify RNA 

pockets which could be addressed with conventional drug-like ligands. This resulted 

in the creation of DrugPred_RNA, a structure-based druggability predictor. As RNA is 

an underexplored drug target, the predictor was trained on a set of protein binding sites 

with descriptors that could be calculated for both types of pockets. We have also shown 

that this predictor provides comparable quality to the previous iteration of DrugPred, 

which was trained on a slightly different set of descriptors (Table 3). Two sets of 

crystal structures were retrieved from the Protein Data Bank; one consisting of all 

available RNA-exclusive structures which contained ligands, and the other consisting 

of RNA-containing ribosomal structures with ligands. The predictions of anecdotally 

selected examples were in agreement of with manual druggability assignments of the 

binding sites (Figure 16). In addition, we have found a strong correlation between 

positive druggability predictions of binding sites and the occurrence of highly drug-

like ligands (Table 5, Table 6). We have also shown the predictions of DrugPred_RNA 

to be consistent and robust towards small changes in binding site composition and 

conformations (Figure 14), but also shown that binding sites with major different 

conformational states or sequencial composition could obtain different druggability 

predictions (Figure 18).  

Over 1000 binding sites were surveyed and only 22 of them bound to a ligand described 

as highly drug-like and of these and 18 had reported affinity data. Near 400 sites were 

identified to be druggable by DrugPred_RNA (Table 4), which shows that there is 

ample untapped potential for RNA as a drug target. Among these, many riboswitches 

were represented, which underlines the opportunity of these as potential antibiotic 
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targets. Many ribosomal binding sites were also identified as druggable, which can help 

direct efforts towards the discovery of new antibiotics. The work related to this part of 

the thesis has been published in Journal of Chemical Information and Modeling.179 

The FMN riboswitch was among the riboswitch classes which were identified as 

druggable by DrugPred_RNA. On the basis of known interactions between the FMN 

riboswitch binding site and its native ligand FMN, and the identified highly potent 

binder ribocil A, we have explored the binding site and proposed new compounds 

(Figure 21) which could bind to this riboswitch. We designed and proposed 4 series of 

compounds which we identified as synthetically feasible and containing fragment-like 

properties (Table 7). These compounds had predicted binding modes which retained 

the identified key interactions between the binding site and FMN/ribocil, but at the 

same time explored some of the interactions inspired by ribocil or interactions not 

previously described (Figure 22, Figure 24, Figure 26, Figure 27). Some of these 

compounds were designed as analogues to a previously identified virtual screening hit, 

RSL-0035, while others were designed on the basis of a new central scaffold which 

could probe interactions in new vectors, while the final compound, RSL-0036, was 

designed as an off-shoot of recently published work, with a different central scaffold 

than the previously described compounds. 

The syntheses of these compounds were successful, of some are described herein. 

Additionally, the screening hit RSL-0035 was synthesized. The synthetic routes can 

serve as a basis for future work toward synthesis of analogues. Through this work, we 

have also identified some steps, in particular the Thorpe-Ziegler reaction, to be 

troublesome and low yielding (Table 8, Table 9). We have also identified some 

unusual 13C-NMR behavior (Figure 29, Table 10) of substituted pyrrole compounds 

which could lay the foundation for another NMR-based study.  
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The SPR assay of these compounds showed that not only were 7 of 13 compounds 

active, but 3 had single digit micromolar affinity. Considering the fragment-like 

properties of the compounds, the affinities are remarkable and also with very promising 

LEs (Figure 31). These results are very promising for the future directions of this 

project. We showed that RSL-0035 is less ideal candidate for further work, but the 

results from RSL-0026 and RSL-0027 (Figure 32A, B) suggests that the initial 

proposed binding mode could still be achieved. It would be interesting to test an 

analogue of these compounds, compound 26, which lacks the heterocyclic substituent. 

A precursor to this compound, bromide 27, was created as a part of Zeeshan’s and 

Burova’s work,152 and should be easily converted to 26 in a Pd-catalyzed 

dehalogenation reaction, as shown in Scheme 13.180 

Resubmittal of RSL-0012 and RSL-0014 as HCl salts should be done to verify if these 

compounds are inactive or simply insoluble. The activities of RSL-0012 and RSL-

0015 (Figure 32C, D) imply that the hydrogen bonding which could potentially be 

formed in the former compound does not seem to affect activity, which can shape the 

synthetic efforts for future potential ligands for the FMN riboswitch. The findings from 

RSL-0031, RSL-0032, RSL-0033 and RSL-0034 (Figure 33, Figure 34) show that 

the choice of aromatic substituents can influence activity and potential analogues could 

also be explored. 

For RSL-0036, an analogue lacking the indolyl moiety (compound 28) should be 

investigated to see if it could bind faster to the target (Figure 35). This compound could 

be prepared from 18 using a similar method as described above, or alternatively, a 

Scheme 13: Pd-catalyzed dehalogenation of 27 to give 26 
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synthesis of this compound has been described from building block 22 and 6-

aminouracil 29 by Churchill et al.181, as outlined in Scheme 14. 

For all the active compounds mentioned above, it would be interesting to obtain an X-

ray crystal structure to obtain detailed information on their binding modes which were 

proposed through the minimization studies. The activities should also be verified 

through an orthogonal method, such as isothermal calorimetry (ITC), or in the case for 

the compounds with low micromolar affinities, in a functional in vitro 

transcription/translation assay. 

Scheme 14: Synthesis of 28 from furane 22 and 6-aminouracil 29. 
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5. Methods and general experimental 

5.1 DrugPred_RNA 

The following text within this text related to the methods for DrugPred_RNA is taken 

from the related publication for DrugPred_RNA.  

Scripts to download crystal structures from the PDB, process them, and calculate ligand 

and binding site descriptors were written using Python 3.6.8 with the Biopython (1.73) 

and RDKit (2019.09.1) libraries.182,183 

NRDLD Set for Training and Validation.  

Our NRDLD set with the most recent modifications was used to train and test a 

druggability predictor on protein targets.71,184  In brief, this set contains 110 small 

molecule binding sites. The proteins in the set have a maximum sequence similarity of 

60% to each other, and 68 of the binding sites were previously annotated to be 

druggable and 42 to be less druggable based on data mining and available literature. 

This set was split into a training set containing 75 pockets (47 druggable/28 less 

druggable) and a test set containing 35 pockets (21 druggable/14 less druggable) as 

done before. The binding sites and surrounding residues were carved out of the CIF 

files downloaded from the PDB by keeping all residues with an atom within 15 Å of 

the ligand to reduce the file size. The isolated parts of the structures together with co-

factors and metal ions if present were saved in the PDB format and used for generating 

the NRDLD Set for Training and Validation. Our NRDLD set with the most recent 

modifications was used to train and test a druggability predictor on protein targets.71,184  

Superligand generation 

A superligand as a negative print of the binding site was obtained as done previously 

with minor modifications.71 In brief, a set of approved drug molecules was docked into 

the pocket that contained the bound ligand in the original crystal structure using DOCK 
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3.6.185 Since the aim of docking was solely to obtain information about the shape and 

the volume of the binding site, all receptor atoms were set to carbon atoms and assigned 

a partial charge of 0. Subsequently, compounds for which a docking pose was obtained 

and for which the ratio of van der Waals (VDW) score to number of heavy atoms was 

≤−1.3 were merged into a superligand. This cutoff was chosen to ensure that only 

ligands that filled the pocket were kept. To minimize the number of atoms in the final 

superligand, during the merging process, only atoms adhering to all of the following 

criteria were retained: (1) the atom had to be a nonhydrogen atom, (2) at least two 

atoms coming from different docked compounds had to be closer than 1.2 Å, and (3) 

only one of the atoms within 1.2 Å from other atoms was kept. If no docked ligands 

passed these filters, the ligand contained in the original complex structure was used as 

the superligand. This was the case in 125 instances in the RNA data set and 342 

instances in the ribosomal data set.  

Descriptor calculation  

The binding site and buried superligand atoms were determined based on the 

superligand. For that purpose, using FreeSASA186 as implemented in RDKit, the 

solvent accessible surface area (SASA) of each receptor and superligand atom in the 

superligand-bound and -unbound state was calculated using a 1.0 Å probe radius and 

ProtOr radii.187 All receptor atoms for which the SASA differed between superligand-

bound and -unbound state were assigned as being binding site atoms. Further, the 

SASA of all superligand atoms in the free state was calculated. Superligand atoms with 

a SASA >0 were assigned as surface atoms, and those with a SASA = 0 were assigned 

as buried superligand atoms. Using superligand and binding site atoms as input, 

descriptors describing the size, shape, and polarity of the pocket were calculated (Table 

S1). For shape descriptors that are not based on the surface area or the number of 

receptor or superligand atoms, the Descriptors3D module of RDKit was used. For 

calculating polarity descriptors, we considered all carbon, phosphor, and sulfur atoms 
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in addition to nitrogen atoms of the RNA bases that are bound to the ribose to be 

hydrophobic and all oxygen atoms of amino acids, ribose sugars, and phosphate groups 

in addition to nonaromatic nitrogen atoms of amino acids to be polar. The SASA values 

of these atoms were calculated with FreeSASA using the same settings as described 

above. The side chains of histidine and tryptophane residues as well as the RNA bases 

are known to form hydrogen bonds in the plane of the heterocycles, while parallel to 

this plane, they engage in π-stacking interactions that are more hydrophobic in nature. 

To account for this ambivalent behavior, the SASA of endocyclic aromatic nitrogen 

atoms of the bases and amino acid side chains and exocyclic oxygen and nitrogen atoms 

of the bases was split into a hydrophobic and a polar contribution in the following way. 

The SASA of these atoms was calculated in both the absence (SASA_total) and the 

presence (SASA_pol) of two blocking carbon atoms that were placed perpendicular to 

the plane of the aromatic ring with a 1.70 Å distance from the atom of interest. The 

area SASA_pol was considered to belong to a polar atom, while the difference 

SASA_total − SASA_pol was considered to belong to a hydrophobic atom. Similarly, 

if more than half of the SASA of an atom was deemed to be hydrophobic, the atom was 

included in the hydrophobic binding site atom count.  

Training the Predictive Model Using Decision Trees.  

Machine learning was carried out using the XGBoost134 package in R,188 a scalable 

machine learning system for tree boosting. In brief, the method is based on initially 

creating multiple decision trees that are evolved over time into a model with increased 

predictive power. As a learning objective, logistic regression for binary classification 

with output probability was used. Thus, all binding sites obtained a score between 0.0 

and 1.0, whereas pockets with a score ≥ 0.5 were labeled druggable and pockets with 

a score < 0.5 were labeled as less druggable. Divergent from the default settings, the 

following parameters were used for training the model: 

• Max_depth = 3 (maximum depth of trees) 
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• Scale_pos_weight = 0.63 (adjusts for the skewness between druggable and less 

druggable binding sites in the training set) 

• Early_stopping_rounds = 20 (Validation metric needs to improve at least once 

in every 20 rounds to continue training.) 

The influence of the descriptors on the model was evaluated with the help of Shapley 

Additive Explanation (SHAP) values as implemented in the SHAPforxgboost 

package.135,189,190 The same package was also used to make Figure 12 and Figure S3 

in the supporting information of the related publication.179 SHAP values describe the 

importance of each descriptor for the model output taking into account the interactions 

with other descriptors. Each descriptor for each data point (here, a particular binding 

site) is assigned a positive or negative SHAP value describing the contribution of the 

descriptor to the model output (here, druggable or less druggable) for that data point. 

The mean SHAP value formed by all SHAP values for a descriptor for the entire data 

set indicates the importance of the descriptor for the model (the larger the absolute 

mean SHAP value, the more important the descriptor). For DrugPred_RNA, positive 

SHAP values imply a high druggability probability, while negative SHAP values imply 

a low druggability probability. Further, by plotting the individual SHAP values for a 

descriptor against the descriptor values, it becomes evident which descriptor values 

contribute positively or negatively to the model. The sum of the SHAP values of all 

descriptors for a single data point indicates the direction of the prediction for that data 

point. Descriptors included in the final model were chosen by iteratively removing the 

least impactful descriptors until the predictive performance of the model was 

negatively affected. To further assess the robustness of the final model (called 

DrugPred_RNA), leave-one-out cross-validation was carried out, yielding a training 

and testing error of 0.00342 and 0.127, respectively. 

In addition, accuracy precision and recall values of the models were calculated using 

eqs 1−3 with true positives (tp) and true negatives (tn) being the number of correctly 
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classified binding sites and false positives (fp) and false negatives (tn) being the 

number of wrongly classified binding sites. 

Equation 1: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑡𝑝 + 𝑡𝑛

𝑡𝑝 + 𝑓𝑝 + 𝑡𝑛 + 𝑓𝑛
  

Equation 2: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑡𝑝

𝑡𝑝 + 𝑓𝑝
 

Equation 3: 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑡𝑝

𝑡𝑝 + 𝑓𝑛
 

Assembly of the dataset with RNA binding sites.  

We selected RNA structures for druggability assessment by querying the PDB for 

structures containing only RNA and ligands (accessed November 2019). In addition, 

the PDB was searched for entries containing ligands and the keyword ″riboswitch″ to 

include structures that were excluded in the first query due to the presence of proteins. 

In total, this yielded 1084 structures. Subsequently, all structures that contained only 

ligands that were detergents, buffer salts, or crystallization components were filtered 

out, reducing the data set to 427 unique entries, see the supplementary material for the 

publication for three-letter codes of rejected ligands).179 
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If a crystal structure contained several instances of the same ligand, only the first 

instance was retained. In addition, all metal ions and water molecules were deleted (for 

a list of metal abbreviations, see the supplementary material). This resulted in 465 

distinct binding sites spanning 224 unique ligands. A second variant of this set was also 

prepared. In this variant, only pockets with metal ions that were not more than 5 Å 

away from a ligand atom were retained. If a binding site contained several metal ions, 

several copies of the binding sites, each of them containing one of the metal ions, were 

prepared. This variant contained 343 entries. In the following, the first variant is called 

the metal-free and the second variant the metal-containing set. Further, a data set 

containing ligand binding sites in ribosome crystal structures was compiled by 

querying the PDB for structures that contained ″ribosome″ as a keyword. These 

structures were treated as described above. In addition, the ligands were visually 

inspected to remove buffer components that had slipped the filter rules. This resulted 

in 613 binding sites in the metal-free ribosome set and 546 in the metal-containing set 

spanning 217 unique ligands. The binding site regions were carved out of the original 

CIF files by keeping all RNA residues with at least one atom within 15 Å of the ligand 

and potentially metal ions as described for the NRDLD set and subjected to descriptor 

calculations. 

Determination of overall sequence similarity and binding site similarity  

To investigate the robustness of DrugPred_RNA toward changes in the binding site 

composition or conformation, binding sites were grouped into families based on overall 

sequence similarity and binding site similarity. For the grouping based on overall 

sequence similarity, the chains were aligned pairwise using BioPython’s pairwise2 

global alignment function and the sequence similarity was calculated. If this value was 

>98%, the structures were assigned to the same family. For clustering based on binding 

site similarity, the binding site sequence of each pocket was generated by including all 

residues that contained at least one binding site atom in ascending order, while for 
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modified nucleic residues, the name of the corresponding unmodified residue was used 

(see the supplementary information for the related publication for a list of residue IDs 

for modified residues179). Subsequently, all binding site sequences were aligned as 

described above. If the sequence similarity was >85%, the pockets were assigned to the 

same family. 

Consensus Scoring  

As done previously, the consensus of the druggability predictions within each family 

of sequences (C) was calculated using the following formula: 

𝐶 =  
|𝑛𝑑 − 𝑛𝑙𝑑|

𝑁
× 100% 

where nd is the number of druggable binding sites within the family, nld is the number 

of less druggable binding sites, and N is the total number of family members.23 Thus, 

100% consensus would be obtained if all pockets in one family were predicted to 

belong to the same class (druggable or less druggable) and 0% if one half of the pockets 

was predicted to belong to one class and the other half to the other class. 

Calculation of Ligand Properties. Physicochemical properties of the ligands in the 

RNA sets were calculated using RDKit. Further, the drug-likeness of ligands was 

estimated using the quantitative estimate of drug-likeness (QED) score as implemented 

in RDKit using average descriptor weights.151 This score weighs multiple molecular 

features (e.g., molecular weight, number of hydrogen bond donors or acceptors, polar 

surface area, and presence of unwanted functionalities) into one single unitless score, 

which ranges from 0 (undesirable) to 1 (desirable). Although this metric does not 

provide a clear cutoff to distinguish “desirable” from “undesirable” compounds, the 

authors denoted a mean score of 0.67 for attractive compounds, 0.49 for less attractive 

compounds, and 0.34 for too complex and unattractive compounds. Accordingly, we 
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classified compounds with a QED score ≥ 0.67 as drug-like, those with a QED score ≤ 

0.49 as less drug-like, and those with a score in between as moderate drug-like. 

5.2 Molecular Minimization and Ligand Design 

Molecular modeling was performed using the Maestro package (version 12.2.012, 

MMshare Version 4.8.012, Release 2019-4, Platform Windowsx64). 

As receptor, the structures of the FMN riboswitch in complex with FMN (PDB id: 

2yie). The structure was prepared using standard parameters (bond orders assigned, 

hydrogen atoms added, protonation states generated at pH 7.0±2.0 using Epik). A 

global minimization was performed on the structure using the MacroModel 

minimization tool with the OPLS3e force field with standard parameters (solvent: 

water, charges from forcefield, PRCG method with 2500 iterations in gradient 

conversion mode, convergence threshold of 0.05).191  

The natural ligand was removed, and ligand candidates were built in place using the 

3D builder tool or initial binding modes were generated using docking (see below). 

Compounds with basic functional groups were built as the protomer which 

corresponded to physiological pH. All atoms within the candidate molecule and nearby 

residues within 6 Å were subsequently minimized using the parameters described 

above, and the predicted pose was visually inspected. If the compounds failed to 

provide the key interactions observed for ribocil and postulated for RSL-0035 (See 

Introduction), it was discarded.  

5.3 Docking 

Compounds RSL-0026, RSL-0027 and RSL-0027 were evaluated through docking. 

All other compounds, except RSL-0035, were initially conceived through in silico 

design and subsequent minimization. 
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Structures were constructed in silico using Maestro and exported as SMILES. Possible 

protomers, tautomeric states and isomers were generated using in-house scripts based 

on the OEToolKit (OpenEye, Santa Fe NM). Three-dimensional coordinates and low 

energy conformations of the small molecules were generated using OMEGA2.192 

(OpenEye, Santa Fe, NM). Receptor preparation and validation of the system were 

initially carried out using DOCK 3.6193, with the following sampling parameters: 

• Receptor and ligand bin size were set to 0.5 Å 

• Receptor and ligand overlap bin size were set to 0.4 Å 

• The distance tolerance of matching pairs of receptor and ligand spheres were set 

to 1.2 Å 

• The number of energy minimizations for the docked molecules was 20 

The phosphate groups were treated as neutral, to balance the overall charge as done 

before.194 The docked molecules were ranked according to a scoring function, which 

contains terms related to electrostatic and vdW interaction energies as well as 

correction for desolvation energies of the ligands: 

𝐸 = 𝐸𝑒𝑙𝑒𝑐 + 𝐸𝑣𝑑𝑊 −  ∆𝐺𝑠𝑜𝑙𝑣 

where Eelec represents the electrostatic interaction energy term, EvdW the van der Waals 

contribution and ΔGsolv the desolvation energy for the ligand when moving from the 

bulk solvent to the binding site. The docking was visually inspected and only poses 

matching expected binding modes were selected for further evaluation, using molecular 

minimization (see above). 

5.4 General Synthetic Experimental Methods 

Chemicals and solvents were purchased from Sigma-Aldrich and used as delivered 

unless otherwise stated. All moisture sensitive reactions were carried out under argon 
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atmosphere in oven-dried (130 °C) equipment that has been cooled down under 

vacuum.  

Anhydrous THF was obtained from an anhydrous solvent delivery system (SPS-800 

system from M. Braun GmbH, Garching, Germany).  

Thin layer chromatography (TLC) analyses were performed on aluminium sheets 

coated with Merck TLC silica gel 60 F254 and visualization was achieved by using 

ultraviolet light (254 nm). 

Flash column chromatography was performed either manually using silica gel from 

Merck (Silica gel 60, 0.040–0.063 mm) or was performed on a PuriFlash XS 420 

system (Interchim, Montlucon Cedex, France) using pre-packed columns as specified 

for each compound.  

Preparative high-performance liquid chromatography (HPLC) was performed on a 

Thermo 321 multisolvent pump with an UltiMate 3000 variable wavelength detector 

using an XBridge Prep C18 5 μm OBD (19 x 250 mm, 5 μm) column with mixtures of 

acetonitrile and water (both containing 0.1% TFA) as eluent.   

Analytical HPLC was performed on a 1290 Infinity II Flexible pump with a 1260 

Infinity II DAD WR detector using a ZORBAX RRHD Eclipse plus 300-SB C18 (50 

x 2.1 mm, 300 Å, 1.8 μm) column with mixtures of acetonitrile and water (both 

containing 0.1% TFA) as eluent.   

The NMR experiments were recorded on a Bruker BioSpin AV500 or a Bruker BioSpin 

Ascend spectrometer operating at 850 MHz for 1H equipped with an inverse-detected 

triple resonance (TCI) cryoprobe. 1H and 13C chemical shifts (δ) are reported in ppm 

with reference to the solvent residual peak (CDCl3: δH 7.26 and δC 77.16; (CD3)2SO: 

δH 2.50 and δC 39.98). All coupling constants are given in Hz.  
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5.5 Activity assay 

The SPR experiments were carried out by Dr. Fahimeh Khorsand, Department of 

Biomedicine, University of Bergen. The data were obtained via SPR using a Biacore 

T200 (GE Healthcare Life Sciences). Briefly, biotinylated FMN-riboswitch RNA 

was captured on a NAHC 1500M chip; XanTec Bioanalytics GmbH to an 

immobilization level of around 2000 RU at a flow rate of 10 μl/min. Biotinylated 

synthetic DNA was used as the reference. The running buffer for the immobilization 

of RNA and DNA was PBSP (GE Healthcare Life Sciences) including 2mM 

MgCl2. The binding assay of the tested molecules was carried out using the same buffer 

containing 5% DMSO at the flow rate of 30μl/min at 25 °C. To measure the association 

rate, different concentrations of studied fragments were injected for 80 to 120 seconds 

over the flow cells and dissociation was initiated with the injection of running buffer 

which continued for 120 to 300 seconds. The Biacore T200 Evaluation Software 3.0 

was applied for the evaluation of steady state affinity and all the kinetic data using a 

global fit and assuming a 1:1 Langmuir binding model. 

5.6 Other 

5.6.1 Molecular descriptors of in silico designed compounds in 
Table 7 

ClogP-values based on the Crippen approach195, QED-values151 and number of 

hydrogen bond acceptors/donors were calculated using RDKit (2019.09.1). 

5.6.2 HRMS analyses 

HRMS-analyses were performed by Dr. Bjarte Holmelid on a JMS-T100LC AccuTOF 

from JEOL, USA, Inc. (Peabody, MA, USA). Orthogonal accelerated time of flight single 

stage reflectron mass analyzer equipped with a dual micro channel plate detector. 
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The AccuTOFTM mass spectrometer operated in the positive/negative mode at a 

resolving power of approximately 6000 FWHM. The atmospheric pressure interface 

zone had three different operation conditions (method 1, method 2 and method 3, see 

below). The TOF mass selection window was set to detect m/z values up to 2000 and 

the mass spectral acquisition settings applied were as follows; spectral recording 

interval = 0.5 s, wait time = 0.03 ns and data sampling interval = 0.5 ns. The samples 

were analysed as solutions in methanol or acetonitrile (~ 50 mg/mL) and introduced to 

the ESI spray chamber by either methanol, acetonitrile or a mixture of acetonitrile and 

water (50:50) used as spray reagent. Internal mass calibration was performed using a 

10 ppm solution of PEG600 (polyethylene glycol average mass 600 u) in methanol 

(ESI+) or 10 ppm solution of NaTFA in methanol (ESI-) recorded in the same 

acquisition as the chemical sample. The total ion chromatogram (TIC) was acquired 

for approximately 2 min and the data were processed by creating extracted ion 

chromatograms with an m/z interval of ±0.1 u. The mass spectrums were calibrated 

using the mass spectrum of PEG600 or NaTFA acquired during the same set of 

experiments. 

Three methods were used for HRMS data acquisition. The relevant compounds for each 

method are listed in paranthesis:  

Method 1 (Used for compound 15b, 15c, RSL-0036, RSL-0034, 16a, 16b and 19): 

ESI positive mode. Needle voltage: 2200 V, Orifice 1 = 25-20 V, Orifice 2 = 8-6 V and 

ring lens = 12-10 V. The temperature of orifice 1 was kept at 100 °C. The voltage of 

the ion guide (peak to peak voltage) was varied between 1000 and 2500 V to apply 

transmission of ions of different m/z ratios. 

Method 2 (Used for compound 5, 6, RSL-0031, RSL-0033, 7, RSL-0032, 2a and 2b): 

ESI positive mode. Needle voltage: 2600 V, Orifice 1 = 12 V, Orifice 2 = 6 V and ring 

lens = 27 V. The temperature of orifice 1 was kept at 100 °C. The voltage of the ion 
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guide (peak to peak voltage) was varied between 1000 and 2500 V to apply 

transmission of ions of different m/z ratios. 

Method 3 (Used for RSL-0035): 

ESI negative mode. Needle voltage: -3200 V, Orifice 1 = -12 V, Orifice 2 = -6 V and 

ring lens = -27 V. The temperature of orifice 1 was kept at 100 °C. The voltage of the 

ion guide (peak to peak voltage) was varied between 1000 and 2500 V to apply 

transmission of ions of different m/z ratios. 

5.6.3 NMR predictions in Table 10 

The following parameters were used for incremental 13C shift prediction calculations 

if available: Frequency was set to 500 MHz and solvent to DMSO. For ChemDraw (© 

PerkinElmer Informatics, Inc.), version 19.1.1.21 was used. NMRDb.org and 

NMRShiftDB was calculated in browser.171,172 For NMRShiftDB, 6 spheres were used 

for the calculations. 

Quantum mechanical-based 13C shift predictions were performed by Associate 

Professor Nils Åge Frøystein, Department of Chemistry, University of Bergen using 

the software NWChem173. The structure of 15b was minimized in gas phase to the 

lowest energetic conformation prior to shift predictions. Parameters used were 

according to the recommendations of Tantillo et al.196,197, using the hybrid functional 

B3LYP/6-31+G(d,p) basis set for molecular geometric energy minimization, the 

B3LYP+6-31+(d,p) combination for computing isotropic shielding constants, slope: -

0.9600 and intercept: 31.6874 as scaling factors for the linear regression model, and 

the COSMO solvation model to account for solvent (DMSO) effects. 

MAE (mean absolute error) was calculated using the following formula: 
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𝑀𝐴𝐸 =  
𝛴(|𝛿𝐸 − 𝛿𝑃|)

𝑁
 

Where δE is the experimental 13C shift value, δP is the predicted 13C shift value and N 

is the number of 13C signals. 

 

5.6.4 Synthetic experiments 

The experimental procedures for the synthesis of the compounds RSL-0035, RSL-

0031, RSL-0032, 7, RSL-0033, RSL-0034 and RSL-0036 are described in the 

following experimental chapter. 

5.6.5 Graphics software 

All synthetic schemes and IUPAC names of the compounds in the experimental 

section were drawn using ChemDraw (© PerkinElmer Informatics, Inc.), version 

19.1.1.21. 

Figures depicting crystal structures and the in silico designed compounds were made 

using PyMOL Molecular Graphics System v 2.3.3 © Schrodinger LLC 
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6. Experimental 

6.1 Experiments leading up to and including RSL-0035 

4-(Ethylthio)-6-methyl-2-phenylpyrimidine-5-carbonitrile (6) 

 

 

 

Step 1: 3-Phenylbut-2-enenitrile (5.05 g, 60.9 mmol) and benzoyl isothiocyanate (9.93 

g, 60.9 mmol) were dissolved in dry acetone (80 mL) and the resulting mixture was 

heated to reflux for 4 h. The resulting dark orange mixture was evaporated in vacuo 

and the residue was used directly in the next step without further purification. 

Step 2: To a solution of the crude product from the previous step in dry ethanol (80 

mL), K2CO3 (8.41 g, 60.9 mmol, 2 eq.) and ethyl bromide (6.52 g, 60.3 mmol, 1 eq.) 

were added. After stirring under reflux for 2 h, another portion of K2CO3 (8.41 g, 60.9 

mmol) and ethyl bromide (6.52 g, 60.3 mmol) were added, and the reaction mixture 

was heated to reflux for 2 h before stirring was continued overnight at room 

temperature. The product that was formed was isolated by precipitation and filtrated 

twice on a Büchner funnel and washed with a cold solution of water and ethanol 

(500mL, 1:1) to give the title compound as an orange solid (11.8 g, 75% over two 

steps). 

1H-NMR (500 MHz, (CD3)2SO): δ = 8.45-8.44 (m, 2H), 7.63-7.57 (m, 3H), 3.42 (q, J 

= 7.4, 2H), 2.64 (s, 3H), 1.42 (t, J = 7.4, 3H); 13C-NMR (125 MHz, (CD3)2SO): δ = 

172.5, 169.8, 162.4, 135.6, 132.4, 128.9, 128.7, 114.6, 102.7, 24.1, 23.3, 14.1; HRMS 

(ESI) m/z calcd for C14H14N3S [M+H]+: 256.0908; found: 256.0903. 



 

 

 

 

128 

4-Hydroxy-6-methyl-2-phenylpyrimidine-5-carbonitrile (7) 

 

 

 

Thioether 6 (6.63 g, 30.0 mmol) was dissolved in absolute ethanol (100 mL) and a 1.0 

M solution of NaOH (50 mL) was added and the resulting mixture was stirred overnight 

at room temperature after which TLC analysis showed full conversion of the starting 

material. After the reaction was over, the reaction was subjected to a gentle nitrogen 

gas flow, while passing the exhaust through a bleach solution to neutralize ethyl thiol 

gas odor. After 15 minutes, the gas flow was removed. The solution was filtered on a 

Büchner funnel to give the title compound as a beige/white solid (5.25 g, 95%). 

1H-NMR (500 MHz, MeOD) δ = 8.09 (d, J = 8.0, 2H), 7.67-7.63 (m, 1H), 7.58-7.55 

(m, 2H), 2.61 (s, 3H); 13C NMR; Due to poor solubility, a proper spectrum was not 

obtained. Remaining analytical data matches previously reported data.156; HRMS (ESI) 

m/z calcd for C12H10N3O [M+H] +: 212.0824, found: 212.0819  
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Ethyl 2-((5-cyano-6-methyl-2-phenylpyrimidin-4-yl)oxy)acetate (2a) 

 

 

To a solution of hydroxy-pyrimidine 7 (504 mg, 2.39 mmol) and DBU (749 mg, 4.85 

mmol) in dry THF (5.00 mL), ethyl bromoacetate (452 mg, 2.71 mmol) was added 

dropwise over 15 minutes. After stirring overnight at room temperature, the reaction 

mixture was partitioned between water (50 mL) and EtOAc 3 x 50 mL). The combined 

organic phases were dried using MgSO4, and after solvent was removed in vacuo. The 

crude material was purified using a Biotage Sfär silica gel cartridge (20 μm, 25 g) 

eluting with EtOAc in hexane (1% to 20% over 30 min and 30 mL/min flow rate). The 

peak that eluted at approx. 9% was collected. Removal of the solvent under reduced 

pressure gave the title compound as a yellow solid (126 mg, 36%) 

1H-NMR (500 MHz, CDCl3): δ = 8.40-8.38 (m, 2H), 7.55-7.52 (m, 1H), 7.49-7.46 (m, 

2H), 5.08 (s, 2H,), 4.25 (q, J = 7.1, 2H), 2.75 (s, 3H), 1.27 (t, J = 7.1, 2H); 13C-NMR: 

(125 MHz, CDCl3) δ = 173.0, 168.7, 167.5, 164.9, 135.7, 132.5, 129.2, 128.8, 113.7, 

92.8, 63.8, 61.8, 23.7, 14.3; HRMS (ESI) m/z calcd for C16H16N3O3
+

 [M+H]+: 

298.1192; found: 298.1189 

Diethyl 2-((5-cyano-6-methyl-2-phenylpyrimidin-4-yl)oxy)malonate (2b) 
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Method A: To a solution of hydroxy-pyrimidine 7 (505 mg, 2.39 mmol) and DBU 

(747 mg, 4.85 mmol) in dry THF (5.00 mL), diethyl bromomalonate (637 mg, 2.67 

mmol) was added dropwise over 15 minutes. After stirring overnight at room 

temperature, the reaction mixture was partitioned between water (50 mL) and EtOAc 

3 x 50 mL). The combined organic phases were dried using MgSO4, and after solvent 

was removed in vacuo. The crude material was purified using a Biotage Sfär silica gel 

cartridge (20 μm, 25 g) eluting with EtOAc in hexane (1% to 20% over 30 minutes and 

30 mL/min flow rate). The peak that eluted at approx. 18% was collected. Removal of 

the solvent under reduced pressure gave the title compound as an orange solid (252 mg, 

28.6%)  

Method B: Hydroxy-pyrimidine 7 (822 mg, 2.22 mmol) was dissolved in ethanol (2 

mL), and potassium tert-butoxide (384 mg, 3.41 mmol) dissolved in ethanol (2 mL) 

was added dropwise over 15 minutes. After stirring at 10 minutes at room temperature, 

TLC analysis indicated full conversion and the reaction mixture was quenched with 4 

M HCl (as indicated by pH paper). The reaction mixture was extracted with EtOAc (4 

x 50 mL) and water (50 mL). The combined organic phases were dried over Na2SO4. 

After removal of solvent, the crude material was isolated as an orange solid and used 

in the next step without further purification (325 mg, 49% yield) 

 1H-NMR (500 MHz, CDCl3): δ = 8.39-8.38 (m, 2H), 7.56-7.53 (m, 1H), 7.50-7.47 (m, 

2H), 5.93, (s, 1H), 4.34 (q, 4H, J = 7.1), 2.78 (s, 3H), 1.31 (t, 6H, J = 7.1); 13C-NMR 

(125 MHz, CDCl3): δ = 173.3, 167.5, 164.7, 164.0, 135.3, 132.6, 129.2, 128.7, 113.0, 92.9, 

74.4, 62.8, 23.6, 14.0; HRMS (ESI) m/z calcd for C19H20N3O5 
+ [M+H] +: 370.1403, found: 

370.1400 
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Ethyl 5-amino-4-methyl-2-phenylfuro[2,3-d]pyrimidine-6-carboxylate (1) 

 

 

 

To a MW-tube was added diethyl malonate ester 2b (53.5 mg, 0.144 mmol) which was 

then sealed and purged with Ar. While immersed in an ice bath, a solution of sodium 

ethoxide (4.4 mL, 0.1 M) was added dropwise over 10 minutes, and then immediately 

the temperature was increased to 80 °C for 20 min. The content of the vial was emptied 

into ice-cold water (30 mL) and extracted with EtOAc (3 x 30 mL). The combined 

organic layers were dried over MgSO4, and the solvent was removed, giving around 62 

mg of crude. The product was purified on a silica gel column (Hx:EtOAc, 7:3) and the 

title compound was isolated as a yellow solid (16.6 mg, 33% yield).  

1H-NMR (500 MHz, CDCl3): δ = 8.54 (resolution shows only one peak for these signals 

even though multiplet) (m, 2H)), 7.49 (m, 3H), 5.21 (s, 2H), 4.42 (q, 2H, J = 6.8 Hz), 

2.89 (s, 3H), 1.43 (t, 3H, J = 6.8); 13C-NMR (125 MHz, CDCl3):  δ = 165.9, 165.1, 

163.5, 163.0, 161.5, 137.1, 131.3, 128.8, 128.7, 124,1 109.7, 60.9, 22.5, 14.6;  HRMS 

(ESI): m/z calcd for C16H16N3O3
+ [M+H] +: 298.1192, found: 298.1189 

9-methyl-7-phenylfuro[2,3-d:4,5-d']dipyrimidin-4(3H)-one (RSL-0035) 

 

 

 

To a MW-tube was added amine 7 (0.325 g, 1.09 mmol) and formamide (20 mL). The 

solution was purged with an argon gas flow for 15 minutes, before formamidine acetate 
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(1.33 g, 12.8 mmol) was added. The tube was heated to 150 °C and left stirring 

overnight for a total of 12 hours. The mixture was extracted with EtOAc (3 x 50 mL) 

and water (50 mL). The crude material was purified using a Biotage Sfär C18 cartridge 

(30 μm, 12 g) eluting with EtOAc in hexane (10% to 60% over 20 min and 30 mL/min 

flow rate). The peak that eluted at approx. 9% was collected. The product was further 

purified which was purified on a XBridge Prep C18 5 μm OBD column using a 40-

80% H2O/acetonitrile + 0.1% TFA gradient. The collected peak eluted around 70% 

acetonitrile (14 min). The combined fractions were concentrated under reduced 

pressure anfd lyophilized to give 10.1 mg of final product (0.0363 mmol, 19%). 

1H-NMR (500 MHz, (CD3)2SO): δ = 13.21, (s, 1H), 8.51-8.50 (m, 2H), 8.37 (s, 1H), 

7.60-7.58 (m, 3H), 3.02 (s, 3H); 13C-NMR (125 MHz, (CD3)2SO)): δ = 167.6, 165.3, 

162.6, 151.9, 148.1, 141.9, 137.8, 136.3, 131.6, 128.9, 128.4, 110.3, 21.9; HRMS (ESI) 

[M+H]-: m/z calcd for C15H9N4O2
+: 277.0726, found: 277.0723 
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Spectrum 1:  1H-NMR spectrum of compound 6 
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Spectrum 2: 13C-NMR spectrum of compound 6 
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Spectrum 3: HRMS spectrum of compound 6 
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Spectrum 4: 13C-NMR spectrum of compound 7 
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Spectrum 5: HRMS spectrum of compound 7 
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Spectrum 6: 1H-NMR spectrum of compound 2a 
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Spectrum 7: 13C-NMR spectrum of compound 2a 
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Spectrum 8: HRMS spectrum of compound 2a 
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Spectrum 9: 1H-NMR spectrum of compound 2b 
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Spectrum 10: 13C-NMR spectrum of compound 2b 
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Spectrum 11: HRMS spectrum of compound 2b 
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Spectrum 12: 1H-NMR spectrum of compound 1 
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Spectrum 13: 13C-NMR spectrum of compound 1 
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Spectrum 14: HRMS spectrum of compound 1 
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Spectrum 15: 1H-NMR spectrum of RSL-0035 
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Spectrum 16: 13C-NMR (DEPT)  spectrum of RSL-0035 
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Spectrum 17: HRMS spectrum of RSL-0035 



 

 

 

 

150 

  

Chromatogram 1: HPLC-chromatogram of RSL-0035 
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6.2 Experiments leading up to and including RSL-0031, 
RSL-0032, RSL-0033 and RSL-0034 

General procedure for tosylation: 

The 3-aryl oxopropanenitrile (~5 mmol), para-toluenesulfonic anhydride (1.2 

equivalents) were dissolved in anhydrous dichloromethane (25 mL). Triethyl amine 

(1.5 equivalents) was added dropwise over 15 minutes, and the solution was stirred at 

room temperature overnight, after which TLC analysis (Hx/ EtOAc, 6:1) indicated full 

conversion. The mixture was partitioned between dichloromethane and water (100 

mL), and the aqueous phase was extracted with CH2Cl2 three times (3 x 100 mL). The 

combined organic layers were dried over MgSO4, and solvent removed under reduced 

pressure to give a brown or black residue.  

General procedure for amino malonate annulation: 

The tosylate and diethyl amino malonate hydrochloride (1.2 equivalents) were 

dissolved in dry ethanol (5 mL) in a sealed microwave tube equipped with a stir bar. 

Freshly prepared sodium ethoxide from dry ethanol (1.6 M, 3.75 mL) was added over 

15 min at 0 °C. The reaction mixture was heated to 80 °C and stirred overnight. The 

reaction mixture was partitioned between EtOAc (3 x 50 mL) and water, and the 

combined organic phases were dried over MgSO4. The crude product was purified on 

a Biotage Sfär silica gel cartridge (20 μm, 12 g) eluting with EtOAc in hexane (1 to 

70% over 30 minutes, 40 mL/min), which provided the furane as a brown or black 

solid. 

General procedure for annulation of amino esters using formamidine acetate 

The amino ester and formamidine acetate (5 equivalents) were dissolved in absolute 

ethanol in a sealed microwave tube equipped with a stir bar, and heated to 80 °C. After 

1 h the temperature was increased to 110 °C and continued stirred overnight. The crude 
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material was purified using a Biotage Sfär C18 cartridge (20 μm, 50 g) eluting with 

acetonitrile in water, both containing 0.1% TFA (1 to 40% over 20 min, 15 ml/min to 

yield the pyrimidinones as an off-white or black solid. 

 

3-Phenyl-3-tosylacrylonitrile (14a) 

 

 

The title compound was prepared from benzoyl acetonitrile (730 mg, 5.03 mmol) using 

the general tosylation conditions, and was purified on a silica gel column (Hx:EtOAc, 

4:1). The pure Z-isomer was obtained as a beige solid after purification (0.87 g,  58%). 

The analytical data matched those previously published.169 

1H-NMR (CDCl3, 500 MHz): δ = 2.47 (s, 3H), 5.56 (s, 3H), 7.35-7.50 (m, 5H), 7.58 

(d, 2H, J = 8.0), 7.90 (d, 2H, J = 8.0) 

Ethyl 3-amino-5-phenylfuran-2-carboxylate (15a) 

 

 

The title compound was prepared from tosylate 14a (2.07 g, 6.94 mmol) using the 

general aminomalonate annulation conditions. The desired product eluted at ~50% 

EtOAc, and after removal of solvent isolated as a brown solid (1.13 g, 71%). The 

analytical data matched those previously published.169 

1H-NMR (500 MHz, (CD3)2SO): δ = 10.74 (s, 1H), 7.76-7.74 (m, 2H), 7.38 – 7.35 (m, 

2H), 7.27 – 7.24 (m, 1H), 6.00 (d, J = 2.8, 1H), 5.10, (br s, 2H), 4.22 (q, J = 7.1 Hz, 
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2H), 1.30 (t, J = 7.1 Hz, 3H); 13C-NMR (125 MHz, (CD3)2SO): δ = 161.1, 136.1, 131.4, 

128.5, 127.3, 125.1, 105.9, 96.1, 80.3, 58.5, 14.8 

6-Phenyl-3,5-dihydro-4H-pyrrolo[3,2-d]pyrimidin-4-one (RSL-0031) 

 

 

 

The title compound was prepared from pyrrole 15a (49.7 mg, 0.216 mmol) using the 

general procedure for amino ester annulation. The reaction mixture was filtrated, and 

the precipitate was collected to give the product as a white solid (16.8 mg, 37%). The 

analytical data matched those previously published.169 

1H-NMR (500 MHz, (CD3)2SO): δ = 12.31 (br s, 2H), 7.96 -7.94 (m, 2H), 7.81 (s, 1H), 

7.44 (t, J = 7.7, 1H), 7.38-7.31 (m, 1H), 6.88 (s, 1H); 13C-NMR (125 MHz, (CD3)2SO): 

δ = 153.5, 145.4, 142.1, 139.7, 131.2, 128.8, 128.1, 125.6, 119.0, 100.7; HRMS (ESI) 

m/z calcd for C12H9N3O+ [M+H] +: 212.0824, found 212.0819 

2-Cyano-1-(furan-2-yl)vinyl 4-methylbenzenesulfonate (14b) 

 

 

The title compound was prepared from 3-(furan-2-yl)-3-oxopropanenitrile (929 mg, 

6.89 mmol) using the general tosylation method and isolated as a black solid (1.81 g, 

91% crude yield). The crude material was taken directly into the next step without 

further purification. 
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Ethyl 3-amino-5-(furan-2-yl)-1H-pyrrole-2-carboxylate (15b) 

 

 

 

The title compound was prepared from tosylate 14b (1.37 g, 4.73 mmol) using the 

general amino malonate annulation conditions. The product was eluted at ~60% EtOAc 

and was isolated as an brown solid (0.687 g, 65% yield) after removal of solvent. 

1H-NMR (500 MHz, (CD3)2SO): δ = 10.87 (s, 1H), 7.64, (dd, J = 1.8, 0.8,  1H), 6.95 

(dd, J = 3.4,  0.7, 1H), 6.53 (dd, J = 3.4, 1.8, 1H), 5.85 (d, J =  2.7, 1H ), 5.12 (br. s, 

2H), 4.22 (q, J = 7.1 Hz , 2H),  1.29 (t, J = 7.1 Hz, 3H); 13C-NMR (125 MHz, 

(CD3)2SO): δ = 161.1, 147.1, 143.5, 142.2, 127.8, 111.7, 106.0, 105.2, 95.0, 58.6, 14.8; 

HRMS (ESI) m/z calcd for C11H13N2O3
+ [M+H]+: 221.0926, found 221.0920 

 

 

 

6-(Furan-2-yl)-3,5-dihydro-4H-pyrrolo[3,2-d]pyrimidin-4-one (RSL-0032) 

The title compound was prepared from pyrrole 15b (99 mg, 0.45 mmol) using the 

general amine ester annulation procedure. The product was eluted at ~30% acetonitrile 

and was isolated as a white solid (14.8 mg, 16%) after lyophilization. 

1H-NMR (500 MHz, (CD3)2SO): δ = 12.51 (br s, 1H), 11.92, (br s, 1H), 7.81 (m, 1H), 

7.77 (dd, J = 1.8, 0.88, 1H), 7.09 (dd, J=  3.4, 0.8, 1H), 6.62 (dd, J =  3.4, 1.8,  1H), 

6.59 (s, 1H); 13C-NMR (125 MHz, (CD3)2SO): δ = 153.4, 146.6, 145.1, 143.3, 142.2, 
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131.2, 118.6, 112.0, 107.3, 99.2; HRMS (ESI) m/z calcd For C10H8N3O2
+ [M+H] +: 

202.0617, found 202.0612 

2-Cyano-1-(thiophen-2-yl)vinyl 4-methylbenzenesulfonate (14c) 

 

 

The title compound was prepared from 3-oxo-3-(thiophen-2-yl)propanenitrile (1.040 

g, 6.89 mmol) using the general tosylation method and isolated as a black solid (2.21 

g, quantitative crude yield). The crude material was taken directly into the next step 

without further purification. 

Ethyl 3-amino-5-(thiophen-2-yl)-1H-pyrrole-2-carboxylate (15c) 

 

 

The title compound was prepared from tosylate 14c (1.27 g, 4.16 mmol) using the 

general amino malonate annulation conditions. The product was eluted at ~60% ethyl 

acetate and isolated as a black solid (0.283 g, 24% yield) after removal of solvent. 

1H-NMR (500 MHz, (CD3)2SO): δ = 10.91 (s, 1H), 7.58 (dd, J = 3.4,  0.7, 1H), 7.44-

7.43 (m, 1H), 7.06-7.05 (m, 1H), 5.79 (m, 1H), 5.12 (br. s, 2H), 4.22 (q, J = 7.2, 2H), 

1.29 (t, J = 7.2 Hz, 3H); 13C-NMR (125 MHz, (CD3)2SO) δ = 161.0, 144.2, 134.7, 

130.7, 128.0, 124.8, 123.9, 105.3, 96.3, 58.5, 14.8; HRMS (ESI) m/z calcd for 

C11H13N2O2S+ [M+H]+: 237.0698, found 237.0692 
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6-(Thiophen-2-yl)-3,5-dihydro-4H-pyrrolo[3,2-d]pyrimidin-4-one (RSL-0033) 

 

 

The title compound was prepared from pyrrole 15c (92 mg, 0.39 mmol) using the 

general amine ester annulation procedure. The product eluted at ~20% acetonitrile and 

was isolated as a black solid (14.8 mg, 16% yield) after lyophilization. 

1H-NMR (500 MHz, (CD3)2SO): δ = 12.56 (br s, 1H), 11.95 (br s, 1H), 7.84 (s, 1H) , 

7.71 (dd, J = 3.6, 1.2, 1H), 7.57 (dd, J = 5.1, 1.2, 1H), 7. 13 (dd, J = 5.1, 3.6, 1H), 6.59 

(d, J = 2.2 1H); 13C-NMR (125 MHz, (CD3)2SO): δ = 153.3, 145.1, 142.3, 134.4, 134.1, 

128.2, 126.4, 125.0, 118.6, 100.4; HRMS (ESI) m/z calcd for C10H7N3OS+ [M+H]+: 

218.0382, found 218.0383 

 

1-(3-Bromophenyl)-2-cyanovinyl 4-methylbenzenesulfonate (14d) 

 

 

The title compound was prepared from 3-(3-bromophenyl)-3-oxopropanenitrile (1.00 

g, 4.46 mmol) using the general tosylation method and isolated as a black solid (1.55 

g, 92% crude yield). The crude material was taken directly into the next step without 

further purification. 
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Ethyl 3-amino-5-(3-bromophenyl)-1H-pyrrole-2-carboxylate (15d) 

  

 

 

Tosylate 14d (1.55 g, 4.11 mmol) and amino malonate hydrochloride (925 mg, 4.36 

mmol) was dissolved in ethanol (20 mL). Potassium tert-butoxide (1.64 g, 14.6 mmol) 

dissolved in ethanol (10 mL) was added dropwise over 15 minutes. The reaction 

mixture was stirred overnight at room temperature and was extracted using EtOAc (3 

x 100 mL) and water (100 mL). The combined organic layers were dried over MgSO4. 

After removal of solvent, the crude product was isolated as a black tar (1.55 g, 178% 

crude yield, [assumed quantitative]) and used in the next step without further 

purification. 

6-(3-Bromophenyl)-3,5-dihydro-4H-pyrrolo[3,2-d]pyrimidin-4-one (16a) 

 

 

  

The title compound was prepared from pyrrole 15d (642 mg, 2.08 mmol) using the 

general amine ester annulation procedure. The product was eluted at 28% acetonitrile 

and was isolated as a black solid (49.2 mg, 8% yield) after lyophilization. 

1H-NMR (500 MHz, (CD3)2SO): δ = 12.60 (s, 1H), 12.09 (br s, 1H), 8.23 (t, J = 1.8, 

1H), 7.97-7.95 (m, 1H), 7.93 (s, 1H), 7.54-7.52 (m, 1H), 7.40 (t, J = 8.4, 1H), 7.00 (d, 

J = 2.3, 1H); 13C-NMR (125 MHz, (CD3)2SO): δ =  153.3, 144.3,  142.5, 138.0, 133.3, 
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130.9, 130.8, 128.0, 124.6, 122.4, 119.4, 101.3; HRMS (ESI) m/z calcd for 

C12H9BrN3O+ [M+H] +: 289.9929 found 289.9920 

tert-Butyl 2-(3-(4-amino-5-(ethoxycarbonyl)-1H-pyrrol-2-yl)phenyl)-1H-pyrrole-1-

carboxylate (16b) 

 

 

 

Aryl bromide 15d (493 mg, 1.60 mmol), Cs2CO3 (1.04 g, 3.20 mmol) and (1-(tert-

butoxycarbonyl)-1H-pyrrol-2-yl)boronic acid (508 mg, 2.40 mmol) were dissolved in 

1,4-dioxane (10 mL) in a microwave tube and the tube was sealed. The tube was 

flushed with argon and evacuated with a high vacuum pump, repeated three times. 

Pd(dppf)2Cl2⋅CH2Cl2 (179 mg, 0.346 mmol) was added, and the resulting mixture was 

stirred while heated to 90 °C and stirred for 90 minutes. The resulting mixture was 

extracted with EtOAc (4 x 50 ml) and water (50 mL). The combined organic layers 

were dried over Na2SO4 and concentrated to give a solid material which was purified 

using a silica plug.  The crude material was then further purified using a Biotage Sfär 

C18 cartridge (20 μm, 10 g) eluting with acetonitrile in water, both containing 0.1% 

TFA (40 to 70% over 20 min, 15 mL/min). The product was eluted at 56% acetonitrile 

and the title compound was isolated as a beige solid (140 mg, 20% yield) after 

lyophilization. 

1H-NMR (500 MHz, (CD3)2SO): δ = 11.98 (s, 1H), 7.93-7.92 (m, 1H), 7.74-7.73 (m, 

2H), 7.42-7.28 (m, 2H), 7.28-7.26i (m, 1H), 6.53 (m, 1H), 6.34-6.33 (m, 1H), 6.31-

6.30 (m, 1H), 4.29 (t, J = 7.1, 2H), 1.33 (t, J = 7.1, 3H), 1.27 (s, 9H); 13C-NMR: Unable 

to determine all signals due to contamination; HRMS (ESI) m/z calcd for C22H26N3O4
+ 

[M+H] +: 396.1923 found 396.1919 
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6-(3-(1H-pyrrol-2-yl)phenyl)-3,5-dihydro-4H-pyrrolo[3,2-d]pyrimidin-4-one (RSL-

0034) 

Pyrrole 11b (21 mg, 0.053 mmol) was charged to a microwave tube with 

formamidinium acetate (41 mg, 0.39 mmol) and ethanol (3 mL). The solution was 

heated to 100 °C and stirred overnight. The resulting mixture was partitioned between 

EtOAc (3 x 50 mL) and water (50 mL) and the combined organic layers dried over 

MgSO4 before  concentrated in vacuo. The residue was then further purified using a 

Biotage Sfär C18 cartridge (20 μm, 10 g) eluting with acetonitrile in water, both 

containing 0.1% TFA (10 to 50% over 20 min, 15 mL/min). The product eluted at 38% 

acetonitrile and the title compound was isolated as a black solid (1.4 mg, 10% yield) 

after lyophilization. 

1H-NMR (600 MHz, (CD3)2SO):  δ = 12.39 (s, 1H), 11.91 (br s, 1H), 11.27 (s, 1H), 

8.24-8.24 (m, 1H), 7.84 (s, 1H), 7.73-7.71 (m, 1H), 7.59-7.57 (m, 1H), 7.40 (t, 1H, J = 

7.7 Hz), 6.95 (d, J = 2.3,  1H), 6.90-6.89 (m, 1H), 6.69-6.68 (m, 1H), 6.16-6.15 (m, 

1H); 13C-NMR (151 MHz, (CD3)2SO): δ = 153.4, 142.1, 139.8, 133.5, 131.4, 130.8, 

129.2, 122.7, 122.4, 120.5, 120.1, 119.5, 119.0, 109.1, 106.2, 100.8; HRMS (ESI) m/z 

calcd For C16H13N4O1
+ [M+H] +: 277.1089, found 277.1085 
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Spectrum 18: 1H NMR of compound 15a 



 

 

 

 

161 

  

Spectrum 19: 13C NMR of compound 15a 
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Spectrum 20: 1H NMR of RSL-0031 
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Spectrum 21: 13C NMR of RSL-0031 
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Spectrum 22: HRMS of RSL-0031 
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Chromatogram 2: HPLC chromatogram of RSL-0031 
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Spectrum 23: 1H NMR of compound 15b 
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Spectrum 24: 13C NMR of compound 15b 



 

 

 

 

168 

  

Spectrum 25: HRMS of compound 15b 
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Spectrum 26: 1H NMR of RSL-0032 
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Spectrum 27: 13C NMR of RSL-0032 
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Spectrum 28: HRMS of RSL-0032 
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Chromatogram 3: HPLC chromatogram of RSL-0032 
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Spectrum 29: 1H NMR of compound 15c 
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Spectrum 30: 13C NMR of compound 15c 
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Spectrum 31: HRMS of compound 15c 
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Spectrum 32: 1H NMR of RSL-0033 



 

 

 

 

177 

  

Spectrum 33: 13C NMR of RSL-0033 
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Spectrum 34: HRMS of RSL-0033 



 

 

 

 

179 

  

Chromatogram 4: HPLC of RLS-0033 
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Spectrum 35: 1H NMR of compound 16a 
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Spectrum 36: 13C NMR of compound 16a 
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Spectrum 37: HRMS of compound 16a 
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Spectrum 38: 1H NMR of compound 16b 
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Spectrum 39: HRMS of compound 16b 
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Spectrum 40: 1H NMR of RSL-0034 
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Spectrum 41: 13C NMR of RSL-0034 
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Spectrum 42: HRMS of RLS-0034 
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Chromatogram 5: HPLC of RSL-0034 
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6.3 Experiments leading up to and including RSL-0036 

2-Cyanoethanimidic acid methyl ester hydrochloride (21) 

 

 

Malononitrile (10.5 g, 159 mmol) was dissolved in a mixture of methanol (15 mL) and 

diethyl ether (500 mL) and the mixture was cooled to 0 °C. A gentle stream of HCl gas 

(generated by dripping concentrated sulfuric acid onto NaCl) was bubbled through the 

mixture over 2.5 hours. Afterwards, dichloromethane (500 mL) was added, and the 

precipitate was filtered off, washed with a 1:1 (v/v) mixture of dichloromethane/diethyl 

ether and dried under vacuum to give the title compound was isolated as a beige solid 

(7.38 g, 35 % yield). Melting point: 103-107 °C.  

The analytical data matched those previously published.150 

3-(Dimethylamino)-1-(furan-2-yl)prop-2-en-1-one (22) 

 

 

 

A mixture of 2-acetyl furane (10.4 g, 94.8 mmol) and N,N-dimethylformamide 

dimethyl acetal (13.7 g, 114 mmol) was heated to reflux and stirred for 5.5 hours. After 

cooling, the mixture was concentrated in vacuo and the residue was dissolved in diethyl 

ether, and n-pentane was added to give a precipitate. The precipitate was isolated by 

filtration on a Büchner funnel and washed with a 1/1-mixture (v/v) of diethyl ether and 

n-pentane, to give the title compound as a brown crystalline solid (13.7 g, 87%). 
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1H-NMR (500 MHz, (CD3)2SO): δ = 7.78 (dd, J = 1.7, 0.8, 1H), 7.66 (d, J = 12.5, 1H), 

7.10 (dd, J = 3.4, 0.8, 1H), 6.59 (dd, J = 1.7, 3.5, 1H), 5.63 (d, J = 12.4, 1H), 3.13 (s, 

3H), 2.88 (s, 3H); 13C-NMR (125 MHz, (CD3)2SO):  δ = 175.5, 154.5, 153.3, 144.8, 

113.1, 111.9, 90.6, 44.5, 37.1  

The analytical data matched those previously published.150 

2-Amino-6-(furan-2-yl)nicotinonitrile (23) 

 

 

2-cyanoimidic methyl ester 21 (2.02 g, 12.3 mmol) and ammonium acetate (5.04 g, 

23.7 mmol) were dissolved in methanol (50 mL) and the resulting mixture was heated 

to reflux for 15 minutes. Enone 16 was added and heating was continued overnight. 

The solvent was removed under reduced pressure and cold water (50 mL) was added 

to the residue. The precipitate was isolated by filtration on a Büchner funnel to give the 

title compound as a beige solid (1.45 g, 63%).  

1H NMR (500 MHz, (CD3)2SO): δ = 7.92 (d, J = 8.1, 1H), 7.88 (dd, J = 0.8, 1.8, 1H), 

7.13 (dd, J = 3.5, 0.8, 1H), 7.01 (d, J = 8.0, 1H), 6.94 (br. s, 2H), 6.67 (dd, J = 3.5, 1.8, 

1H); 13C-NMR (125 MHz, (CD3)2SO): δ = 159.7, 152.2, 150.7, 145.3, 143.1, 117.2, 

112.6, 111.4, 106.7, 87.5 

The analytical data matched those previously published.150 

2-Amino-5-bromo-6-(furan-2-yl)nicotinonitrile (24) 
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Pyridine 23 (1.45 g, 7.81 mmol) and N-bromosuccinimide (1.41 g, 7.90 mmol) were 

dissolved in DMF (30 mL) and the resulting mixture was stirred overnight. The mixture 

was diluted with ethyl acetate (200 mL) and washed twice with saturated NaHCO3 (2 

x 250 mL) and saturated NaCl (250 mL). The combined aqueous phases were extracted 

with ethyl acetate (4 x 100 mL), and the combined organic phases were concentrated 

in vacuo to give a grey solid. The crude material was purified using a Biotage Sfär 

silica gel cartridge (20 μm, 50 g) eluting with EtOAc in hexane (20% to 40% over 30 

minutes and 30 mL/min flow rate). The peak that eluted at approx. 32% was collected, 

and after removal of solvent the title compound was isolated as a beige solid (1.34 g, 

64%) 

1H NMR (500 MHz, (CD3)2SO) δ = 8.26 (s, 1H), 7.95 (dd, J = 1.7, 0.7, 1H), 7.43 (dd, 

J = 3.5, 0.7, 1H), 7.17 (s, 2H), 6.72 (dd, J = 3.5, 1.7, 1H); 13C-NMR ((CD3)2SO, 125 

MHz): δ = 157.8, 150.0, 148.1, 147.1, 145.3, 115.6, 115.5, 112.2, 99.6, 89.7 

The analytical data matched those previously published.150 

2-Amino-5-bromo-6-(furan-2-yl)nicotinamide (19) 

 

 

 

Nitrile 23 (432 mg, 1.63 mmol) was dissolved in ethanol (8 mL) with ethanol (8 mL) 

in a microwave tube and saturated aqueous ammonia (8 mL) and hydrogen peroxide 

(449 μl, 50% v/v) were added. The tube was sealed and heated to 50 °C for 2.5 h. After 

cooling to room temperature, the reaction mixture was diluted with ethyl acetate (5 

mL) and extracted with ethyl acetate (3 x 50 ml). The combined organic phases were 

dried over Na2SO4, and the solvent was removed in vacuo to give the title compound 

as a yellow solid (437 mg, 95%) 
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1H NMR (500 MHz, (CD3)2SO): δ = 8.27 (s, 1H), 8.08 (bs, 1H), 7.90 (dd, J = 1.7, 0.7), 

7.45 (bs, 3H), 7.34 (dd, 3.5, 0.7, 1H), 6.69 (dd, J = 3.5, 1.8); 13C-NMR ((CD3)2SO, 125 

MHz): δ = 168.2, 157.1, 150.6, 146.8, 144.5, 142.4, 114.1, 111.9, 109.0, 99.6 

The analytical data matched those previously published.150 

6-Bromo-7-(furan-2-yl)pyrido[2,3-d]pyrimidine-2,4(1H,3H)-dione (18) 

 

 

 

The title compound was prepared using one of two methods: 

Method 1: Aminonitrile 19 (101 mg, 0.36 mmol) was dissolved in DMSO (2 mL), and  

NaH, 60% dispersion in oil, (40.3 mg, 1.01 mmol) was added. The mixture was stirred 

for 30 minutes at room temperature, before carbonyl diimidazole (63.9 mg, 0.39 

mmol), dissolved in DMF (1 mL), was added to the reaction mixture and stirred for 2 

h at 90 °C. After cooling to room temperature, 1 M HCl (100 mL) was added to the 

reaction mixture. The reaction mixture was extracted with EtOAc (4 x 25 mL) and H2O 

(25 mL), and the combined organic layers were dried over Na2SO4. The crude material 

was then further purified using a Biotage Sfär C18 cartridge (20 μm, 12 g) eluting with 

acetonitrile in water, both containing 0.1% TFA (10 to 60% over 20 min, 15 mL/min). 

The product was eluted at 37% acetonitrile and the title compound was isolated as an 

orange solid (43 mg, 38%) after lyophilization. 

Method 2: Aminonitrile 19 (59.6 mg, 0.212 mmol) and carbonyl diimidazole (42.5 

mg, 0.262 mmol) were dissolved in DMF (2 mL) and 1,8-diazabicyclo(5.4.0)undec-7-

ene (3.4 mg, 0.0223 mmol) dissolved in DMF (340 μL) was added. The resulting 

mixture was heated to 110 °C for 8 h. The reaction mixture was extracted (4 x 25 mL 
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ethyl acetate) and the combined organic phases were dried over Na2SO4. The crude 

material was then further purified using a Biotage Sfär C18 cartridge (20 μm, 12 g) 

eluting with acetonitrile in water, both containing 0.1% TFA (10 to 60% over 20 min, 

15 mL/min). The product was eluted at 38% acetonitrile and the title compound was 

isolated as an orange solid (27 mg, 49%) after lyophilization. 

1H NMR (500 MHz, (CD3)2SO) δ = 11.87, (s, 1H), 11.55 (s, 1H), 8.40 (d, J = 0.5, 1H), 

8.04, (dd, J = 0.7, 1.7), 7.58 (dd, J = 0.7,  3.6), 6.78 (dd, J = 1.7, 3.6) 13C-NMR 

((CD3)2SO, 125 MHz) δ = 161.5, 151.3, 150.3, 149.8, 146.5, 142.00, 117.0, 113.0, 

110.3, 108.4  

The analytical data matched those previously published.150 

7-(Furan-2-yl)-6-(1H-indol-6-yl)pyrido[2,3-d]pyrimidine-2,4(1H,3H)-dione (25) 

 

 

 

 

Bromide 19 (97.6 mmol, 0.347 mmol), 6-indolyl boronic acid (103.6 mg, 0.644 mmol) 

and Cs2CO3(280 mg, 0.860 mmol) were dissolved in 1,4-dioxane (4 mL). The solution 

was purged and degassed under high vacuum, repeated three times. 

Pd(dppf)Cl2⋅CH2Cl2 (37.2 mg, 0.0720 mmol) was subsequently added, and the reaction 

mixture was heated to 90 °C for 2 h, after which another portion of 6-indolyl boronic 

acid (57 mg, 0.35 mmol) was added. The reaction mixture was allowed to stir for 2 h 

at 90 °C, before it was cooled to room temperature and separated between water (35 

mL) and ethyl acetate (3 x 35 mL). The combined organic layers were dried using 

Na2SO4, and the crude material was then further purified using a Biotage Sfär C18 
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cartridge (20 μm, 12 g) eluting with acetonitrile in water, both containing 0.1% TFA 

(10 to 50% over 20 min, 15 mL/min). The product was eluted at 25% acetonitrile and 

the title compound was isolated as an orange solid (94 mg, 85%) after lyophilization.). 

1H NMR (500 MHz, DMSO) δ = 11.22 (s, 1H), 8.21 (br. s, 2H), 7.81 (s, 1H), 7.59 (d, 

J = 8.0, 1H), 7.41 (t, J = 2.8), 7.35 (s, 1H), 6.92 (dd, J = 1.4, 8.0), 6.49 (m, 1H), 6.46 

(dd, J = 1.4, 3.2), 5.92, (dd, J = 0.7, 3.4 13C-NMR ((CD3)2SO, 125 MHz)  13C-NMR 

data of sufficient quality was not obtained for this structure; HRMS (ESI) m/z calcd for 

C18H15N4O2
+
 [M+H]+: 319.1195, found: 319.1191 

 

7-(Furan-2-yl)-6-(1H-indol-6-yl)pyrido[2,3-d]pyrimidine-2,4(1H,3H)-dione (RSL-

0036) 

 

 

 

 

Bromide 25a (27 mg, 0.087 mmol), Cs2CO3 (277 mg, 0.849 mmol) and 6-indolyl 

boronic acid (26 mg, 0.1615 mmol) were dissolved in 1,4-dioxane (4 mL) in a 

microwave tube. The tube was sealed and purged with argon and degassed under high 

vacuum pressure, repeated three times. Pd(dppf)Cl2⋅CH2Cl2 (12 mg, 0.0352 mmol) was 

added to the tube, and the resulting mixture was stirred at 90 °C for 2 h. After cooling 

to room temperature, 1M HCl was added until pH ~7 and extracted with ethyl acetate 

(4 x 25 mL) and water. The combined organic layers were dried over Na2SO4 the crude 

material was then further purified using a Biotage Sfär C18 cartridge (20 μm, 12 g) 

eluting with acetonitrile in water, both containing 0.1% TFA (10 to 60% over 20 min, 
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15 mL/min). The product was eluted at 44% acetonitrile and the title compound was 

isolated as an orange solid (94 mg, 85%) after lyophilization.). The product was further 

purified on an XBridge C18 19x250mm 5 μm OBD column (H2O/acetonitrile + 0.1% 

trifluoroacetic acid, 30 to 60% over 20 minutes, 15 ml/min, 370 nm, and was 

determined to be 98% pure.  

1H NMR (600 MHz, DMSO): δ = 11.80 (s, 1H), 11.45 (s, 1H),  11.21 (s, 1H), 8.01 (s, 

1H), 7.75 (s, 1H), 7.61 (d, 1H, J = 8.0), 7.42-7.41 (m, 1H), 7.35 (s, 1H), 6.91 (dd, J = 

8.0, 1H), 6.50 (m, 1H), 6.43-6.42 (m, 1H); 13C-NMR (DMSO, 151 MHz): δ = 162.1, 

151.2, 150.9, 150.5, 150.0, 144.9, 138.4, 136.0, 131.1, 130.8, 127.3, 126.3, 120.3, 

120.0, 114.8, 112.0, 111.6, 107.7, 101.11; HRMS (ESI) m/z calcd for C19H13N4O3 

[M+H]: 345.0988, found: 345.0982 
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Spectrum 43: 1H NMR of compound 16 
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Spectrum 44: 13C NMR of compound 16 
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Spectrum 45: 1H NMR of compound 17 
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Spectrum 46: 13C NMR of compound 17 
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Spectrum 47: 1H NMR of compound 18 
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Spectrum 48: 13C NMR of compound 18 



 

 

 

 

202 

  

Spectrum 49: 1H NMR of compound 19 



 

 

 

 

203 

  

Spectrum 50: 13C NMR of compound 19 
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Spectrum 51: 1H NMR of compound 20a 
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Spectrum 52: 13C NMR of compound 20a 



 

 

 

 

206 

  

Spectrum 53: 1H NMR of compound 20b 



 

 

 

 

207 

  

Spectrum 54: HRMS of compound 20b 
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Spectrum 55: 1H NMR of RSL-0036 
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Spectrum 56: 13C NMR of compound RSL-0036 
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Spectrum 57: HRMS of compound RSL-0036 
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Chromatogram 6: HPLC of RSL-0036 
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7. Appendix 

Table S 1: RNA families based on overall sequence similarity. For each family, a head 

with PDB ID and three letter code of the small molecule bound to the pocket are listed. 

The total number of family members and the consensus score are also given. The 

druggability column contains the prediction that the majority of the members in each 

family obtained. (RS = riboswitch) 

Family Head Description Members Consensus 

score 

Druggability 

1 1j7t_PAR Ribosomal binding site 21 33.3 Less druggable 

2 3dig_SLZ Lysine RS 11 100.0 Less druggable 

3 2eew_HPA Guanine RS 11 100.0 Less druggable 

4 3f4e_FMN FMN RS 8 100.0 Druggable 

5 3sd3_FFO THF RS 8 100.0 Less druggable 

6 6c8d_DGP RNA-dGMP complex 5 100.0 Less druggable 

7 3f2q_FMN FMN RS 6 100.0 Less druggable 

8 5nep_MGX Guanidine RS 6 100.0 Less druggable 

9 2hoj_TPP TPP RS 7 42.86 Less druggable 

10 1njn_SPS Sparsomycin 6 100.0 Druggable 

11 2gis_SAM SAM RS 7 100.0 Druggable 

12 2b57_6AP Guanine RS 5 100.0 Less druggable 

13 3owi_GLY Glycine RS 5 100.0 Less druggable 

14 4b5r_SAM SAM RS 9 100.0 Druggable 

15 2fcx_XXX HIV-1 DIS 4 100.0 Less druggable 

16 4tzx_ADE Adenine RS 4 100.0 Less druggable 

17 2cky_TPP TPP RS 4 50.0 Druggable 

18 6dlq_PRP PRPP RS 4 50.0 Druggable 
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19 2ho7_G6P glmS RZ 7 100.0 Less druggable 

20 3ski_GNG 2-deoxyguanosine RS 4 100.0 Less druggable 

21 3skl_GNG 2-deoxyguanosine RS 4 50.0 Less druggable 

22 3irw_C2E c-di-GMP RS 6 66.7 Druggable 

23 3d0u_LYS Lysine RS 4 100.0 Less druggable 

24 6n5k_2BA YdaO RS 3 33.3 Druggable 

25 3e5c_SAM SAM RS 3 100.0 Druggable 

26 4y1i_GTP Mn RS 3 100.0 Less druggable 

27 4ts0_38E Sprinach aptamer 4 50.0 Less druggable 

28 4fel_HPA Guanine RS 4 100.0 Less druggable 

29 6e1s_HLV PreQ1 RS 3 33.3 Druggable 

30 5ddp_GLN L-glutamine RS 2 100.0 Less druggable 

31 4yaz_4BW cGAMP RS 3 33.3 Druggable 

32 3la5_5AZ Mc6 RNA RS 3 100.0 Less druggable 

33 6e8u_HZD Mango RS 2 100.0 Druggable 

34 6e1t_HLV PreQ1 RS 2 0.0 - 

35 6dmc_G4P ppGpp RS 2 100.0 Druggable 

36 3gca_PQ0 PreQ RS 2 100.0 Less duggable 

37 1uud_P14 HIV-1 TAR 2 100.0 Less druggable 

38 3fwo_MT9 Ribosomal subunit 2 100.0 Druggable 

39 2gdi_TPP TPP RS 2 100.0 Less druggable 

40 1nta_SRY Streptomycin 2 100.0 Less druggable 

41 6c63_EKJ Mango aptamer 2 100.0 Druggable 

42 5eao_CVC Hammerhead RZ 2 100.0 Druggable 

43 4xw7_AMZ ZMP RS 2 100.0 Less druggable 
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44 4qk8_2BA c-di-AMP RS 2 100.0 Druggable 

45 3bnq_PAR Paromomycin 2 100.0 Less druggable 

46 2yie_FMN FMN RS 2 100.0 Druggable 

47 3suh_FFO THF RS 2 100.0 Less druggable 

48 2o3v_N33 Ribosomal decoding site 2 100.0 Less druggable 

49 6e81_TFX Corn aptamer 2 100.0 Less druggable 

50 2mxs_PAR Neomycin RS 2 100.0 Druggable 

51 2ktz_ISH HCV IRES 2 100.0 Druggable 

52 6qir_J48 CAG repeats 2 100.0 Druggable 

53 6n5q_2BA YdaO RS 2 100.0 Druggable 

54 3mj3_SE4 IRES 2 100.0 Less druggable 

55 6n5n_2BA YdaO RS 2 0.0 - 

56 6gzk_FH8 TMR aptamer 2 100.0 Druggable 

57 1zz5_CNY Neomycin 2 100.0 Less druggable 
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