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Abstract

Similar item recommendation is one of the most popular types of recommender systems. As

the name implies, the objective is to recommend items that are similar to a reference item.

The news domain is one of the many that employ this form of recommendation, which uti-

lize similarity functions in order to calculate the similarity. In this study, human judgments

of article similarity were acquired using an online user study in which each of the 173 par-

ticipants evaluated the similarity of 12 pairs of articles. Each of the 12 article pairs had their

own unique characteristics. One pair would be made up of two completely dissimilar arti-

cles, while the other pairs had either a shared topic, a named entity in common, publication

dates in close proximity, or some combination of these three characteristics. Half the pairs

contained articles from the News (i.e., recent events) category, while the other half contained

Sport articles. The similarity of the same article pairings was then calculated utilizing various

similarity functions, and the correlation between human judgment and function scores was

computed. This thesis found that the correlation ranged from weak to strong, depending on

the function. The thesis also found that the correlation is largely dependent on the whether

the articles have certain characteristics in common. On average, the functions correlated

more strongly to human judgment if the articles belonged the category News (i.e., recent

events) than Sport. The functions were also better at predicting human similarity when the

articles in question were relatively similar to one another. The novel work presented in this

thesis shows that the correlation between human judgment and similarity functions can be

stronger than previous work has suggested, if news articles are paired in a meaningful way.
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Chapter 1

Introduction

1.1 Motivation

The news industry changed forever when most newspapers moved online around the turn of

the 21st century. From a news reader’s perspective, one of the biggest changes brought on by

the digital era is the sheer volume of easily accessible news. The news domain has dealt with

this in the same way almost every other domain which can boast an impressive catalog of

items has, through recommender systems [22]. These systems are there to help consumers

discover relevant content, making the decision making process both easier and more enjoy-

able for the users, which in turn can lead to increased user activity. To be as effective as they

have the potential to be, recommender systems must be tailored to the specific challenges

presented by the domain in which they operate, and one of the main challenges in the news

domain is the perpetual new user problem [25]. This is a situation in which users browse

anonymously rather than identifying themselves by logging in to user profiles, preventing

the system from learning about their unique preferences over time. One solution, which is

now used by almost every online newspaper, is similar item recommendation [44]. As the

name implies, the goal is to recommend items, in this case articles, which are similar to the

one the user just finished reading.

Similarity functions have been used across recommender domains [44]. However, functions

that may be appropriate for one domain (e.g., movies) might be less representative for an-

other (e.g., recipes). For the news similarity functions, it should be determined whether

these functions are actually measuring similarity that resonates with users of news websites.

To this end, human judgment can be used as ground truth, and then determine if the sim-

ilarity scores of the functions correlate with human judgment. Using human judgment as

ground truth in recommender systems is not a novel concept, and it has been done in both

the movie [46, 44] and recipe [44] domains; nevertheless, with one noteworthy exception
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[41], it remains largely unexplored in the news domain.

1.2 Problem

This thesis addresses the question that remains pertinent in the news domain: How should

similar articles be recommended? While similar article recommendation is common, the

concept of similarity itself in the context of the news domain is not very well understood, in

the sense that algorithmic similarity functions might be disconnected from a more human-

based understanding of similarity. To rectify this, this thesis employs a framework in which

similarity functions previously utilized in the news domain are compared to human similar-

ity assessments. In an attempt to better understand the underlying mechanisms behind the

correlation between humans and functions, the study will control for the influence of factors

commonly affecting news articles. Based on this, the thesis problem statement is as follows:

Which feature-based similarity functions are most representative of human similarity

judgments, and does this depend on whether the articles in question share various

characteristics?

1.3 Research Questions

The focal point of this thesis is to determine which metrics are most closely related to the

human notion of similarity, and which elements has an influence on this similarity. To that

end, the following research questions are raised:

• RQ1: To what extent are various feature-specific similarity functions correlated with

human similarity judgement?

– RQ1.1: To what degree is the correlation between human judgment and various

feature-specific similarity dependent on the category of the articles?

– RQ1.2: To what degree is the correlation between human judgment and various

feature-specific similarity dependent on whether the articles have any shared char-

acteristics?

– RQ1.3: To what extent do various user characteristics and demographic factors

affect the perception of similarity between articles?

• RQ2: Which article features do users employ when determining similarity between arti-

cles?
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1.4 Contribution

• Insight into which feature-based similarity functions are most representative of hu-

man similarity judgment, as well as how different characteristics influence human

similarity judgment and its relationship to similarity function scores.

• Knowledge of how and why similarity judgements made with a high degree of confi-

dence correlate significantly more strongly with similarity function scores than other

similarity judgments.

• A dataset consisting of articles, obtained from The Guardian and manually tagged with

relevant named entities and sorted into groups based on their various characteristics.

• A dataset of human similarity judgment of article pairs, which is the result of a com-

prehensive online study.

1.5 Thesis Outline

• Background. Chapter 2 offers a summary of the literature on four key points: Rec-

ommender systems in general, unique challenges in a news recommender scenario,

commonly used similarity functions for news retrieval, and human perception of sim-

ilarity.

• Pre-study. Chapter 3 chapter outlines a preliminary study conducted to determine

which elements contribute to article similarity.

• Methodology. Chapter 4 describes the process of constructing the dataset of articles,

the similarity functions utilized, as well as the research design.

• Results. Chapter 5 provides the findings of the statistical analysis conducted to answer

the research questions.

• Discussion and Future Work Chapter 6 discuss the findings from Chapter 5, along with

limitations of this thesis and suggestions for further studies.
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Chapter 2

Background

The background chapter is organized into six sections and presents a summary of prior work

relevant to this thesis.

• Section 2.1 clarifies some potentially confusing news-related terms.

• Section 2.2 discusses research on recommender systems in general.

• Section 2.3 examines the most prevalent difficulties encountered while generating news

recommendations.

• Section 2.4 explores the most common algorithmic approaches for generating news

recommendations.

• Section 2.5 examines prior research to see if similar-item recommendation generates

recommendations that users find similar.

• Section 2.6 concludes the chapter and describes the differences between current re-

search and previous studies.

2.1 News, Sport, and Recent Events

Before we can proceed, it is necessary to clarify a couple of things in order to avoid confusion.

The "News Domain" is a commonly used term [33, 18] that refers to the whole news industry,

whether it is online versions of newspapers and news aggregators like Google News. All arti-

cles published by a newspaper are commonly seen as part of the news domain, regardless of

whether the topic is politics, sports, business, or anything else.

It is common practice in the news industry to categorize articles. Figure 2.1 depicts the cat-

egories used on the BBC homepage.
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Figure 2.1: Illustration of the categories used on the BBC homepage.

The categories employed vary from newspaper to newspaper, although "News" and "Sport"

are almost always present and by far the largest. The potentially confusing aspect here is the

category called "News". This category is usually quite wide, but rarely does it encompass

all articles in the newspaper. Typically, at the very least, sports-related articles are excluded

from this category.

To prevent any misunderstanding over whether I am referring to the news domain as a whole

or to the category named "News", I will refer to the category "News" as "Recent Events" from

this point onwards.

2.2 Recommender Systems

News articles presented to users on the web can be personalized through recommender sys-

tems. A recommender system is a tool intended to assist the user in the decision-making

process by providing recommendations, typically in the form of a top-N list [17, 19, 34]. It

usually accomplishes this by analyzing past data to anticipate what the user would want in

the present. The kind of data utilized depends on two factors: the types of data that are

available and the types of data that are optimal for the recommender scenario at hand.

Collaborative Filtering (CF) is the most extensively used approach to designing recommender

systems [34, 1]. The underlying premise of CF is that if individuals X and Y rate N items sim-

ilarly or exhibit similar behavioral tendencies (I.e., watching, reading, listening), then they

will rate or act similarly on other items [42]. Part of the allure of this approach is that in order

to utilize CF, it is not necessary to have an in-depth grasp of the domain in which it will be

used, as it is independent of the features of the items. A database containing user profiles

and their interactions with the items in question is sufficient.

Content-Based Filtering is the second most common approach to personalized recommen-

dations (CB). Instead of comparing user X to user Y, the focus here is on the items user X has

engaged with in the past. Information regarding items (e.g., genre, author, director) is uti-

lized to determine similarity between items, and then the user is recommended items that

are similar to those they have previously interacted with [38].

CB and CF are frequently paired to produce hybrid approaches since they are capable of

compensating for each others’ limitations. For example, CF has a cold start problem for new

items [43], which means that when you upload a new item, no one has rated it, and hence
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the recommender system can not recommend it until enough people discover it on their

own and rate it. When paired with a CB approach, you may immediately recommend new

items, since the algorithm will be able to promote them to people who have previously liked

similar items.

Whether CB, CF, or a hybrid approach is the optimal solution depends on the particular rec-

ommender scenario. However, in some cases the available data or website infrastructure

only allows for one of the approaches. If users browse anonymously, that is, if they are not

signed into the site, you cannot establish interest-tracking profiles for them, which rules out

the approaches mentioned above. However, there are alternatives, such as non-personalized

recommender systems. As the name implies, this sort of recommendation system generates

identical recommendations for all users [30]. An example of of this is a "top N list" of some

type, which may consist of the most popular items at the moment [10]. Another prominent

method is to utilize a sort of content-based recommendation that does not require a user

profile because it only considers the item the user is currently viewing when looking for sim-

ilar items to recommend [18].

2.3 Recommender Scenario: News

The news domain has a number of unique or uncommon challenges compared to most other

recommender scenarios. One complication is that the interests of readers are not constant;

they vary dependent on elements such as the location of the reader and the time of day [18].

Time also plays a key role in the news domain in other ways, since the article’s freshness

sometimes influence how relevant readers perceive it to be [18]. There are numerous ex-

amples of personalized news recommenders that take article freshness into account while

making recommendations [8, 9, 2, 29]. This is relatively common and hardly unexpected,

given that the definition of news is "information about something that occurred recently"

[45]. However, there are situations in which freshness is not very relevant, such as when a

reader is attempting to acquire an overview of how a story has unfolded or when they are

searching for articles that are related to the one they are presently reading [18].

Emotion also plays an essential role in the news domain, since it has been discovered that

while individuals may forget the specifics of an article, their emotional reaction to the story

typically lingers with them for a much longer period of time [39]. In a different study, de-

signed to figure out what drives people to click on articles, Reis et al. [35] found that people

were much more likely press articles with headlines that are either overtly negative or posi-

tive than neutral.

Another obstacle for recommender systems in the news domain is the necessity to handle
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a vast corpus of articles that is continually evolving. Daily news articles are produced on a

broad variety of subjects, making it challenging for a recommender system to keep up with

current events and deliver relevant recommendations to readers. Furthermore, the sheer

number of articles might make it challenging for a system to effectively process and evaluate

the data in order to generate accurate recommendations [18].

Generating news recommendations involves more than simply predicting an article’s rele-

vance, even though that this is the most crucial component [18]. Recommending only For-

mula 1 articles to someone who is very interested in Formula 1 is a relatively safe bet, but it

has been proposed that such repetitive recommendations may result in poor user engage-

ment down the road [18]. According to various studies, diversity is a crucial aspect that might

result in a more favorable opinion of the recommendations [31, 47]. Novelty is another qual-

ity factor to consider. According to Herlocker et al. [16], novel articles are ones that the user

has not previously seen yet are relevant to them. Serendipity is yet another factor, one which

is closely related to novelty, but also incorporates the level of unexpectedness of the rec-

ommendation [26]. Castells et al. [6] suggest that diversity, novelty, and serendipity are all

desirable characteristics when constructing recommender systems, and that they should be

balanced with accuracy, since the former often comes at the cost of the latter.

One of the challenges of news recommendation is what Mizgajski and Morzy [25] refer to

as "the perpetual new user problem," which is characterized by the inability of news sites

to track individual preferences over time. This is because the majority of individuals who

read online newspapers do so anonymously by not signing into the site [27, 25]. However, as

explained in Section 2.2, it is possible to generate recommendations without user profiles.

Figure 2.2 depicts two of the most used solutions: recommending the most popular articles

and articles that are related to the article currently being read.

Another approach in the news domain, which can be used in conjunction with what we

are seeing in Figure 2.2 is session-based recommendation. Instead of incorporating the

whole user history, session-based techniques concentrate on user-item interactions that oc-

cur within a set time frame, [27] which in a number of studies is set to 30 minutes [27, 23].

The objective of session-based recommendation is to predict the next item based on the

sequence of previously consumed items in the session [7]. Predicting what a reader would

desire after a single interaction with an article is clearly difficult, but adaptability of session-

based system might be advantageous when dealing with the readers’ ever-changing inter-

ests. An illustration of this is how one session-based news recommender takes into account

the contextual qualities of the article, such as popularity and recency, and the reader context

(I.e. time, location, and device) in order to construct their recommendations [40].

This does not mean that all news recommendations are either session-based or non-personalized.
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Figure 2.2: Illustration of how The Guardian recommends the most popular articles in addi-
tion to those that are related to the reference article.

However, personalized recommenders based on profiles that maps the preferences of the

users recommenders typically do not operate on online versions of newspapers, but rather

on news aggregators such as Google News and Bing News [21].

2.4 Similarity Functions for News Retrieval

The way news recommenders operate is by focusing largely on text-based attributes of arti-

cles, such as the article’s body of text and title, while the author is typically overlooked. [18,

3]. In other domains, such as movies and recipes, it is common to utilize images [44], but this

is uncommon in the news domain [18]. Starke et al. [41] compared the correlation between

various feature-based similarity functions and human judgment and found that while the

body of text had the highest correlation, the author-based and image-based functions gen-

erally had higher correlation than the title-based functions, indicating that these features

should perhaps also be considered.

Most news recommender systems are usually based on one out of two approaches: 1) The

use of topic models to generate latent topics from texts, where Latent Dirichlet Allocation

(LDA) [24, 20, 11] is one of the most often employed techniques for this purpose. 2) The use

of vector space models. Many of the traditional algorithms are based on Term Frequency-

Inverse Document Frequenqy (TF-IDF), a vector space model commonly used in informa-

tion retrieval [14]. As a result, it is frequently used as a benchmark against which to evaluate
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other functions [4, 5, 37]. TF-IDF is used to extract vectors from articles that readers have

previously interacted with, as well as from unseen articles in the system. More precisely, it

operates as follows: TF − IDF (t,d,D) = t f (t,d) ∗ i d f (t,D), where t f (t,d) indicates the rate with

which a term appears in a document, and I d f (t,D) represents the number of documents in

which a term appears [32]. Cosine similarity may then be utilized to determine the degree of

similarity between the vectors of previously viewed and unseen articles: Sim = A∗B
||A||||B ||

Because TF-IDF has been around since 1975 [36], the version you see above has been modi-

fied over the years to address its shortcomings. For example, because articles are structured

in an inverted pyramid pattern, which implies that the most important information appears

first, it has been argued that shortening the length of articles may lead to improved TF-IDF

performance. Bogers et al. [4] discovered that as articles grew longer, the performance of

TF-IDF declined, albeit marginally.

One of TF-IDF’s flaws is that it is incapable of capturing the meaning of words. For example,

the phrases "United" and "Nations" directly succeeding each other obviously refer to the

international organization; nevertheless, TF-IDF does not recognize this. Instead, if a second

document says "Manchester United player set to play Nations League", TF-IDF will infer

similarities between the two texts because they both include "United" and "Nations," even

though the words clearly refer to different things. The opposite of this is also represents a

challenge, where two different words with the same meaning are counted as separate terms

[5].

This is the background for several different variations of TF-IDF which has the explicit goal of

incorporating semantic meaning into the computation of similarity, such as Synset Frequency-

Inverse Document Frequency (SF-IDF) [5] and Concept Frequency-Inverse Document Fre-

quency (CF-IDF) [14]. Both SF-IDF and CF-IDF were shown to be superior to TF-IDF in

terms of news recommendation [5, 14].

2.5 Human Perception of Similarity

The click-through rate is a popular metric for analyzing the success of news recommender

systems’ recommendations [12]. In the context of similar news recommendation, however,

it is not particularly helpful if our goal is to determine whether or not people agree that the

recommended items are truly similar. People may click on a recommended article for rea-

sons other than similarity, or they may opt not to click on a certain article despite the fact

that they believe it is similar, which is why a different approach is needed.

In the movie domain, Yao and Harper [46] gathered human judgments of similarity between
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movies to utilize as ground truth in order to determine if different algorithmic methods to

similarity actually correlate with the human idea of similarity. Trattner and Jannach [44] also

utilized human judgment as ground truth in a study including both the movie domain and

the recipe domain. Their study went farther by additionally focusing on determining what

makes two items similar. They identified all available features, such as "Title" and "Genre,"

and applied a variety of similarity functions to these. This allowed them to identify which

particular features and functions correlate most strongly with human judgment.

Inspired by the work of Trattner and Jannach [44], Starke et al. [41] adapted the same set

of functions to the news domain. Seven different features were identified: subcategory, title,

image, author, date, body of text, and author biography. The dataset consisted of Washington

Post articles from 2012 to 2017 that were confined to the "National Politics" news category.

Human judgments of similarity were collected and then compared to similarity scores com-

puted by similarity functions for the seven features. While Trattner and Jannach’s research

revealed correlation scores of more than 0.50 for many features in the movie domain, the

correlation between the same functions and human judgment in the news domain was con-

siderably weaker. With a correlation of 0.29, TF-IDF (Body of Text) was the winner, while an

image-based function ranked a distant second with 0.17. It is not a given that the same set

of functions that did well in one domain would also do well in another domain, but there are

reasons to examine these results further. On a scale from 1 to 5, where 1 represents complete

dissimilarity and 5 represents complete similarity, the vast majority of article pairings were

judged as 1 or 2 by the humans, leading to a mean judgment score of 1.72.

Consider the following hypothetical situation: We possess a dataset containing article pair-

ings. Every article pairing that humans have judged as 4 (very similar) is likewise rated as 4

by the function. Every pair that is scored 5 (nearly identical) by humans is likewise rated 5 by

the function. So far, I have described the ideal function, which can predict human notions

of similarity with 100 percent accuracy and has a perfect correlation of 1.0 with humans.

Now, suppose we add a large number of article pairings that users have rated as 1 or 2, such

that they account for 80% of all article pairs in the dataset. Let’s assume that for every ar-

ticle pair that people score as 1, the function rates it as 2, and for every pair that humans

rate as 2, the function rates it as 1. The underlying reason for examining the correlation be-

tween functions and human judgment is so that we might potentially utilize the functions

to recommend items that we are fairly confident people would find similar. Given that we

are attempting to recommend similar articles, the function’s poor performance in predicting

whether article pairings should be scored as a 1 or a 2 is irrelevant. However, the correlation

score in the scenario above would now be 0.12, making it appear as though the function is

incapable of accurately estimating human similarity.
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The point is, the correlation score alone does not provide the full picture of what is going

on. Hence, the correlation results of Starke et al. [41] should probably not be used to draw

any conclusions, beyond that the functions do not seem like they are suited to predict hu-

man judgment of similarity for dissimilar articles. If we instead could evaluate the correla-

tion across several data-sets, each with unique characteristics and differing degrees of article

similarity, this would provide us more comprehensive knowledge of whether or not there is a

link between human judgment and this collection of similarity functions. In order to do this

though, we would first need to have an idea about what factors causes people to perceive

similarity between two articles in the first place.

The profiles created to capture a user’s reading interests in news recommender systems is a

reasonable starting point if we want to look for factors contributing to similarity, and key-

word profiles used to be the most prevalent user profile type [13]. These are comprised of a

list of keywords that indicate topics of interest, with each term being assigned a numerical

value that reflects its significance to the profile [13]. Later it was argued by Li et al. [20] that a

user profile expressed as a weighted topic distribution does not adequately reflect the user’s

specific reading preference. He proposed that users’ interest in named entities be added

in the profiles to make them more accurate. Li et al. [20] found that those recommender

systems that incorporate preferred named entities perform better than those that do not.

A different factor, one which has nothing to do with user profiles, but nevertheless seem to

have an impact on the similarity between two articles is the proximity in publication date be-

tween the articles in question. Starke et al. [41] employed a exponentially declining function

of publication date in their study, and while the correlation with human judgments of sim-

ilarity was rather modest, it was strong enough to be statistically significant. In conclusion,

it is reasonable to believe that topic, named entities, and closeness in date of publication all

have a role in whether or not two articles are perceived to be similar.

2.6 Summary, Differences, and Contributions

The literature review indicates that the news domain is difficult to navigate due to numer-

ous challenges, the biggest one being the absence of user profiles that map the long-term

preferences of the readers. Similar article recommendations continue to be one of the most

popular ways to make recommendations in such situations, and there does not seem to be

anything in the literature to suggest that this will change in the near future.

Despite the importance of similarity in news recommenders, the literature offers limited in-

sight into whether algorithmic representations of similarity accurately reflect what humans

consider similarity to mean. The only previous study to calculate correlation between hu-
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man judgment and similarity functions in the news domain is Starke et al. [41]. However,

it seems plausible that the research design might have had a role in this study’s finding of a

weak correlation between human judgment and similarity functions.

This thesis will elaborate on the findings of Starke et al. [41] by employing the same set

of similarity functions and features, but also taking into consideration a number of factors

that may have influenced the correlation between human judgment and similarity functions.

These factors include those that we have identified as likely to influence how similar people

find article pairings to be, such as having the same topic, a shared named entity, and pub-

lishing dates that are close together. The study will also be undertaken using articles from

the categories "Recent Events" and "Sport" to determine if article category may potentially

be a factor influencing the correlation as well.

In conclusion, this thesis will address the following unanswered questions in the existing

literature:

• Which particular combinations of features and functions are most representative of

human judgment?

• Is the correlation dependent on whether the articles come from the category "Recent

Events" or "Sport"?

• Is the correlation dependent on whether or not the articles being compared share a

topic, a named entity, or proximity in publication date? These factors will henceforth

be referred to as matching-characteristics.

• How do the matching-characteristics impact human evaluation of similarity when con-

sidered separately and when combined?

• How do the matching-characteristics impact the score of similarity functions when

considered separately and when combined?
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Chapter 3

Pre-study

After examining the existing literature, there were still some unanswered questions; thus, a

preliminary study was conducted before moving on the main study of the thesis. The two

principal goals for the pre-study were as follows:

First, the reason for wanting to examine whether similarity functions might have different

correlation with human judgment depending on the category of the article was based on the

assumption that people’s perception of similarity might vary based on whether an article be-

longs to the "Recent Events" or "Sport" category. However, no information was found in the

literature which could support this assumption. Therefore, the first objective was to produce

data which could either support or refute the assumption. Second, we wished to either con-

firm that the similarity factors found in the background section were the most essential ones,

or, alternatively, identify new factors that had been overlooked in the background section.

3.1 Data Collection and Procedure

Participants were recruited through Amazon Mechanical Turk, which were then directed to

the survey, which was developed and hosted at SurveyXact. The participants were initially

questioned about their gender, age, and the frequency with which they read online news

articles per week. Following this, participants were asked three open-ended questions on

news recommender systems.

3.1.1 Research Design

There were two separate versions of the preliminary study that were identical in every way

except for one. The second question in the survey asks respondents to describe a fictitious



16 CHAPTER 3. PRE-STUDY

or nonfictional article that they would consider similar to the reference article they have

been given. Version one utilizes an article from "Recent Events," whereas version two uses

an article from "Sport." The study was run in two batches, and a between-subjects research

design was utilized, with the first half of the participants exposed to version one and the

second half to version two.

3.1.2 Participants

To help ensure the quality of the data, only Amazon MTurk Master workers were recruited.

This indicates that the participants have high approval rates across a wide variety of work in

the past. 45 workers were recruited and compensated $1 each to complete the survey, which

took an average of 4 minutes and 49 seconds.

As per Figure 3.1, sixty percent of the participants are women and forty percent are men.

Figure 3.2 reveals that the age distribution is skewed toward the younger end, as only six

participants are aged 45 or older. Figure 3.3 shows that there while 13 people read online

newspapers daily, as many as 8 participants read online articles just one day a week or less.

This number is surprisingly high, especially given that there were so few older participants.

Figure 3.1: A bar graph displaying the gender distribution among the participants.
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Figure 3.2: A bar graph displaying the age distribution among the participants.

Figure 3.3: A bar graph displaying how often the participants read online news articles per
week on average.

3.2 Criteria for news recommendation (Q1)

The purpose of the first question was to learn more about the kind of recommendations that

people desire:

"News recommenders are encountered on news websites, where they suggest articles to you that

you might be interested in reading next, after you have a finished reading a news article. We

want to know more about your thoughts on what information should be used for such news

recommendations. Imagine that you have just finished reading an article, and you reach the

list of potentially interesting articles for you to read next. What do you think should be the

criteria for an article to appear on this list?"
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3.2.1 Results

To transform qualitative responses into quantitative data, each response was labeled. The

findings are depicted in Figure 3.4.

Figure 3.4: A bar graph displaying the criteria that individuals believe should be considered
by news recommendation systems. Note: People were not confined to a single response;
they could list as many factors as they wanted.

26 participants out of 45 stated that a criteria for a news article to appear on the list of rec-

ommended articles should be that it is related to the article they just read. This was by far

the most frequently proposed criterion, followed by nine individuals who believed that news

that is presently trending would be suitable criteria. Seven individuals said that relevance

to previously read articles would be a fitting criterion, while diversity among the suggested

articles (5), news that is geographically relevant (5), news that is of significant importance

the public (5), and recency (4) were also listed as possible criteria.

3.2.2 Discussion

Evidently, the participants in the study believed similar article recommendation was the way

to go. However, considering the prominence of this sort of recommendation in online news-

papers, this is also the type of result one would expect if people simply responded the first

thing that came to mind. Apart from that, it is noteworthy that several respondents brought

up other factors highlighted in the background section, such as Diversity and Recency (Up

to date).

The question was posed with the intention that it might uncover some aspect of news rec-

ommendation that I had overlooked and that could be incorporated into the main study.

However, this did not occur, thus these findings had no impact on the main study.
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3.3 Sport vs. Recent Events (Q2)

The writing styles of articles in the "Sport" category and the "Recent Events" category are

unique. As its primary purpose is to inform readers, "Recent Events" articles are often written

in a straightforward fashion. The purpose of "Sport" articles is to both inform and entertain.

This is reflected in how articles on sports are written in a much more colorful and lively

language. Based on this, I hypothesized that people may perceive similarity differently in

the "Recent Event" and "Sport" categories. However, I was unable to locate any literature in

the background section that could either support or refute this. The pre-study was a chance

to determine whether this idea had any merit before committing to anything in the main-

study.

The goal of the second question was to determine whether individuals had different def-

initions of similarity depending on whether an article belonged to the "Recent Events" or

"Sport" category:

Figure 3.5: Illustration of the two BBC news articles used for Question 2 in the pre-study

"Given the news article above, give us a short description of a either made up or real news

article you would consider to be very similar."

Note: The first article was shown to half of the participants, while the second article was

shown to the other half.
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3.3.1 Results

The half who read the article regarding COVID and Boris Johnson all, without exception, de-

scribed COVID-related articles. Boris Johnson was not mentioned by any of the participants.

The group who read the report regarding Sadio Mane’s injury responded differently. The ma-

jority of responses were either about Mané or someone you might argue is directly related

to him, such as his teammates or manager. A few participants mentioned other footballers,

whereas others talked about different sports, such as rugby.

3.3.2 Discussion

Everyone who was tasked with describing an article similar to the one on COVID stayed on-

topic. While this is primarily a COVID-related article, it also discusses what Boris Johnson,

the British prime minister at the time of the research, was doing to address the issue. And

still, nobody paid any attention to Boris Johnson. In summary, the topic was of the utmost

importance, but the people involved were less so.

This is in contrast to the manner in which the participants discussed their fictitious sports

articles, where the focus was typically on Mané or someone closely related to him. There

was also a tendency to stray considerably further from the original article, with some even

describing non-football related, merely sport-related articles. In short, the person involved

in the story was hugely important, while the topic was important too, but less so than in the

case of the COVID article.

If we consider these articles to be representative of the "Sport" and "Recent Events" cate-

gories, it could be argued that people perceive similarity differently in the two categories.

The implication this had for the main study was that if people perceive similarity differently

based on the category of the article, then the similarity functions may have a different cor-

relation to human judgment depending on the category of the articles that are being com-

pared. This argument would not have been explored in the main study if it had not been

supported in any way by the data presented here.

While there are differences in how people perceive what is similar to the two articles, this

should not be simply attributed to the different categories. Clearly, the "Recent Events" ar-

ticle is story-driven, with COVID, not Boris Johnson, serving as the primary focus. In the

"Sport" article, the story that someone is no longer injured is interesting because of the indi-

vidual involved. However, it could also be that these traits are typical for the two categories.

Either way, the support for the idea that correlation between human judgment and func-

tions might differ depending on the category of the articles is clearly not very strong based

on these findings, but strong enough that it is worth examining further in the main study.
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3.4 Similarity Factors (Q3)

The objective of the third question was to determine which characteristics the readers con-

sider most important when evaluating article similarity:

"When comparing two news articles, what is to you the single biggest factor that determines

whether they are similar?"

3.4.1 Results

The coded versions of the responses are depicted in Figure 3.6. 29 of 39 participants with

valid responses cited the topic as the single most influential aspect in the similarity of arti-

cles. According to five respondents, the title was the most critical feature, while two pointed

to similar keywords. Two others cited shared named entities as the most significant indica-

tor of similarity, while one individual identified journalistic quality as the most significant

factor.

Figure 3.6: A bar graph displaying what people considered to be the single biggest factor
that determines similarity between articles. Note: Six responses were omitted because it was
impossible to discern with a high degree of certainty exactly what the respondents meant.

3.4.2 Discussion

As noted in the Background section, the main study will evaluate the influence certain fac-

tors have on human similarity judgment and the correlation between human judgment and

similarity functions. The idea behind this question was it would either highlight some simi-

larity factor that had been overlooked in the background section, or confirm that there was

no obvious similarity factor that had been neglected. The latter turned out the be the case,
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as there we no major surprises in the results. The topic was clearly the single most influential

element in terms of similarity, while shared named entity was also cited.

Several people pointing towards having a similar title as the most significant criteria, which

speaks to the perceived importance of this feature. Some of the functions used to calculate

similarity in the main study are designed to utilize the title, thus this aspect is also covered.

Two individuals also listed similar keywords as the most essential criteria. This could have

been a consideration, but there is a substantial overlap between having a shared topic and

shared named entity on one side and having similar keywords on the other. If two articles

share the same topic and named entity, it is almost certain that they share many of the same

keywords. Keywords will therefore not be considered in the main study.

The quality of journalism is an intriguing answer that could have an impact on the perceived

similarity between articles. However, there is no objective way to measure this, and it would

likely play a far larger role in a different study in which the article pairings are not all selected

from the same newspaper.

In summation, out of the three similarity factors chosen based on the literature, two of them

- shared topic and shared named entity - were mentioned as the single most important factor

by participants. The results also seem to indicate that there had been no major oversights in

regards to any factors which should have been included.

3.5 Conclusion

The purpose of the preliminary study was to answer two questions that had to be resolved

before the main study could be conducted: Are there any vital factors contributing to sim-

ilarity which had been overlooked, and do people have a different perception of similarity

entails based on whether an article belongs to the "Recent Events" or "Sport" category.

Participants identified two out of the three chosen factors, "Shared Topic" and "Shared Named

Entity" as the single most important criteria. "Articles with close publication dates" was not

addressed, but just because no one perceives it as the single most important element does

not imply it is irrelevant. Also, based on the results, it was concluded that no major oversights

have been done in terms of similarity factors which should have been included.

The study also supported the notion that there could be a difference in between what peo-

ple think similarity entails, depending on whether the reference article belongs to Sport or

Recent Events. Because of this, it was decided to not just use articles from Recent Events in

the main study, but also articles from Sport, so that the two categories could be compared to

each other.
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Chapter 4

Methodology

This chapter is divided into three parts and details the methodology and data of this study.

Section one discusses how the dataset utilized in this study was constructed. The second

section offers a description of the similarity functions employed, while the third section de-

scribes the research design and the statistical methods for the study.

4.1 Constructing the Dataset

This study employs a dataset of 385 articles from 2019 to 2021, obtained from the British

newspaper The Guardian 1. The process of collecting these articles began with the identifi-

cation of the requirements that each article in the collection had to meet.

4.1.1 Requirements

Familiarity

To assure the quality of responses when individuals are asked to rate the similarity between

news articles, it was essential for them to have some level of familiarity with the articles.

To this end, it is necessary to avoid niche articles that cover events and topics that people

are unlikely to have heard of. For instance, articles about Formula 1, which is a massively

popular sport, is fine, while articles about the sport of orienteering, are not.

1https://www.theguardian.com/
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Recency

In real life, when deciding which article to select next from a list of recommended articles,

people typically choose from a selection of recent articles. Therefore, the overall scenario

in which people are expected to read and evaluate the similarity between old articles is one

that could feel a little unnatural. As a result, it was determined that the dataset should not

contain articles that are too old, as it is likely that the older the articles, the more unnatural

the task would feel.

2019 was chosen as the cutoff point going back in time, but we also need a cutoff point in

the other direction. If we had selected articles published within the past several weeks or

months, it is impossible to predict how the recency would have affected similarity assess-

ments. To prevent this issue entirely, it was determined that too-recent items should be

avoided, hence no articles from 2022 were selected. Thus, the chosen time frame for arti-

cles to be eligible for this dataset was between 2019 and 2021.

Covid-19

Given that we have collectively experienced a pandemic that has been all-consuming in

terms of our lives and media articles, it was determined to omit Covid-19-related articles.

Because it has become so entrenched in our lives, it is probable that any pair of news arti-

cles mentioning Covid-19, even if they are about entirely different things, will be perceived

as quite similar due to the Covid-19 link. The results in the pre-study could indicate this as

well, as not a single person strayed off the topic of Covid when asked to describe an article

which would be similar to the reference article. Of course, this might not be the case too, but

the downside of removing Covid-19 articles is virtually non-existent, while they potentially

could have been problematic if they were included.

4.1.2 Extracting Named Entities

Looking back at the requirements, it is clear that they could all be achieved in some form

through an automated process. However, the named entities from the articles also needed

to be extracted, a procedure that is far more difficult to automate effectively. While it can

be done, it is much harder due issues like how articles are sometimes inconsistent in their

use of names in headlines. One article might write "Trump", another one "Donald Trump",

and then there is a third one writing about Eric Trump, but just writing "Trump". This is not

problematic for a person who is reading, as there will be other contextual clues as to who is

the subject of the article, such as an image. Due to this, it was determined that the extraction
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of named entities from articles would be performed manually.

The following were the rules for extracting named entities:

• Named entities are defined as a real-world object that can be identified by a proper

name, such as a person, place, organization, or product.

• Named entities will be extracted from the headline and subheading of articles.

• Any sequential capitalized words will be part of the same entity (Monaco Grand Prix is

one entity)

• When countries are referred to as adjectives (Russian man), the name of the country

will be extracted (Russia).

• Always write down the full name of people, even if only the surname is used.

4.1.3 Obtaining Articles

Tagging articles with the named entities they mention requires manual inspection of the arti-

cles. It is easier to explore and inspect articles in an environment designed to display articles,

such as an online news website, than in a dataset containing articles. Thus, articles were ob-

tained from an online newspaper, rather than using articles from a pre-existing dataset. The

chosen paper was the UK’s most popular newspaper website, The Guardian [15].

The procedure began by selecting one of the two categories, "Sport" or "Recent Events," and

then a subcategory of that, such as "UK Politics." A random date between 2019 and 2021

would be chosen, and a reference article that met all of the above listed requirements would

be picked. Then, five to ten articles that were within two weeks of the reference article in

terms of publication date would be picked as well. A new date would be picked and the pro-

cedure would be repeated up to five times more. Following that, a new subcategory would be

chosen, and the entire process would be repeated. The amount of articles from each subcat-

egory naturally fluctuated, since some featured a wide variety of diverse topics, resulting in

more articles, whilst those with less diversity ended up with fewer articles, ensuring that no

single topic was overrepresented. Once a sufficient number of articles had been obtained,

the process was concluded. The research design section goes into further detail about what

sufficient entails.



4.1. CONSTRUCTING THE DATASET 27

4.1.4 Data Structure

Instead of utilizing a pre-existing dataset, obtaining the data straight from a newspaper pro-

vided complete control over what type of data was collected and in what format it was stored.

The data was stored as CSV as the simplicity made it the preferred option. The full list of fea-

tures every article was stored with can be seen in Table 4.1.

Table 4.1: All articles were stored with the following information:

Article Features

ID

Category (Sport or Recent Events)

Topic

Title

Subheading

Main Image

Image Caption

Body of Text

Date

Time

Day of the Week

Author

Author Bio

Article URL

Named Entities

4.1.5 Categories

Sport and Recent Events (News) are the two categories from which items are obtained. These

categories were chosen since they are by far the two most prominent categories in most

newspapers, and as we observed in the preliminary study, people may have different ideas

about what constitutes similarity depending on whether the reference article belongs to Re-

cent Events or Sport. Before proceeding, we must establish what types of articles these two

groups contain. Figure 4.1 depicts the subcategories which appear once you click on either

Sport or Recent Events (News) on the website of The Guardian.
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Figure 4.1: Illustration of the subcategories of Sport and Recent Events (News).

Note that the subcategories depicted in Figure 4.1 do not represent all subcategories for ei-

ther Sport or Recent Events (News). It is just a list of the most popular subcategories, which is

also why the majority of obtained articles originate from these subcategories, since we strive

for a high degree of familiarity between participants and articles. Occasionally, though, arti-

cles from subcategories outside these were picked if they did not cover a narrow niche topic.

Sport is as self explanatory as a category can be. Any article pertaining to any sport is pub-

lished in this category. However, Recent Events (News) is as vague as Sport is specific. First

of all, we are just using the Recent Events (UK) category and not the full Recent Events cat-

egory. In order to describe the category, we might begin by examining what it does not in-

clude. Sport articles are not present, nor any other articles where the objective is to entertain

as much as it is to inform. Figure 4.1’s subcategories offer a fairly accurate portrayal of the

contents of this category. The names of the subcategories UK Politics, Media, Society, and

Law are pretty indicative of the types of articles to expect. The vast majority, if not all, of the

dataset’s articles would fall into one of these subcategories. Scotland, Wales, and Northern

Ireland were disregarded throughout the process. Again, we are seeking as much familiar-

ity as possible between articles and participants, which is why only articles pertinent to the

entire United Kingdom or England were obtained.

4.2 Similarity Functions

As stated in the background section, this thesis is based upon the work of Starke et al. [41].

Consequently, the same similarity functions they used are also utilized in this work. In this

work, however, an additional feature, article subheadings, is taken into account. Thus, the

complete list of features utilized in this work includes Title, Subheading, Date, Image, Body

of Text, Author, and Author Bio.

LDA and TF-IDF, which are both commonly employed in the news domain, are also uti-

lized here in conjunction with cosine similarity as similarity functions. The complete set

of feature-function combinations is displayed in Table 4.2 below.
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Name Metric Explanation

Subcat:Jacc sim
(
ni ,n j

)= 1− Subcat(ni )∩Subcat(n j )
Subcat(ni )

⋃
Subcat(n j ) Subcategory

Jaccard-based

similarity

Title:LV sim
(
ni ,n j

)= 1− ∣∣distLV
(
ni ,n j

)∣∣ Title Levenshtein

distance-based

similarity

Title:JW sim
(
ni ,n j

)= 1− ∣∣distJW
(
ni ,n j

)∣∣ Title Jaro-Winkler

distance-based

similarity

Title:LCS sim
(
ni ,n j

)= 1− ∣∣distLC S
(
ni ,n j

)∣∣ Title Longest

common subsequence

distance-based

similarity

Title:BI sim
(
ni ,n j

)= 1− ∣∣distB I
(
ni ,n j

)∣∣ Title Bi-gram

distance-based

similarity

Title:LDA sim
(
ni ,n j

)= LDA(Title(ni ))∗LDA(Title(n j ))
∥LDA(Title(ni ))∥∥LDA(Title(n j ))∥ Title LDA

cosine-based

similarity

Subheading:BI sim
(
ni ,n j

)= 1− ∣∣distB I
(
ni ,n j

)∣∣ Subheading Bi-gram

distance-based

similarity
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Subheading:LCS sim
(
ni ,n j

)= 1− ∣∣distLC S
(
ni ,n j

)∣∣ Subheading Longest

common subsequence

distance-based

similarity

Subheading:TF-IDF sim
(
ni ,n j

)= T F−I DF (Text(ni ))∗T F−I DF (Text(n j ))
∥T F−I DF (Text(ni ))∥∥T F−I DF (Text(n j ))∥ Subheading text

cosine-based

similarity

Image:EMB sim
(
ni ,n j

)= EMB(ni )∗E MB(n j )
∥E MB(ni )∥∥E MB(n j )∥ Image Embedding

cosine-based

similarity

Author:Jacc sim
(
ni ,n j

)= 1− Author(ni )∩Author(n j )
Author(ni )

⋃
Author(n j ) Author

Jaccard-based

similarity

Date:ND sim
(
ni ,n j

)= 1− ∣∣distDay s
(
ni ,n j

)∣∣ Date published

distance-based

similarity (unit = days)

BodyText:TF-IDF sim
(
ni ,n j

)= T F−I DF (Text(ni ))∗T F−I DF (Text(n j ))
∥T F−I DF (Text(ni ))∥∥T F−I DF (Text(n j ))∥ Body text

cosine-based

similarity

BodyText:LDA sim
(
ni ,n j

)= LDA(Text(ni ))∗LDA(Text(n j ))
∥LDA(Text(ni ))∥∥LDA(Text(n j ))∥ Body text LDA

cosine-based

similarity

BodyText:Senti sim
(
ni ,n j

)= 1− ∣∣SENTI(ni )−SENTI
(
n j

)∣∣ Body text sentiment

distance-based
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similarity

AuthorBio:TF-IDF sim
(
ni ,n j

)= T F−I DF (Bio(ni ))∗T F−I DF (Bio(n j ))
∥T F−I DF (Bio(ni ))∥∥T F−I DF (Bio(n j ))∥ Author bio

cosine-based

similarity

AuthorBio:LDA sim
(
ni ,n j

)= LDA(Bio(ni ))∗LDA(Bio(n j ))
∥LDA(Bio(ni ))∥∥LDA(Bio(n j ))∥ Author Bio LDA

cosine-based

similarity

Table 4.2: List of all the similarity function utilized in this work.

Title-based metrics

There are a total of five title-based metrics, four of which are string-based and one of which

is topic-based.

The topic-based metric relies on LDA topic modeling for the article titles. In the interest of

consistency, the same parameters as Starke et al. [41] are applied, hence the number of topics

is set at 100. Cosine similarity is computed to compare two articles using weight vectors

weight vectors LDA(ni ), and LDA(n j ):

sim
(
ni ,n j

)= cos
(
LDA(Title(ni )) ,LD A

(
Title

(
n j

)))
(4.1)

The four string metrics used are Levensthein, Longest Common Subsequence, BI-gram, and

Jaro-Winkler. The similarity is calculated by measuring the distance (dist) between two news

articles, ni and n j :

sim
(
ni ,n j

)= 1− ∣∣dist
(
ni ,n j

)∣∣ (4.2)

Subheading-based metrics

Three subheading-based metrics were utilized, two of which were string-based: Bi-gram and

Longest Common Subsequence. Similarity was calculated using the same method as dis-

cussed in the section on title-based metrics. The final metric is based on TF-IDF, and the

similarity between two articles is calculated using cosine similarity.
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Topic-based metrics

Only one topic-based metric was utilized: Jaccard Coeffecient. See Table 4.2.

Author-based metrics

Again, only one metric was used: Jaccard Coeffcient. See Table 4.2.

Date-based metrics

One date-based measure was employed, consisting of a linear function that estimates simi-

larity based on the number of days between the publication dates of two articles:

sim
(
ni ,n j

)= 1− ∣∣distdays
(
ni ,n j

)∣∣ (4.3)

BodyText-based metrics

Two BodyText-based metrics were used, TF-IDF and LDA. Similarity was calculated using

the same methods as discussed in the section on title-based and subheading-based metrics.

AuthorBio-based metric

The same two metrics as for Body of Text were utilized for the Author Biography as well: TF-

IDF and LDA. Similarity was calculated using the same methods as discussed in the section

in title-based and subheading-based metrics.

4.3 Research Design

This section begins with an overview of the relevant factors pertinent to the research design,

followed by a subsection describing each phase of the study’s execution. It concludes with a

summary of the statistical methods utilized.

4.3.1 Factors

How news articles were paired and whether they matched was subject to four factors: Date,

Topic, Named Entity, and Category.
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Date

The factor Date consists of two levels, similar and dissimilar, based on whether or not the

articles’ publication dates are near each other. The cutoff was set at 14 days, indicating that

articles published within 14 days of one another are considered date-wise similar. Articles

published between 14 and 28 days apart were deemed neither similar nor dissimilar and

were eliminated as possible article pairing candidates for the study. Any pair of articles sep-

arated by more than 28 days was deemed dissimilar.

Topic

The two levels of the "Topic" factor are similar and dissimilar. Every article in the dataset is

labeled with a topic, such as "Brexit" or "Formula 1." If the pair of articles possess the same

topic, they are regarded similar; otherwise, they are deemed dissimilar.

Named Entity

The "Named Entity" factor comprises two levels: similar and dissimilar. If two articles share

a named entity, they are considered similar, and if they do not, they are dissimilar. This factor

is binary and makes no distinction between articles with a single shared named entity and

articles with numerous shared named entities.

Category

The factor Category has two levels, "Sport" and "Recent Events," and each article pair in the

study belongs to one of these two categories. This means that articles in the "Sport" and

"Recent Events" categories are only compared to other articles in the same category.

4.3.2 Conditions

It was determined that the factor Named Entity was unsuitable as a standalone factor. Named

entities are hardly ever referenced outside of a specific topic, especially in sports. Therefore,

Named Entity only appears alongside Topic in this study. Thus, Topic and Named Entity are

not separate factors, like Date and Category, but rather a single factor with three levels: Dis-

similar, Topic, and Topic + Named Entity. This means that the online study was subject to a

2x2x3 within-subjects design. All 12 conditions are depicted in Table 4.3.
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Table 4.3: The 12 conditions from the 2x2x3 factorial design. Note: Dissimilar refers to the
situation where an article pair is not matched on either Date, Topic, or Named Entity

Conditions

Sport: Dissimilar

Sport: Date

Sport: Topic

Sport: Topic + Named Entity

Sport: Topic + Date

Sport: Topic + Date + Named Entity

Recent Events: Dissimilar

Recent Events: Date

Recent Events: Topic

Recent Events: Topic + Named Entity

Recent Events: Topic + Date

Recent Events: Topic + Date + Named Entity

4.3.3 Dataset

A total of 385 news articles were obtained. The process stopped once it was possible to di-

vide the set of articles into 60 groups of 12 pairs, with one unique pair from each of Table

4.3’s 12 conditions in every group. Any given article could appear in a maximum of two dif-

ferent article pairs, but never in two article pairs from the same group. This way, if the 173

participants were spread evenly among the groups, all article pairings would be rated at least

two times, but never more than three times.

Participants recruited at Prolific were directed to a web application built with HTML, CSS,

and JavaScript from the ground up. When a participant opened the web application, a ran-

dom number between 1 and 60 would be generated to determine which group of article pairs

would be displayed. When an individual completed the study, the number generated at the

beginning of the session would be recorded in a database. When a new participant accessed

the study, the web application would compare the number generated to this database to en-

sure that the same group of pairs was never used more than three times2. This provided an

even distribution of participants among the study’s various groups of article pairs.

2This means that no new people can get a particular group of article pairs as soon as three people have
submitted their results with this group. However, if multiple people roll the same number in quick succession,
more than just three participants can end up with the same group of articles. This happened for a few groups
which ended up with more than three people rating the articles in it. Not often enough to be problematic, but
the design flaw should still be pointed out.
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4.3.4 Procedures and Measures

The web app’s landing page is a consent form that provides participants with an overview of

the study and the tasks they will be asked to perform. In order to proceed, participants must

confirm that they have read and comprehended the instructions.

The user then proceeds to the second phase, depicted in Figure 4.2 which involves rating

article pairs based on their degree of similarity. The users must evaluate 13 article pairings,

one for each of the twelve conditions listed in Table 4.3, plus one pair that serves as an atten-

tion check (See Figure 4.3. For all article pairings, participants are asked to use a one-to-five

Likert scale to indicate how similar the articles are, how confident they are in their similarity

evaluation, and how familiar they are with the articles. The presentation order of the article

pairings is randomized. At some point, users will encounter the article pair illustrated in Fig-

ure 4.3, which serves as an attention check. The opening sentence of the body text has been

substituted with text asking viewers to rate everything on the page a 5, which is unlikely to

occur naturally given the dissimilarity of the articles.
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Figure 4.2: Illustration of the second phase of the user study.
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Figure 4.3: Illustration of a pair of articles serving as an attention check. The first sentence
of the body text has been replaced with text instructing users to give everything on the page
a rating of 5.

Once all thirteen articles have been evaluated, users go to the third phase, depicted in Figure

4.4. The participants are shown a picture of an article which points out the individual fea-

tures that an article in this study is made up of: Category, Title, Subheading, Image, Author,

Date of Publication, and Body of Text. The user is then asked to indicate for each of these

features, how important they were while making similarity judgments on a Likert scale from

one to five.
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Figure 4.4: Illustration of third phase of the user study.

Following this, the user advances to the fourth and final phase of the user research. The user

is then asked to respond to a series of demographic questions, which are all depicted in Table

4.4.

Table 4.4: Demographic questions and available responses. *News Reading Habits = On av-
erage, how many days a week do you read online news articles?

Age Gender Education News Reading Habits*

<18 Male Less than high school 0

18-24 Female High school or equivalent 1

25-34 Non-binary Vocational School 2

35-44 Other / Prefer not to say Bachelor Degree (e.g., BA, BSc) 3

45-55 Master Degree (eg., MA, MSc) 4

>55 Doctorate (e.g., PhD) 5

Prefer not to say 6

7

The study’s web application’s source code is available in a Github repository containing all
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pertinent code for this thesis 3.

4.3.5 Participants

The crowd sourcing platform Prolific4 was used to recruit participants for the user study. The

quality of responses was expected to be higher than those obtained from Amazon MTurk5,

as research indicates that Prolific provides significantly greater data quality on parameters

like as attentiveness, comprehension, and reliability [28].

To further assure the quality of the data, various constraints on who could participate in

the study were imposed. Only workers with an approval rating of 99% from prior studies in

which they had participated were employed, and all participants were required to be from

England because the articles in the study were gathered specifically with that in mind. This

was done to ensure that the participants had some level of familiarity with the articles. The

median completion time was 14 minutes and 20 seconds, and the participants received 2.25

pounds for their work.

173 individuals were recruited in order to conduct the user study, resulting in 2,076 evaluated

news article pairings. The median completion time of 14 minutes and 20 seconds was signif-

icantly longer than anticipated and suggests that the majority of users carefully considered

their options before selecting an answer. The attention check was passed by 65 percent of the

participants, which is a relatively high percentage given that it was far more concealed than

attention checks typically are. However, after excluding individuals who failed the attention

check, we are left with 1356 article pair ratings.

Overall, the dataset appears to be quite diverse, with no glaring imbalances that are big

enough to present a problem in terms of the validity of the data. However, as depicted in

Figure 4.6, there is bit of a gender imbalance in the dataset in the sense that women account

for over 60% of the participants, men 38%, while 2% responded "Other / Prefer not to say".

In terms of age, the dataset in Table 4.5 is fairly diverse, with a good spread. 25-34 is clearly

the most populous age group with 58 people, while the smallest group is >55, with 19 peo-

ple. With the exception of those without a high school diploma and those with a Ph.D., most

groups are well-represented in terms of education.

The participants’ self-reported assessments of their news consumption patterns in Figure

4.8 are quite different. The most frequent response is that a person reads online publications

seven days per week, which accounts for around 35 percent of responses. However, nearly

30 percent of users report reading articles two or fewer days each week on average.

3https://github.com/VRS-MT
4Prolific platform: https://www.prolific.co/
5Amazon MTurk platform: https://www.mturk.com/
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Figure 4.5: A bar graph displaying the age distribution among the participants.

Figure 4.6: A bar graph displaying the gender distribution among the participants.

Figure 4.7: A bar graph displaying the gender distribution among the participants-

Figure 4.8: A bar graph displaying how often the participants read online news articles per
week on average.
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4.3.6 Statistical Analysis

Throughout the analysis, multiple statistical techniques were employed. The Spearman’s

Rank correlation coefficient was computed between human judgments of similarity and

function scores across various data-sets. Fisher r-to-z transformation was utilized numerous

times to determine whether or not these correlation coefficients were statistically significant

different from one another. One-way ANOVA with Tukey Post Hoc Analysis was utilized to

see if the variations in mean average human judgment across all 12 conditions were statisti-

cally significant. It was also utilized to assess the mean scores on which features were most

important in determining article similarity. Finally, Multiple Linear Regression Analysis was

employed to ascertain the extent to which the matching-characteristics (Date, Named Entity,

Topic) could explain the variation in both human judgment and function scores.
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Chapter 5

Results

This chapter describes the findings of the statistical analysis of the research data. It is orga-

nized in accordance with the research questions as follows:

• RQ1: Section 5.1 describes the analysis performed to evaluate to what extent various

similarity functions correlates with human similarity judgment.

• RQ1.1: Section 5.2 describes the analysis performed to evaluate if the correlation is

dependent on whether the articles originate from the Recent Events domain or the

Sport domain.

• RQ1.2: Section 5.3 describes the analysis performed to evaluate if the correlation is

dependent on whether the articles have any shared characteristics.

• RQ1.3: Section 5.4 describes the analysis performed to evaluate whether similarity

judgment is dependent on user characteristics or demographic factors.

• RQ2: Section 5.5 describes the analysis performed to evaluate which article features

readers employ when determining similarity between articles.
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5.1 Similarity judgment and Function Correlation (RQ1)

To determine the degree to which similarity functions are representative of human judg-

ment, the Spearman correlation between each function and human judgment was calcu-

lated. The Correlation Matrix in Figure 5.1 reveals that BodyText:TF-IDF (ρ = 0.54, p < 0.001)

had the strongest correlation, which is not surprising given that TF-IDF has performed well

in earlier research [41]. Clearly, the Body of Text feature is fit for purpose, yet BodyText:Senti

(ρ = 0.07, p < 0.01) was one of the worst performing functions, and BodyText:LDA (ρ = 0.17, p

< 0.001) was also a long way from the top. Topic:Jaccard had the second highest correlation

(ρ = 0.45, p < 0.001), indicating a potentially significant role for shared topics in article rec-

ommendation. Title:BI (ρ = 0.30, p 0.001) had the third strongest correlation overall, placing

it well ahead of the other four title-based functions, which all had correlation coefficients be-

low 0.20. Author was the only feature where the functions performed similarly, as indicated

by the strong correlation between the functions themselves (0.71, 0.71 & 0.57). All correla-

tions to human judgments were however modest with Author:Jaccard (ρ = 0.26, p < 0.001)

being the strongest, followed by AuthorBio:TF-IDF (ρ = 0.22, p < 0.001) and AuthorBIO:LDA

(ρ = 0.21, p < 0.001).
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Figure 5.1: Spearman correlation matrix depicting how human judgment correlates with
various feature-based functions. Reading tip: Correlation between humans and functions
can be seen on the upper row. The rest is correlation between the various functions. Note:
∗p < .05,∗∗p < .01,∗∗∗p < .001
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For the correlation matrix in Figure 5.1, the similarity ratings of all participants were uti-

lized; however, Table 5.1 depicts how the correlation changes if we filter for individuals who

passed the attention check or only use similarity ratings with a confidence level of 5. The

correlational difference between all participants and those who passed the attention test

proved to be insignificant. The correlation coefficient never changed by more than 0.03, and

that occurred just once. There was also no consistency in terms of whether the correlation

increased or decreased. Comparing all ratings to only those with a confidence level of 5 re-

vealed significant differences in favor of those with high confidence. The three functions that

had the strongest link with human judgment to begin with were also the ones whose corre-

lation increased the most, each by at least 0.10 points. There is a clear pattern for functions

that performed well in the first place to have a stronger correlation when all judgments that

were not made with absolute confidence are filtered out, whereas functions that performed

poorly to begin with do not see much of an increase, and some even decrease. All highlighted

correlation increases in Figure 4.5 are statistically significant, which was established by ap-

plying Fisher r-to-z transformation to produce a z value, which was then used to evaluate the

significance of the difference between the correlation coefficients.

Table 5.1: Correlation table depicting how correlation changes depending on demographics.
The arrows indicate whether the correlation is higher or lower, compared the reference group
(All). Note: ∗p < .05,∗∗p < .01,∗∗∗p < .001

Function All Pass HiConf

Topic:Jacc 0.45 0.44 : 0.01 ↓ 0.56 : 0.11 ↑ ***

Title:LV 0.10 0.10 0.13 : 0.03 ↑
Title:JW 0.15 0.13 : 0.02 ↓ 0.14 : 0.01 ↓
Title:LCS 0.19 0.18 : 0.01 ↓ 0.20 : 0.01 ↑
Title:BI 0.30 0.30 0.40 : 0.10 ↑ **
Title:LDA -0.03 -0.05 : 0.02 ↑ -0.06 : 0.03 ↑
Subheading:BI 0.12 0.14 : 0.02 ↑ 0.10 : 0.02 ↓
Subheading:LCS 0.14 0.13 : 0.01 ↓ 0.16 : 0.02 ↑
Subheading:TF-IDF 0.21 0.21 0.30 : 0.09 ↑ *

Image:EMB 0.11 0.12 : 0.01 ↑ 0.10 : 0.01 ↓
Date:ND 0.05 0.03 : 0.02 ↓ 0.11 : 0.06 ↑
BodyText:TF-IDF 0.52 0.53 : 0.01 ↑ 0.65 : 0.13 ↑ ***
BodyText:LDA 0.17 0.16 : 0.01 ↑ 0.26 : 0.09 ↑ *
BodyText:Senti 0.07 0.08 : 0.01 ↑ 0.09 : 0.02 ↑
Author:Jacc 0.26 0.25 : 0.01 ↓ 0.35 : 0.09 ↑ *

AuthorBio:TF-IDF 0.22 0.21 : 0.01 ↓ 0.30 : 0.08 ↑ *
AuthorBio:LDA 0.21 0.18 : 0.03 ↓ 0.28 : 0.07 ↑
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5.2 Sports vs. Recent Events (RQ1.1)

To evaluate whether any of the functions may perform better in one domain than the other,

Spearman correlation was once again calculated, but this time the dataset was divided into

two sections: sport and recent events. Fisher r-to-z transformation was then utilized to see if

the correlation coefficients differed in a statistically significant manner. Table 5.2 reveals that

five functions had statistically significant better correlation in the recent events domain. The

function with the greatest correlation difference among these five was Title:LV (ρ = 0.00 vs ρ

= 0.19, p < 0.001). Both Subheading:LCS (ρ = 0.10 vs. ρ = 0.18, p < 00.5) and BodyText:LDA (ρ

= 0.12 vs. ρ = 0.21, p < 0.05) fared much better in the recent events domain as well, although

the correlation is still rather low for all three functions. However, BodyText:TF-IDF (ρ = 0.48

vs. ρ = 0.56, p < 0.01), and Topic:Jacc (ρ = 0.41 vs. ρ = 0.49, p < 0.05) - the two top functions

from RQ1.1 - also performed better in the recent events domain. Sports, on the other hand,

had two functions with stronger correlation: Image:EMB (ρ = 0.15 vs. ρ = 0.07, p < 0.05) and

Subheading:TF-IDF (ρ = 0.24 vs. ρ = 0.17, p < 0.05), yet their correlation remains weak even

in their strongest domain.

Table 5.2 also demonstrates how function correlation varies by domain when only similarity

ratings with a confidence level of 5 was utilized. Because this group employs fewer ratings

than the group using all ratings, the difference in correlation coefficients must be greater to

be declared statistically significant. For instance, Topic:Jacc (ρ = 0.51 vs. ρ = 0.59) still favored

recent events by a margin of 0.08, but the difference was no longer statistically significant. In

general, the tendency was for the observed discrepancies between the domains to become

more pronounced, as Subheading:TF-IDF (ρ = 0.36 vs. ρ = 0.24, p < 0.05) was 0.12 points

ahead in sports and was now the third highest correlation function there. The most promi-

nent exception to this pattern was BodyText:TF-IDF (ρ = 0.62 vs. ρ = 0.67), the function with

the strongest correlation in both domains. There was still a minor gap between them, but it

had shrunk and was no longer significant.
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Table 5.2: Correlation table depicting the difference in correlation between Sports and Re-
cent Events. The p value here refers to whether the difference in correlation across the do-
mains is significant. Note: ∗p < .05,∗∗p < .01,∗∗∗p < .001

Function Sport: All ReEv: All | Sport: HiConf ReEv: HiConf

Topic:Jacc 0.41 0.49 * | 0.51 0.59

Title:LV 0.002 0.19 *** | 0.00 0.28 ***

Title:JW 0.15 0.15 | 0.09 0.16

Title:LCS 0.15 0.21 | 0.13 0.25

Title:BI 0.30 0.31 | 0.36 0.42

Title:LDA -0.04 -0.02 | 0.00 -0.08

Subheading:BI 0.14 0.11 | -0.11 0.11

Subheading:LCS 0.10 0.18 * | 0.08 0.23 *

Subheading:TF-IDF 0.24 0.17 * | 0.36 0.24 *

Image:EMB 0.15 0.07 * | 0.08 0.10

Date:ND 0.04 0.04 | 0.13 0.09

BodyText:TF-IDF 0.48 0.56 ** | 0.62 0.67

BodyText:LDA 0.12 0.21 * | 0.21 0.28

BodyText:Senti 0.05 0.10 | 0.07 0.13

Author:Jacc 0.27 0.27 | 0.36 0.33

AuthorBio:TF-IDF 0.23 0.22 | 0.29 0.28

AuthorBio:LDA 0.22 0.20 | 0.31 0.24

Given the number of functions that perform better in either sports or recent events, and the

fact that a number of these functions are among those with the highest correlation, it would

appear that at least some of these functions are more suited to one domain than the other,

though generally not by a large margin.

5.3 Matching-characteristics (RQ1.2)

To examine the influence of matching-characteristics, a one-way ANOVA and a Tukey’s HSD

post hoc test was conducted on human judgment across the various matching-characteristics.

Figure 5.2 illustrates that adding "Date" to either "Dissimilar" or "Topic" did not yield signif-

icantly different results. This was true in both the sports and recent events domain. In other

words, the proximity of two articles’ publication dates did not appear to have much influence
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how similar readers perceived them to be, at least by itself. The difference between "Dissim-

ilar" and "Topic" was significant in both domains, but it was larger in the recent events do-

main, suggesting that being topically related may be a greater indicator of similarity in this

domain. This was also in line with the result from RQ1.2 that Jacc:Topic has a greater corre-

lation in the recent events domain. Adding "Named Entity" to "Topic" was not statistically

significant in either domain, although it had absolutely no effect in the recent events do-

main while it was nearly statistically significant in the sport domain. While "Named Entity"

and "Date" didn’t contribute much on their own, there was a significant difference between

"Topic" and "Topic + Date + Named Entity" for both domains. Furthermore, the difference

was larger than what would be obtained by merely stacking the changes from "Topic" to

"Date" and "Named Entity," indicating that there may have been a small interaction effect

between "Date" and "Named Entity."

Figure 5.2: Tukey-HSD post hoc test result for human similarity judgment. News = Recent
Events.

BodyText:TF-IDF similarity ratings were examined in the same manner. It appears, based on

Figure 5.3, that the function was more sensitive than humans to matching-characteristics.

The difference between "Dissimilar" and "Date" was insignificant, but everything else in the

sport domain was significant. However, "Named Entity" was not even close to being a sub-

stantial factor in the recent events domain. The parallels with human judgment did not end
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Figure 5.3: Tukey-HSD post hoc test result for BodyText:TF-IDF. News = Recent Events.

there, since "Topic" also appeared to be a more significant factor in the recent events domain

than in the sports domain for TF-IDF as well.

5.3.1 Multiple Linear Regression

Using multiple linear regression analysis with the similarity score as the dependent variable

and the matching-characteristics as the independent variables, the relationship between

similarity scores and matching-characteristics was further explored. The R2 value for hu-

man judgment (Human-All) in the recent events domain was 0.189, and 0.226 in the sport

domain (Table 5.3). The standardized β coefficients in the recent events domain were as

follows: Topic (β = 0.451, p < 0.001), Named Entity (β = 0.049), Date (β = 0.046). This sup-

ports the post hoc test findings: "Named Entity" and "Date" were not of great importance to

people when they made similarity judgments in the recent events domain while topic on the

other hand was a major factor. In sport, the findings are also in line with the post hoc results,

in that "Topic" (β = 0.313, p < 0.001) was important, but less so than in recent events. Also,

while "Topic" was nearly twice as important as "Named Entity" (β = 0.176, p < 0.01) when it

comes to predicting human judgment in sports, this still means that "Named Entity" was a

vital factor in this domain. The role of "Date" (β = 0.068, p < 0.05) was minor, but big enough
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to just about be statistically significant.

Table 5.3 also includes findings for human judgment with a confidence level of 5 (HiConf).

The R2 score for HiConf in the sport domain was 0.304 and in the recent events domain

it was 0.325, which is much higher than the R2 value for Human-All. The significance of

"Topic" (β = 0.477, p < 0.001) increased a little in the recent events domain, while "Named

Entity" (β = 0.144, p < 0.01) tripled. "Date" (β = 0.065) remained insignificant. In sports, the

relevance of "Topic" (β = 0.349, p < 0.001) increased slightly, "Named Entity" (β = 0.265, p

< 0.001) grew significantly, and "Date" doubled (β = 0.125, p < 0.01). Overall, the matching

characteristics appeared to have had a far greater effect on similarity judgments for HiConf

than for Human-All.

Table 5.3: MLR table depicting the influence of matching-characteristics on similarity judg-
ments. "LoConf" are similarity judgments with a confidence level below 4, while "HiConf"
are similarity judgments with a confidence level of 5. Note: ∗p < .05,∗∗p < .01,∗∗∗p < .001

Sport: Human (All) ReEv: Human (All)

β S.E. STD. β β S.E. STD. β

Topic 0.189 *** 0.020 0.313 0.286 *** 0.020 0.451
Named Entity 0.106 *** 0.020 0.176 0.031 0.020 0.049
Date 0.039 * 0.016 0.068 0.027 0.016 0.046

R2 = 0.189 R2 = 0.226

Sport: Human (HiConf) ReEv: Human (HiConf)

β S.E. STD. β β S.E. STD. β

Topic 0.248 *** 0.038 0.349 0.327 *** 0.038 0.477
Named Entity 0.187 *** 0.038 0.265 0.107 ** 0.041 0.144
Date 0.084 ** 0.030 0.125 0.044 0.031 0.065

R2 = 0.304 R2 = 0.325

Sport + ReEv: Human (All) Sport + ReEv: Human (HiConf)

β S.E. STD. β β S.E. STD. β

Topic 0.238 *** 0.014 0.384 0.286 *** 0.027 0.410
Named Entity 0.687 *** 0.014 0.110 0.151 *** 0.028 0.208
Date 0.033 ** 0.011 0.056 0.065 ** 0.022 0.100

R2 = 0.205 R2 = 0.316

As shown in Table 5.4, BodyText:TF-IDF had an R2 value of 0.308 in the recent events domain

and 0.429 in the sports domain. The relative importance of the matching characteristics in

the recent events domain was also nearly identical to that of HiConf for "Topic" (β = 0.456,

p < 0.001) and "Named Enity" (β = 0.132, p < 0.001), while "Date" (β = 0.145, p < 0.001) was
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a quite a bit more important to BodyText:TF-IDF. Based on this, it is no surprise that the

highest correlation observed in the study was between HiConf and BodyText:TF-IDF in the

recent events domain. In the sport domain, the importance of "Topic" (β = 0.330, p < 0.001)

and "Date" (β = 0.163, p < 0.001) was pretty similar to that of HiConf, but "Named Entity"

(β = 0.401, p < 0.001) was far more important to the function than humans. This is trend

which can be seen in other high correlation functions as well, such as Title:BI, where "Named

Entity" (β = 0.445, p < 0.001) was more than two and half times as important as "Topic" (β

= 0.172, p < 0.001) in predicting the function score. This may be part of the reason why the

correlation is somewhat higher in the recent events domain for both of these functions, and

it also explains why HiConf had a greater correlation than Human All, given that the former

places a greater emphasis on "Named Entity."

Table 5.4: MLR table depicting the influence of matching-characteristics on function simi-
larity scores. BodyText:TF-IDF. Note: ∗p < .05,∗∗p < .01,∗∗∗p < .001

Sport: BodyText:TF-IDF ReEv: BodyText:TF-IDF

β S.E. STD. β β S.E. STD. β

Topic 0.094 *** 0.008 0.330 0.149 *** 0.010 0.456
Named Entity 0.114 *** 0.008 0.401 0.043 *** 0.010 0.132
Date 0.044 *** 0.006 0.163 0.045 *** 0.008 0.145

R2 = 0.429 R2 = 0.308

Sport: Title:Bi ReEv: Title:Bi

β S.E. STD. β β S.E. STD. β

Topic 0.022 *** 0.003 0.172 0.039 *** 0.004 0.309
Named Entity 0.058 *** 0.004 0.445 0.020 *** 0.004 0.156
Date 0.009 ** 0.003 0.072 0.007 * 0.003 0.057

R2 = 0.310 R2 = 0.171

Table 5.5 presents an overview of the R2 value and the standardizedβ coefficient for matching-

characteristics for humans and all similarity functions. While BodyText:TF-IDF and Title:BI

appear to be impacted by matching-characteristics in a manner akin to human judgment,

this was not the case for the majority of the other functions. The functions that were influ-

enced by the characteristics in a manner most similar to those of humans also had the high-

est correlation. Body-Text:TF-IDF was more sensitive than humans to matching-characteristics,

Title:BI was roughly as sensitive as humans, and all other functions were much less sensitive.
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Table 5.5: MLR table for human judgment and all functions, using the matching characteris-
tics as independent variables. Note: ∗p < .05,∗∗p < .01,∗∗∗p < .001

Topic Named Entity Date R2

Human:All 0.383 *** 0.111 *** 0.056** 0.205
Human:HiConf 0.410 *** 0.208 *** 0.095 ** 0.316

Title:LV 0.084 *** 0.212 *** 0.031 0.07
Title:JW 0.201 *** 0.088 *** 0.059 ** 0.07
Title:LCS 0.184 *** 0.209 *** 0.055 ** 0.12
Title:LDA 0.079 ** 0.073** -0.029 0.018
Title:BI 0.238 *** 0.303 *** 0.064 *** 0.226

Subheading:BI 0.102 *** 0.084 *** -0.017 0.026
Subheading:LCS 0.143 *** 0.204 *** 0.039 0.092
Subheading:TF-IDF 0.163 *** 0.174 *** 0.029 0.085

Image:EMB -0.081 ** 0.201 *** 0.022 0.031

BodyText:TF-IDF 0.396 *** 0.256 *** 0.153 *** 0.348
BodyText:LDA 0.042 0.218 *** 0.093 *** 0.066
BodyText:Senti 0.020 0.053 * -0.042 0.004

AuthorBio:TF-IDF 0.370 *** -0.043 0.027 0.122
AuthorBio:LDA 0.348 *** -0.026 0.041 * 0.114

5.3.2 Matching-characteristics and Correlation

Matching-characteristics appears to have a comparable effect on human judgment and BodyText:TF-

IDF. Logically, this should indicate that TF-IDF is capable of distinguishing between dissim-

ilar article pairs and pairs that have "Topic" and other matching-characteristics in common.

What is less obvious, however, is whether BodyText:TF-IDF is capable of distinguishing sim-

ilar article pairings. We observed in Table 5.8 that there is a vast difference in similarity be-

tween dissimilar article pairings and those that have a topic in common. In Table 5.1, we

observed that the correlation of Topic:Jaccard was close to that of BodyText:TF-IDF. How can

we know that BodyText:TF-IDF is not doing the same thing as Topic:Jaccard, that it is only

effective at distinguishing between pairs of obviously similar and obviously dissimilar arti-

cles?

As we saw in the Tukey Post Hoc results in Figure 5.2, "Topic", "Topic" + Date" and "Topic"

+ "Named Entity" are not significantly different from each other, in either sports or recent

events. These conditions was therefore merged to represent similar article pairs. Since

"Date" and "Dissimilar" were also a nearly identical, they have been merged to create a

bigger set of dissimilar articles. Spearman correlation was then calculated between human

judgment and the similarity scores of the functions for both the set of only dissimilar arti-

cle pairs, and the set of only similar article pairs. The results are displayed in Table 5.6 (All
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ratings) 5.7 (High confidence ratings).

Table 5.6: Spearman correlation between functions and all human similarity judgments.
Note: ∗p < .05,∗∗p < .01,∗∗∗p < .001

Function Sport: Dissimilar Sport: Similar | News: Dissimilar News: Similar

Title:LV -0.07 0.02 | 0.05 0.10

Title:JW 0.06 0.09 | 0.07 0.01

Title:LCS 0.02 0.09 | 0.00 0.12 *

Title:BI 0.03 0.21 ** | 0.04 0.19 *

Title:LDA -0.04 0.02 | -0.09 0.08

Subheading:BI 0.05 0.10 | -0.10 0.12

Subheading:LCS -0.02 0.05 | 0.00 0.10

Subheading:TF-IDF 0.05 0.19 * | -0.05 0.08

Image:EMB 0.11 0.15 | 0.20 0.06 *

Date:ND -0.05 0.13 | -0.09 0.09

BodyText:TF-IDF 0.17 0.36 *** | 0.32 0.37

BodyText:LDA 0.06 0.04 | 0.02 0.22 **

BodyText:Senti 0.00 0.06 | 0.06 0.06

Author:Jacc -0.08 0.13 | 0.14 0.23

AuthorBio:TF-IDF -0.04 0.13 | 0.13 0.18

AuthorBio:LDA 0.11 0.08 | 0.06 0.20 *
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Table 5.7: Spearman correlation between functions and human similarity judgment with a
confidence level of 5. Note: ∗p < .05,∗∗p < .01,∗∗∗p < .001

Function Sport: Dissimilar Sport: Similar | News: Dissimilar News: Similar

Title:LV 0.12 -0.03 | -0.02 0.19

Title:JW 0.04 0.03 | 0.01 -0.01

Title:LCS 0.08 0.02 | -0.07 0.22

Title:BI 0.15 0.22 | -0.05 0.33 **

Title:LDA -0.03 0.09 | -0.19 0.06

Subheading:BI 0.04 0.08 | -0.12 0.14

Subheading:LCS 0.12 -0.02 | 0.03 0.19

Subheading:TF-IDF -0.02 0.34 ** | 0.00 0.11

Image:EMB -0.07 0.10 | 0.13 0.16

Date:ND -0.05 0.26 * | -0.04 0.13

BodyText:TF-IDF 0.12 0.51 *** | 0.19 0.53 ***

BodyText:LDA 0.12 0.10 | 0.13 0.32 *

BodyText:Senti 0.01 0.10 | 0.02 0.07

Author:Jacc -0.06 0.26 * | 0.21 0.23

AuthorBio:TF-IDF 0.01 0.19 | 0.15 0.21

AuthorBio:LDA 0.26 0.16 | 0.16 0.21

Most functions exhibited greater correlation in the dataset of similar article pairings than

in the dataset of dissimilar article pairs, although correlation remained low in both datasets

when Human-All ratings were utilized. BodyText:TF-IDF had a correlation of 0.37 (p < 0.001)

in recent events and 0.37 (p < 0.001) in sports, however none of the other functions had a

correlation greater than 0.22. When comparing functions to HiConf human judgment, the

general tendency of functions performing better with the dataset of similar article pairs per-

sisted, but to a considerably greater extent. Compared to Human-All, the function corre-

lation in the dissimilar dataset was substantially lower while the correlation in the similar

dataset was much greater. The TF-IDF correlation in the recent events domain with the sim-

ilar dataset was 0.51 (p < 0.001) and 0.53 (p < 0.001) in the sport domain. Subheading:TF-

IDF (ρ = 0.36, p < 0.001), which was the second highest correlation in the sports domain for

HiConf saw its correlation almost double from what it was compared to Human-All. The

correlation for the same function in the same domain was -0.02 when the dissimilar dataset

was being used instead.

These results demonstrate two points. HiConf has a significantly stronger correlation to sim-
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ilarity functions than Human-All in a dataset consisting of pairs of articles that are largely

similar. Also, matching-characteristics matter in terms of correlation, since the best func-

tions consistently achieved much greater correlation in the dataset containing article pairs

that were matched on topic than in the dataset containing article pairs that were dissimilar.

5.4 Influence of demographic factors and user characteris-

tics on Similarity judgment (RQ1.3)

This section presents the findings of the analysis conducted to examine if demographic fac-

tors and user characteristics influence article pair similarity ratings. Similar article recom-

mendation hinges on different people being in agreement as to to which articles are similar

and not. That is why the similarity judgment of almost all available user characteristics and

demographic groups was compared against each other. This includes the following factors:

Gender, Age, Education, Use of Online Newspapers, Attention Check, Confidence

Table 5.8 provides an overview of the average similarity judgment score from the partici-

pants, for various demographic groups across the 12 conditions. The results of the group

"All" in Table 5.8 indicate that Dissimilar and Date are the two conditions with the lowest

human judgment scores. Date has a lower score than Dissimilar in both Sport and Recent

Events, but the difference is so small that it is not statistically significant, as previously seen

in Table 5.2. Also noteworthy is the fact that both Topic and Topic + Named Entity have

the same similarity rating in Recent Events, supporting the former claim that named entities

have minimal influence on human similarity in this category. For both categories, the condi-

tion with highest average human judgment, is the one with all three matching characteristics

stacked on top of each other: Topic + Named Entity + Date.

The similarity ratings were compared across all 12 conditions made up of the different com-

binations of matching-characteristics, and one-way ANOVA was used to assess whether or

not the differences in similarity rating between demographic groups were statistically signif-

icant (p < 0.05).
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Table 5.8: Average human judgment similarity score for all available combinations of
matching-characteristics in the study. "All" denotes all participants in the study. "HiConf"
are similarity judgments with a confidence level of 5, and "LoConf" are similarity judgments
with a confidence level below 4. 45-55 and 18-24 refers to participants in those age groups.

Condition All HiConf LoConf 45-55 18-24

Sport: Dissimilar 1.94 1.50 2.28 1.89 2.26

Sport: Date 1.83 1.36 2.41 1.61 2.29

Sport: Topic 2.57 2.28 2.59 2.25 2.55

Sport: Topic + NE 2.86 2.72 3.06 2.61 3.10

Sport: Topic + Date 2.72 2.55 2.73 2.50 2.81

Sport: Topic + Date + NE 3.28 3.58 2.96 3.11 3.68

ReEv: Dissimilar 1.74 1.26 2.31 1.54 1.94

ReEv: Date 1.64 1.26 2.15 1.29 2.00

ReEv: Topic 2.79 2.57 2.98 2.75 3.19

ReEv: Topic + NE 2.79 2.69 2.67 2.68 2.87

ReEv: Topic + Date 2.88 2.57 2.73 2.46 3.26

ReEv: Topic + Date + NE 3.13 3.30 3.00 3.00 3.39

Age

There were six age categories: <18, 18-24, 25-34, 35-44, 45-55, and >55. <18 and >55 were

omitted due to insufficient numbers. For the two youngest age categories, 18-24 and 25-34,

there were no conditions with significantly differing scores. The same held true for the two

oldest age categories, those aged 35-44 and 45-55. 18-24 and 25-34 each had two conditions

that were different from 35-44, whereas 24-34 and 44-55 had just one condition with differ-

ent scores. The two groups that differed the most from one another was the youngest (18-24)

and the oldest (45-55), with five out of twelve conditions having statistically significant dif-

ferent scores. Table 5.8 displays the similarity ratings for these two groups. There is a clear

trend in the differences between these categories, as participants in the older age category

consistently rated article pairings as less similar than their younger counterparts across all

12 conditions. The two groups were further analyzed using multiple linear regression (MLR),

with the similarity rating as the dependent variable and the matching-characteristics as the

independent variables. Table 5.9 reveals that with the exception of "Date", the matching-

characteristics were of equal importance to both groups, while the squared R values were

nearly identical at 0.20 and 0.22. All of this seems to indicate that the youngest and old-

est groups were largely in agreement regarding the types of articles that are similar to one
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another, and that the observed difference between the groups was the result of two groups

using slightly different parts of the similarity scale to express roughly the same sentiment.

As these were the only two age groups with significant differences for more than two of the

conditions, the overall influence of age on article similarity judgments appears to be have

been modest.

Table 5.9: MLR table depicting the influence of matching-characteristics on similarity judg-
ment for partcipants aged 18-24 and 45-55. Note: ∗p < .05,∗∗p < .01,∗∗∗p < .001

Age: 18-24 Age: 45-55

β S.E. STD. β β S.E. STD. β

Topic 0.207 *** 0.031 0.357 0.228 *** 0.033 0.378
Named Entity 0.077 * 0.031 0.132 0.089 ** 0.033 0.148
Date 0.063 * 0.0256 0.115 0.010 0.028 0.018

R2 = 0.205 R2 = 0.221

Confidence

When comparing similarity ratings with a confidence level of 3 or less to those with a confi-

dence level of 5, four of the conditions had ratings which differed significantly. The similarity

ratings, as depicted in Table 5.8, follow a clear trend in which the high confidence ratings

appear to be far more sensitive to the matching-characteristics. Using multiple linear re-

gression in the same manner as for the age demographic supported this notion, since the

matching-characteristics explain 31.6% of the variation in similarity judgments for the high

confidence ratings, but only 8.2% of the variance for the low confidence ratings (See Table

5.10). This results in far larger differences in the average similarity rating between the var-

ious conditions for the high confidence ratings than is the case for low confidence ratings.

Even when the high confidence ratings are compared to all similarity ratings as opposed to

the low confidence ratings, the same tendency can be observed, albeit the disparity is not as

pronounced. This suggests that the level of confidence in the similarity rating had a signifi-

cant effect on similarity judgments.
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Table 5.10: MLR table depicting the influence of matching-characteristics on similarity judg-
ments. "LoConf" are similarity judgments with a confidence level below 4. "HiConf" are
similarity judgments with a confidence level of 5. Note: ∗p < .05,∗∗p < .01,∗∗∗p < .001

LoConf HiConf

β S.E. STD. β β S.E. STD. β

Topic 0.117 *** 0.023 0.241 0.286 *** 0.027 0.410

Named Entity 0.041 0.021 0.092 0.151 *** 0.028 0.208

Date 0.006 0.018 0.015 0.065 ** 0.022 0.096

R2 = 0.082 R2 = 0.316

5.4.1 Other factors

None of the remaining four factors, Gender, Education, Use of Online Newspapers, and At-

tention Check, appeared to affect the similarity scores.

5.5 Information Cue Usage (RQ2)

Participants were asked to rank the importance of article features on a scale from 1 to 5 when

determining similarity between articles. The Body of Text had the highest importance rating

at 4.17, followed by Title with a rating of 4.04. The results of the one-way ANOVA and Tukey’s

HSD post hoc test depicted in Figure 5.4 show that the difference between these two is not

statistically significant. A bit farther behind were Subheading (3.50) and Topic (3.37), whose

differences were also not statistically significant. At the bottom we find Image (2.92), Date

(2.42), and Author (1.76).
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Figure 5.4: Tukey-HSD post hoc test result for information cue usage.
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Chapter 6

Discussion and Future Work

In this thesis, it has been investigated how representative various feature-based similarity

functions are of human similarity judgments. In doing so, we have expanded upon earlier

work by Starke et al. [41] in which human similarity judgment are compared to similarity

functions for news article that are paired randomly to each other. In this thesis, however,

it has been determined how matching characteristics between news articles based on sim-

ilarity in Date, Named Entities, Topic, and Category impact human judgment of similarity,

similarity scores of various functions, as well as the correlation between human judgment

and function scores. As Starke et al. [41] relied on a dataset with various news articles that

were dissimilar, the rationale for this thesis work has been that presenting news articles that

are matching is a more realistic news recommendation scenario. On top of that, it might have

been easier to judge for humans, which might increase the low correlation scores found in

Starke et al. [41].

To this end, a new dataset of articles has been generated in this thesis, that allowed the re-

search to control for the effect of the aforementioned characteristics. The similarity of the

article pairings in the dataset was then evaluated in a comprehensive user study and a long

list of similarity functions. To answer the research questions, thorough statistical analysis

was undertaken, and the following is a discussion of the analytical results and conclusions

relevant to each research question.

6.1 Correlation between human judgment and various simi-

larity functions (RQ1)

The correlation between human judgment and the various similarity functions is found to

be largely reliant different ways of matching data, as seen by the numerous correlation co-
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efficients reported throughout the results section. Furthermore, it is clear that the majority

of the functions utilized in this thesis have a rather weak correlation with human judgment.

Nevertheless, some functions stand out from the rest: BodyText:TF-IDF, Topic:JACC, and Ti-

tle:BI.

BodyText:TF-IDF has been to found to have the strongest correlation. This is in line with the

findings of Starke et al. [41], but the correlational strength in this work is higher overall. How-

ever, Topic:Jacc was the second strongest function in our study, while Starke et al. [41] found

it to be relatively weak. It is argued that this can be attributed to how the articles are paired

in the datasets. If there is a vastly disproportionate number of article pairings in the dataset

that do not have a shared topic, as was likely the case for Starke et al. [41], this function will

yield a low correlation since it will infer that the vast majority of article pairs are identical.

Two-thirds of the article pairs in the dataset used for this study are paired on a shared topic,

which has arguably led to these higher scores. This is confirmed by the positive impact that

such article pairing factors have on similarity scores across functions and human judgments.

Moreover, if topic is a good indicator of similarity for humans, which this research suggests

that it is, then this function should have a significantly greater correlation in this work, which

it does.

Title:BI also has low correlation to human judgment in the work of Starke et al. [41]. When

using a dataset containing only pairings of dissimilar articles, this was also the case in our

study. However, the correlation was significantly greater when the employed dataset con-

sisted of either strictly similar article pairs or a mix of similar and dissimilar pairs. It is

unclear why it is so much better at predicting similarity between similar articles than be-

tween dissimilar articles, but this is a clear example of how a function’s poor performance at

predicting human similarity for dissimilar articles does not necessarily preclude its use in a

recommender scenario.

6.2 Is the correlation dependent on the category of the arti-

cles? (RQ1.1)

The simple answer to the question of whether the correlation depends on category is yes,

at least for some of them. Five of the seventeen feature/function combinations have shown

a statistically significant greater correlation for Recent Events, while two had a statistically

significant greater correlation for Sport. However, the functions whose correlation is too

low to be of any use in a recommender scenario should be disregarded in terms of practi-

cal use. Hence, one should focus on the top three functions from RQ1 (6.1). The trend of
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continues here though, as both Topic:Jacc and BodyText:TF-IDF have correlation scores for

Recent Events that are statistically significantly higher compared to those for Sport, while

Title:BI has roughly the same correlation in both categories. The correlation between simi-

larity functions and human judgment appears to be influenced by categories, as suggested

by these findings.

6.3 Is the correlation dependent on whether the articles have

any shared matching-characteristics? (RQ1.2)

The findings of the one-way ANOVA, Post Hoc Tukey, and Multiple Linear Regression anal-

yses demonstrated that the influence of matching-characteristics on human judgment of

similarity varies significantly depending on whether the articles belong to Recent Events or

Sport. In Sport, if two articles had the same named entity, their average similarity judgment

scores were quite a bit higher than that of article pairs which did not. However, in Recent

Events, named entities did very little to the similarity rating. Two possible explanations for

this could be the following: A) Named entities are just not regarded as particularly signifi-

cant in Recent Events articles. This would be consistent with the findings of the preliminary

study, which indicated that when tasked with describing an article similar to a reference ar-

ticle, people appeared to care much more about the topic than the named entity. B) The way

named entities were tagged probably put Recent Events at a disadvantage. In the interest of

consistency, the rules for extracting named entities were identical for both categories, which

lead to there being a number of articles tagged "England" or "UK" in the Recent Events cat-

egory. The fact that two articles share the named entity "UK" was bound to have minimal

bearing on their similarity, given that all of the Recent Events articles were about news that

occurred in the UK, albeit the majority of them did not explicitly state this. However, there

were not enough such articles that this alone could explain why named entities appeared to

have no effect whatsoever in the Recent Events category.

While Named Entity is shown to have a greater influence on similarity in the Sport category,

this was not the case for Topic. Despite the fact that Topic was certainly an essential and

contributing element to similarity in the sport category as well, it was far more significant in

the Recent Events category. This appears to be consistent with the findings of the preliminary

study, in which participants tasked with describing a similar article to a reference article were

considerably more ready to stray from the topic when the reference article was about sports.

Date has a minimal impact on similarity in both sports and Recent Events, but slightly more

in Sport. However, there appears to be an interaction effect between Date and Named Entity



6.4. ARE THE SIMILARITY JUDGMENTS DEPENDENT ON DEMOGRAPHIC FACTORS OR
USER CHARACTERISTICS? (RQ1.3) 65

that causes the similarity to spike a bit when both are present, particularly for Sport articles.

This leads to the question on how matching-characteristics affect functions? As it turns out,

the answer is fully dependent on the function, as there is no answer that describes func-

tions as a whole. Upon closer inspection of the function with the highest correlation to hu-

man judgment, BodyText:TF-IDF, it is evident that the effects of matching characteristics

resemble the effect it has on humans more than any other function, which is likely part of

the explanation for why it has the highest correlation. The primary difference between hu-

mans and BodyText:TF-IDF TF-IDF appears to be that TF-IDF is quite a bit more sensitive to

matching characteristics. Multiple Linear Regression revealed that matching characteristics

account for approximately 20% of the variance in human similarity judgment. For TF-IDF,

this figure was roughly 40%. In addition, the relative importance of the various matching-

characteristics differed, as BodyText:TF-IDF was substantially more sensitive to articles be-

ing matched on named entities.

To address the RQ, it seems that the correlation indeed depends on whether articles share

matching-characteristics. When correlation was calculated for the dataset consisting of strictly

dissimilar articles, the correlation was generally lower than when correlation was calculated

for the dataset consisting of articles matched on the matching-characteristics, particularly

for the functions with the highest correlation.

6.4 Are the similarity judgments dependent on demographic

factors or user characteristics? (RQ1.3)

Seeing as similar item recommendation recommends the same items to everyone, it seemed

pertinent to examine whether any particular demographic groups have conflicting views on

what similarity entails. This was not the case, but there were still two non-demographic

groups that rated articles differently: those who were confident in their judgments and those

who were not.

High-confidence ratings tend to be low for dissimilar articles, considerably higher for article

pairs matched on topic, and again quite a bit higher when article pairs are matched on all

matching-characteristics. In contrast, ratings with low confidence tend to be quite similar

to one another. Sure, articles matched on topic receive higher ratings than those who are

dissimilar, but not by much. As it turns out though, the high confidence ratings also tends

to have much higher correlation with the functions than the other ratings in the study. This

can be seen throughout the various tables depicting correlation in the Results chapter.

This is interesting because not all similarity judgements are equally valuable. If we suppose
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that those who are confident in their ratings are so for a reason (familiarity with the content

of the articles, for instance), then you would want a function to correlate with those ratings.

If you were reading an article and were given two lists of similar articles, one compiled by a

person who is highly interested in the article’s topic and the other by a person who knows

nothing about the topic, you would not have a difficult time picking one of the lists. You

do not want a function to correlate with human judgment on average. You want a function

that correlates to the human judgment of those with knowledge on the the particular topic

in question. The question therefore becomes whether or not confidence is a valid metric

to measure expertise. This question cannot be answered with the data found in this study,

therefore for the time being, let us presume that it is.

Assuming then that the similarity ratings which comes with a confidence rating of 5 is the

ones you actually want, you would then want to know more about the distribution of the 5s.

Is it a few people which are very confident in everything they rate, or are they more spread

out? The latter would obviously make the 5s carry more weight. 72.2% of the people in the

study have rated at least one article pair with a confidence of 5, which means the 5 as a rating

is a least being used by nearly ¾ of the participants. Of course some are more liberal with

their use of the 5s, as nearly 50% of the 5s come from people who have rated at least half of

the article pairs with a confidence rating of 5. A little on the high end, but not alarmingly so.

One possibility though, is that certain article pairs are very easy to rate with confidence,

while others are very hard to give a similarity rating. If there is a huge chunk of article pairs

where no one are confident in their similarity rating, the whole argument that the similarity

ratings which are made with confidence are the real ratings we should be looking at falls

completely apart. I therefore looked at the article pairs which has at least three ratings, and

where one of these ratings was made by someone who said their confidence in this rating

was 3 or lower. In 69% of these cases, at least one of the two remaining similarity scores were

made by someone who said their confidence when rating the same article pair was 5. In 98%

of the cases, at least one of the two remaining similarity scores were made by someone who

said their confidence when rating the same article pair was either 4 or 5. In other words:

regardless of the article pair in question, there is "always" someone who is confident in their

rating for said article.

A case may also be made for why the confident ratings may in fact indicate at least some

expertise. It seems likely that individuals with knowledge of a certain topic would be more

likely to recognize that two articles share a named entity, since they would already be fa-

miliar with the name and it would thus stand out to them. According to the multiple linear

regression analysis, Named Entity is a more significant predictor of high confidence human

judgments than human judgments in general. The fact that Named Entity is indeed more im-
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portant to high confidence ratings, could also go a long way in answering why these ratings

have higher correlation with BodyText:TF-IDF, given how sensitive the function seemingly is

to named entities.

6.5 Which article features do readers employ when determin-

ing similarity between articles? (RQ2)

The results when people where asked for the most important features were in line with the

answers Starke et al. [41] saw in their work. Body Text was most important, closely fol-

lowed by Title, with Subheading and Topic a little behind that. Image, Date, and Author was

not particularly important according to the readers. Self-assessment just represents what

people believe they do, therefore it is uncertain if this really reflects which features individ-

uals actually employ. However, they do match perfectly with the feature/function combina-

tions with the strongest correlation to human judgment. The four highest were Topic:Jacc,

Subheading:TF-IDF, BodyText:TF-IDF, and Title:BI, which correspond to the four character-

istics that users ranked as the most important.

It is interesting that Title is seen as such an essential feature, yet the majority of title-based

functions perform so poorly. We can only speculate as to why this is the case, but it appears

likely that it is because title is a difficult feature to utilize, rather than because people overes-

timate its worth. The fact is that people in the study who did not pass the attention test, and

so did not read the body of text, but instead likely only read the title and/or subheading, had

essentially the same correlation to functions as those who read the body of text. Being able to

extract all the information a title has to offer relies heavily on context and pre-existing knowl-

edge. This is easy for humans, but nearly impossible for simple function like the ones used

in this work, which are just looking at the titles in isolation. The fact that Title:BI actually

was among the best functions was definitely a positive though, as using the same features as

humans do, might be key when it comes to predicting article similarity in a similar fashion

to humans.

6.6 Limitations and Future Work

This thesis has built upon the work of Starke et al. [41]. A limiting factor herein is that a differ-

ent dataset has been used, which might introduce a bias in comparing the results from both

studies. Although this has made a comparison harder, it is unlikely that the low similarity

scores in the work of Starke et al. [41] only boils down to the database (i.e., the Washington
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Post Corpus), which is a large and versatile database. Moreover, by comparing two different

news domains in this thesis (i.e., sports and recent events), we have also safeguarded against

the use of only news articles about politics, as has been done in Starke et al. [41].

The similarity judgment made with high confidence exhibited a stronger correlation with

similarity functions. However, the assumption that confidence is also a sign of a higher level

of news expertise has not been examined, even though this seems sensible. Future studies

would benefit from validating whether this assumption actually holds.

The dataset used in this study is smaller than those used in comparable previous studies.

In particular, there were only 173 article pair ratings for every condition due to the fact that

there were 12 different conditions. I had intended to also examine the correlation between

similarity functions and human judgments using only the condition with by far the greatest

average similarity rating (Date + Topic + Named Entity). However, with so few ratings, it

is very difficult to make reliable statistical inferences. Hence, instead, we have focused on

comparing similarity functions to human judgments across all data or larger subsets, while

predicting the impact of the news article matching (e.g., based on Date + Topic + Named

Entitiy) in different ways.

In future work, it may be worthwhile to examine the impact of additional factors. This can

include tone, style, or quality of journalism, which were also mentioned in the preliminary

research. Additionally, utilizing different and superior functions may also increase corre-

lation. As described in the background section, there are newer and improved versions of

TF-IDF [5, 14], which, given the correlation TF-IDF achieved in this thesis, seem like the nat-

ural functions to test next. Other functions it could be worth testing, would be some form

of a named entity-based function, for instance in the same vein as topic was utilized as a

function in conjunction with jaccard in this thesis.

Furthermore, the insights from this study should be validated further. In line with Trattner

and Jannach [44], the insights should be tested in a recommendation scenario. One of the

objectives should be to investigate whether news articles retrieved using similarity functions

that have been found to be most representative of human judgment, are also perceived are

satisfactory to the use and are actually similar, compared to other similarity functions. Ide-

ally, this would not only be in a mock-up scenario, but only on a news website with actual

users, in order to test retention effects. Since it is envisioned that similar-item retrieval will

continue to play an important role in personalized news recommendation, it should be done

in such a way that it resonates most with users.
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