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Abstract

In this thesis we study efficient solvers for Richards’ equation, a non-linear, degenerate, elliptic-
parabolic equation which models flow in saturated/unsaturated porous media. We examine
the numerical characteristics of several linearization methods, including the L-scheme, New-
ton’s method and the modified L-scheme. Also Anderson acceleration is used on both the
L-scheme and Newton’s method. An extension of the linear and global convergence proof of
the L-scheme including gravity is shown. In addition to this, the optimal stabilization param-
eter analysis is extended. For a variant of the Kirchhoff transformed Richards’ equation, we
show the quadratic convergence of Newton’s method. The main result of the thesis is a pro-
posed efficient and robust switching algorithm between the L-scheme and Newton’s method,
exploiting the unconditional convergence of the L-scheme and the quadratic convergence of
Newton’s method. We propose an algorithm which adaptively changes between the lineariza-
tion techniques, based on a posteriori estimators. The latter has not previously been done. The
performance of the algorithm is tested through realistic examples.
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Introduction

Richards’ equation is a special case of two-phase flow in porous media, describing the sub-
surface flow of water in both saturated and unsaturated soils which was first proposed by L.A.
Richards in 1931 [52]. It plays a significant role in solving relevant societal problems, e.g.,
soil erosion, irrigation, and environmental pollution.

This thesis will focus on efficient solvers for Richards’ equation, and we will use the pres-
sure head formulation of Richards’ equation

∂tθ(ψ)−∇ · (K(θ(ψ))∇(ψ + z)) = f , (0.1)

which will be introduced in Section 1.1.5.
Richards’ equation is a non-linear, degenerate, elliptic-parabolic equation. This causes

challenges when solving the equation numerically, see e.g. the review work of [24]. In gen-
eral, a solution to Richards’ equation lacks regularity [2]. Therefore, it is common to use the
backward Euler scheme for the temporal discretization to allow for larger time steps. Also, the
benefit of higher order schemes are lost due to the low regularity of solutions. For the spatial
discretization we will use Galerkin finite elements as done in [4, 5, 34]. But there are many
other alternatives including finite volume schemes [7, 22, 23], multipoint flux approximation
[30], or mixed and expanded mixed finite elements [6, 8, 9, 46, 50]. Regardless of the spatial
discretization employed, a non-linear finite dimensional problem has to be solved at each time
step. The focal point of this thesis will be how to efficiently solve these non-linear problems
using iterative linearization techniques.

There are many linearization techniques employed to solve the non-linear problems. Most
of the methods are linearly converging fixed-point schemes. One is the Picard method, how-
ever it does not perform well for Richards’ equation, see e.g. [22]. An alteration was proposed
in [16], known as the modified Picard method which performs better. In [45, 53], it was pro-
posed to use a global parameter to stabilize the modified Picard method. This scheme, known
as the L-scheme, is more robust and allows for larger time steps. Additionally, the computa-
tional time is lower, since no computation of derivatives is needed and the matrices are better
conditioned, indicated by numerical results in [34]. Nonetheless, these results also show that
the number of iterations needed for convergence is quite high. The convergence rate is also
heavily influenced by the global stabilization parameter, see Section 2.3.1. This sensitivity can
be decreased by applying Anderson acceleration [3] to the L-scheme. Another scheme is the
modified L-scheme [36], which shows similar stability properties as the L-scheme, but has a
faster convergence in terms of number of iterations for smaller time steps while still having a
linear convergence rate.

The most common technique for solving non-linear problems is Newton’s method [9, 46]
being quadratically convergent if the initial guess is sufficiently close. However, for degener-
ate problems, Newton’s method may fail to converge. Methods of improving the robustness
of Newton’s method exists, such as a parametrization switching approach [12]. A different
approach is to first compute a few fixed-point iterations, such as using the Picard method [33]

9
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or using the L-scheme [34]. But in these cases the switching has been done heuristically and
not by an a posteriori indicator.

In this thesis, we explore a hybrid linearization strategy, which adaptively switches between
the L-scheme and Newton’s method. In this way, one takes advantage of the robustness and
global convergence of the L-scheme and the quadratic convergence of Newton’s method. The
main difficulty of this strategy is deriving reliable estimates to determine the switch between
the schemes. A priori estimates, such as the one given in Theorem 2.3.3 involves unknowns,
including a regularization parameter as we assume a worst case scenario, therefore we seek
an a posteriori estimate instead. An efficient a posteriori estimator for the fully degenerate
Richards equation was derived in [37]. Also, in [38] a reliable estimator was derived using
a decomposition of the total error into a linearization and discretization component. We are
interested in predicting if the linearization component decreases to determine when to switch.
In Chapter 3, we derive a posteriori switching criteria, from which we propose an adaptive,
efficient and reliable switching algorithm for Richard’s equation.

Furthermore, we compare the proposed algorithm to the L-scheme, the modified L-scheme
and Newton’s method through realistic test cases. Also included is the combined L-scheme
and Anderson acceleration. Anderson acceleration has also been shown to increase the robust-
ness of iterative methods, consequently we consider a Newton-Anderson algorithm [43]. The
comparison considers the number of iterations and the computational time. In addition the
order of convergence is studied numerically by concepts in [15].

The main contribution of the thesis is the proposed hybrid linearization algorithm, and it
has been submitted for review [54]. The implementation of the algorithm can be found on
https://github.com/MrShuffle/RichardsEquation/releases/tag/v1.0.1.

Outline
Chapter 1 introduces essential background theory. First we give a short introduction of

flow in porous media, where Richards’ equation is derived. In Section 1.2 we discuss the finite
element method which we will use for the spatial discretization of Richards’ equation. Then
iterative schemes are introduced, with a particular focus on the order of convergence. Several
linearization techniques which is employed in the thesis are discussed in Section 1.4. Also, we
introduce Anderson acceleration.

In Chapter 2 we discretize Richards’ equation using the backward Euler method in time
and continuous Galerkin finite elements in space. We linearize the resulting non-linear prob-
lem in three different ways, using the L-scheme, modified L-scheme and Newton’s method.
Here we extend the previous convergence and optimality analysis of the L-scheme. We also
give an error estimate on the solution of the L-scheme. Additionally, by using the Kirchhoff
transformation on Richards’ equation and introducing a regularization parameter, we prove the
quadratic convergence of Newton’s method.

In Chapter 3 we derive a posteriori estimators to predict the linearization error of the next
iterate. Based on these estimators we propose the adaptive solution strategy for Richards’
equation.

In Chapter 4 the numerical performance of all schemes is compared in using three realistic
examples. They show the robustness and computational efficiency of the adaptive algorithm.
We also show the order of convergence for the linearization techniques.

https://github.com/MrShuffle/RichardsEquation/releases/tag/v1.0.1


Chapter 1

Essential theory

1.1 Flow in porous media
In the following section we give an overview of some of the fundamentals of flow in porous
media. The introduction will primarily focus on Richards’ equation and be based upon [48].
We refer to [41] for a more detailed overview of flow in porous media.

1.1.1 Porous medium
A porous medium is a material that has pores in it. In this thesis we are particularly interested
in media in which the pores are connected, allowing for fluid flow. When only one fluid flows
through the pores, we call it single-phase flow; when two fluids flow through the pores, we call
it two-phase flow, et cetera. Generally the structure of the porous medium is unknown, such as
which part is a pore or solid. Thus one wants to upscale the equations by viewing the medium
through a representative elementary volume (REV).

The REV is a volume we associate with each point in our domain. Therefore, each point
is both in the solid material and the pore space at the same time. Consequently, every prop-
erty of the porous medium is an average property of the REV. The size of the REV must be
large enough to allow for a meaningful average, while still allowing us to differentiate inho-
mogeneities in the medium. While the REV is small, the average value of for example porosity
will tend to oscillate and will dampen as the volume increases and where it flattens out is our
desired size of the REV, see Figure 1.1.

φ

volume

Desired size
of REV

Figure 1.1: Variation of porosity in relation to the size of REV.
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An important property of a porous medium is the porosity φ , which is the volume of the
pore space in the REV divided by the volume of the REV

φ =
vol(pores in REV)

vol(REV)
.

Another important property is the saturation Sα of a fluid phase α , which is the ratio between
the volume of a fluid phase α in the REV and the volume of pores in the REV

Sα =
vol(fluid phase α in REV)

vol(pores in REV)
.

From the above we get the definition of the volume of a fluid phase θα as the product of the
saturation and the porosity

θα = Sαφ .

If there are multiple fluids in the porous medium and we assume that the medium is fully
saturated, i.e., the pore space is filled with fluids, then

∑
α

Sα = 1, (1.1)

and as a consequence
∑
α

θα = φ .

1.1.2 Darcy’s law
Henri Darcy conducted an experiment in 1856 [19], where he measured the flow of water
through sand within a tube. He observed that the flow was proportional to the difference
in the hydraulic head h between two points and the cross-sectional area A and also inverse
proportional to the length of the tube l, i.e.

qs =−k
A(h2 −h1)

l
e,

where e is a unit vector describing the direction of the flow and the proportionality coefficient
k is called the hydraulic conductivity. The volumetric flow rate per area is

q =
qs

A
,

and by letting the length of the tube approach zero results in the differential form of Darcy’s
law

q =−k∇h. (1.2)

In d dimensions k will be a Rd×d tensor, which will be symmetric, since at any point in the
domain the material will have a direction with maximum hydraulic conductivity and one with
minimum. Through dimensional analysis one can derive the following relation

k =
κκκρg

µ
,

where κκκ ∈ Rd×d is a property of the porous medium called permeability, g is the gravity, µ is
the viscosity and ρ is density of the fluid. Assuming the fluid is incompressible, the hydraulic
head in (1.2) can be substituted by the pressure head ψ to obtain the pressure head formulation
of Darcy’s law

q =−κκκρg
µ

∇(ψ + z) . (1.3)
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1.1.3 Mass conservation
A priori the pressure is not known, therefore we do not have enough to describe flow through
a porous medium. We can close the system by an important physical principle, namely the
conservation of mass. Consider an arbitrary volume Ω and ννν the outward pointing normal
vector for a fluid phase. If mass is conserved within Ω, the change of mass flowing through Ω

has to be balanced by in- and outflow Q at the boundary ∂Ω and mass sources f within Ω,∫
Ω

∂tmdV =−
∫

∂Ω

Q ·νννdA+
∫

Ω

f dV, ∀Ω.

By using the Gauss’ theorem in the boundary flux, we obtain∫
Ω

∂tmdV +
∫

Ω

∇ ·QdV =
∫

Ω

f dV, ∀Ω.

Since Ω was arbitrary, we get the local mass balance equation for flow in porous media where
m = ρθ and the flux as the flow Q = ρq,

∂t (ρθ)+∇ · (ρq) = f . (1.4)

Combining the mass balance equation and Darcy’s law (1.3) with suitable boundary and initial
conditions gives a closed model of single phase flow,∂t (ρθ)+∇ · (ρq) = f (x, t), x ∈ Ω, t > 0,

q =−κκκρg
µ

∇(ψ(x, t)+ z) , x ∈ Ω, t > 0.
(1.5)

This problem is a linear parabolic equation, however for an incompressible fluid and non-
deformable porous medium it becomes an elliptic equation.

1.1.4 Two-phase flow model
We can extend the single-phase flow model by assuming that we have multiple fluids. Since
Richards’ equation is an example of two phase-flow, we restrict ourselves to two fluids, one
wetting fluid w and one non-wetting fluid n.

The saturation of the fluids are governed by the relation (1.1) and we assume that both
fluids follow the mass balance principle with no mass transfer between the fluids and Darcy’s
law. However, in two phase-flow the fluids share the pore space which makes the flow of each
fluid more complex and one would expect the hydraulic conductivity to be lower. Therefore
one extends Darcy’s law by introducing the relative permeability, κr,α , which is assumed to be
a scalar determined by the saturation, i.e κr,α = κr,α(Sα), where α = {n,w}. Darcy’s law for
multiple phases then reads

qα =−
κr,α(Sα)κκκαραg

µ
∇(ψα + z) .

Generally the wetting fluid moves easier through narrow pores due to interface forces be-
tween the solid and the fluids. This phenomenon can be described by the capillary pressure,
pc, namely the difference between the pressures in the fluids,

pc = pn − pw.



14 CHAPTER 1. ESSENTIAL THEORY

It has also been observed that the capillary pressure increases when the volume of the wetting
fluid decreases, as it will move towards more narrow pores. If the volume of the wetting fluid
increases, it will remain in bigger pores causing the capillary pressure to decrease. Therefore,
we assume that the capillary pressure is a function of the saturation to the wetting fluid, i.e.
pc = pc(Sw).

This leads to a consistent two phase-flow model for immiscible fluids



∂t (ραθα)+∇ · (ραqα) = f (x, t), x ∈ Ω, t > 0,

qα =−
κr,α(Sα)κκκαραg

µα

∇(ψα(x, t)+ z) , x ∈ Ω, t > 0,

Sw +Sn = 1,
pc(Sw) = pn − pw,

(1.6)

with appropriate boundary and initial conditions, where the relative permeability and capillary
pressure are given functions.

1.1.5 Richards’ equation

A special case of two-phase flow is Richards’ equation where the fluids are air and water. We
assume that air always has a constant pressure, pn = 0, and the density of the water is assumed
to be constant, which allows us to simplify the capillary pressure,

pc(Sw) =−pw =−ψwρg.

In fact the capillary pressure have been shown experimentally to be a decreasing monotone
function of saturation, meaning we can invert it

Sw = p−1
c (ψwρg)⇒ φ p−1

c (ψwρg) = θw(ψw).

There are different parametrizations of the hydraulic conductivity as a function of the water
content based on experiments, e.g. the van Genuchten-Mualem model [25, 39] or the Brooks-
Corey model [14]. So the hydraulic conductivity is written as K(θ) =

κr,w(θw)κκκwρwg
µw

.
Then combing mass balance and Darcy’s law from the two phase-flow model (1.6), we

obtain the pressure head based Richards’ equation

∂tθ(ψ)−∇ · (K(θ(ψ))∇(ψ + z))) = f . (1.7)

This is a degenerate elliptic-parabolic equation, as it will degenerate into an elliptic equation
if ∂tθ(ψ) = 0. The degeneracy is depicted in Figure 1.2. The two non-linear terms K and θ

will make solving the equation numerically and the analysis quite challenging, as we will see
later.
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𝝍 = 0,Water table

𝝍 < 0, Unsaturated zone

𝝍 > 0, Saturated zone

Elliptic  nonlinear equation
−𝛁 ⋅ 𝐾 𝜃 𝝍 𝛁 𝝍 + 𝑧 = 𝑓

Parabolic nonlinear equation
𝜕𝑡𝜃 𝝍 − 𝛁 ⋅ 𝐾 𝜃 𝝍 𝛁 𝝍 + 𝑧 = 𝑓

Figure 1.2: Degeneracy of Richards’ equation

1.2 The finite element method

Many physical phenomena can be described by partial differential equations (PDEs) which
we need to solve. Solving these analytically might be difficult and for non-trivial cases it is
impossible to find an exact solution, instead one uses numerical approximation techniques to
find an approximate solution. This is done by a finite dimensional discretization in time and
space. In time we will employ an implicit discretization, namely the backward Euler method.
In space we can consider several different approximation methods e.g., finite volumes, finite
differences and finite elements. In this section we will look at the finite element method (FEM),
which has a strong mathematical foundation including convergence and stability analysis.

1.2.1 Function spaces

An essential aspect when discussing PDEs and the finite element method is what kind of func-
tions we have and what their properties are. Therefore we give an introduction into Lebesgue
and Sobolev spaces, but for a more comprehensive overview see [1].

Definition 1.2.1. For p ∈ [1,∞) the Lp-spaces, or Lebesgue spaces are

Lp(Ω) =

{
f : ∥ f∥Lp(Ω) =

(∫
Ω

| f |pdx
) 1

p

< ∞

}
,

and if p = ∞

L∞(Ω) =

{
f : ∥ f∥L∞ = ess sup

x∈Ω

| f |
}
.
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Consider functions fi ∈ Lp(Ω) where i ∈N, and fi(1) = i. Then ∥ fi∥Lp(Ω) = 0 for all i. All
these functions can be considered equivalent as the difference in the Lp-norm is zero. Therefore
it is common to think of the elements in Lp-spaces as equivalence classes of functions, since
the Lp-norm is not "strong" enough to measure point values.

Definition 1.2.2. Let {xk} be a sequence in a normed linear space, (U,∥ · ∥). The sequence
{xk} is called a Cauchy sequence if for all ε > 0 there exists an N ∈ N such that
supi, j≥N ∥x j −xi∥ ≤ ε, ∀ i, j ≥ N.

Definition 1.2.3. If every Cauchy sequence in the space U converges to an element in U , the
space is said to be complete. A complete, normed vector space is called a Banach space. A
Banach space with an inner product ⟨·, ·⟩ which induces a norm, ∥ · ∥ =

√
⟨·, ·⟩ is called a

Hilbert space.

Theorem 1.2.1 (Riesz-Fischer theorem, [18] Chapter 8). The Lp-spaces are Banach spaces.

Definition 1.2.4. Let ααα be a d-tuple, i.e ααα = (α1,α2, ...,αd) and the length |ααα| = ∑
d
i=1 αi.

Then

Dαααv :=
∂ α1

∂xα1
1

· · · ∂ αd

∂xαd
d

v.

In the finite element method the variational formulation is defined globally with integrals
on Ω, however the derivatives in calculus is defined pointwise. These pointwise values are not
needed, but instead derivatives which can be thought of as functions in Lp-spaces are used.
Therefore one would prefer a definiton of the derivative in a more general setting suitable to
the Lp-spaces. First one needs the set of all locally integrable functions in Ω,

L1
loc(Ω) :=

{
f : f ∈ L1(K), for any compact K ⊂ Ω

}
.

Note that all continuous functions of Ω is contained in L1
loc(Ω).

Definition 1.2.5. Let f ∈ L1
loc(Ω), then Dααα f is the weak derivative of f , if there exists a

g ∈ L1
loc(Ω) such that ∫

Ω

gvdx = (−1)|||ααα|||
∫

Ω

f Dαααvdx, ∀v ∈C∞
0 (Ω),

where g = Dααα f .

Note that if the classical derivative exists, then the weak derivative exists aswell.

Definition 1.2.6. Let r be a non-negative integer and p ∈ [1,∞), the Sobolev norm is

∥ f∥W r,p(Ω) :=

(
∑

|ααα|≤r
∥Dααα f∥p

Lp(Ω)

) 1
p

,

and in the case p = ∞

∥ f∥W r,∞(Ω) := max
ααα≤r

∥Dααα f∥L∞(Ω).

Then the Sobolev spaces are

W r,p(Ω) =
{

f ∈ L1
loc(Ω) : ∥ f∥W r,p(Ω) < ∞

}
.
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Theorem 1.2.2 ([1], chapter 3). The Sobolev space W r,p is a Banach space.

A subset of the Sobolev spaces of particular importance is W r,2, which will be denoted Hr.
In fact, the spaces Hr is associated with an inner product,

⟨u,v⟩r = ∑
|ααα|≤r

∫
Ω

DαααuDαααvdx,

which induces a norm on Hr,

∥u∥Hr(Ω) =
√
⟨u,u⟩r =

√
∑

|ααα|≤r
∥Dαααu∥L2(Ω).

It follows from theorem 1.2.2 that every Sobolev space Hr is a Hilbert space.

Definition 1.2.7. Let Ω ⊂ Rn be bounded and open, then we denote the closure of all indefi-
nitely differentiable functions with compact support in Ω by Hr

0(Ω).

Often we deal with boundary value problems, as such we must give meaning to how an
element of Hr(Ω) is defined on the boundary of Ω. The issue being that an element in Hr(Ω)
is defined up to a set of points of measure zero, but the boundary is a set of measure zero. As
such, the notion of a trace operator T gives meaning to the restriction of an element in Hr(Ω)
to the boundary. We restrict ourselves to only consider H1(Ω).

Theorem 1.2.3 ([21], Chapter 5). Let Ω be a bounded Lipschitz domain. Then there exists a
bounded linear operator

T : H1(Ω)→ L2(∂Ω)

such that

Tu = u|∂Ω if u ∈ H1(Ω)∩C(Ω̄), (1.8a)

∥Tu∥Lp(∂Ω) ≤C∥u∥H1(Ω) for u ∈ H1(Ω). (1.8b)

Theorem 1.2.4 ([21], Chapter 5). Let Ω be a bounded Lipschitz domain and u ∈ H1
0 (Ω) then

u ∈ H1
0 (Ω)⇔ Tu = 0 on ∂Ω.

Another Hilbert space of importance is H(∇·,Ω), where f ∈ H(∇·,Ω) implies f ,∇ · f ∈
L2(Ω). An important inequality which is used later is the Poincaré inequality.

Theorem 1.2.5 (Poincaré’s inequality). Let Ω be a bounded open set and u ∈ H1
0 (Ω), then

there exists a constant CΩ such that

∥u∥L2(Ω) ≤CΩ∥∇u∥L2(Ω). (1.9)

By equipping H1
0 (Ω) with the inner product of H1(Ω), it will be a Hilbert space.

Definition 1.2.8. For any space V , we denote the dual space, i.e. the space of all linear bounded
functionals by V ′ with the dual norm on V ′ by

∥u∥V ′ = sup{⟨u,v⟩ : v ∈V,∥u∥V ≤ 1} .

For H1
0 (Ω), its dual space will be denoted by H−1(Ω).
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1.2.2 Variational formulation
Consider the Poisson equation,{

∇ · (−∇u(x)) = f , x ∈ Ω,

u(x) =0, x ∈ ∂Ω,
(1.10)

where f : Ω → R, Ω is a bounded and connected domain in Rd and ∂Ω is the boundary of Ω.
The first step of the finite element method is to rewrite the PDE in question into its vari-

ational formulation. By integrating over the domain Ω and multiplying with a sufficiently
regular test function v in a test function space V , in our case V = H1

0 (Ω), we obtain∫
Ω

∇ · (−∇u)vdx =
∫

Ω

f vdx, ∀v ∈ H1
0 (Ω).

Using integration by parts one gets,∫
Ω

∇u ·∇vdx−
∫

∂Ω

∂u
∂n

v =
∫

Ω

f vdx, ∀v ∈ H1
0 (Ω),

where n is the outward pointing normal vector of Ω. Since v ∈ H1
0 (Ω), the boundary integral

will vanish. Also, note that the boundary integral has a meaning due to the trace operator
allowing us to define u,v ∈ L2(Ω). The variational formulation of (1.10) then reads; Find u
such that ∫

Ω

∇u ·∇vdx =
∫

Ω

f vdx, ∀v ∈ H1
0 (Ω). (1.11a)

In order for the variational formulation to make sense, the product f v must be integrable
and the same goes for ∇u · ∇v, also the boundary conditions must be satisfied. They are
automatically satisfied by our choice of test space H1

0 (Ω) and the variational formulation will
be well defined if also f ∈ L2(Ω). The solution space may be different from the test space, but
if they are the same it is called a conformal finite element method, which is what we will use
in this thesis. Clearly if u solves (1.10), it is also a solution to (1.11a). However, a solution
of (1.11a) needs less smoothness than a solution of (1.10), meaning that it is not necessarily a
solution of the original problem.

Another way of writing (1.11a) is as an abstract variational formulation; Find u ∈ H1
0 (Ω)

such that

a(u,v) = b(v), ∀v ∈ H1
0 (Ω), (1.11b)

where a(·, ·) is a bilinear form and b(·) is a linear functional. As the integrals define an inner
product in H1

0 , this means that in the case for the Poisson equation a(u,v) = ⟨∇u,∇v⟩ and
b(v) = ⟨ f ,v⟩.

For non-homogenous Dirichlet boundary conditions, i.e. u = g, on ∂Ω, for (1.10), the
variational formulation would need the following function space,

H1
g (Ω) =

{
u ∈ H1(Ω) : u = g, on ∂Ω

}
.

The problem with the above space is that when g ̸= 0 it is not linear. If w ∈ H1
g (Ω), then on the

boundary w+w = 2g, therefore w+w /∈ H1
g (Ω). To resolve the problem consider a function
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ĝ ∈ C∞ (or H1(Ω)) such that ĝ|∂Ω = g, then by defining û = u− ĝ ∈ H1
0 (Ω), one can express

the original problem with homogenous boundary conditions.
Neumann boundary conditions are often seen in boundary value problems, as they typically

have a strong physical motivation, like free flow across the boundary. The Poisson equation
with a Neumann condition can be written as

∇ · (−∇u(x)) = f , x ∈ Ω,

−∇u(x) ·ννν =h, x ∈ ΓN

u(x) =0, x ∈ ∂Ω\{ΓN},
(1.12)

where ννν is the outward pointing normal vector. The corresponding variational formulation is;
Find u ∈ H1

0 (Ω) such that∫
Ω

∇u ·∇vdx =
∫

Ω

f vdx+
∫

ΓN

hvds, ∀v ∈ H1
0 (Ω). (1.13)

In this thesis, we will use an equilibrated flux for the a posteriori estimates in the proposed
switching algorithm. The flux, σσσ ∈ H(∇·,Ω), can be found by solving a mixed variational
problem stemming from a system of equations. For example, the Poisson equation (1.10), can
be written as a system of equations leading to the mixed variational problem; Find (σσσ ,u) ∈
H(∇·,Ω)×L2(Ω) such that

⟨σσσ ,qqq⟩+ ⟨u,∇ ·qqq⟩= 0, ∀qqq ∈ H(∇·,Ω), (1.14a)

⟨∇ ·σσσ ,v⟩= ⟨ f ,v⟩, ∀v ∈ L2(Ω). (1.14b)

1.2.3 Existence and uniqueness
Determining whether a solution of a variational problem exists and if it is unique is crucial
before attempting to solve the problem. There are many famous existence and uniqueness
results, in the following one such result will be presented.

Definition 1.2.9. Let a(·, ·) be a bilinear form on a normed vector space V , then

• a(·, ·) is continuous if there exists a constant M > 0 such that a(u,v)≤M∥u∥V∥v∥V ,∀u,v∈
V ,

• a(·, ·) is coercive if there exists a constant α > 0 such that a(u,u)≥ α∥u∥2
V ,∀u ∈V .

Theorem 1.2.6 (Riesz Representation theorem, [18] Chapter 2). Let V be a Hilbert space and
φ a continuous linear functional defined in V . Then any φ(u) = ⟨u,v⟩ is uniquely determined
by a v ∈V .

Proof. Let φ be a continuous linear functional in the Hilbert space V . Let ker(φ) the kernel of
φ , i.e. ker(φ) := {u ∈V : φ(u) = 0}. If V = ker(φ) then φ(u) = 0 for all u ∈ V and φ(u) =
⟨u,0⟩. If V ̸= ker(φ) we observe that ker(φ)⊂V is closed since φ is continuous. Therefore, by
theorem 4 Chapter 2 [18], V can be decomposed into ker(φ) and its orthogonal complement
ker(φ)⊥ = {u ∈V : ⟨u,v⟩= 0, ∀v ∈ ker(φ)}. Thus we can choose a non-zero element w ∈
ker(φ)⊥ such that φ(w) = 1. Note that for all u ∈ V , u = u− φ(u)w+ φ(u)w, where u−
φ(u)w ∈ ker(φ) and φ(u)w ∈ ker(φ)⊥. The unique element in V is then w

∥w∥2 ∈ ker(φ)⊥ since〈
u,

w
∥w∥2

〉
=

〈
u−φ(u)w,

w
∥w∥2

〉
︸ ︷︷ ︸

=0

+

〈
φ(u)w,

w
∥w∥2

〉
= φ(u)

⟨w,w⟩
∥w∥2 = φ(u).
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Theorem 1.2.7 (Lax-Milgram, [32] Chapter 3). Let V be a Hilbert space, a(·, ·) : V ×V → R
be a bilinear, continuous and coercive form and b(·) : V →R be a linear and continuous form.
Then the variational formulation has a unique solution u ∈V , such that

a(u,v) = b(v), ∀v ∈V. (1.15)

Proof. Let the bilinear form be bounded by M > 0. For every u ∈ V we define a linear map
v 7→ a(u,v) for v ∈V which is continuous and therefore by the Riesz Representation theorem
there exists a unique element Au ∈V ′ such that Au(v) = a(u,v),∀v ∈V .

Recall Definition 1.2.8, the linear mapping A : V →V ′ is continuous since

∥Au∥V ′ = sup
v∈V

|Au(v)|
∥v∥V

= sup
v∈V

|a(u,v)|
∥v∥V

≤ M∥u∥V .

By the Riesz Representation theorem we can define a continuous linear function h : V ′ → V
such that b(v) = ⟨hb,v⟩,∀b ∈ V ′ and ∀v ∈ V . Now solving (1.15) is equivalent to solving
hAu = hb. Consider the map Tλ v := v−λ (hAv−hb) for a chosen parameter λ > 0.

∥Tλ u−Tλ v∥2
V = ∥Tλ w∥2

V = ∥w−λ (hAw)∥2
V

= ∥w∥2
V −2λ ⟨hAw,w⟩+λ

2∥hAw∥2
V

Due to A being bounded by M and the coercivity of a(·, ·), we obtain the following inequalities

∥hAw∥V = ∥Aw∥V ′ ≤ ∥A∥V∥w∥V ≤ M∥w∥V ,

⟨hAw,w⟩= Aw(w) = a(w,w)≥ α∥w∥2
V .

(1.16)

Then
∥Tλ u−Tλ v∥2

V ≤ (1−2λα +λ
2M2)∥u− v∥2

V , (1.17)

meaning that if λ ∈
(

0, 2α

M2

)
, Tλ is a contraction and by Banach’s fixed-point theorem Tλ has

a unique fixed-point u∗ which solves hAu = hb.

Remark 1.2.1 (Symmetric bilinear form). In the case of a symmetric bilinear form a(·, ·)
which is coercive and continuous, the bilinear form itself becomes a scalar product on the
Hilbert space whose induced norm, ∥ ·∥a is given by ∥u∥a =

√
a(u,u), often called the energy

norm. Then by the coerciveness and continuity of a(·, ·), it holds that

α∥u∥2 ≤ a(u,u) = ∥u∥2
a ≤ M∥u∥2, ∀u ∈V,

meaning that the norm induced by the Hilbert space and the norm induced by the bilinear
form is equivalent. As an immediate consequence, given b ∈ V ′ with respect to either norm,
the Riesz Representation theorem can be used directly to prove existence and uniqueness of a
solution to the variational problem.

By Lax-Milgram one needs to show that a bilinear and linear form is continuous and that
the bilinear form is coercive, in order to prove existence and uniqueness for a variational
problem. An example is the variational formulation of the Poisson equation (1.11a) where
a(u,v) = ⟨∇u,∇v⟩ and b(v) = ⟨ f ,v⟩. Continuity of b(v) and a(u,v) follows from the Cauchy-
Schwarz inequality, what remains is showing that a(·, ·) is coercive with respect to ∥ · ∥H1 . By
the Poincaré inequality one obtains,

a(u,u) =
∫

Ω

∇u ·∇dx =
1
2
∥∇u∥2

L2(Ω)+
1
2
∥∇u∥2

L2(Ω)

≥ 1
2CΩ

∥u∥2
L2(Ω)+

1
2
∥∇u∥2

L2(Ω) ≥ min
{

1
2
,

1
2CΩ

}
∥u∥2

H1(Ω).
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Therefore the bilinear form is coercive and the variational formulation of Poisson’s equation
has a unique solution.

In the case of Neumann boundary conditions (1.12) the boundary integral can be bounded
through trace inequalities [32].

1.2.4 Galerkin finite element method

One of the methods for finding an approximate solution of a variational problem like (1.11b)
is the Galerkin method, which defines a similar discrete problem over a finite-dimensional
subspace, Vh ⊂V , i.e. find uh ∈Vh such that

a(uh,vh) = b(vh), ∀vh ∈Vh. (1.18)

Remark 1.2.2 (Well-posedness). The existence and uniqueness of a solution to the Galerkin
formulation also follows from Lax-Milgram. This is due to that every finite dimensional sub-
space of a Hilbert space is closed and by only defining the inner product to functions in the
subspace, it will be a Hilbert space.

The conformal finite element method is one such Galerkin method which is defined by
how the finite-dimensional space, Vh, is constructed. In essence the construction is based upon
three features. The first is a subdivision of the domain, Ω, into a finite number of polyhedra,
T , which is called a triangulation, Th, of Ω. The triangulation must happen such that the
following properties are satisfied;

(Th1) Each T ∈ Th is closed and the interior, T̊ ̸= /0 and connected.

(Th2) The boundary of each T ∈ Th, ∂T is Lipschitz continuous.

(Th3) Ω̄ = ∪T∈ThT .

(Th4) If T1,T2 ∈ Th and T1 ̸= T2, then T̊1 ∩ T̊2 = /0.

(Th5) If T1,T2 ∈ Th, and as will be the case in this thesis are two dimensional triangles and
T1 ∩T2 ̸= /0, then the union is either a edge or point of both T1 and T2.

Due to (Th3) we will restrict ourselves to cases where Ω̄ is a polygon, in order to avoid curved
finite elements. We will use continuous Lagrange finite elements, depicted in Figure 1.3 (a).

After obtaining a triangulation, one defines the finite-dimensional spaces being spanned
by vh ∈ Vh restricted to a polyhedra T , vh|T , by PT = {vh|T : vh ∈ Vh}. The second feature
is then that PT ,T ∈ Th contain polynomials, or functions close enough to polynomials. We
will only consider the polynomial space with order 1 polynomials, denoted P1, because the
low regularity of Richards’ equation means that one does not necessarily gain a more accurate
solution with a higher order polynomial space. Thus, our finite dimensional space will be

Vh = {vh ∈ H1
0 (Ω)|vh|T ∈ P1,T ∈ Th}.

Lastly, is the existence of a canonical basis of Vh, where the support of the basis functions
is as small as possible. An example of a basis function which corresponds to each node is
ϕi(x j) = δi j, where δi j is the Kronecker delta.
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Now, considering (1.18) let {ϕi}N
i=1 be a basis for Vh, then the solution uh can be written as

a linear combination of the basis functions. Thus we obtain the following problem
N

∑
i=1

a(ϕi,ϕ j)αi = b(ϕ j), 1 ≤ j ≤ N. (1.19a)

The problem is now reduced to calculating a(ϕi,ϕ j) and b(ϕ j) resulting in a linear system of
N equations where αi is the unknown. Let Ai, j = a(ϕ j,ϕi), b = b(ϕ j) and ααα i = αi then (1.19a)
is equivalent to

Aααα = b. (1.19b)

1.2.5 Mixed finite element method
In order to solve the mixed variational problem (1.14) the finite element spaces should be
subspaces of the continuous spaces, i.e. Vh ⊂ L2(Ω) and QQQhhh ⊂ H(∇·,Ω). A common paring
is the continuous Lagrange elements with first order Raviart-Thomas elements, RRRTTT 1. RRRTTT 1 is
illustrated in Figure 1.3 (b).

Definition 1.2.10 (First order Raviart-Thomas element). The Raviart-Thomas element of order
1 on S are defined as

RRRTTT 1(S) = P1(S;Rd)+ xxxP1(S).

(a) (b)

Figure 1.3: Illustration of elements: Continuous Lagrange (a) and Raviart-Thomas (b).

Consider the mixed variational formulation of the Poisson equation (1.14), then by defining
QQQh := RT1(Th) ∩ H(∇·,Ω) and Vh := {vh ∈ H1

0 (Ω)|vh|T ∈ P1,T ∈ Th}, the discrete mixed
formulation of the Poisson equation is: Find (σσσh,uh) ∈ QQQh ×Vh such that

⟨σσσh,qqqh⟩+ ⟨uh,∇ ·qqqh⟩= 0, ∀qqqh ∈ H(∇·,Ω), (1.20a)

⟨∇ ·σσσh,vh⟩= ⟨ f ,vh⟩, ∀vh ∈ L2(Ω). (1.20b)

1.2.6 Convergence of FEM
An essential question is whether the finite element solution uh is a good approximation of the
solution u to the variational formulation.

Lemma 1.2.1 (Céa’s lemma, [32] Chapter 2). Let a bilinear a(·, ·) be continuous and coercive,
u the solution of Equation (1.11b) and uh be the Galerkin solution of Equation (1.18), then the
following error estimate holds

∥u−uh∥ ≤
M
α

min
vh∈Vh

{∥u− vh∥} . (1.21)
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Proof. We first note that since both u and uh solve the variational problem in Vh and uh −
vh ∈ Vh, we have a(u−uh,v) = a(u,v)−a(uh,v) = b(v)−b(v) = 0, meaning that the error is
orthogonal with respect to the inner product induced by the bilinear form to Vh, referred to as
Galerkin orthogonality. Since a(·, ·) is coercive and continuous and exploiting the Galerkin
orthogonality, it follows that

α∥u−uh∥2 ≤a(u−uh,u−uh) = a(u−uh,vh −uh)+a(u−uh,u− vh)

≤a(u−uh,u− vh)≤ M∥u−uh∥∥u− vh∥.

Thus by dividing by ∥u−uh∥ on both sides we obtain

∥u−uh∥ ≤
M
α
∥u− vh∥,

from which (1.21) follows by taking the infimum over vh ∈Vh.

Remark 1.2.3. Céa’s lemma implies that the finite element solution is a quasi-optimal ap-
proximation of u in Vh, due to the dependence on ratio of the continuity/coercivity constant.
However, it is still the best possible solution in Vh.

Normally we do not know the solution u which motivates derivation of a posteriori esti-
mates. In fact, by using similar ideas as in the proof of the a priori estimate in Céa’s lemma,
the coerciveness of a(·, ·) and assuming u−uh ∈V\{0} gives

∥u−uh∥a ≤
a(u−uh,u−uh)

∥u−uh∥a
≤ sup

v∈V

a(u−uh,v)
∥v∥a

. (1.22)

Note that the last term is the residual of the variational equation, i.e.

a(u−uh,v) = a(u,v)−a(uh,v) = ⟨ f ,v⟩−a(uh,v).

Therefore the right hand side of (1.22) can be viewed as a norm of the variational residual. For
specific equations one can derive fully computable a posteriori upper bounds on ∥u− uh∥a,
see e.g. [32] Chapter 4. For Richards’ equation the energy norm is non-linear, which means it
cannot be directly computed. Therefore we consider an iteration-dependent energy norm (see
Section 2.3), which was introduced in [38].

1.3 Iterative methods
In this section an introduction to the theory of iterative schemes for non-linear problems is
presented. Different ways of measuring the order of convergence is also introduced.

A non-linear problem can be written in three different ways, let U ⊂ Rd , F : U → Rd a
non-linear function and b ∈ Rd ,

find x ∈U such that F(x) = b, (1.23a)

find x ∈U such that F(x) = 0, (1.23b)

then x is called a root of (1.23b), or

find x ∈U such that F(x) = x, (1.23c)
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which is also known as the fixed-point problem.
In order to solve the non-linear problem one uses an iterative scheme, where one uses

a previous approximation to get a better approximation of the solution. For the fixed-point
problem (1.23c), one defines the iterative scheme as a sequence

F(xk−1) = xk. (1.24)

Typically, the solution is not known a priori, naturally one must ask how to determine whether
an approximation is close enough to an unknown solution. In order to decide if the scheme
converges to a solution of the non-linear equation different fixed-point theorems are typically
used. One of the most famous, is the Banach fixed-point theorem. It shows that a solution to
the problem exists, and also states that it will be unique.

Definition 1.3.1. Let U and V be two normed spaces and a mapping F : U →V . If F satisfies
∥F(x)−F(y))∥ ≤ L∥x−y∥,∀x,y ∈U,L ∈ [0,1), then F is called a contraction.

Theorem 1.3.1. (Banach fixed-point theorem) Let U be a Banach space and let F : U →U be
a contraction on U with contraction constant L. Then there exists only one fixed point x ∈ U
of F. Also the fixed-point iteration converges to x for an arbitrary initial value x0 ∈ U. The
following error estimates hold true:

a) An a posteriori estimate∥x−xk∥ ≤
L

1−L
∥xk −xk−1∥ .

b) An a priori estimate∥x−xk∥ ≤
Lk

1−L
∥x1 −x0∥ .

Proof. Let {xk} be a sequence in a Banach space U and F : U →U a contraction on U , then

∥xk+1 −xk∥= ∥F(xk)−F(xk−1)∥ ≤ L∥xk −xk−1∥ ≤ ·· ·Lk ≤ ∥xk −x0∥.
By applying the triangle inequality we get that for any k, l ∈ N

∥xk+l −xk∥ ≤ ∥xk+l −xk+l−1∥+∥xk+l−1 −xk+l−2∥+ · · ·+∥xk+1 −xl∥
≤ (Lk+l−1 +Lk+l−2 + · · ·Lk)∥x1 −x0∥

≤ Lk
∞

∑
l=0

Ll ∥x1 −x0∥

=
Lk

1−L
∥x1 −x0∥ ,

which since L < 1 means that {xk} is a Cauchy sequence and therefore it converges. Assuming
that F has two fixed-points, x and y, we obtain

∥x−y∥= ∥F(x−y)∥ ≤ L∥x−y∥,
but since L < 1 we must have x = y and therefore x is unique. We also have the inequality

∥x−xk∥ ≤ L∥x−xk−1∥ ≤ L(∥x−xk∥+∥xk −xk−1∥) ,
from which one can derive the error estimates.

The Banach fixed-point theorem is a useful tool to simplify checking whether an iterative
scheme converges as one only needs to show that it is a contraction. It also gives a way of
determining when we are close enough to a solution x from the a posteriori estimate. Since
if ∥xk − xk−1∥ is small, then ∥x− xk∥ is also small. Therefore one can impose a stopping
criterion, ∥xk−xk−1∥≤ ε where ε is a user defined tolerance to decide when the approximation
is good enough. We will use a similar stopping criterion (4.1) in a specific norm introduced in
Section 2.3.
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1.3.1 Order of convergence
A central subject in the theory of iterative schemes is how fast the scheme converges. The
theory presented is based upon [15]. The notions we introduce hold for multidimensional
problems, for simplicity we only consider scalar problems here.

The speed of a converging sequence is normally measured using C-, Q- and R-orders. The
C- and Q-orders can be obtained by considering quotient factors

Qp(k) :=
|x− xk+1|
|x− xk|p

=
ek+1

(ek)p , k ≥ 0, p ≥ 1, (1.25)

where one assumes that x ̸= xk.
When p = 1 we have a few special cases of C-order,

• no C-order, when there does not exist a limit of limk→∞ Q1(k),

• C-sublinear, if limk→∞ Q1(k) = 1,

• C-linear, if 0 < limk→∞ Q1(k)< 1.

All the above cases are the slowest kinds of C-order.

Remark 1.3.1. If the sequence has an order which is C-linear, then ek+1 < ek. Meaning that
the errors are strictly monotone. Also, consider the sequence xk =

1√
k
,k odd, xk =

1√
k−1

,k even
for k ≥ 1. It is clear that limk→∞ Q1(k) = 1, therefore the sequence is C-sublinear. But note
that the errors are not monotone, meaning that C-sublinear does not imply monotone errors.

Definition 1.3.2. A sequence has C-order p0 > 1 if

Qp0 := lim
k→∞

Qp0(k) ∈ (0,∞). (1.26)

A problem with the C-orders is that there is no explicit expression for p0 and therefore
finding p0 may be difficult. The Q-orders allow for an easy computation of p0, some special
cases are

• no Q-order, when limsupk→∞ Q1(k) = ∞,

• Q-sublinear, if 1 ≤ limsupk→∞ Q1(k)< ∞,

• at least Q-linear if limsupk→∞ Q1(k)< 1,

• Q-linear, if 0 < limsupk→∞ Q1(k)< 1.

Definition 1.3.3. A sequence has Q-order p0 > 1 if

lim
k→∞

Qp(k) =

{
0, p ∈ [1, p0),

∞, p ∈ (p0,∞),
(1.27a)

or one of the equivalent conditions,

lim
k→∞

QL(k) = lim
k→∞

ln(ek+1)

ln(ek)
= p0, (1.27b)

lim
k→∞

QΛ(k) = lim
k→∞

ln
(

ek+2
ek+1

)
ln
(

ek+1
ek

) = p0. (1.27c)
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Remark 1.3.2. Note that the definition of Q-order (1.27a), implies a jump in the convergence
profile at p0 > 1. Therefore, in contrast to the definition of C-order, the limit is not required to
exist. In fact, a situation might occur when liminfk→∞ Qp0(k) = 0 and limsupk→∞ Qp0(k) = ∞

simultaneously.

A key issue with the Q-orders occurs when a sequence converges, but the rate varies. For
example consider the sequence

{xk}=
{

1

4⌈
k
2⌉

}
,

where ⌈·⌉ is the ceiling function. Clearly the sequence converges to 0, but it has no Q-order.
Determining the order of convergence for such a sequence requires considering an averaged
quantity and avoiding relating consecutive terms to each other, which is done using the root
factors

R1(k) :=|x− xk|
1
k = e

1
k
k , k ≥ 1,

Rp(k) :=|x− xk|
1
pk = e

1
pk

k , k ≥ 0, p > 1.
(1.28)

For p = 1 we have the following special cases of R-order,

• R-sublinear/no R-order, when limsupk→∞ R1(k) = 1,

• at least R-linear if limsupk→∞ R1(k)< 1,

• R-linear, if 0 < limsupk→∞ R1(k)< 1,

• at least R-superlinear if limsupk→∞ R1(k) = 0.

Returning to our example above, we see that

lim
k→∞

∣∣∣∣ 1

4⌈
k
2⌉

∣∣∣∣ 1
k

=
1
2
,

therefore the sequence has a R-linear order.

Definition 1.3.4. A sequence has R-order p0 > 1 if

lim
k→∞

Rp(k) =

{
0, p ∈ [1, p0),

1, p ∈ (p0,∞),
(1.29a)

or if following equivalent condition hold

lim
k→∞

RL(k) = lim
k→∞

|ln(ek)|
1
k = p0. (1.29b)

Remark 1.3.3 (Uniqueness of convergence order). The quotient factors Qp0 goes towards
infinity if the denominator is raised to a bigger power than p0 and by lowering the power
goes towards zero. Hence, the C/Q-order p0 is unique. The uniqueness of R-order p0 is given
provided p0 exists [42].

Normally we do not know the solution of a sequence, therefore we will consider computing
the order of convergence based upon consecutive iterations. We replace |x− xk| by |xk+1 − xk|
and denote the computational order of convergence by ′, i.e. C′,Q′ and R′. If a sequence has
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C/Q/R-order p0, it will also have the corresponding computational order of convergence.1 The
orders are related through the following result.

Theorem 1.3.2 ([15]). Let {xk} be a convergent sequence, p0 > 1 then{
C,C′}⇒

⇍
{

Q,Q′}⇒
⇍
{

R,R′} .
Remark 1.3.4. The definition of C′,Q′,R′ are still difficult to compute, as despite not requiring
the solution, the order p0 is still needed. However, Q′

L,Q
′
Λ

and R′
L are fully computable and of

more interest as they give an easy way of approximating p0.

The following result gives a simple way of determining the order of convergence.

Theorem 1.3.3 ([46], Lemma 2). Let {ek} be a sequence of real positive numbers and p0 > 1
such that

ek ≤ αep0
k−1 +βek−1

for all k ≥ 1. Then if

αep0−1
0 +β < 1,

the sequence converges to zero.

1.4 Linearization methods
To solve non-linear equations numerically it is common to use iterative linearization schemes.
For the ease of presentation we only consider scalar problems.

1.4.1 Newton’s method
The most popular linearization method is Newton’s method. It recursively determines approx-
imations of solutions to the non-linear equation utilizing first order Taylor approximations
of F . Given an initial guess x0 ∈ R, then for k ≥ 1, i ∈ N the Newton method is; Given an
approximation xk−1 ∈ R, find xk ∈ R such that

F(xk−1)+F ′(xk−1)(xk − xk−1) = 0. (1.30)

Definition 1.4.1. If a sequence {xk} converges to x∗ for x0 ∈ Û ⊂ R, where Û is open, then
the sequence is called locally convergent.

Newton’s method is known to be locally C-quadratic convergent, for a result in multiple
dimensions we refer to [32] Chapter 8. Under certain conditions Newton’s method can achieve
even faster convergence, see the result below.

Theorem 1.4.1 ([15], theorem 4.8). Let x∗ ∈ R be a simple root of f . The Newton method
converges locally with C-order p0 ≥ 2, where p0 ∈N if and only if f ′′(x∗)= · · ·= f (p0−1)(x∗)=
0 and f (p0)(x∗) ̸= 0, leading to

Qp0 =
p0 −1

p0!

∣∣∣∣∣ f (p0)(x∗)
f ′(x∗)

∣∣∣∣∣ .
1It is possible to define an equivalent definition using non-linear residuals, but we omit the details and refer

to [15]. Theorem 1.3.2 will also hold for the residual based orders with additional assumptions on the mapping
(1.23).
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Proof. (i) Let N f (x) := x− f (x)
f ′(x) and assume Newtons method converges locally with C-

order p0 ≥ 2, then

lim
k→∞

|xk+1 − x∗|
|xk − x∗|p0

= M ∈ (0,∞),

and we know that

N′
f (x

∗) =
f (x∗) f (2)(x∗)

f ′(x∗)
= 0. (1.31)

Therefore we assume that N( j)
f (x∗) = 0,∀ j = 1, ..., l − 1 when l < p0 and we want to

show that N(l)
f (x∗) = 0. Consider the Taylor expansion of N f (xk) around x∗,

N f (xk) = N f (x∗)+
N(l)(ak)

l!
(xk − x∗)l ,

for all x ∈ R, ak ∈ (xk,x∗). Then

xk+1−x∗=N f (xk)−N f (x∗)=
N(l)(ak)

l!
(xk−x∗)l ⇒ N(l)(ak)

l!
=

(xk+1 − x∗)(xk − x∗)p0−l

(xk − x∗)p0
,

and we get
N(l)(x∗)

l!
= M lim

k→∞
(xk − x∗)p0−l =

{
0, if l < p0,

M, if l = p0.

Thus, N( j)
f (x∗) = 0 for all j = 1, ..., p0 −1 and N(p0)

f (x∗) ̸= 0. Consequently, x∗ is a root
of multiplicity p0 − 1 of N′

f , allowing us to rewrite N′
f (x) = R(x)(x− x∗)p0−1, where

R(x) is a smooth function so that R(x∗) ̸= 0. Since x∗ is a simple root we can write
f (x) = R2(x)(x− x∗) and from (1.31) we obtain

f (2)(x∗) =
R(x) f ′(x∗)2(x− x∗)p0−2

R2(x)
,

which implies that f (2) has a root x∗ of multiplicity p0 − 2. Meaning f (2)(x∗) = · · · =
f (p0−1)(x∗) = 0 and f (p0)(x∗) ̸= 0.

(ii) Assume f ′′(x∗) = · · · = f (p0−1)(x∗) = 0 and f (p0)(x∗) ̸= 0. Consider the Taylor expan-
sion of f (xk) and f ′(xk) around x∗, then it follows that

xk+1 − x∗ =xk − x∗− f (xk)

f ′(xk)
=

(xk − x∗) f ′(xk)− f (xk)

f ′(xk)

=
(xk − x∗)p0

f ′(xk)

[
f (p0)(bk)

(p0 −1)!
− f (p0)(ak)

p0!

]
.

Taking the limit gives

Qp0 = lim
k→∞

|xk+1 − x∗|
|xk − x∗|p0

= lim
k→∞

∣∣∣ f (p0)(bk)

(p0−1)! −
f (p0)(ak)

p0!

∣∣∣
| f ′(xk)|

=
p0 −1

p0!

∣∣∣∣∣ f (p0)(x∗)
f ′(x∗)

∣∣∣∣∣ .

It is also possible to accelerate the convergence of Newton’s method by simple modifica-
tions [35].
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1.4.2 L-scheme linearizations

The main issue with Newton’s method is that it is only locally convergent. Therefore one
wants to modify the method for it to become more robust, but typically this comes at the
cost of losing the higher order accuracy. A way to modify Newton’s method is to replace the
derivative by an approximation, these methods are classified as quasi-Newton methods.

An example of a quasi-Newton method is the L-scheme where the derivative is replaced
by a stabilization parameter L. Given an initial guess x0 ∈R, and for k ≥ 1 xk−1 ∈R is known,
find xk ∈ R such that

F(xk−1)+L(xk − xk−1) = 0. (1.32)

Remark 1.4.1. Observe that no evaluation of derivatives is required in (1.32), meaning that
the L-scheme linearization can be applied to non-smooth problems. As L is constant, it is
important to note that constant linearizations are only suitable for non-decreasing Lipschitz
continuous non-linearities.

The choice of L is significant in terms of convergence properties, although one should at
most expect only linear convergence. For a given problem one can find an explicit L, e.g.,
for the Biot’s equations see [56] or for Richards’ equation see Section 2.3.1, which results in
global convergence.

Another quasi-Newton method, is the modified L-scheme [36]. The idea is to exploit
the global convergence of the L-scheme while achieving a better convergence rate. Suppose
the non-linear problem is defined by two non-linear functions, i.e., F(x)+G(x) = 0, where
F ′(x)≥ 0. Then, the modified L-scheme is

F(xk−1)+G(xk−1)+Lk−1 (xk − xk−1) = 0, (1.33)

where

Lk−1 = max
{

F ′(xk−1)+ τm,2τm
}
.

The choice of m is of importance, as if m ≥ sup{F ′(x)} then the scheme would be equivalent
to the L-scheme and m = 0 would result in a Newton type method. In practice we will choose
a m less than sup{F ′(x)} to see the full benefit of the linearization scheme.

1.4.3 Relaxation strategies for linearization methods

To increase the robustness and accelerate an iterative solver, relaxation techniques are used.
One tries to improve each iteration by introducing a correction step. Common methods include
line search for first-order optimality conditions [40] and Anderson acceleration [3]. We will
only consider Anderson acceleration, since no assembly of an objective function is required.

Anderson acceleration was first introduced in 1965 by Donald G. Anderson, as a way to
accelerate fixed-point iterations with linear convergence and in some cases even cause a non-
convergent FPI to converge. The idea is to exploit previous iterates from a fixed-point iteration,
like the L-scheme or Newton’s method, and combine them to obtain a new iterate.

Given any fixed-point iteration, GGG, Anderson acceleration for multidimensional problems
can be written as:
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Algorithm 1 Anderson acceleration

Require: x0 ∈ Rd and m ≥ 1
Compute first iterate x1 = GGG(x0)
for k = 1,2, ... do

Set depth mk = min{k,m}
Define residual matrix FFFk =

[
fff k−mk

, ..., fff k
]
, where fff i = GGG(xi)−xi

Let ααα ∈ Rmk+1 s.t ∑i αi = 1
Minimize ∥Fkααα∥2 w.r.t ααα

Set new iterate xk+1 = ∑
mk
i=0 αiGGG(xi)

A key issue when implementing AA is that there are many equivalent ways of writing the
least-squares problem (i.e. the minimization problem). We choose the same formulation as in
[58], namely an unconstrained minimization problem,

min
γγγ

∥ fk −Fkγγγ∥2, (1.34)

where γγγ = (γ0, ...,γmk−1), α0 = γ0,αi = γi − γi−1 for 1 ≤ i ≤ mk −1 and αmk = 1− γmk−1. The
reason for this choice is that the resulting least-squares problem is relatively small and in fact
better conditioned than other formulations.

The acceleration of a convergent fixed-point method when using Anderson acceleration
is not theoretically guaranteed in general, it may even theoretically diverge when the least-
squares problem does not have a unique solution [58]. In the case of contractive fixed-point
iterations [57], AA(1) can be shown to be Q-linear without any assumptions on the coefficients.
By asserting that the coefficients remain bounded AA(m) have been shown to be locally R-
linear. In [20] a theoretical justification is given for why the convergence rate is improved for a
contractive fixed-point iteration when close to a fixed-point. Also they show why quadratically
converging methods may be slowed down if one applies Anderson acceleration.

A special case with a non-contractive fixed-point iteration is theoretically proven to con-
verge in [11], which means that applying Anderson acceleration to diverging Newton methods
might give convergence. In fact, a Newton-Anderson method is proven to converge superlin-
early for non-degenerate problems [43] and numerical results indicate superlinear convergence
even for degenerate problems.



Chapter 2

Solution techniques for Richards’
equation

In this chapter we will look at different numerical solution techniques for Richards’ equation
(1.7). We will only consider a conforming finite element discretization in space and use a
backward Euler discretization in time. The continuous problem we consider is; Find ψ such
that

∂tθ(ψ)−∇ · (K(θ(ψ))∇(ψ + z))) = f , in Ω, t ∈ [0,T ]. (2.1)

For simplicity we assume zero Dirichlet boundary conditions, although the results can be
extended to Dirichlet and Neumann conditions in general. In Chapter 4 we consider test cases
with both Dirichlet and Neumann boundary conditions. The continuous Galerkin formulation
of (2.1) is; Find ψ ∈ H1

0 (Ω) such that

⟨∂tθ(ψ),v⟩+ ⟨K(θ(ψ))∇(ψ + z),∇v⟩= ⟨ f ,v⟩, ∀v ∈ H1
0 (Ω). (2.2)

For the existence and uniqueness of solutions to (2.2) we refer to [59].

2.1 Temporal discretization

In general, a solution to Richards’ equation lacks regularity, see e.g., [2]. This causes huge
challenges when solving the equation numerically. Therefore, it is common to use backward
Euler scheme for the discretization in time, see e.g. [50, 51] to allow for larger time steps, and
the benefit of higher order schemes are lost due to the low regularity of solutions.

To discretize in time, the interval [0,T ] is divided into intervals of time step length τ = T
N ,

where N is a strictly positive integer, and time steps tn = nτ for n∈ {1, ...,N}. Denoting f (tn, ·)
by f n subsequently. Then, by applying the backward Euler method in time, the time-discrete
Galerkin formulation of Richards’ equation reads; given ψn−1 ∈ H1

0 (Ω) find ψn ∈ H1
0 (Ω) such

that
1
τ
⟨θ(ψn)−θ(ψn−1),v⟩+ ⟨K(θ(ψn))∇(ψn + z),∇v⟩= ⟨ f n, v⟩, (2.3)

for all v ∈ H1
0 (Ω). We assume a homogeneous Dirichlet boundary condition for simplicity, but

the results are applicable to Dirichlet and Neumann boundary conditions in general.

31
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2.2 Spatial discretization
For the spatial discretization of Richards’ equation we will use linear Galerkin finite elements.
Assuming Ω ⊂ Rd is a polygon and the triangulation Th is composed of d-simplices where h
is the mesh diameter, the Galerkin finite element space is

Vh = {vh ∈ H1
0 (Ω)|vh|T ∈ P1,T ∈ Th}. (2.4)

Applying linear finite element space above, the fully discrete variational formulation of Richards’
equation reads; let ψ

n−1
h ∈Vh be given, then find ψn

h ∈Vh such that

⟨θ(ψn
h )−θ(ψn−1

h ),vh⟩+ τ⟨K(θ(ψn
h ))∇(ψn

h + z),∇vh⟩= τ⟨ f n,vh⟩, (2.5)

for all vh ∈Vh.

2.3 Linearizations
No matter which spatial discretization is used, a non-linear finite dimensional problem has to
be solved at each time step. There are various ways of dealing with the two non-linearities K
and θ in (2.5). Here we consider three linearization techniques, the L-scheme, the modified
L-scheme and Newton’s method. Other alternatives include the modifed Picard method [17],
the Jäger-Kacǔr scheme [28] and in [12] the convergence behaviour of the Newton scheme is
improved, especially for degenerate cases, using a parametrization switching approach.

2.3.1 L-scheme
The L-scheme was introduced in [44, 53], the idea is to take advantage of the monotonicity
properties of the saturation θ . It can be viewed as a stabilized Picard method. As an initial
guess we use ψ

n−1
h = ψ

n,0
h . The L-scheme is; Let ψ

n−1
h ,ψ

n, j−1
h ∈Vh and L > 0 be given, then

find ψ
n, j
h such that

L⟨(ψn, j
h −ψ

n, j−1
h ),vh⟩+ τ⟨K(θ(ψ

n, j−1
h ))∇(ψ

n, j
h + z),∇vh⟩

= τ⟨ f n,vh⟩−⟨θ(ψn, j−1
h )−θ(ψn−1

h ),vh⟩,
(2.6)

for all vh ∈Vh. We introduce an energy norm which depends on the iterations for the L-scheme

|||ξ |||L,ψn, j−1
h

:=
(∫

Ω

Lξ
2 + |K(θ(ψ

n, j−1
h ))

1
2 ∇ξ |2

) 1
2

, (2.7a)

and its dual norm

|||ζ |||−L,ψn, j−1
h

:= sup
ξ∈H1

0 (Ω),|||ξ |||
L,ψn, j−1

h
=1
⟨ζ ,ξ ⟩. (2.7b)

One of the main advantages of the L-scheme is that no computation of derivates is required
which allows for usage even to non-smooth problems. There is an increase of robustness when
compared to Newton’s [34] and the modified Picard method. Another advantage is better
condition numbers of the linear system, alongside fewer function evaluations per iteration
[34].

To show the convergence of the L-scheme we make the following assumptions.
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Assumption 2.3.1. The saturation θ is Lipschitz continuous with Lθ , monotonically increasing
and the derivative is bounded from below by Lmin > 0.

Assumption 2.3.2. The permeability K is Lipschitz continuous with Lk and bounded from
below by Kmin > 0.

Assumption 2.3.3. The solution of (2.5) satisfies ∥∇ψn
h∥L∞ ≤ M < ∞.

The following result is an extension of theorem 2.2.2 in [55] where the gravity term was
neglected.

Theorem 2.3.1. Let Assumptions 2.3.1 to 2.3.3 be true, and let L satisfy

L ≥ Lθ Kmin

2Kmin(1− γ)− τLθ L2
K(1+M)2 , (2.8)

then the L-scheme (2.6) converges C-linearly with rate√
L−2γLmin

L+ τKmin
CΩ

, (2.9)

where γ is a constant satisfying

0 ≤ γ < 1− τL2
K(1+M)2

2Kmin
. (2.10)

For a proof see Appendix A. A downside of the L-scheme is that it only converges C-
linearly, compared to Newton’s method which can be C-quadratic (Theorem 2.3.4). Also, the
choice of L will influence the convergence rate (2.9), naturally one would ask how to chose
L to achieve the fastest convergence rate. Optimization of the parameter L was extensively
studied in [55], we will extend the result regarding optimal choice of L to include the gravity
term. However, we will not perform a numerical study with regards to the choice of L, as
numerical results in [55] indicate that it may not always be the most optimal choice.

As the idea of choosing an optimal L in the general case follows the same lines as in [55],
we only give a brief discussion here on how the choice should be made. We seek to minimize
the convergence rate of the L-scheme which depends upon L and γ . Hence, we choose L as
small as possible and insert it into the convergence rate (2.9) squared,

rate =
Lθ Kmin −4LminKminγ(1− γ)+4γLminτLθ L2

K(1+M)2

Lθ Kmin +
2τK2

min(1−γ)
CΩ

− τLθ L2
KKmin(1+M)2

CΩ

. (2.11)

In order to simplify (2.11) we introduce the following shorthand notation

• α := Lθ Kmin,

• β := 4KminLmin,

• ρ := 2Lmin(1+M)2L2
KLθ τ ,

• λ :=
2K2

minτ

CΩ

,

• c :=
τ(1+M)2L2

KLθ Kmin

CΩ

.

By differentiating (2.11) and solving for critical values, we obtain one which satisfies
(2.10),

γcrit =
αβ +βλ −βc+

√
β (α2β +αβ (λ −2ζ )+αλ (λ +ρ)+(λ − c)(−βc+λρ))

βλ
.
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Thus, the theoretically optimal choice of γ is,

γopt =

{
γcrit , if 0 ≤ γcrit < 1− τL2

K(1+M)2

Kmin
,

0, otherwise.
(2.12)

This effectively means that the theoretically optimal L is chosen by computing γopt and insert-
ing into (2.8).

Remark 2.3.1. In practice determining γopt is difficult, due to hard to compute constants and
may not be the most optimal choice. Therefore in practice we will choose L greater than
sup |θ ′(ψ)|/2 and lower than sup |θ ′(ψ)| to ensure convergence.

2.3.2 Modified L-scheme
In [36], a modified L-scheme for Richards’ equation is proposed. The idea is to replace the
constant L with a function Ln, j defined at every iteration. The modified L-scheme is; Let
ψ

n−1
h ,ψ

n, j−1
h ∈Vh and a function Ln, j : Ω → R+ be given, then find ψ

n, j
h such that

⟨Ln, j(ψ
n, j
h −ψ

n, j−1
h ),vh⟩+ τ⟨K(θ(ψ

n, j−1
h ))∇(ψ

n, j
h + z),∇vh⟩

= τ⟨ f n,vh⟩−⟨θ(ψn, j−1
h )−θ(ψn−1

h ),vh⟩,
(2.13)

for all vh ∈Vh, where

Ln, j(ψ
n, j−1
h ) = max

{
θ
′(ψn, j−1

h )+ τm,2τm
}
, (2.14)

and m is chosen with respect to M0 defined in Theorem 2.3.2.

Remark 2.3.2. The modified L-scheme can be viewed as a hybrid L-scheme/Picard method as
if one disregards θ ′(ψn, j−1

h ) in Ln, j one would get the L-scheme. Also, if m = 0 the modified
L-scheme corresponds to the modified Picard method [17].

Similarly to the L-scheme, we define an iteration-dependent energy norm for the modified
L-scheme

|||ξ |||M,ψ
n, j−1
h

:=
(∫

Ω

(
θ
′(ψn, j−1

h )+ τm
)

ξ
2 + τ|K(θ(ψ

n, j−1
h ))

1
2 ∇ξ |2

) 1
2

. (2.15)

Under similar assumptions to the L-scheme, but requiring the saturation and permeability to
have a bounded second derivative in addition, the following convergence result is obtained.

Theorem 2.3.2 ([36] Theorem 3.1). For M0 = maxψ∈R {|θ ′′|} ≥ 0, the modified L-scheme
(2.13) is C-linearly convergent for all m ≥ M0 and τ > 0. If m > 0, i.e. the non-degenerate
case, then the convergence rate is O(τ) for small enough τ .

The main advantage of the modified L-scheme is that the convergence rate scales with the
time step size, meaning that with small time steps it may even compete with Newton’s method.
However, generally speaking we are interested in larger time steps. The computational cost is
also higher compared to the L-scheme, as the derivative has to be evaluated, but one still does
not get the C-quadratic convergence of Newton’s method.
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2.3.3 Newton’s method
The Newton scheme reads; Let ψ

n−1
h ,ψ

n, j−1
h ∈Vh be given, then find ψ

n, j
h such that

⟨θ ′(ψn, j−1
h )(ψ

n, j
h −ψ

n, j−1
h ),vh⟩+ τ

〈
(K ◦θ)′(ψn, j−1

h )∇(ψ
n, j−1
h + z)(ψn, j

h −ψ
n, j−1
h ),∇vh

〉
= τ⟨ f n,vh⟩−⟨θ(ψn, j−1

h )−θ(ψn−1
h ),vh⟩− τ⟨K(θ(ψ

n, j−1
h ))∇(ψ

n, j
h + z),∇vh⟩,

(2.16)
for all vh ∈ Vh. Similarly to the previous linearization schemes considered, we define an
iteration-dependent energy norm for Newton’s method

|||ξ |||N,ψ
n, j−1
h

:=
(∫

Ω

θ
′(ψn, j−1

h )ξ
2 + τ|K(θ(ψ

n, j−1
h ))

1
2 ∇ξ |2

) 1
2

. (2.17)

A common strategy to analyse Richards’ equation is to apply the Kirchhoff transformation
[59]

K :R→ R,

ψ 7→
∫

ψ

0
K(θ(s))ds,

(2.18)

which combines the two non-linearities into one. Since K(θ(s)) is positive, the transformation
can be inverted and Richards’ equation can be rewritten in terms of u := K (ψ),

b(u) := θ(K −1(u)),

k(b(u)) := K(θ(K −1(u))),

then Richards’ equation becomes

∂tb(u)−∇ · (∇u+ k(b(u))∇z) = f . (2.19)

We make the following assumptions.

Assumption 2.3.4. b ∈C1 is non-decreasing and Lipschitz continuous.

Assumption 2.3.5. k(b(u)) is continuous and bounded in u and satisfies for all u1,u2 ∈ R,

|k(b(u2))− k(b(u1))|2 ≤Ck(b(u2)−b(u1))(u2 −u1).

Assumption 2.3.6. b(u0) is essentially bounded (by 0 and 1) in Ω and u0 ∈ L2(Ω).

Assumption 2.3.7. |b′(x)−b′(y)| ≤ γ1|x− y|, for all x,y ∈ R.

Assumption 2.3.8. |(k ◦b)′(x)− (k ◦b)′(y)| ≤ γ2|x− y|, for all x,y ∈ R.

In order to avoid degeneracy due to b′ potentially vanishing we approximate the non-
linearity by

bε(u) = b(u)+ εu,

where ε > 0 is assumed to be a small regularization parameter. Note that all assumptions for
b also applies to bε .

Lemma 2.3.1 ([46] Lemma 1). Let Assumptions 2.3.7 to 2.3.8 be true, then for all x,y ∈R we
have

|bε(x)−bε(y)−b′ε(y)(x− y)| ≤ γ1

2
|x− y|2, (2.20a)

|k(b(x))− k(b(y))− (k ◦b)′(y)(x− y)| ≤ γ2

2
|x− y|2. (2.20b)
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For a proof see [47].
The fully discrete variational formulation of Richards’ equation is then; Given un−1 ∈ Vh,

find un ∈Vh such that

⟨bε(un
h)−bε(un−1

h ),vh⟩+ τ⟨∇un
h + k(b(un

h))ez,∇vh⟩= τ⟨ f n,vh⟩, ∀vh ∈Vh. (2.21)

The Newton method of (2.21) is; Let un−1
h ,un, j−1

h ∈Vh is given, find un, j
h ∈Vh such that for

all vh ∈Vh

⟨b′ε(u
n, j−1
h )(un, j

h −un, j−1
h ),vh⟩+ τ⟨(k ◦b)′(un, j−1)(un, j

h −un, j−1
h )∇z,∇vh⟩

= ⟨bε(un−1
h )−bε(u

n, j−1
h ),vh⟩+ τ⟨ f n,vh⟩− τ⟨∇un, j

h + k(b(un, j−1
h ))ez,∇vh⟩.

(2.22)

By employing similar ideas as in [46] we are able to obtain the following error estimate.

Theorem 2.3.3. Let Assumptions 2.3.7 to 2.3.8 hold true for small enough τ , then the following
estimate holds,

∥en, j∥2
L2(Ω) ≤ ε

−1
(

τγ
2
2 +

γ2
1

2ε

)
Ch−d∥en, j−1∥4

L2(Ω), (2.23)

where C > 0 does not depend on the discretization parameters.

Proof. By subtracting (2.21) from (2.22) we obtain

⟨b′ε(u
n, j−1
h )(un, j

h −un, j−1
h ),vh⟩+ τ⟨(k ◦b)′(un, j−1)(un, j

h −un, j−1
h )∇z,∇vh⟩

+τ⟨∇un, j
h + k(b(un, j−1

h ))∇z,∇vh⟩− τ⟨∇un
h + k(b(un

h))∇z,∇vh⟩
= ⟨bε(un

h)−bε(u
n, j−1
h ),vh⟩.

Let vh = en, j = un
h −un, j

h and note that en, j − en, j−1 = un, j
h −un, j−1

h , we then get

⟨b′ε(u
n, j−1
h )en, j,en, j⟩+ τ⟨(k ◦b)′(un, j−1)en, j

∇z,∇en, j⟩+ τ⟨∇un, j
h −∇un

h,∇en, j⟩
= τ⟨(k(b(un

h))− k(b(un, j−1
h ))+ k(b)′(un, j−1)en, j−1)∇z,∇en, j⟩

+⟨bε(un
h)−bε(u

n, j−1
h )+b′ε(u

n, j−1
h )en, j−1,en, j⟩.

(2.24)

By applying Lemma 2.3.1 on the last term on the right hand side, we obtain the estimate

⟨bε(un
h)−bε(u

n, j−1
h )+b′ε(u

n, j−1
h )en, j−1,en, j⟩

≤
∫

Ω

|bε(un
h)−bε(u

n, j−1
h )+b′ε(u

n, j−1
h )en, j−1||en, j|dx

(2.20a)
≤

∫
Ω

γ1

2
|en, j−1|2|en, j|dx.

Using the inequality |ab| ≤ δa2 + b2

4δ
for a,b ∈ R and δ > 0 we get

≤
∫

Ω

γ2
1

4ε
|en, j−1|4 + ε

4
|en, j|2dx ≤

γ2
1

4ε
∥en, j−1∥4

L4(Ω)+
ε

4
∥en, j∥2

L2(Ω). (2.25a)

For the first term on the right hand side we apply a similar procedure using Young’s inequality

τ⟨(k(b(un
h))− k(b(un, j−1

h ))+(k ◦b)′(un, j−1)en, j−1)∇z,∇en, j⟩

≤ τ
γ2

2
2
∥en, j−1∥4

L4(Ω)+
τ

2
∥∇en, j∥2

L2(Ω). (2.25b)



2.3. LINEARIZATIONS 37

Furthermore, since (k ◦b)′(u) is bounded, we have

τ⟨(k ◦b)′(un, j−1)(en, j)∇z,∇en, j⟩ ≤ τ

∫
Ω

|(k ◦b)′(un, j−1)(en, j)||∇en, j|

≤
τC2

1
2

∥en, j∥2
L2(Ω)+

τ

2
∥∇en, j∥2

L2(Ω). (2.25c)

Now combining (2.25) on (2.24) we obtain,

⟨b′ε(u
n, j−1
h )en, j,en, j⟩+ τ∥∇en, j∥2

L2(Ω) ≤ τ
γ2

2
2
∥en, j−1∥4

L4(Ω)+
τ

2
∥∇en, j∥2

L2(Ω)

+
γ2

1
4ε

∥en, j−1∥4
L4(Ω)+

ε

4
∥en, j∥2

L2(Ω)+
τC2

1
2

∥en, j∥2
L2(Ω)+

τ

2
∥∇en, j∥2

L2(Ω).

Also, since b′ε ≥ ε , and by combing the terms above,

3ε

4
∥en, j∥2

L2(Ω) ≤
(

τ
γ2

2
2
+

γ2
1

4ε

)
∥en, j−1∥4

L4(Ω)+ τC2
1∥en, j∥2

L2(Ω). (2.26)

Using the following inverse estimate for discrete polynomial spaces ([13] p.111)

∥en, j−1∥L4(Ω) ≤Ch−
d
4 ∥en, j−1∥L2(Ω), (2.27)

and for τC2
1 ≤ ε

4 the estimate becomes

∥en, j∥2
L2(Ω) ≤ ε

−1
(

τγ
2
2 +

γ2
1

2ε

)
Ch−d∥en, j−1∥4

L2(Ω). (2.28)

Theorem 2.3.4. Let Assumptions 2.3.4 to 2.3.8 be true, then the Newton method (2.22) is
convergent with C-order 2, if τ = O(ε3hd).

Proof. From [45] Propsition 3.5 we get the stability estimate

∥e0∥2
L2(Ω) ≤

Cτ

ε
.

When τ = O(ε3hd),

ε
−1
(

τγ
2
2 +

γ2
1

2ε

)
Ch−d τ

ε
< 1, (2.29)

then by applying the estimate in Theorem 2.3.3 combined with Theorem 1.3.3, Newton’s
method converges with C-order 2.

Remark 2.3.3 (Continuity of the non-linearities). In the analysis above, the L-scheme and
Newton’s method was shown to be convergent for Lipschitz continuous non-linearities. Some
soil types result in only Hölder continuity which gives unbounded derivatives, thus Newton’s
method cannot be applied directly. A common approach is to regularize the problem by approx-
imating the non-linearities with ones that are Lipschitz continuous. This would also resolve
the choice of L depending on the Lipschitz constant of the saturation. However, convergence
for the L-scheme can be obtained without regularization by choosing the stabilization param-
eter L in a manner which causes the iteration error to become lower than a given threshold,
see [10, 49]. The convergence rate will depend upon the Hölder exponent.
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2.4 Error estimates
In this section we give an error estimate in a fixed norm using the iteration-dependent en-
ergy norm for the L-scheme. We define the residual R : H1

0 (Ω)→ H−1(Ω) of the non-linear
problem, and the residual R j

lin : H1
0 (Ω)→ H−1(Ω) of the jth iterate as

⟨R(u),v⟩ :=⟨θ(u)−θ(ψn−1
h ),v⟩+ τ(K(θ(u))∇(u+ z),∇v)− τ⟨ f n,v⟩, (2.30a)

⟨R j
lin(u),v⟩ :=⟨L(u−ψ

n, j−1
h ),v⟩+ τ(K(θ(ψ

n, j−1
h ))∇(u+ z),∇v)

+ ⟨θ(ψn, j−1
h )−θ(ψn−1

h )− τ f n,v⟩. (2.30b)

In a similar manner to estimates obtained in [38] we seek a bound on the fixed norm
|||·|||−L,ψh

for a finite element solution to the non-linear problem (2.30a) since the iteration-
dependent norm is by definition not fixed. The following estimate follows the same ideas, but
with the notable difference that only R-linear convergence is assumed. We make the following
assumptions.

Assumption 2.4.1. Let ψ,ζ ∈ H1
0 (Ω)∩L∞(Ω) and v ∈ H1

0 (Ω) and let K be Lipschitz contin-
uous and bounded from below by Kmin > 0 so that

⟨Lv,v⟩+ ⟨K(θ(ψ))∇v,∇v⟩ ≤ max
{

sup
Ω

K(θ(ψ))

K(θ(ζ ))
,1
}
(⟨Lv,v⟩+ ⟨K(θ(ζ ))∇v,∇v⟩) .

Assumption 2.4.2. The L-scheme converges R-linearly in L∞(Ω), i.e.∥∥∥ψ
n, j+1
h −ψ

n, j
h

∥∥∥ 1
j

L∞(Ω)
≤ α, α ∈ (0,1).

We assume convergence in L∞(Ω) as the L-scheme (and also the modified L-scheme) for
continuous solutions have be shown to converge linearly in L∞(Ω) [36]. We do know that the
L-scheme is C-linear, and hence also R-linear, as such we make a weaker assumption on the
convergence of the L-scheme.

Theorem 2.4.1. Let Assumptions 2.4.1 to 2.4.2 hold. Let ψ ∈ H1
0 (Ω) solve ⟨R(ψ),v⟩ = 0

for all v ∈ H1
0 (Ω) and ψh ∈ Vh ⊂ H∞

0 (Ω) solve ⟨R(ψh),vh⟩ = 0 for all vh ∈ Vh where R(·) is
defined in (2.30a) then

|||R(ψ)|||−L,ψ j
h(

1+Z j
) 1

2
≤ |||R(ψ)|||−L,ψh

≤
(
1+Q j

) 1
2 |||R(ψ)|||−L,ψ j

h
, (2.31)

where

Q j =

(
1

1−α

)
sup

Ω

{
K(θ(ψ

j
h)) sup

v∈I j

∣∣∣∣ 1
(K ◦θ)

′
(v)
∣∣∣∣
}
,

Z j =

(
1

1−α

)
sup

Ω

{
K(θ(ψ

j
h)) sup

v∈I j

∣∣(K ◦θ)′(v)
∣∣} ,

and

I j =

[
ψ

j
h −
(

1
1−α

)
,ψ

j
h +

(
1

1−α

)]
.
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Proof. Assumption 2.4.2 implies that ψ
j

h → ψh when j → ∞, giving∥∥∥ψh −ψ
j

h

∥∥∥
L∞(Ω)

≤
∞

∑
k= j

∥∥∥ψ
k+1
h −ψ

k
h

∥∥∥
L∞(Ω)

≤
∞

∑
k=0

α
k =

1
1−α

.

Giving

ψ
j

h −
(

1
1−α

)
≤ ψh ≤ ψ

j
h +

(
1

1−α

)
, a.e. in Ω, (2.32)

or equivalently ψh ∈ I j. If ϕ̂ = argmax
ϕ∈H1

0 (Ω)

(
|⟨R(ψ),ϕ⟩|/|||ϕ|||L,ψh

)
, then

|||R(ψ)|||−L,ψh
=

|⟨R(ψ), ϕ̂⟩|
|||ϕ̂|||L,ψh

=
|⟨R(ψ), ϕ̂⟩|
|||ϕ̂|||L,ψ j

h

( |||ϕ̂|||L,ψ j
h

|||ϕ̂|||L,ψh

)

≤ |||R(ψ)|||−L,ψ j
h

√
⟨Lϕ̂, ϕ̂⟩+ ⟨K(θ(ψ

j
h))∇ϕ̂,∇ϕ̂⟩

⟨Lϕ̂, ϕ̂⟩+ ⟨K(θ(ψh))∇ϕ̂,∇ϕ̂⟩
.

From Assumption 2.4.1 we get

|||R(ψ)|||−L,ψh
≤ |||R(ψ)|||−L,ψ j

h

√
sup

Ω

K(θ(ψ
j

h))

K(θ(ψh))
.

We will only consider the case when supΩ

K(θ(ψ
j

h))

K(θ(ψh))
> 1. The other case immediately results in

|||R(ψ)|||−L,ψh
≤ |||R(ψ)|||−L,ψ j

h
.

sup
Ω

K(θ(ψ
j

h))

K(θ(ψh))
≤ 1+sup

Ω

{
K(θ(ψ

j
h))−K(θ(ψh))

K(θ(ψh))

}
≤ 1+sup

Ω

{
K(θ(ψ

j
h))

(
1

K(θ(ψh))
− 1

K(θ(ψ
j

h))

)}
Let ψh ∈ I j, then

sup
Ω

K(θ(ψ
j

h))

K(θ(ψh))
≤ 1+ sup

Ω

{
K(θ(ψ

j
h)) sup

v∈I j

∣∣∣∣ 1
(K ◦θ)

′
(v)
∣∣∣∣
}∥∥∥ψh −ψ

j
h

∥∥∥
L∞(Ω)

≤ 1+
(

1
1−α

)
sup

Ω

{
K(θ(ψ

j
h)) sup

v∈I j

∣∣∣∣ 1
(K ◦θ)

′
(v)
∣∣∣∣
}

resulting in the estimate

|||R(ψ)|||−L,ψh
≤

(
1+
(

1
1−α

)
sup

Ω

{
K(θ(ψ

j
h)) sup

v∈I j

∣∣∣∣ 1
(K ◦θ)

′
(ψ)

∣∣∣∣
}) 1

2

|||R(ψ)|||−L,ψ j
h
.

(2.33)
Similarly, we can derive a lower bound through the inequality,

|||R(ψ)|||−L,ψ j
h
≤ |||R(ψ)|||−L,ψh

√
sup

Ω

K(θ(ψh))

K(θ(ψ
j

h))
,

and if ψh ∈ I j

sup
Ω

K(θ(ψ
j

h))

K(θ(ψh))
≤ 1+ sup

Ω

{
K(θ(ψ

j
h)) sup

v∈I j
|(K ◦θ)′(v)|

}∥∥∥ψh −ψ
j

h

∥∥∥
L∞

(Ω).
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Chapter 3

L-scheme/Newton switching

In this chapter, we develop an adaptive switching algorithm, which utilizes the robustness of
the L-scheme and C-quadratic convergence of Newton’s method. The switching criteria are
based upon a posteriori error estimates. The idea behind the adaptive algorithm is to start with
the L-scheme and derive an estimator η j

L→N
that predicts from the jth and ( j − 1)th whether

Newton’s method will converge using the jth iterate as an initial guess. Another estimator
η j

N→L
is then derived which predicts the success or failure of Newton’s method. If Newton’s

method is predicted to fail, the algorithm returns to the L-scheme. In addition, we derive an
estimator η j

L→L
to determine if the L-scheme itself will converge and to tune the value of L

accordingly, see Appendix B. A flowchart of the algorithm is illustrated in Figure 3.1. The
algorithm is the first combined L-scheme/Newton strategy for Richards’ equation based upon
robust and reliable switching criteriums and is submitted for publication [54].

L-scheme

In
iti

al
gu

es
s

ηL→N <
ηlin

Newton
ηN→L <

ηlin

NO

YES

YES

NO

Figure 3.1: Flowchart of Adaptive switching algortihm between L-scheme and Newton’s
method.

For the L-scheme, it was shown in [38] by Galerkin orthogonality that∣∣∣∣∣∣∣∣∣R(ψ
n, j
h )
∣∣∣∣∣∣∣∣∣2

−L,ψn, j−1
h︸ ︷︷ ︸

total error

=
∣∣∣∣∣∣∣∣∣ψn, j

h −ψ
n,i−1
h

∣∣∣∣∣∣∣∣∣2
L,ψn, j−1

h︸ ︷︷ ︸
linearization error

+
∣∣∣∣∣∣∣∣∣R j

lin(ψ
n, j
h )
∣∣∣∣∣∣∣∣∣2

−L,ψn, j−1
h︸ ︷︷ ︸

discretization error
of the linearization step

(3.1)

The result holds for the modified L-scheme and the modified Picard method also. This orthog-
onality relation shows that the embodiment of the linearization and the discretization errors
are the terms

η
j

lin =
∣∣∣∣∣∣∣∣∣ψn, j

h −ψ
n, j−1
h

∣∣∣∣∣∣∣∣∣
L,ψn, j−1

h

, (3.2a)

η
j

disc =
∣∣∣∣∣∣∣∣∣R j

lin(ψ
n, j
h )
∣∣∣∣∣∣∣∣∣

−L,ψn, j−1
h

. (3.2b)

41
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Here we are only interested in the linearization component. In the following ⟨·, ·,⟩ and ∥ · ∥ is
the inner product and norm of L2(Ω).

3.1 L-scheme to Newton switching
Let us assume that in the ( j+1)th-iteration we want to test for switching to the Newton scheme.
Let ψ̂

n, j+1
h ∈Vh be the solution of the Newton scheme (2.16) using ψ

n, j
h as the previous iterate,

where ψ
n, j
h is obtained from the L-scheme. In this section, we will assume the following:

Assumption 3.1.1 (Convection term is not dominant). For j ∈ N, we assume that there exists
a constant C j

N ∈ [0,2) such that

τ|K(θ(ψ
n, j
h ))−

1
2 (K(θ))′(ψn, j

h )∇(ψ
n, j
h + z)|2 ≤ (C j

N)
2
θ
′(ψn, j

h ), (3.3)

a.e. in Ω.

Remark 3.1.1. The above assumption is also required to show the linear problem’s coercivity
and, thus, the existence of solutions. Observe that since ψ

n, j
h is known, the constant C j

N is fully
computable. It additionally satisfies being less than 2 if τ is small and the the numerical flux is
bounded. Observe that the assumption holds in the degenerate case when θ ′(ψn, j

h ) = 0, since
the left-hand side and right hand side both contain the derivative of either the saturation or
the permeability, which vanish.

To cover the degenerate case, we also introduce the concept of an equilibrated flux.

Definition 3.1.1. Let Πh : L2(Ω)→P1(Th) be the P1 projection operator, i.e. let u ∈ L2(Ω),
then (Πhu,vh) = (u,vh) for all vh ∈ P1(Th).

Definition 3.1.2 (Equilibrated flux σσσ
j
L for degenerate regions). For a pre-determined ε > 0, let

T i,ε
deg := {K ∈ Th : infθ ′(ψn,i

h )< ε in K}. We define σσσ
j
L ∈ RRRTTT 1(Th) ∩ H(∇·,Ω) as

∇ ·σσσ j
L =

{
1
τ
Πh(L(ψ

n, j
h −ψ

n, j−1
h )− (θ(ψ

n, j
h )−θ(ψ

n, j−1
h ))) in T j,ε

deg ,

0 otherwise .
(3.4)

For the computation of the equilibrated flux, see Section 3.3.1. Then we have the following
result:

Proposition 3.1.1 (L-scheme to Newton switching indicator). For a given ψ
n,0
h , ψ

n−1
h ∈Vh, let

{ψ
n,k
h } j

k=1 ⊂Vh solve (2.6) for some j ∈ N. Let ψ̃
n, j+1
h ∈Vh be the solution of (2.16) with the

previous iterate ψ
n, j
h . Recall Definition 3.1.2. Let Assumption 3.1.1 be true, then the following

estimate holds ∣∣∣∣∣∣∣∣∣ψ̃n, j+1
h −ψ

n, j
h

∣∣∣∣∣∣∣∣∣
N,ψ

n, j
h

≤ η
j

L→N
,

where

η
j

L→N
:= 2/(2−C j

N)
(
[η j,source

L→N
]2 + τ[η

j,flux
L→N ,2]

2
) 1

2
,

with

η
j,source

L→N
:=
∥∥∥θ

′(ψn, j
h )−

1
2 (L(ψn, j

h −ψ
n, j−1
h )− (θ(ψ

n, j
h )−θ(ψ

n, j−1
h )))

∥∥∥
Th\T

j,ε
deg

,

η
j,flux

L→N
:=
∥∥∥K(θ(ψ

n, j
h ))−

1
2

[
(K(θ(ψ

n, j
h ))−K(θ(ψ

n, j−1
h )))∇(ψ

n, j
h + z)+σσσ

j
h

]∥∥∥ .
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Proof. Observe from (2.16) that δψ
j+1

h := ψ̃
n, j+1
h −ψ

n, j
h ∈Vh satisfies

⟨θ ′(ψn, j
h )δψ

j+1
h ,vh⟩+ τ⟨K(θ(ψ

n, j
h ))∇δψ

j+1
h ,∇vh⟩

+ τ

〈
(K ◦θ)′(ψn, j

h )∇(ψ
n, j
h + z)δψ

j+1
h ,∇vh

〉
= τ⟨ f n,vh⟩−⟨θ(ψn, j

h )−θ(ψn−1
h ),vh⟩− τ⟨K(θ(ψ

n, j
h ))∇ψ

n, j
h ,∇vh⟩. (3.5)

We choose the following test function vh = δψ
j+1

h in (3.5), then

∣∣∣∣∣∣∣∣∣δψ
j+1

h

∣∣∣∣∣∣∣∣∣2
N,ψ

n, j
h

(2.17)
=

∫
Ω

(
θ
′(ψn, j

h )|δψ
j+1

h |2 + τ|K(θ(ψ
n, j
h ))

1
2 ∇δψ

j+1
h |2

)
(3.5)
= −τ

〈
(K ◦θ)′(ψn, j

h )∇(ψ
n, j
h + z)δψ

j+1
h ,∇δψ

j+1
h

〉
︸ ︷︷ ︸

=:T1

+ τ⟨ f n,δψ
j+1

h ⟩−⟨θ(ψn, j
h )−θ(ψn−1

h ),δψ
j+1

h ⟩− τ⟨K(θ(ψ
n, j
h ))∇(ψ

n, j
h + z),∇δψ

j+1
h ⟩︸ ︷︷ ︸

=:T2

.

(3.6a)

To simplify notation we define σσσ j = (K ◦θ)′(ψn, j
h )∇(ψ

n, j
h + z), and we obtain

T1 :=−τ⟨σσσ j
δψ

j+1
h ,∇δψ

j+1
h ⟩

≤
(

τ

∫
Ω

|K(θ(ψ
n, j
h ))−

1
2 σσσ

j|2(δψ
j+1

h )2
) 1

2
(

τ

∫
Ω

|K(θ(ψ
n, j
h ))

1
2 ∇δψ

j+1
h |2

) 1
2

(3.3)
≤ C j

N

(∫
Ω

θ
′(ψn, j

h )(δψ
j+1

h )2
) 1

2
(

τ

∫
Ω

|K(θ(ψ
n, j
h ))

1
2 ∇δψ

j+1
h |2

) 1
2

≤
C j

N
2

∫
Ω

(
θ
′(ψn, j

h )|δψ
j+1

h |2 + τ|K(θ(ψ
n, j
h ))

1
2 ∇δψ

j+1
h |2

)
=

C j
N

2

∣∣∣∣∣∣∣∣∣δψ
j+1

h

∣∣∣∣∣∣∣∣∣2
N,ψ

n, j
h

. (3.6b)

Using the divergence theorem we have the relation

−⟨σσσ j
L,∇δψ

j+1
h ⟩= ⟨∇ ·σσσ j

L,δψ
j+1

h ⟩
(3.4)
= ⟨Πh(L(ψ

n, j
h −ψ

n, j−1
h )− (θ(ψ

n, j
h )−θ(ψ

n, j−1
h ))),δψ

j+1
h ⟩

T j,ε
deg

= ⟨L(ψn, j
h −ψ

n, j−1
h )− (θ(ψ

n, j
h )−θ(ψ

n, j−1
h )),δψ

j+1
h ⟩

T j,ε
deg

.
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For the last term, using (2.6) and δψ
j+1

h ∈Vh one has

T2 := τ⟨ f n,δψ
j+1

h ⟩−⟨θ(ψn, j
h )−θ(ψn−1

h ),δψ
j+1

h ⟩− τ⟨K(θ(ψ
n, j
h ))∇ψ

j
h ,∇δψ

i+1
h ⟩

(2.6)
= ⟨L(ψn, j

h −ψ
n, j−1
h )− (θ(ψ

n, j
h )−θ(ψ

n, j−1
h )),δψ

j+1
h ⟩

− τ⟨(K(θ(ψ
n, j
h ))−K(θ(ψ

n, j−1
h )))∇(ψ

n, j
h + z),∇δψ

j+1
h ⟩

= ⟨L(ψn, j
h −ψ

n, j−1
h )− (θ(ψ

n, j
h )−θ(ψ

n, j−1
h ))−∇ ·σσσ j

L,δψ
j+1

h ⟩
− τ⟨(K(θ(ψ

n, j
h ))−K(θ(ψ

n, j−1
h )))∇(ψ

n, j
h + z)+σσσ

j
L,∇δψ

j+1
h ⟩

= ⟨L(ψn, j
h −ψ

n, j−1
h )− (θ(ψ

n, j
h )−θ(ψ

n, j−1
h )),δψ

j+1
h ⟩

Th\T
j,ε

deg

− τ⟨(K(θ(ψ
n, j
h ))−K(θ(ψ

n, j−1
h )))∇(ψ

n, j
h + z)+σσσ

j
L,∇δψ

j+1
h ⟩

(3.4)
≤ ⟨L(ψn, j

h −ψ
n, j−1
h )− (θ(ψ

n, j
h )−θ(ψ

n, j−1
h )),δψ

j+1
h ⟩

Th\T
j,ε

deg

+ τη
j,flux

L→N
∥K(ψ

n, j
h )

1
2 ∇δψ

j+1
h ∥

≤ η
j,source

L→N
∥θ

′(ψn, j
h )

1
2 δψ

j+1
h ∥+ τ η

j,flux
L→N

∥K(ψ
n, j
h )

1
2 ∇δψ

j+1
h ∥. (3.6c)

Combining (3.6) we obtain

2−C j
N

2

∣∣∣∣∣∣∣∣∣δψ
j+1

h

∣∣∣∣∣∣∣∣∣2
N,ψ

n, j
h

≤[η j,source
L→N

] ∥θ
′(ψn, j

h )
1
2 δψ

j+1
h ∥+

√
τ[η j,flux

L→N
]
√

τ∥K(ψ
n, j
h )

1
2 ∇δψ

j+1
h ∥.

By applying the Cauchy-Schwarz inequality we have

[η j,source
L→N

] ∥θ
′(ψn, j

h )
1
2 δψ

j+1
h ∥+

√
τ[η j,flux

L→N
]
√

τ∥K(ψ
n, j
h )

1
2 ∇δψ

j+1
h ∥

≤
(
[η j,source

L→N
]2 + τ[η j,flux

L→N
]2
) 1

2
(
∥θ

′(ψn, j
h )

1
2 δψ

j+1
h ∥2 + τ∥K(ψ

n, j
h )

1
2 ∇δψ

j+1
h ∥2

) 1
2
,

which results in

2−C j
N

2

∣∣∣∣∣∣∣∣∣δψ
j+1

h

∣∣∣∣∣∣∣∣∣2
N,ψ

n, j
h

≤
(
[η j,source

L→N
]2 + τ[η

j,flux
L→N ,2]

2
) 1

2
∣∣∣∣∣∣∣∣∣δψ

j+1
h

∣∣∣∣∣∣∣∣∣
N,ψ

n, j
h

. (3.7)

3.2 Newton to L-scheme switching
Assuming that the L-scheme converges unconditionally, we would only wish to switch back to
the L-scheme after using the Newton scheme if its linearization error grew with more iterations.
Similarly to the procedure described earlier, we can estimate if this is going to happen in the
( j + 1)th-step, purely from the iterates up to the jth-step. We introduce another equilibrated
flux for this purpose.

Definition 3.2.1 (Equilibrated flux σσσ
j
N for degenerate regions (Newton scheme)). We define

σσσ
j
N ∈ RRRTTT 1(Th) ∩ H(∇·,Ω) as

∇ ·σσσ j
N =

{
1
τ
Πh(θ

′(ψn, j−1
h )(ψ

n, j
h −ψ

n, j−1
h )− (θ(ψ

n, j
h )−θ(ψ

n, j−1
h ))) in T j,ε

deg ,

0 otherwise .
(3.8)
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We obtain a result similar to Proposition 3.1.1.

Proposition 3.2.1 (Error control of L-scheme/Newton switching step). For a given ψ
n,0
h , ψ

n−1
h ∈

Vh, let {ψ
n,k
h } j+1

k=1 ⊂Vh solve (2.16) for some j ∈ N. Let Assumption 3.1.1 be true, then∣∣∣∣∣∣∣∣∣ψn, j+1
h −ψ

n, j
h

∣∣∣∣∣∣∣∣∣
N,ψ

n, j
h

≤ η
j

N→L
,

where

η
j

N→L
:= 2/(2−C j

N)
(
[η j,source

N→L
]2 + τ[η j,flux

N→L
]2
) 1

2
,

with

η
j,source

N→L
:= ∥θ

′(ψn, j
h )−

1
2 (θ ′(ψn, j−1

h )(ψ
n, j
h −ψ

n, j−1
h )− (θ(ψ

n, j
h )−θ(ψ

n, j−1
h )))∥

Th\T
j,ε

deg
,

η
j,flux

N→L
:=

∥∥∥∥∥ K(θ(ψ
n, j
h ))−

1
2 σσσ

j
N +[K(θ(ψ

n, j
h ))−K(θ(ψ

n, j−1
h ))∇(ψ

n, j
h + z)

−(K ◦θ)′(ψn, j−1
h )(ψ

n, j
h −ψ

n, j−1
h )∇(ψ

n, j−1
h + z)]K(θ(ψ

n, j
h ))−

1
2

∥∥∥∥∥ .
Proof. Similarly to the proof of Proposition 3.1.1, by inserting the test function vh = δψ

j+1
h =

ψ
n, j+1
h −ψ

n, j
h , one has∣∣∣∣∣∣∣∣∣δψ

j+1
h

∣∣∣∣∣∣∣∣∣2
N,ψ

n, j
h

(2.17)
=

∫
Ω

(
θ
′(ψn, j

h )|δψ
j+1

h |2 + τ|K(θ(ψ
n, j
h ))

1
2 ∇δψ

j+1
h |2

)
(3.5)
= −τ

〈
(K ◦θ)′(ψn, j

h )∇(ψ
n, j
h + z)δψ

j+1
h ,∇δψ

j+1
h

〉
︸ ︷︷ ︸

=:T1

+ τ⟨ f n,δψ
j+1

h ⟩−⟨θ(ψn, j
h )−θ(ψn−1

h ),δψ
j+1

h ⟩− τ⟨K(θ(ψ
n, j
h ))∇(ψ

n, j
h + z),∇δψ

j+1
h ⟩︸ ︷︷ ︸

=:T2

.

(3.9a)

T1 is estimated the same way as in (3.6b),

T1 ≤
C j

N
2

∣∣∣∣∣∣∣∣∣δψ
j+1

h

∣∣∣∣∣∣∣∣∣
N,ψ

n, j
h

. (3.9b)

For the last term, using (2.16), and δψ
j+1

h ∈Vh one has

T2 := τ⟨ f n,δψ
j+1

h ⟩−⟨θ(ψn, j
h )−θ(ψn−1

h ),δψ
j+1

h ⟩− τ⟨K(θ(ψ
n, j
h ))∇(ψ

n, j
h + z),∇δψ

j+1
h ⟩

= τ⟨ f n,δψ
j+1

h ⟩−⟨θ(ψn, j−1
h )−θ(ψn−1

h ),δψ
j+1

h ⟩− τ⟨K(θ(ψ
n, j−1
h ))∇(ψ

n, j
h + z),∇δψ

j+1
h ⟩

−⟨θ(ψn, j
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n, j−1
h ),δψ

j+1
h ⟩− τ⟨[K(θ(ψ

n, j
h ))−K(θ(ψ

n, j−1
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n, j
h + z),∇δψ
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(2.16)
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h )(ψ
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h −ψ

n, j−1
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n, j
h )−θ(ψ
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h ⟩
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h −ψ
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h ⟩

− τ⟨[K(θ(ψ
n, j
h ))−K(θ(ψ

n, j−1
h ))]∇(ψ
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h + z),∇δψ
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h ⟩

Using the divergence theorem and δψ
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h ∈Vh for the reduction

−⟨σσσ j
N ,∇δψ
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h ⟩= ⟨∇ ·σσσ j

N ,δψ
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h ⟩
(3.8)
= ⟨Πh(θ

′(ψn, j−1
h )(ψ

n, j
h −ψ

n, j−1
h )− (θ(ψ

n, j
h )−θ(ψ

n, j−1
h ))),δψ
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h ⟩

T j,ε
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= ⟨(θ ′(ψn, j−1
h )(ψ
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h −ψ
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h )−θ(ψ
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,
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we get

T2 = ⟨θ ′(ψn, j−1
h )(ψ

n, j
h −ψ

n, j−1
h )− (θ(ψ

n, j
h )−θ(ψ

n, j−1
h )),δψ

j+1
h ⟩

Th\T
j,ε

deg

+ τ⟨(K ◦θ)′(ψn, j−1
h )∇(ψ

n, j−1
h + z)(ψn, j

h −ψ
n, j−1
h ),∇δψ

j+1
h ⟩

− τ⟨[K(θ(ψ
n, j
h ))−K(θ(ψ

n, j−1
h ))]∇(ψ

n, j
h + z)−σσσ

j
N ,∇δψ

j+1
h ⟩

≤ ⟨θ ′(ψn, j−1
h )(ψ

n, j
h −ψ
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h )−θ(ψ
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h )),δψ
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Th\T
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deg

+ τη
j,flux

N→L
∥K(θ(ψ

n, j
h ))

1
2 δψ

n, j+1
h ∥

≤ [η j,source
N→L

] · ∥θ
′(ψn, j

h )
1
2 δψ

j+1
h ∥+

√
τ [η j,flux

N→L
] ·
√

τ∥K(ψ
n, j
h )

1
2 ∇δψ

j+1
h ∥ (3.9c)

By combing (3.9) and applying the Cauchy-Schwarz inequality with the definition of ηN→L

one obtains the estimate.

Remark 3.2.1 (Effectivity of the estimators η j
L→N

and η j
N→L

). The estimators η j
L→N

and η j
N→L

predict the linearization error η
j+1

lin of the ( j+1)th iteration if done using the Newton scheme
(2.16). When the iterations are performed using Newton’s method, the sharpness of the esti-
mates can be measured using the effectivity index, i.e., if ( j+1)th iteration is Newton then

(Eff. Ind.) j :=

{
η j

L→N
/η

j+1
lin if jth iteration is L-scheme,

η j
N→L

/η
j+1

lin if jth iteration is Newton.
(3.10)

It is always greater than one because of Propositions 3.1.1 and 3.2.1, and an effectivity index
close to one indicates a precise estimate. With the exception of (3.6b), where the term T1 is
bounded above using the global approximation in Assumption 3.1.1, the estimators are ex-
pected to be quite accurate because the Cauchy-Schwarz inequality is primarily used to derive
them. This expected sharpness is demonstrated by the numerical experiments in Chapter 4,
see in particular Figures 4.6 and 4.11.

3.3 A-posteriori estimate based adaptive linearization algo-
rithm

After some considerations, we propose the following switching algorithm based on the above
estimates.

3.3.1 Computation of equilibrated flux
Recalling Definitions 3.1.2 and 3.2.1, we propose a simple algorithm to compute an equili-
brated flux σσσh ∈ RT1(Th) ∩ H(∇·,Ω) satisfying ∇ ·σσσh = Πh f in T j,ε

deg , and ∇ ·σσσh = 0 other-
wise, where f ∈ L2(Ω). Defining QQQh := RT1(Th) ∩ H(∇·,Ω) and Vh := {vh ∈ H1

0 (Ω)|vh|T ∈
P1,T ∈Th}, we seek a pair (σσσh,rh)∈ QQQh×Vh that satisfies the mixed finite element problem,

⟨K(1)−1
σσσh,qqqh⟩−⟨rh,∇ ·qqqh⟩= 0, ∀qqqh ∈ QQQh, (3.11a)

⟨∇ ·σσσh,vh⟩= ⟨ f ,vh⟩, ∀vh ∈Vh. (3.11b)

The advantage of this flux is that it minimizes ∥K(1)−
1
2 σσσh∥ which appears in the estimates in

Propositions 3.1.1 and 3.2.1.
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3.3.2 Additional computational considerations
To speed up the computations of the switching criteria, we make a few more reductions

• [Equilibrated flux] If the saturated domain is much smaller than the unsaturated do-
main, then we take σσσ

j
L = σσσ

j
N = 0.

• [Switching condition] The condition η
j

L→N ≤ η
j

lin may only happen after many itera-
tions. As a result, we will use the criteria η

j
L→N < Ctolη

j
lin for a constant Ctol > 1 to

speed up the switch between L-scheme and Newton’s method.

3.3.3 Adaptive linearization algorithm
We propose the following adaptive algorithm:

Algorithm 2 L-scheme/Newton a-posteriori switching

Require: ψψψn,0 ∈ L2(Ω) as initial guess.
Ensure: Scheme= L-scheme , Ctol = 1.5

for i=1,2,.. do
if Scheme= L-scheme then

Compute iterate using L-scheme , i.e., (2.6)
if Ci

N ≥ 2 then continue.
else if η i

L→N
≤Ctolη

i
lin then

Set Scheme= Newton
else

Compute iterate using Newton , i.e., (2.16)
if η i

N→L
> η i

lin then
Set Scheme= L-scheme

Remark 3.3.1 (Computational cost of the estimators). In the non-degenerate case, the switch-
ing indicators η j

L→N
and η j

N→L
can be directly computed from the iterates ψ

n, j
h and ψ

n, j−1
h by

setting σσσ
j
L = σσσ

j
N = 000, see Propositions 3.1.1 and 3.2.1. As a result, compared to the cost of

assembly and solution of a linear system, the cost of computing the estimators is minimal.
The L/N scheme generally performs similarly or better than the Newton scheme time-wise for
the cases considered in this thesis, since the L-scheme iterations are less expensive than the
Newton iterations. This is evident from the numerical experiments, e.g. see Figure 4.4. In the
degenerate case, global computation are required for computing σσσ

j
L and σσσ

j
N if they are used.

The computation of these equilibrated fluxes can be made relatively inexpensive by precomput-
ing the associated stiffness matrices which are constant. By only evaluating the estimators on
a subset of iterations, the computational cost can be further reduced. For the sake of simplicity,
we choose not to pursue this choice.

Remark 3.3.2 (L-scheme adaptivity). To help accelerate the convergence of the L-scheme, we
additionally suggest an algorithm in Appendix B for adaptively choosing L. This can be used
directly in conjunction with Algorithm 2 to hasten the convergence of the composite scheme.
For the sake of presentational simplicity, we have chosen not to combine these schemes.

Remark 3.3.3 (Generality of the results). Although the analysis above focuses on the switching
between the L-scheme and the Newton method, the same techniques can be extended to cover
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switching between the modified L-scheme or modified Picard method and Newton. Also, using
Anderson acceleration on only the iterates from linearly converging methods is a possibility,
but we choose not to pursue this. Furthermore, the L-adaptive strategy in Appendix B can be
extended to the modified L-scheme to adaptively select the parameter m > 0.



Chapter 4

Numerical results

In this chapter, we demonstrate the effectiveness and robustness of the proposed hybrid L/N-
scheme and compare it to the linearization schemes mentioned above, including Anderson ac-
celeration of the L-scheme and Newton’s method. Since the L-scheme’s convergence depends
heavily on a tuning parameter, we choose two different values, L1 and L2 in the performance
comparison. Here, L1 is a quasi-optimal choice of tuning parameter and will be defined for
each specific subproblem, see Table 4.1, and L2 = sup{θ ′ (ψ)}. The quasi-optimal choice L1
is always chosen for the L-scheme iterations for the L/N-scheme. For the modified L-scheme
we always choose the stabilization parameter as m = sup{|θ ′′|}.

We examine the number of iterations, order of convergence and computational time of the
schemes. Computational time refers to the time required for assembly of linear systems, lin-
ear solvers, computation of the switching indicators and the iteration-dependent energy norm
used as a stopping criterion. All experiments have been performed on an Acer Swift 3, with
an Intel core i7-1165G7-processor. A direct solver is used to solve all linear systems. The
corresponding iteration-dependent energy-norm for the pressure head is used as a stopping
criterium, ∣∣∣∣∣∣∣∣∣ψn, j

h −ψ
n, j−1
h

∣∣∣∣∣∣∣∣∣
L,ψ j−1

≤ 10−7, (4.1)

with L ∈ {L,N,M}.
For the numerical experiments, three different examples are considered:

• Example 1: The first example is a strictly unsaturated medium, where the flow is always
partially saturated. It is taken from [27], but we disregard the surfactant transport.

• Example 2: The second example considers a variably saturated medium with extrac-
tion/injection in the unsaturated zone and can be found in [34].

• Example 3: The last example is a known benchmark problem that is studied in [26, 31,
34]. It models the recharge of a groundwater reservoir from a drainage trench using a
time-dependent Dirichlet boundary condition.

In all examples the parametrization of saturation and permeability will be the van Genucthen-

49
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Mualem model

θ(ψ) =

θR +(θS −θR)
[

1
1+(−αψ)n

] n−1
n
, ψ ≤ 0,

θS, ψ > 0,

K(θe(ψ)) =

Ksθe(ψ)
1
2

[
1−
(

1−θe(ψ)
n

n−1

) n−1
n
]2

, ψ ≤ 0,

Ks, ψ > 0,

(4.2)

where

θe(ψ) =
θ(ψ)−θR

θS −θR
,

and θS and θR is the water volume and the residual water content respectively. Also, Ks is the
hydraulic conductivity of the fully saturated porous medium and α and n are soil characteris-
tics.

Parameters Example 1 Example 2 Example 3

van Genuchten-Mualem
θR 0.026 0.026 0.131
θS 0.42 0.42 0.396
KS 0.12 0.12 4.96 ·10−2

α 0.551 0.95 0.423
n 2.9 2.9 2.06

L-scheme
L1 0.1 0.15 3.501 ·10−3

L2(Lθ ) 0.136 0.2341 4.501 ·10−3

Modified L-scheme
m 0.14125 0.419 0.0447

Table 4.1: Parameter values for all test cases.

Remark 4.0.1. The computational times of the modified L-scheme are not included, as the
implementation has not been done with regards to speed. However, we note that the modified
L-scheme requires evaluation of the derivative thus causing the assembly to be slower than
the L-scheme, but should be computationally faster than Newton’s method per iteration. The
computational time of Newton Anderson acceleration will also be omitted.

The finite element implementation is done in Python and uses the simulation toolbox
PorePy [29] for grid management. It is available at https://github.com/MrShuffle/
RichardsEquation/releases/tag/v1.0.1.

4.1 Example 1: Strictly unsaturated medium
The parameters for this example are given in Table 4.1 Example 1. We consider a strictly
unsaturated medium, where the domain is given by Ω = Ω1 ∪Ω2, where Ω1 = [0,1]× [0,1/4]

https://github.com/MrShuffle/RichardsEquation/releases/tag/v1.0.1
https://github.com/MrShuffle/RichardsEquation/releases/tag/v1.0.1
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and Ω2 = [0,1]× (1/4,1]. The initial pressure head profile is

ψψψ
0(x,z) =

{
−z−1/4, (x,z) ∈ Ω1,

−4, (x,z) ∈ Ω2,

where x represents the positional variable in the horizontal direction and z in the vertical di-
rection. At the top boundary a constant Dirichlet condition is used, equal to the initial value at
all times. For the rest of the boundary, no-flow boundary conditions are used. We choose the
following source term

f (x,z) =

{
0, (x,z) ∈ Ω1,

0.06cos
(4

3π(z)
)

sin(x) , (x,z) ∈ Ω2.

In this example the solutions will be computed over different time intervals, [0,T ], where
T = τ . The solution at T = 1 is portrayed in Figure 4.1.

Figure 4.1: Strictly unsaturated medium (Example 1): Pressure head profile at T = 1.

4.1.1 Comparison of convergence properties

The performance results for Example 1 are shown in terms of the number of iterations neces-
sary for various mesh sizes in Figure 4.2. As expected the modified L-scheme and L-scheme
are robust and converge for all mesh sizes, with the modified L-scheme using the fewest it-
erations of the two. Anderson acceleration of the L-scheme (using L1) converges with fewer
iterations, which shows the effective acceleration of a linear contractive fixed point iteration.
Newton’s method only converges for sufficiently coarse meshes. However, when it converges
it uses fewer iterations than the linearly convergent and accelerated schemes. Although the
Newton Anderson acceleration uses more iterations than Newton’s method, it interestingly
slightly increases the robustness. Finally, the L/N-scheme always uses the fewest number of
iterations, being identical with Newton’s method.
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Figure 4.2: Strictly unsaturated medium (Example 1): Number of iterations required for fixed
time step τ = 0.01 and multiple mesh sizes. The numbers in the red parentheses correspond to
(number of L-scheme iterations/number of Newton iterations).
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For different time step sizes the total number of iterations required is given in Figure 4.3.
The L-schemes and modified L-scheme converge in every scenario. For smaller time steps
the modified L-scheme is faster than the L-schemes as the convergence rate scales with the
time step size. Anderson acceleration of the L-scheme uses almost as many iterations as the
modified L-scheme due to a smaller time step size meaning the distance to a fixed-point is very
small initially. For τ = 1 the worst performing L-scheme uses almost half as many iterations
as the modified L-scheme. Note that no optimization of m is done here. There is a huge
benefit of applying Anderson acceleration to the L-scheme, as the total number of iterations is
reduced by more than half. Newton’s method and the accelerated Newton converge only for
time step sizes smaller than or equal to τ = 0.01. The hybrid method uses the fewest number
of iterations for all time step sizes, equal to Newton when converging. For larger time steps
the hybrid method performs similarly to what would be expected of Newton’s method.

The performance of all schemes, except the modified L-scheme and the Anderson acceler-
ated Newton’s method, with regards to computational time for varying mesh sizes is displayed
in Figure 4.4. Most significantly, the L/N-scheme performs almost equal to Newton’s method
when it converges. In addition to this, the hybrid method maintains the same performance in
cases where Newton’s method fails to converge. The computational time of the L-schemes is
consistent with the number of iterations reported with the stabilizing parameter L1 being the
fastest. Applying Anderson acceleration to the L-scheme (using L1) leads to a 30% reduction
in computational time for the finest mesh considered, but still being approximately 168% more
computationally expensive than the L/N-scheme.

For fixed mesh size h =
√

2/40 and variable time step size similar observations are made
for the CPU time, see Figure 4.5. The hybrid method performs best in all scenarios, being
considerably faster than the L-schemes. There is a major reduction in time when applying
Anderson acceleration to the fastest L-scheme. In particular, the CPU time is reduced by more
than half for τ = 1 and τ = 0.001.
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Figure 4.4: Strictly unsaturated medium (Example 1): Computational times for varying mesh
sizes and fixed time step size τ = 0.01.
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Figure 4.5: Strictly unsaturated medium (Example 1): Computational time for different time
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√
2/40.

4.1.2 Switching characteristics

Finally, a closer look is given to the dynamic switch between Newton’s method and the L-
scheme. In Figure 4.6, the swithing indicators at each iteration are displayed for fixed mesh
and time step size. The example particularly highlights the ability of the L/N-scheme to switch
back and forth between both linearizations. Furthermore, the final number of L-scheme itera-
tions is kept to a bare minimum. The effectivity indexes introduced in (3.10) and discussed in
Remark 3.2.1 are also plotted. The effectivity index is greater than 1 in all cases, which vali-
dates Propositions 3.1.1 and 3.2.1 and it stays between 1.27 to 2.3, implying that the estimators
η i

L→N
and η i

N→L
are sharp.
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Figure 4.6: Strictly unsaturated medium (Example 1): Evolution of switching indicators for
L/N-scheme for fixed h = 80 and τ = 0.01. The dashed line is Ctol = 1.5, the switching crite-
rion from L-scheme to Newton’s method. The L/N-scheme oscillates between the linearization
strategies, but eventually recovers. The effectivity indices (3.10) of the Newton iterations, in-
troduced in Remark 3.2.1, are also plotted.

4.1.3 Order of convergence

The convergence order for Example 1 of all linearization schemes, except the hybrid method,
for fixed mesh size is depicted in Figure 4.7. The L/N-scheme is not included due to the
sequence of iterates generated stemming from linearizations with different convergence orders.
Although the different convergence orders are defined at a limit, it will always be limited by
machine precision and therefore base the convergence order from a finite number of iterations.

As expected, the L-schemes converge linearly with all definitions of convergence order,
but Q′

Λ
is unstable in the first iterations. For the modified L-scheme, the limit of Q′

L and R′
L

approaches 1 indicating linear convergence, but Q′
Λ

oscillates between values above and below
1. Newton’s method converges in very few iterations, but starts to increase towards 2 at the
final iterations.

The convergence order of the L-scheme-Anderson acceleration approaches 1, indicating
a linear convergence. However, at specific iterations the convergence order is much higher,
as R′

L,Q
′
L both make a small jump. Q′

λ
also makes a jump. This is due to large changes

in the iterates, and that the residual becomes significantly smaller at the same time. The
same behaviour is also exhibited by Newton-Anderson acceleration which converges super-
linearly/sub-quadratic.
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Figure 4.7: Strictly unsaturated medium (Example 1): Computational order of convergence at
each iteration for multiple numerical methods for fixed h =

√
2/40 and τ = 0.01.
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4.2 Example 2: Variably saturated medium

The parameters for this example are listed in Table 4.1 Example 2. The domain is divided
into two parts, one a vadoze zone Ωvad and the other the region below the water table, i.e.,
the groundwater zone Ωgw. Let Ω = Ωgw ∪Ωvad , where Ωgw = [0,1]× [0,1/4) and Ωvad =
[0,1]× [1/4,1]. We choose the pressure head to initially be given by

ψψψ
0(x,z) =

{
−z+1/4, (x,z) ∈ Ωgw,

−3, (x,z) ∈ Ωvad,

where x represents the positional variable in the horizontal direction and z in the vertical direc-
tion. A constant Dirichlet condition is used on the surface, being equal to the initial condition
at all times. For the rest of the boundary, no-flow boundary conditions are used. We use the
following source term

f (x,z) =

{
0 (x,z) ∈ Ωgw

0.006cos
(4

3π(z−1)
)

sin(2πx) (x,z) ∈ Ωvad.

The solution is computed over the time interval t ∈ [0,0.01] and we only take one time step.

Figure 4.8: Variably saturated medium (Example 2): Pressure head profile at T = 0.01.

4.2.1 Comparison of convergence properties

The number of iterations for Example 2 for various mesh sizes and a fixed time step for all
linearization schemes is shown in Figure 4.9. Once more, in every instance, the L-schemes
and modified L-scheme converge with the modified L-scheme using less. In this case, New-
ton’s method does not converge for any mesh size. Interestingly, there is a clear increase in
robustness of Newton’s method when applying Anderson acceleration, although it does not
converge on the finest meshes considered. In fact, for the coarsest meshes considered, it uses
the fewest iterations being equal to the hybrid method in some cases. The L/N-scheme requires
the fewest number of iterations in every case but one.
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Figure 4.9: Variably saturated medium (Example 2): Total number of iterations for fixed τ =
0.01 and varying mesh size. The numbers in the red parentheses correspond to (number of
L-scheme iterations/number of Newton iterations).

The linearization schemes’ CPU time performance is compared in Figure 4.10. The L-
scheme using L1 is less expensive than the other L-scheme, and both use computational time
consistent with the number of iterations. However, the L-scheme (using L1) requires approx.
164% of the computational time of the Anderson accelerated L-scheme. The L/N-scheme is
the fastest in every scenario, requiring less than half the computational time of AA.
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Figure 4.10: Variably saturated medium (Example 2): Total number of iterations for fixed
τ = 0.01 and varying mesh size.

4.2.2 Switching characteristics

At last a more thorough examination of the dynamic switch between Newton’s method and the
L-scheme is conducted. In Figure 4.11, the evolution of the switching indicators is shown for
fixed time step and two different mesh sizes. For both mesh sizes the initial ηL→N is highly de-
pendent on the initial data, for the finest mesh the switch happens immediately but it recovers.
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Note that for the first iteration for h =
√

2/80 η1
L→N

is greater than 1. The example indicates
a slight mesh dependence of the switch from L-scheme to Newton’s method as the number of
L-scheme iterations needed before the switch varies with the mesh size, see Figure 4.9.
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Figure 4.11: Variably saturated medium (Example 2): Evolution of switching indicators for
L/N-scheme for two mesh sizes and τ = 0.01. The dashed line is Ctol = 1.5, the switching
criterion from L-scheme to Newton’s method.

Remark 4.2.1. Note that no switch happens on the coarsest mesh. This motivates the use
of applying Anderson acceleration only to the L-scheme iterates of the hybrid algorithm. Al-
though no experimentation has been done in this regard, it is worth noting that in this specific
case applying AA causes a switch after 5 accelerated L-scheme iterates converging with a total
of 8 iterations.

4.3 Example 3: Benchmark problem

The parameters for this example are found in Table 4.1 Example 3. The van Genucthen-
Mualem parameters for this example represents silt loam [25]. Here an additional stablizing
parameter is used, L3 = 1.501 ·10−3, which does not satisfy (2.8). We consider a known bench-
mark problem, also considered in [34]. This example models the recharge of a groundwater
reservoir from a drainage trench. The domain Ω ⊂ R2 represents a vertical section of the sub-
surface. The drainage trench is simulated by a time dependent Dirichlet boundary condition
on parts of the upper boundary. A constant Dirichlet condition is also used on the lower right
side of the domain. For the remaining parts of the boundary, no-flow conditions are employed.
The geometry of Ω is given by

Ω = [0,2]× [0,3],
ΓD1 = [0,1]× (3),
ΓD2 = (2)× [0,1],
ΓN = Ω\{ΓD1 ∪ΓD2} ,
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and the initial and boundary conditions are

ψ
0 = 1− z

ψ =


−2+35.2t, if t ≤ 1

16 , on ΓD1 ,

0.2, if t > 1
16 , on ΓD1 ,

1− z, on ΓD2,

−K(θ(ψ))∇(ψ + z) ·ννν = 0, on ΓN ,

where ννν is the outward pointing normal vector. We take 9 time steps with time step size
τ = 1/48 where the time unit is in days. The solution is computed on a regular mesh consisting
of 2501 nodes and the final pressure head profile is depicted in Figure 4.12.

Figure 4.12: Benchmark problem (Example 3): Pressure head profile at final time 4.5 hours.

No. Itr CPU time

L1 274 6136
L2 330 7356
L3 − −
Newton 39 980
L/N (10/30) 1021
L1 −AA 105 2324
L3 −AA 132 2934
ModL 90
N-AA 44

Table 4.2: Benchmark problem (Example 3): Comparison of number of iterations and compu-
tational time for 2501 nodes, τ = 1/48 and final time T = 3/16. The numbers for L/N-scheme
in parenthesis correspond to (number of L-scheme iterations/number of Newton iterations).
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4.3.1 Comparison of convergence properties

The performance results for example 3 are shown in Table 4.2. All schemes converge for
this example, except for the L-scheme which uses L3. The Newton’s method requires the
least amount of iterations, one less than the hybrid method. However, both use substantially
fewer iterations than the linearly converging schemes. The modified L-scheme uses fewer
iterations than the L-schemes, visualizing the benefit of the convergence rate scaling with the
time step. But the L-scheme Anderson acceleration (using L1) is comparable to the modified
L-scheme in terms of number of iterations. The Newton Anderson acceleration slows down the
convergence of Newton’s method, although not as much when compared to the prior examples.
Applying Anderson acceleration to the non contractive L-scheme (using L3) causes the scheme
to converge. In addition to converging, it also uses far less iterations than the L-schemes which
converges.

The computational cost of the L-schemes is consistent with the expense per iteration, being
significantly slower than Newton and the hybrid method. Furthermore, both Anderson accel-
erated L-schemes use less than half the computational time as the fastest L-scheme. More
importantly, in terms of computational time, the L/N-scheme performs similarly to Newton’s
method. It is slightly slower as a result of the additional iteration.

4.3.2 Switching characteristics

The dynamic switch is thoroughly examined in this section. As seen in the number of iter-
ations, except for one time step, only one L-scheme iteration is required per time step. This
indicates a successful dynamic switch for almost all time steps. In Figure 4.13 the efficiency
indices for the Newton iterates are depicted. For all iterations in a given time step the index is
above 1, which further validates Propositions 3.1.1 and 3.2.1. In the first time steps the index
remains below 2, but as the saturated region grows, the sharpness of the estimate becomes
slightly worse.
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Figure 4.13: Benchmark problem (Example 3): Efficiency indexes of the Newton iterations at
every time step. L-scheme iterations are omitted.
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4.3.3 Order of convergence
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(e) Order of convergence L-scheme-Anderson
acceleration with depth 5.
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Figure 4.14: Benchmark problem: Computational order of convergence at each iteration for
multiple numerical methods from t = 4/48 to t = 5/48 and 2501 nodes.

The convergence order for Example 3 of all linearization schemes for fixed mesh size is de-
picted in Figure 4.14. The L-schemes and modified L-scheme converge linearly while New-
ton’s method converges quadratically as expected. The Anderson acceleration of L-scheme
and Newton’s method both exhibit super-linear and sub-quadratic convergence respectively.
For the acceleration of the L-scheme the convergence order Q′

Λ
is negative at some iterations.



4.4. CONCLUSIONS 63

This shows why relating consecutive iterations causes less accurate estimates for the order of
convergence.

4.4 Conclusions
In this chapter we tested the newly proposed switching algorithm on realistic examples and
compared it to the L-scheme, the modified L-scheme, Newton’s method and the Anderson
accelerated L-scheme and Newton’s method. The a posteriori estimators determining the
switch between the L-scheme and Newton’s method are reliable and efficient for the examples
considered in the thesis. Therefore the dynamic switch between the linearization schemes
are quite successful. In almost all cases the adaptive algorithm uses the fewest number of
iterations and is computationally faster than the other schemes. Consequently the proposed
algorithm is a good alternative solution strategy for Richards’ equation, as it is both robust and
quadratically convergent after the switch to Newton’s method.

We observed that Anderson acceleration for the L-scheme decreased the number of itera-
tions and increased for Newton’s method. For Newton’s method, the robustness was also in-
creased. In addition, for a non-contractive L-scheme the use of Anderson acceleration caused
convergence.
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Chapter 5

Summary

In this thesis we have sought to solve Richards’ equation. In time we applied a backward
Euler discretization and in space we used a continuous Galerkin finite element discretization.
The focal point was how to efficiently solve the resulting non-linear problem. We considered
several linearization techniques, the L-scheme, the modified L-scheme and Newton’s method
and also Anderson acceleration applied to the L-scheme and Newton’s method. For the L-
scheme we gave a convergence proof and extended the previously existing optimality analysis
to include the gravity term. In addition, we also gave an error estimate on the solution of the
L-scheme. For Newton’s method applied to a variant of Richards’ equation after Kirchhoff
transformation, we also proved the quadratic convergence if the initial guess is sufficiently
close.

We proposed an adaptive algorithm between the L-scheme and Newton’s method. This
way we utilized the quadratic convergence of Newton’s method when it converges and the
robustness of the L-scheme. In order to determine when to switch between the two schemes,
we derived reliable and efficient a posteriori indicators which predict the linearization error of
the subsequent iteration. The algorithm always starts using the L-scheme, and at every itera-
tion checks to see if the linearization error is predicted to decrease by switching to Newton’s
method. If this is the case, then Newton’s method is used, otherwise the L-scheme is used for
the next iteration. Hence, the adaptive scheme is now robust and quadratically convergent after
switching to Newton’s method.

The proposed algorithm is assessed on realistic examples. They demonstrate that the al-
gorithm is as robust as the L-scheme and converges even when Newton’s method fails. Fur-
thermore, when Newton converges, the hybrid scheme takes roughly the same number of iter-
ations and computational time as Newton’s method while being significantly faster than other
linearization and acceleration techniques.

65
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Appendix A

Convergence proof of L-scheme

Proof of Theorem 2.3.1. In the following ∥ · ∥L2(Ω) is denoted by ∥ · ∥ to simplify notation.

First, by subtracting (2.5) from (2.6) and choosing vh = en, j = ψ
n, j
h −ψn

h we obtain

⟨θ(ψn, j−1
h )−θ(ψn

h ),e
n, j⟩+L⟨(ψn, j

h −ψ
n, j−1
h ),en, j⟩

+τ⟨K(θ(ψ
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h ))∇ψ
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h −K(θ(ψn

h ))∇ψ
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h ,∇en, j⟩

+τ⟨
(

K(θ(ψ
n, j−1
h ))−K(θ(ψn

h ))
)

∇z,∇en, j⟩= 0

We split the saturation term and let some γ satisfy (2.10) such that

γ⟨θ(ψn, j−1
h )−θ(ψn

h ),e
n, j−1⟩+(1− γ)⟨θ(ψn, j−1

h )−θ(ψn
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∇z,∇en, j⟩= 0.

(A.1)

We have the algebraic relation

L⟨(en, j − en, j−1),en, j⟩= L
2
∥en, j∥2 +

L
2
∥en, j − en, j−1∥2 − L

2
∥en, j−1∥2. (A.2a)

Furthermore, by Assumption 2.3.1 θ is Lipschitz continuous and monotonically increasing
and the derivative is bounded from below by Lmin, we obtain the following estimates

(1− γ)⟨θ(ψn, j−1
h )−θ(ψn

h ),e
n, j−1⟩ ≥ 1− γ
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2, (A.2b)
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h )−θ(ψn

h ),e
n, j−1⟩ ≥ γLmin∥en, j−1∥2. (A.2c)

Inserting the relations (A.2) into (A.1), we get the inequality
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Using Young’s inequality

⟨θ(ψn, j−1
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By Assumptions 2.3.2 to 2.3.3, the permeability is Lipschitz continuous with LK and the finite
element solution satisfies ∥∇ψn

h∥L∞ ≤ M < ∞, and applying Young’s inequality again we get
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Inserting the inequalities (A.4) into (A.3) and by Assumption 2.3.2 there exists a bound
from below of the permeability, Kmin, we are able to obtain
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Combining and rearranging terms the terms in (A.5) and applying Poincaré’s inequality,(
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Since L satisfies (2.8) we have
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2L
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and obtain the error estimate ∥∥en, j∥∥2 ≤ L−2γLmin
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. (A.8)
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L-adaptivity

As shown in Theorem 2.3.1, the L-scheme converges unconditionally if L satisfies (2.8). How-
ever, numerical results in [34] suggest that the optimal rate of convergence of the L-scheme is
obtained for a considerably smaller L although convergence cannot always be guaranteed for
such values. Hence, to speed up the computations, it is possible to start the iterations with a
smaller value of L and then use a posteriori estimates to decide if L is to be increased or not.
Analogous to Propositions 3.1.1 and 3.2.1 the result we are going to use for this purpose is:

Proposition B.0.1 (Error control of L-scheme). For a given ψ
n,0
h , ψ

n−1
h ∈Vh, let {ψ

n,k
h } j+1

k=1 ⊂
Vh solve (2.6) for some j ∈ N. Then, one has∣∣∣∣∣∣∣∣∣ψn, j+1

h −ψ
n, j
h

∣∣∣∣∣∣∣∣∣
L,ψn, j

h
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j

L→L
,

where
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j
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j
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2
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∥∥∥ .
The detailed proof is omitted. Observe that neither Assumption 3.1.1 nor any specific

handling of the degenerate domains is necessary for the estimate shown above.

B.1 An Adaptive L-scheme algorithm
Based on Proposition B.0.1, we propose an algorithm that selects optimal L-values adaptively.

Algorithm 3 The L-adaptive scheme

Require: ψψψn,0 ∈ L2(Ω) as initial guess, LM := supψ∈Rθ ′(ψ), and Lm := LM/8
Ensure: CL→L =

√
2, L = Lm

for i=1,2,.. do
Compute iterate using L-scheme, i.e., (2.6)
if η i

L→L
> 1 then

Replace Lm = L, L = min(CL→LL,LM), and continue.
else if η j

L→L
> 0.8 for j ∈ {i, i−1, i−2} then

Replace L = max(0.9L,1.1Lm) and continue.
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B.2 Numerical results
In Figure B.1, we show that the L-adaptive scheme outperforms a fixed L-approach. Because
of the large time step size, Lθ/2 is too small for convergence in this case. The number of
iterations is decreased by 20 when compared to a fixed L1 with the same mesh size and time
step size, see Figure 4.3. For smaller time steps, the numerical results show that Algorithm 3
requires roughly the same number of iterations as a fixed and optimized L = L1 less than Lθ .
The advantage of such an adaptive technique is that no L optimization study is required prior
to the simulation. However, because the L-adaptive strategy does not significantly improve the
behavior of the L-scheme over the optimized L = L1, we chose not to include it in Algorithm 2.
Finally, in all examples, ηL→L was only observed to become greater than one for non-convergent
parameters L and converges to a limit less than one when the L-scheme converged.

0 10 20 30 40 50 60
10−1

100

101

Iteration number

η
j

L→L/η
j

lin

Figure B.1: Strictly unsaturated medium (Example 1): L-scheme with L-adaptivity and initial
stabilization parameter L0 = L2/8, h =

√
2/40 and τ = 1.
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