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Abstract

Convection strongly impacts the structure and evolution of the atmospheric
boundary layer. Yet, the characteristic temporal and spatial scales of the convec-
tive circulation are challenging to capture with the conventional meteorological
measurement setup and instrumentation. As a consequence, atmospheric con-
vection is still under-sampled. This dissertation and the three included papers
introduce two approaches for observing the convective flow field and its evolu-
tion, using profiling and dual-scanning lidar techniques above the ocean, and over
complex and flat terrain on land. These flow field observations are utilized to ex-
tract fundamental convection characteristics, as for example, the horizontal and
vertical dimensions, and velocities of the convective updraft and downdraft. In
combination with complementing meteorological measurements, this allows the
investigation of the interaction of those characteristics with other processes in the
convective boundary layer (CBL).

The focus of Paper I is on identifying the resolvable range of turbulent and or-
ganized eddies in the marine CBL by ship-based profiling lidar observations, that
are exposed to ship motion. Paper I evaluates the impact of the ship motion and
the applied motion correction on the statistics and spectra of the lidar observa-
tions. In addition to this evaluation, the dissertation includes an assessment of
the utilized motion correction algorithm applied to data that are acquired during
a controlled-motion experiment. The results of Paper I indicate, that convective
scales can be resolved with the evaluated profiling lidar setup, given a sufficient
horizontal background flow velocity.

Corresponding convective structures, under prevailing cold air outbreak con-
ditions, are analysed in Paper II. The study applies spectral coherence and phase
analysis to the lidar-observed flow field, extracting characteristics of organized
convection, namely coherent structures. The short-term evolution of the struc-
ture sizes and velocity amplitudes is sensitive to the surface layer stratification and
wind shear. The largest structures are observed for conditions, where the buoy-
ancy production marginally dominates the shear production of turbulence. On
the long-term, these large scale structures strongly contribute to the overturning
and deepening of the marine CBL.

Complementary to the ship-based, profiling lidar approach over the ocean,
Paper III explores the capability of land-based, dual-scanning lidars to sample
convection. The study introduces an advanced filtering and a temporal interpola-
tion approach, that substantially enhance the lidar data for convection sampling.
Here, the shape and evolution, and interaction of the observed convective struc-
tures with other boundary-layer processes were mainly impacted by the differences
in the evaluated measurement locations, i.e. flat versus complex terrain, and in-
land versus close vicinity to the sea.

The dissertation follows up on the findings of Paper III, presenting first results
of the convective flow field retrieval achieved with the Eulerian, dual-scanning
lidar approach collocated with a Lagrangian approach using gliders to sample
key parameters from inside the convective updraft, i.e. velocity, temperature
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and humidity. For the presented case, the Eulerian and Lagrangian approaches
complement each other, yielding detailed information about the lower and upper
part of the convective structure, respectively.



Sammendrag

Konveksjon har stor innvirkning pa strukturen og utviklingen av det atmosfaeriske
grenselaget. Det er imidlertid utfordrende & male de karakteristiske lengde- og
tidsskalaene ved hjelp av konvensjonelle meteorologiske metoder. Derfor er kon-
veksjon fortsatt ikke godt nok observert. Denne avhandlingen og de tre artiklene
som inngar i den, presenterer to metoder for a observere det konvektive strgmn-
ingsfeltet ved hjelp av forskjellige lidar-baserte malemetoder, bade over hav og
flatt og komplekst terreng over land. Disse malingene av strgmningsfeltet kan
brukes til & trekke ut grunnleggende konvektive egenskaper, som for eksempel
karakteristiske hoyde- og lengdeskalaer, samt vertikale hastigheter. A kombinere
dette med supplerende meteorologiske malinger muliggjgr undersgkelsen av sam-
spillet mellom disse egenskapene og andre prosesser i det konvektive grenselaget.

I artikkel I identifiserer vi de opplgselige skalaene til turbulente og organiserte
virvler i det marine konvektive grenselaget fra vindprofiler tatt med lidar pa et skip
i bevegelse. Artikkel I evaluerer pavirkningen av skipsbevegelsen og bevegelsesko-
rreksjon pa lidarobservasjonenes statistikk og spekter. I tillegg inkluderer avhan-
dlingen en evaluering av bevegelseskorreksjonsalgoritmen pa et datasett innhentet
under et kontrollert eksperiment med bevegelse. Resultatene fra artikkel I viser
at dersom bakgrunnshastigheten er tilstrekkelig kan de konvektive skalaene bli
opplgst med en profilerende lidar.

Tilsvarende konvektive strukturer under et kaldluftsutbrudd er analysert i
artikkel II. Studien anvender spektral koherens- og faseanalyse pa det konvek-
tive strgmningsfeltet fra lidarobservasjoner for & studere karakteristikkene til ko-
herente strukturer i organisert konveksjon. Utviklingen av strukturstgrrelser og
hastighet pa korte tidsskalaer er fglsomme for overflatelagets lagdeling og vind-
skjeer. De stgrste strukturene blir observert under forhold der oppdriftsproduksjo-
nen marginalt overgar skjeersproduksjonen av turbulens. Over lange tidsskalaer
bidrar disse storskala strukturene til omvelting og at det marine konvektive grense-
laget blir dypere.

Artikkel IIT utforsker muligheten til & bruke to landbaserte lidar systemer i
dual-scanning oppsett for 4 male konveksjon. Studien introduserer en avansert
filtrering og en interpolasjonsmetode i tid som forbedrer lidardataene vesentlig
for & male konveksjon. Observasjonene viser at formen og utviklingen til de kon-
vektive strukturene, samt samspillet mellom disse strukturene og andre prosesser i
det atmosfeeriske grenselaget, hovedsakelig blir pavirket av variasjoner i lokasjon,
f.eks. flatt kontra komplekst terreng, eller innlandet kontra kysten.

Avhandlingen fglger opp funnene i artikkel III, og presenterer de fgrste re-
sultatene av det konvektive strgmningsfeltet funnet ved hjelp av en euleriansk
tilneerming ved bruk av dual-scanning lidar og en lagransk tilnserming som tar
i bruk glidere for & male ngkkelparametrer fra konveksjon, slik som hastighet,
temperatur og fuktighet. For det presenterte tilfellet utfyller den eulerianske og
lagranske tilneermingen hverandre og gir detaljert informasjon om henholdsvis de
nedre og gvre delene av de konvektive strukturene.
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Outline and Scientific contribution

This

thesis consists of an introductory part and three scientific papers. Chap-

ter 1 gives an introduction to the thesis. Objectives and research questions are
introduced in chapter 2. Further, chapter 3 gives an overview over the scientific
background. The methods are presented in chapter 4. A summary and the com-
mon theme that links each of the three papers is given in chapter 5. Further, some
additional, complementing material is presented in chapter 6. Finally, a conclu-
sion and outlook to the thesis are given in chapter 7. The papers I, II, and III
included in this thesis are:
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1 Introduction

The convective boundary layer (CBL) is dominated by buoyancy-driven turbu-
lence generation (Stull, 1988), where larger turbulent eddies typically organize
into distinct convective structures (Young, 1988a). Such convective structures
strongly contribute to the deepening of the boundary layer, the overturning of i.e.
heat, moisture, momentum, and energy, as well as the formation of clouds, severe
thunderstorms, and precipitation (Stull, 1988; Emanuel, 1994). These processes
that are inherent to convection are further important for the transport of aerosols
and pollutants (Kunkel et al., 1977; Melfi et al., 1985), the interplay with gust
fronts, convergence lines, and cold pools (Jeevanjee and Romps, 2015; Liu et al.,
2023), the impact on flight safety at airports ([to et al., 2020; Wan et al., 2021),
the loads on wind turbines (Kumer et al., 2016; Lu et al., 2019) or bridges ( Wang
et al., 2018), the interaction with wind turbine wakes (Zhang et al., 2013), and lo-
cal urban ventilation (de Foy et al., 2006), to name some examples. However, suf-
ficiently characterizing this complex and dynamic, three-dimensional atmospheric
phenomenon, that extends both horizontally, and vertically throughout the depth
of the CBL is challenging with conventional meteorological instrumentation and
setups, including most ground-based in situ measurement networks and profiling
techniques (Geerts et al., 2018), particularly in remote locations, i.e. offshore or
in complex, inaccessible terrain.

Profiles of wind, temperature and humidity from meteorological masts (see e.g
LeMone, 1973; Kaimal et al., 1982) are restricted to the lowest few hundred or less
meters of the CBL, while convection usually reaches considerably higher. Also,
large mast are difficult or very costly to erect and move and are rarely installed
offshore, with only few exceptions, such as the FINO-1 platform in the North
Sea (Fischer, 2006). Radiosondes are more mobile than masts and reach much
higher, but provide only a single profile with a time resolution that is restricted by
the number of launches (e.g. Furevik and Haakenstad, 2012; Vomel and Fujiwara,
2021). A single profile is not capable to capture the convective structure as a
whole, including both the updraft and downdraft pattern, as well as horizontal
convergence or divergence of the flow. Measurements from tethered balloons or
kites (e.g. Kaimal et al., 1976) usually provide profiles of higher resolution than
radiosondes, yet their use is restricted to certain meteorological condition and
usually their operation is not automatized, limiting the measurements to special
observing periods. Possibly the most prominent and detailed measurements of
the CBL in the past are achieved by aircraft studies (e.g. LeMone, 1976; Kaimal
et al., 1982; Young, 1988b; Brimmer, 1996; Hartmann et al., 1997; Cieszelski,
1998; Renfrew and Moore, 1999; Cook and Renfrew, 2015; Brilouet et al., 2017,
Adler et al., 2019). Aircraft-based measurements are capable to obtain snapshots
of the convective circulation throughout the CBL, yet their temporal and spatial
coverage is limited by the flight duration and trajectory. As a consequence, the
dynamic, three-dimensional characteristics of convection remain under-sampled
by conventional meteorological approaches in terms of required spatio-temporal
resolution and long-term coverage.



2 Introduction

Active and passive remote sensing can provide corresponding observations and
has consequently the potential to fill this observational gap, on the condition
that observational strategies are optimized to derive convection characteristics.
Here, the structure and evolution of the convective circulation, hence the three-
dimensional velocity field, is of major interest. Therefore, this dissertation ex-
plores the capability of wind-profiling and scanning lidar (Light Detection and
Ranging) observations to obtain insight into the convective dynamics, that can
complement estimates of CBL characteristics provided by conventional meteoro-
logical measurements and other remote sensing techniques.

Lidar systems have become increasingly relevant for wind profiling (e.g.
Werner, 2005; Calhoun et al., 2006) and sampling of the multi-dimensional wind
field (e.g. Newsom et al., 2005, 2008; Stawiarski et al., 2013; Vasiljevi¢ et al., 2017;
Whiteman et al., 2018; Wildmann et al., 2018; Haid et al., 2020; Adler et al., 2020,
2021). Driven by the demand for cost efficient and mobile profile observations
of the three-dimensional wind speed components by the wind energy industry,
Doppler lidar systems have become comparably lightweight and affordable.This
development in lidar technology has enabled the possibility for more advanced se-
tups in remote locations, e.g. offshore (e.g. Pena et al., 2009), and particularly
on moving platforms, such as buoys (e.g. Gutiérrez-Antunano et al., 2017; Viselli
et al., 2019; Kelberlau et al., 2020) and ships (e.g. Wolken-Mdéhimann et al., 2014;
Achtert et al., 2015; Gottschall et al., 2017, 2018; Zentek et al., 2018). Such in-
stallations are, however, exposed to platform motion, and require compensating
measures, that are either included in the installation and actively compensate
the motion (e.g. Achtert et al., 2015), or are part of a post-processing procedure
(e.g. Wolken-Mdohimann et al., 2014; Kelberlau et al., 2020). As lidars provide
first and foremost a one dimensional perspective (literally), achieving profiles or
cross-sections of the three-dimensional wind with Doppler lidars requires the ap-
plication of scan patterns that are subject to certain assumptions (i.e. profiling
lidars assume horizontal homogeneity of the flow). Here, some limitations ap-
pear for the utility of the lidar observations, i.e. small scale turbulence of the
three wind components can not be resolved simultaneously by the standard lidar
profiling technique and also the more advanced scanning techniques are limited
to observe turbulence (Sathe et al., 2011; Sathe and Mann, 2013). Even though
convective structures are on the large scale end of the turbulent velocity spec-
trum, the ability of lidar to sufficiently capture the three-dimensional structure
of the convective circulation is only sparsly studied and not yet utilized to its full
potential.

In the past, lidars have demonstrated their capabilities to obtain the trace of
convective updrafts from aerosol-backscatter (e.g. Kunkel et al., 1977; Melfi et al.,
1985; Atlas et al., 1986) and the gradient of the backscatter is commonly used to
estimate the depth of the CBL (Wilczak et al., 1996; White et al., 1999; Hdgeli
et al., 2000; Martucci et al., 2007; Emeis et al., 2008). Further, vertically point-
ing lidar observations are utilized to study the integral length scales, turbulence
statistics, and spectra of vertical velocity in the CBL (Lothon et al., 2006, 2009;
Adler et al., 2019). These approaches rely on the presence of advection and the
existence of rather stationary convective structures, such that Taylor’s Hypoth-
esis of frozen turbulence can be applied (see e.g. Han et al., 2019), yielding a



time series of convective structures that pass the lidar observational volume. In
the absence of advection, a time series of at least two-dimensional cross-sections
is required to capture the evolution of the entire convective circulation. Several
studies identified the presence of convective structures as convergence and diver-
gence pattern in the horizontal velocity field. Yoshino (2019) utilized horizontal
scans of a single lidar that, however, only provided a one-dimensional velocity
estimate and required additional simulations to confirm the convective patterns.
Newsom et al. (2005), Twai et al. (2008), and Adler et al. (2020) identified convec-
tive structures based on the horizontal velocity vector retrieved within a plane of
horizontally overlapping dual-lidar observations, that also allowed to obtain ver-
tical velocity estimates based on continuity. Here, only fwai et al. (2008) provides
vertical velocity estimates for multiple altitudes. However, the time required to
achieve this three-dimensional representation of the convection exceeds the typ-
ically expected evolution period of the convective structures. Further, vertical
cross-sections from coplanar lidar observations, documenting the convective cir-
culation, are obtained by Rohner and Traumner (2013), who, however do not
make use of the cross-section, but constrain the analysis to one dimension.

As a consequence to the shortcomings of earlier lidar approaches, the focus of
this dissertation is on investigating and optimizing the setup, scan procedure and
processing of profiling and scanning lidar systems for the characterization of con-
vective circulation in marine environments and over land. The three published
papers, this dissertation is based on, assemble the major scientific implications
of the utility of these lidar systems, respectively. The papers are presented in
chronological order, mirroring the scientific focus and progression of the disserta-
tion over time. Here, the papers I and IT address the capability of profiling lidars
in a marine environment utilizing a ship-based lidar installation. Paper I focuses
on the technical realisation, hence the lidar capabilities to successfully sample con-
vection from a moving platform and data processing procedures, that are further
evaluated in section 6.1. Paper II presents and investigates lidar observations of
the convective flow and corresponding estimates of convective properties in the
marine atmospheric boundary layer. This profiling lidar approach to sample con-
vection is, however, limited to cases of strong and consistent advection with a
horizontally homogeneous heat source at the surface. Such conditions are com-
mon over the ocean, e.g. during CAO events, yet sparsely found over land. To
capture the typical land-based convection, a different approach based on dual-
scanning lidars was selected. The knowledge acquired during the work on papers
I and II contributed to and inspired the design of the lidar deployment in three
field campaigns. Paper III introduces both the technical background, document-
ing the data processing procedures, and presents an estimate and analysis of the
convective flow field captured during two of the three field campaigns that had
very similar scanning dual-lidar setups. Following up on Paper III, section 6.2
presents the setup and some first results from the third field campaign, which
featured a more advanced lidar installation and complementing meteorological
measurements.
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2 Obijective and Reseach Questions

The primary objective of this dissertation is to investigate and quantify the po-
tential, and the limitations of profiling and scanning lidars to deepen our un-
derstanding of the dynamic characteristics of atmospheric convection. Here, the
individual studies focus on assessing the different lidar types and the respective re-
quirements to characterize convection in different meteorological settings, guiding
the following research questions (RC):

1.

What are the limitations of each lidar type and have these lidars the reqired
capabilities for effective convection research, despite the identified limita-
tions?

(a) What are the limitations of moving, motion-impacted profiling lidars to
characterize convection in the marine atmospheric boundary layer?

(b) What are the limitations of dual-scanning lidars to characterize convec-
tion in flat and complex terrain?

. How can the lidar setup and lidar data processing be optimized to mitigate

the identified limitations and achieve high quality data for the characteriza-
tion of convection?

. What are the advantages of profiling and scanning lidars over conventional

meteorological instrumentation and measurement setups to sample convec-
tion?

Which convective properties can be extracted from profiling and scanning
lidar observations?

. How does atmospheric convection interact with other boundary-layer pro-

cesses and parameters?

(a) How does convection manifest for different background conditions
(ocean vs. land, different initial conditions, topography etc.)?

(b) What is the impact of convective structures of different sizes and
strength on boundary-layer growth, overturning, and development of
stability?

Paper I addresses RC-1.a and RC-2. Paper II addresses RC-1.a, RC-3, RC-4,
RC-5.a and RC-5.b. Finally, Paper III addresses RC-1.b, RC-2, RC-3, RC-4 and
RC-5.a. A resolution to and further perspectives on RC-1, RC-2, and RC-3 are
presented in Sect. 7.1, and Sect. 7.2 addresses RC-3, RC-4 and RC-5.
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3 Background

3.1 Convection

Thermal convection describes the buoyancy-driven vertical motion of a fluid
against stabilizing effects, i.e. viscosity, or gravitation (Bergé and Dubois, 1984).
Convection is an important process in the atmosphere, but also in fluids physics
in general. First experimental studies on thermal convection were performed by
Henri Bérnard (Bénard, 1900). Then, Lord Rayleigh (Rayleigh, 1916) presented
a first theoretical approach to explain Bénards observations. Bergé and Dubois
(1984) summarized the findings of Bénard and Rayleigh and explained the physics
and dynamics of "Rayleigh-Bénard" convection, utilized here to explain the gen-
eral conditions required for the initialization of convection:

Rayleigh-Bénard convection is one of the simplest forms of convection. Gen-
erally, it is described by the motion of an isotropic fluid, with temperature-
independent properties except for density (Boussinesq approximation), that is
confined by two rigid plates of good thermal conductivity above and below. A re-
quirement for the onset of Rayleigh-Bénard convection in any fluid is the presence
of a vertical temperature, and hence vertical density gradient. Yet, in equilibrium,
where the temperature and density gradients are horizontally homogeneous, there
will be no forcing on the fluid particles and hence no onset of convective motion.
Ounly an additional local perturbation in temperature (and density) can force the
onset of convection. The required strength of this perturbation is dependent on
the Rayleigh-number:

Ty

Ra = (3.1)

TC
which describes the ratio of diffusive time scale to convective time scale of the
perturbation, where 7, is the diffusive relaxation time (s), 7o is the convective
time scale (s). The condition for the onset of convective motion, independent of
the fluid, is that Ra exceeds a critical value (Ra, = 1707), which ensures that
convective transport is much faster than diffusive transport in the fluid. (Bergé
and Dubois, 1984)

The onset of the convection, more specifically the location of the perturbation
determines the convective motion pattern. During equilibrium conditions, in the
idealised fluid setup with a heated plate as the lower boundary and a cooled plate
as the upper boundary (see Fig. 3.1), upward motion has the same probability as
downward motion. In this idealised case, convection can therefore start with an
upward motion due to perturbation (local decrease in density) at the bottom or a
downward motion due to perturbation (local increase of density) at the top of the
domain (bifurcation). In an experimental setup, small imperfections and lateral
boundaries decide the branch of the bifurcation. After the onset, a circulating
pattern with both updraft and downdraft evolves. The evolution of the pattern
is dependent on the Prandtl-number of the fluid:

pr="% (3.2)

Tv
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Figure 3.1: Bifurcation of the onset of convective motion in an idealised setup between two
rigid plates, where the bottom plate is heated and the top plate is cooled. Left: Branch 1
corresponds to temperature (density) perturbation in the bottom boundary layer, initializing the
convective circulation with an updraft. Middle: Branch 2 corresponds to temperature (density)
perturbation in the top boundary layer, initializing the convective circulation with a downdraft.
Right: Idialized temperature profile between the two rigid plates. (Based on Bergé and Dubois,
1984, adapted from Figure 22)

which describes the ratio of momentum diffusivity and thermal diffusivity, where
7, is the thermal relaxation time (s). For large Pr (buoyant forcing), momen-
tum diffuses faster than temperature and the velocity perturbations follow the
temperature perturbations. For small Pr (inertial forcing), the temperature per-
turbation relaxes faster than the velocity perturbation, that may persist even after
the temperature perturbation vanished. (Bergé and Dubois, 1984)

In contrast to the idealised case, fluid properties, such as the viscosity are
dependent on the fluid temperature (non-Boussinesq convection). Viscosity in-
creases with decreasing temperature at the upper boundary, yielding smaller Ra.
Hence upward motions at the onset of convection are usually favoured. The typi-
cal hexagonal shape' of "Rayleigh-Bénard" convection or convective "rolls” which
form in the presence of high Pr numbers, can be attributed to non-Boussinesq
convection (Bergé and Dubois, 1984). These convective structures are highly or-
ganized and usually studied in laboratory experiments, but similar organization
of the convective circulation may also occur in the atmosphere (see Sect. 3.2 and
Cieszelski, 1998). The eventual organization of the convective circulation pat-
terns in the atmosphere is strongly dependent on the initial conditions of the
flow and a small perturbation of these initial conditions may change the resulting
flow field completely. This property of atmospheric convection was demonstrated
by Lorenz (1963), who discovered deterministic chaos while numerically solving
a simplified mathematical system initially outlined by Saltzman (1962) used to
describe atmospheric convection.

In the atmosphere, convection may be initialised by a density perturbation,
that results from a locally increased buoyant forcing due to surface heterogeneities,
yet also inertial forcing (e.g. lifting over mountain, shear turbulence generated
by change in surface roughness, convergence lines, or a cold-pool gust front) may

A famous example of the remnant of Rayleigh-Bénard convection in lava is the stone formation " giants
causeway” that features ”frozen”, hexagonal Rayleigh-Bénard structures
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cause the onset of convective circulation (e.g. Jeevanjee and Romps, 2015; Liu
et al., 2023). The acceleration and maintenance of velocities of the atmospheric
convective circulation mainly result from the balance between archimedian buoy-
ancy, B, and the gradient of the pressure perturbation, d,p., (see Fig. 3.2) that
is created as a reaction from the environment to the acceleration of the buoyant
parcels (Jeevanjee and Romps, 2016). The effective buoyancy, 3, that combines

9,ps

AN

Figure 3.2: Vertical acceleration due to archimedian buoyancy, B, pushes up the pressure con-
tours, creating a non-hydrostatic pressure anomaly, pl,. The resulting gradient of the pressure
perturbation, 9,p,, works against the vertical velocity acceleration forces of B.

the balance of the accelerating forces B and 9.p’, of an air parcel decreases with
increasing aspect ratio D/H (D: diameter, H: height) of the convective updraft.
Further, 5 decreases with time, as the convection develops internal circulation,
causing inertial forces to gain importance, and entrains environmental air. Even-
tually, drag forces are expected to cancel the buoyant accelerations yielding a
terminal updraft velocity. Convection with bubble characteristics, as well as ther-
mal? characteristics can solve the balance of the convective forces, yet each results
in different terminal updraft velocity profiles and hence has different implications
for the transport in the CBL.(Jeevanjee and Romps, 2016)

3.2 The convective atmospheric boundary layer

In the atmosphere of our planet, convection is most prominent in the boundary
layer. A detailed introduction on this lowest part of the atmosphere, which is
directly impacted by the planet’s surface, including the CBL state and evolution,
is given by Stull (1988):

The CBL is characterized by buoyancy dominated turbulence generation,
where larger buoyancy-driven eddies can take the form of convective plumes,
thermals, or bubbles (e.g. Young, 1988a). Both over land and over the ocean,
three layers of distinct characteristics with respect to the vertical behavior of the
mean atmospheric parameters, i.e., temperature, humidity and wind, can be de-

2here: continuous stream of convective air
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fined throughout the depth of the CBL: the surface layer, the mixed layer and the
entrainment zone (see Figure 3.3).

T

zZi-|- - 2~ - - - Entrainment zone

Figure 8.3: Mean Structure of the CBL
characteristics: mean temperature, hu-
midity and wind in the surface layer
(5%-10% of CBL depth, z;), the mized

T layer (35%-80% of z;), and the entrain-
= \ \ > Surface layer ment zone (10%-60% of z;). Based on
U 6, 4q Stull (1988), Figure 11.1

Mixed layer

The surface layer is characterized by large vertical gradients of temperature and
humidity, that are decreasing with height, and strong wind shear. Here, passing
surface layer plumes, that are of the order of the surface layer depth (~100m),
superimpose a gustiness on the instantaneous wind profile (Stull, 1988). The
horizontal extent of these plumes covers less than half of the area in the surface
layer (e.g. Wilczak and Tillman, 1980), where they merge and eventually form
larger diameter thermals in the mixed layer (Kaimal et al., 1976).

Convective thermals (or bubbles) are responsible for the major transport of
heat, moisture, and momentum, etc., from the bottom to the top of the CBL, z;,
where updrafts commonly feature vertical velocities between 1 m s~ and 2 m s~*
(Stull, 1988), yet also convective core velocities of 5 m s or higher have been
reported (e.g. May and Rajopadhyaya, 1999; Pdlenik et al., 2021). In addition to
the enhanced vertical mixing, lateral entrainment mixes environmental air into the
sides of the convective updraft by small eddies, while the updraft core usually stays
undiluted. Horizontal transport is strongest in the convergence zone under the
thermals and in the divergence zone above. The horizontal extent of the thermals’
circulation, that commonly consist of strong narrow updrafts and gentle wide
downdrafts, is usually larger than z; (e.g. Young, 1988a; Stull, 1988; Cieszelski,
1998). Throughout the mixed layer, the number of well-defined updrafts decreases
with altitude, indicating that not all succeed to rise to the top. As the updraft
diameter usually increases with altitude, a merging of individual updrafts is also
a plausible explanation (e.g. Williams, 1993; Renfrew and Moore, 1999).

The convective updraft often picks up aerosols or pollutants at the surface.
During the first hours after the convective onset, these particles make good trac-
ers of the thermal updraft in, e.g., lidar observations (e.g. Kunkel et al., 1977;
Melfi et al., 1985; Atlas et al., 1986, and see Fig. 3.4). Past observations with
aerosol lidar suggested that convection is mostly resembled by thermal columns
that persist for some time, rather than bubbles (Kunkel et al., 1977). Yet, with-
out complementing velocity observations, there is no ruling out the possibility
that traces of aerosols or pollutants remain even after the convective updraft has
passed. Eventually, usually around noon, the particles become uniformly mixed
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Figure 3.4: Dual-lidar observation of signal to noise ratio (SNR) and retrieved velocity field
in a vertical cross-section, above Vaksinen Airport, Os, Norway on 2021-05-28 at 9 UTC
(see Paper III). Increased SNR is an indicator for increased aerosol content: Aerosols are
transported into higher altitudes by the convective updrafts. Here, the boundary-layer depth, the
boundary to the free atmosphere (stronger, persistent wind velocity and low aerosol content),
follows the shape of the thermals (highest extent above updraft).

throughout the convective boundary layer and can not be used as clear tracers
anymore.

The extensive convectively-driven vertical mixing results in nearly constant
mean characteristics of temperature, humidity and even wind with height (see
Fig. 3.3). However, when observing instantaneous profiles, these variables are
not quite as uniform with height as the overturning of the mixed layer requires
some time. The convective time scale of the typical thermal to circulate between
surface and top of the mixed layer is in the order of 10 to 20 min, which is the
time required to observe the mixed layer equilibrium characteristics sketched in
Figure 3.3. (Stull, 1988)

The top of the convective mixed layer, z;, is close to the center of the entrain-
ment zone, where the capping inversion is strongest and the vertical heat flux is
most negative. Here, an undiluted air parcel, which rises from the surface, e.g. in
the core of a convective updraft, first becomes neutrally buoyant. Hence, an ob-
servation of the potential surface temperature and profile can be used to estimate
z; applying the ”parcel method” introduced by Holzworth (1964) (see also ”Con-
vective Boundary-Layer Depth”, Section 3.1.1 of Paper II). In nature, convective
updrafts usually do not stop at, but tend to overshoot the capping inversion due
to their inertial momentum, which they gained due to their buoyant acceleration
in the mixed layer. These overshooting updrafts encapture less turbulent, free-
atmosphere air and sink back down into the mixed layer. This vertical, ”one-way”
entrainment, that dominates the entrainment zone, is a mechanical process that
deepens the mixed layer. (Stull, 1988)

The evolution of the convective boundary layer, is often depicted analogously
to the mixed layer growth. Over land, diurnally returning warming of the surface
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in the morning usually initialises this growth. Here, the usually strong nocturnal
stable layer is tough to penetrate for the initial plumes and boundary layer growth
is slow at first. By late morning, however, the top of the mixed layer transitions
into the residual layer® base and the convective updrafts are now unhindered
to rise up to the capping inversion (see Fig. 3.5). Over the ocean, the growth
of a mixed layer is often initiated by cold air advection over the warm ocean
surface, which directly sets on rapid upwards motion and deepening of the mixed
layer up to the capping inversion, with increasing fetch (e.g. Brimmer, 1996).
During such cold air advection, the combined surface heating and strong winds
can cause the convection to organize in horizontal helical circulations, known as
horizontal roll vortices or rolls (observed e.g. by LeMone, 1973; Atlas et al., 1986;
Hartmann et al., 1997; Renfrew and Moore, 1999; Brilouet et al., 2017). These
vortices appear as pairs of clockwise and counterclockwise helices, aligned almost
parallel to the average wind direction. In the present of sufficient moisture, cloud
streets may form above the updraft regions. As these rolls progress over the
ocean, they gradually transform into a cellular pattern and eventually mesoscale
cellular convection, often featuring honeycomb-like cloud patterns (Atkinson and
Zhang, 1996). These cellular patterns bear a striking resemblance to laboratory
Rayleigh-Bénard convection cells (see Cieszelski, 1998, and Sect. 3.1).

When convective updrafts reach as high as the capping inversion, the mixed
layer growth decreases and mechanical deepening by one-way entrainment of free-
atmosphere air is the main driver for further deepening of the mixed layer, both
over land and over the ocean. Close to sun set over land, or as cold air advec-
tion ceases over the ocean, respectively, the temperature gradient in the surface
layer neutralizes, or even becomes stably stratified, while the last weak bubbles in
the upper mixed layer may still cause entrainment at the mixed layer top (Stull,
1988). Then, generation of convective motion decreases and inertial forcing of con-
vective turbulence can not longer be maintained against dissipation (Nieuwstadt
and Brost, 1986).

3.3 Boundary-layer parameters, measurements, and observations

3.3.1 Basic atmospheric variables

In order to describe the evolution and the processes in the boundary layer it is first
and foremost important to measure the basic meteorological parameters. Among
these, one of the longest and most extensively measured variables, especially of
interest to us humans, is the air temperature, T. Air temperature is a measure of
average kinetic energy of the molecular motion of atmospheric gases. The unit of
T is Kelvin [K], where 0K corresponds to the state of no molecular motion and
273.15 K to the triple point of water, for example. In situ measurements of T are
prone to errors from exposure to solar radiation or insufficient ventilation. To
decrease these errors, temperature sensors are often used with radiation shields.
Some sensors are additionally ventilated or positioned to optimize natural venti-
lation by utilizing the atmospheric flow. Historically, temperature measurement

Sthe remainder of a convective boundary layer from the day before, mostly relevant for the land-based
dirunal cycle
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Figure 3.5: Temporal evolution of atmospheric variables in and above the CBL: virtual potential
temperature profile, 0,(z), with focus on the boundary layer (top left), and 6,(z) up to 4 km
(center left), mizing ratio, rpr(z), up to 4 km (center right), temperature profile, T(z), up
to 4 km (bottom left), and relative humidity profile, RH(2), up to 4 km (bottom right) in
Voss, Norway over the course of 2022-05-16 (timestamp corresponds to start of profile [UTC])
measured by an iMet-XQ2 sensor attached to a skydiving plane (see Sect. 6.2).
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relied on the expansion of liquids or solids (e.g. mercury thermometer), while
nowadays resistance thermometers or sensors that rely on the speed of sound are
almost exclusively used for atmospheric measurements. The Sonic anemometer
(see Sect. 3.3.2), for example, can measure T based on the latter, acoustic princi-
ple. (Foken and Bange, 2021a)

Temperature sensors are frequently coupled with humidity sensors. This joint
use of sensors is often used to correct and hence ensure the accuracy of the humid-
ity measurements. Humidity describes the amount of water vapour present within
the mixure of atmospheric gases. Various parameters are used to define the hu-
midity of air (e.g. relative humidity, RH [%]; absolute humidity, a [kg m~3]; dew
point, 7, [°C]; mixing ratio, 7y [kg kg™!]; specific humidity, ¢ [kg kg~!]; water
vapour pressure, e [hPal), where each parameter can be related to the other mea-
sures of humidity on the basis of e. In the past, humidity was obtained by a large
variety of sensors and also today, still several methodologies to measure humidity
are used: psychometric and capacitive sensors, as well as dew point and optical
measurements. These sensors rely on thermodynamic principles, absorption of
radiation, and material properties, respectively. (Sonntag et al., 2021)

Though temperature and humidity have a greater direct impact on our human
perception of the state of the boundary layer, atmospheric pressure, p, is proba-
bly the most important atmospheric parameter for weather prediction and many
other atmospheric parameters are pressure dependent. Liquid and aneroid barom-
eters, as well as hypsometers are historically used pressure sensors, while today
electronic (capacitive), silicone-based barometers are the standard instruments for
measuring p. Atmospheric pressure (measured in hectopascal [hPa]) refers to the
force applied by the weight of the atmosphere, due to gravitational pull on the
air molecules, per unit area. By implication, the pressure decreases with increas-
ing altitude. The effect of this change in pressure on temperature (and humidity)
is, for example, relevant to the formulation of the potential temperature, 6, and
virtual (moist) potential temperature, 6,:

R/cp
o — T(?) (3.3a)

0y = 0(1 +0.61ry7) (3.3b)

where 6 (or 6,) describes the temperature value of a dry (or moist) air parcel
if it were brought adiabatically to a reference pressure level, pg, typically set at
sea level (py ~1000hPa). R/c, = 0.286, where R is the gas constant and ¢, the
specific heat capacity of air, respectively. (Torri et al., 2021)

Other relevant parameters in the atmospheric boundary layer are precipita-
tion, measured e.g. by rain gauges, or disdrometers ( Cauteruccio et al., 2021), as
well as shortwave radiation, measured by e.g. pyranometers and pyrheliometers,
or longwave radiation measured by e.g. pyrgeometers ( Behrens, 2021). The atmo-
spheric parameter "wind” combines the most important variables to describe the
convective flow field and will therefore be introduced separately in the subsequent
section.
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3.3.2 Wind measurements

In contrast to the scalar variables introduced above, wind is a three-dimensional
vector, (u,v,w). The horizontal wind, (u,v) is often depicted in polar coor-
dinates, separated into wind speed, ws [ms~!], and wind direction, wd [°].
When averaging ws and wd, it is required to transform to vector coordinates
first, then perform averaging on the vector (u,v) and transform the averaged
vector components (u,v) back to ws and wd using the following equations:

No°
330° 30°
N
300° v i.60° u= —ws-sin(wd) (3.4a)
2705 W ws- E o0 v=—ws - cos(wd) (3.4b)
L un
S Twd ws = Vu?+v? (3.4c)
200°” 1200 180
T \ wd = — atan2(—u, —v) (3.4d)
210° . 150° m
S180
Note that in meteorology, wd is defined as the angle where the wind is coming
from, hence the use of =" in Eq. 3.4a,b,d. Further, the arguments « and v

in atan2 (Eq. 3.4d) may need to be switched around, depending on the utilized
software?.

Most prominent in situ wind sensors, such as mechanical cup anemometers
or propeller anemometers measure ws with complementing measurements of wd
obtained by wind vanes. Sonic anemometers, another often used wind sensor
technique, measures the three- dimensional wind vector. Since sonic anemometers
have a very high sampling frequency in the order of 10 to 100 Hz, they are often
used for direct measurements of turbulence and turbulent fluxes by the eddy-

covariance technique (Lee et al., 2005). Figure 3.6 displays the wind sensors, used

Figure 3.6: Propeller anemometer with wind vane (a), cup anemometer (b) used in combination
with a separate wind vane (c), and Sonic anemometer (d)

in the field campaigns presented in this dissertation. Other wind sensors, such as
hot-wire anemometers, or Pitot tubes, are rather used in wind tunnels and not
as commonly for atmospheric measurements, with one exception of the latter for
the use on aircrafts. (Foken and Bange, 2021Db)

“Here and all following uses of atan2: The order atan2(—u, —v) in Eq. 3.4d is e.g. applicable for
numpy.arctan2 of the numpy package in python version 3.9.12
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3.3.3 Boundary layer profiling

Sampling the characteristics of the boundary layer through a single-point mea-
surement can neither represent the entire depth of the boundary layer nor capture
the changes occurring across its layers (Sect. 3.2). A widely used method to mea-
sure a profile of atmospheric variables involves installing in situ sensors, as intro-
duced in Sections 3.3.1 and 3.3.2, at different altitudes on a meteorological mast.
The largest of these masts can be up to several hundereds of m high, providing
a good coverage of the surface layer and the lower part of the convective mixed
layer. Covering the whole convective boundary layer up to the entrainment zone
is, however, unrealistic with such masts, both in terms of cost and structural en-
gineering. After the initial installation, such tall masts are also rather immobile.
(Kolle et al., 2021)

Using airborne platforms is a viable alternative method to profile the entire
depth of the convective boundary layer. One of the most prominent examples
is the use of radiosonde soundings. In this method, a lightweight and compact
system, typically equipped with sensors for temperature, humidity, pressure, and
GNSS (Global Navigation Satellite System), is attached to a balloon filled with
buoyant gas (Helium in modern usage or Hydrogen in the past). This balloon, re-
leased from the surface, is typically prepared to rise at an average rate of 5ms—'.
While ascending, the radiosonde repeatedly transmits collected atmospheric data
and position to a ground-based receiving station. An estimate of horizontal wind
speed and direction is estimated utilizing the changing coordinates obtained from
GNSS. As the balloon ascends, its diameter expands due to the decrease in pres-
sure with altitude, eventually bursting at altitudes typically ranging between 10
kilometers and 30 kilometers. During the descent, the radiosonde also gathers
and relays atmospheric measurements. However, these measurements are gener-
ally considered less reliable than the ascending data and are not used extensively.
If the radiosonde’s touch down is over land, it may be recovered and reused. Unfor-
tunately, many radiosondes get lost after use, causing expenses and environmental
pollution. (Vimel and Fujiwara, 2021)

Similar to the radiosonde in terms of sensors and communication are dropson-
des and tethersondes. Dropsondes are released from aircrafts and equipped with
a parachute. Starting at the release altitude, atmospheric data is collected dur-
ing the sonde’s descend. A single, but also multiple tethersondes can be operated
at different distances along the line of a thethered baloon. Vertical positioning
is controlled by a ground-based winch and the range of the tether usually covers
the depth of the boundary layer. In contrast to radiosondes, tethersondes are of-
ten equipped with cup or propeller anemometers and wind vanes to sample wind
speed and direction. Since the tether poses danger to aviation, profiles are usu-
ally restricted to approximately 1000 m and measurements need to be monitored
by an operator. There is also a rather strict operational limit, in the order of
10ms~!, with respect to ambient wind speed. (Vémel and Fujiwara, 2021)

Another airborne approach that should be mentioned here, is the mounting of
atmospheric sensor systems to unmanned aircraft (Bange et al., 2021), as i.e. ap-
plied for the "Small Unmanned Meteorological Observer”, SUMO project (Reuder
et al., 2009) and the ”Sonic Anemometer on a MUIti-Rotor drone for Atmospheric
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turbulence Investigations”, SAMURALI project (Ghirardelli et al., 2023), as well as
manned aircraft, e.g. motor planes, sailplanes, or paragliders. The latter, manned
aircraft approach, will be discussed in greater detail in Section 6.2.

Observing the atmospheric profile without the need for physical extending
structures or airborne installations is possible through the remote sensing tech-
nique. Remote Sensing utilizes either passive observations or active emissions
of waves to retrieve information about the vertical structure of the atmosphere.
Passive microwave radiometers, for example, observe the cumulative thermal emis-
sion of atmospheric gases (such as water vapor and oxygen) along their antenna
path as ”brightness temperature”, Tg. More specifically, these gases absorb and
emit at frequencies, corresponding to characteristic absorption lines in the mi-
crowave spectral range, that the radiometer receives at various frequency channels
or bands. Different atmospheric gases exhibit different opacities to distinct fre-
quencies within these channels. Through the Inversion technique (see e.g. Rodgers,
2000), it is possible to reconstruct the atmospheric profile of temperature and hu-
midity — depending on the utilized channels — that resulted in the observed Tp.
Microwave radiometers have a comparable long range (extending the boundary
layer depth), with scanning techniques optimised for boundary layer profiling and
provide time series of atmospheric profiles. Yet, in comparison to the single in
situ profiles achieved by e.g. radiosondes, the profiles observed with radiome-
ters are coarser and often smoothed, potentially underestimating the strengths of
temperature or humidity inversions. (Crewell et al., 2021)

Further relevant boundary-layer profiling based on the remote sensing is the
sodar (Sonic Detection and Ranging) and RASS (Radio Acoustic Sounding Sys-
tem) technique. Sodar RASS is a combined system capable of measuring wind,
turbulence, and temperature profiles in the boundary layer. The sodar actively
sends out acoustic signals in the form of sound pulses. The sound pulses travel
upward and are reflected by wind speed fluctuations aloft. The time the pulses
require for a round trip back to the sodar (return time) are used to determine
wind speed and direction at various altitudes based on the Doppler frequency
shift of the returned signals (see Sect. 3.3.4 for further details). RASS combines
the acoustic signal of sound waves with electromagnetic radio waves. Both sound
and radio waves are affected by temperature: As the temperature varies with al-
titude, the radio waves encounter different refractive indices, while the speed of
sound is directly affected by temperature. Following either the acoustic or radio
signal, enables the determination of the other. Here, the return time also gives
information about the origin altitude of the signal. (Emeis, 2021)

Boundary-layer profiling using radio waves, typically finds application with
the radar (Radio Detection and Ranging). This active remote sensing technique
is most prominent for sampling precipitation and clouds, based on the radar re-
flectivity returns of the respective precipitation or cloud particles. Yet, also the
usage of radar for wind profiling is a common application. These radar wind pro-
filers operate at wavelengths that are scattered at fluctuations in the refractive
index of particle-free clear air (Lehmann and Brown, 2021). The wind retrieval is
based on a similar concept as the sodar: the Doppler effect. The usage of this ef-
fect for wind observations is probably most characteristic for the lidar, the major
remote sensing instrument applied and evaluated in this dissertation.
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3.3.4 Doppler wind lidar

The invention of the laser by Theodore Maiman in 1960 quickly led to the devel-
opment of lidar measurement techniques. Amongst backscatter lidar for aerosol
and cloud detection (e.g. Kunkel et al., 1977; Chepfer et al., 2008), Raman lidar
for water-vapour and temperature profiling (e.g. Behrendt et al., 2002), and wa-
ter vapour differential absorbtion lidar (e.g. Wulfmeyer, 1998), a new method for
wind sampling was invented: the Doppler wind lidar. (Reitebuch and Hardesty,
2021)

Sampling the wind with Doppler wind lidar offers several advantages over con-
ventional meteorological instrumentation (see Sect. 3.3.2). As a remote sensing
technique, Doppler wind lidar allows the observation of wind speed without dis-
turbing the atmospheric flow. Also, the observations can cover a substantial
vertical and spatial extent of the atmospheric boundary layer, while the instru-
ment samples at a relatively high frequency, typically in the order of 1Hz. In
particular the relevance of Doppler wind lidars in wind energy has accelerated the
development of small, commercially available wind lidar systems. State-of-the-art
Doppler wind lidars are usually ground-based, commonly used for wind energy
site assessment and research (e.g. Emeis et al., 2007; Mikkelsen, 2014; Krutova
et al., 2022), airport surveillance and safety (e.g. Kopp et al., 2004; Inokuchi et al.,
2009), as well as research of the atmospheric dynamics (i.e. in complex terrain
by a multitude of lidars during the Perdigdo campaign, documented by by Fer-
nando et al., 2019), but can be operated from various platforms, including ships
(Gottschall et al., 2017, 2018; Wolken-Mdéhlmann et al., 2014; Achtert et al., 2015),
aircrafts (Rahm and Smalikho, 2008; Kavaya et al., 2014; Witschas et al., 2017,
2020), and even from satellite (Kanitz et al., 2019), to name some examples.

As the name suggests, the Doppler wind lidar makes use of the Doppler effect
to measure atmospheric wind velocity. The Doppler effect describes a shift in fre-
quency (or wavelength), that occurs when the source of the wave and an observer
are in relative motion to each other. When using a Doppler wind lidar, this effect
occurs twice, because the lidar is both actively emitting (source) and receiving
(observer) the laser beam. Here, the light wave from the emitting laser source,
with the frequency, fo, is interacting with a moving particle (e.g., aerosol or cloud
particle), being first sensed by the moving particle (observer) and then re-emitted
(source) with the frequency, fa, to be observed again by the lidar. The Doppler
frequency shift, Af,

Af=fz—fo=2'fo%p (3.5)

is determined by the speed of the moving particle, v,, relative to the speed of
light, c. The laser of conventionally used Doppler wind lidars usually emits at
infrared wavelengths between 1.55 ym (fo = 193 THz) and 2.02 ym (fo = 148 THz),
for which a frequency shift of Af =1.29 MHz, or Af =0.99 MHz, would correspond
to v=1ms~!, respectively. (Reitebuch and Hardesty, 2021)

During a sample interval, the lidar beam interacts not only with one, but
with multiple particles within a certain atmospheric volume, each possessing its
own velocity (see Fig. 3.7). This collective of particle velocities represents the
wind velocity with added small-scale, random (turbulent) motion. Hence, the
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Figure 3.7: Schematic of the Doppler wind lidar measurement principle. Left: Lidar beam
interacts with aerosol particles, that are moved by the average wind and local turbulence. Right:
Idealised distribution of aerosol Doppler velocities over the lidar volume and sampling interval
based on the frequency shift between emitted and returned laser signal.

lidar receives a distribution of Doppler frequency shifts (Doppler broadening)
in the signals returning from the bulk of particles, with a peak at the Doppler
frequency shift distribution, that is a measure of the wind velocity, averaged over
the measured volume and sampling interval. The width of the Doppler frequency
shift distribution (or Doppler velocity distribution, see Fig. 3.7) is a measure for
the turbulent motion, superimposed on the average wind velocity.

The velocity peak observed by the lidar is the velocity of the wind, projected
onto the Line-of-Sight (LOS) or "viewing direction", of the instruments laser. The
direction of the LOS is usually defined in polar coordinates using elevation angle,
0., or zenith angle, 6,=|90 - 6|, azimuth angle, o, and range, r (see Fig. 3.8).
The velocity, that is measured along the LOS of the laser beam is called radial
velocity, v, and is connected to the Cartesian wind speed components, u, v, and
w as follows:

vp(r, e, 0;) = u(r) sina sinf, + v(r)cosa sin, +w(r)cosb, (3.6a)
vp(r, o, 0e) = u(r) sina cos e + v(r) cos o cos O + w(r) sin b, (3.6b)
Zenith ,w
w \\
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Figure 3.8: Polar coordinates (left): azimuth angle, «, elevation angle, 0., or zenith angle,
0. and range, r. Radial velocity projection (right) in a vertical plane along the horizontal x-
azis (u and w coordinates). All combinations of u and w along the gray striped line, that is
perpendicular to the lidar’s beam orientation, would result in the indicated radial velocity.
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In addition to v,, the variable ”Signal-to-Noise Ratio”, SNR, can be derived
from the lidar observations, on the basis of the intensity of the velocity peak in
relation to the noise intensity of the relevant spectral bandwidth (see Fig. 3.7).
The SNR can be used as a measure for the density of aerosols in the boundary
layer and for detection of clouds.

There are two main types of Doppler wind lidar technologies used today: the
pulsed lidar and the continuous wave (CW) lidar. Over the past decades, the ma-
jority of technological advancements have been linked with long-range pulsed lidar
systems (see Figure 3.9). Pulsed lidars can observe v, simultaneously at multiple
ranges, maintaining a constant range resolution even as the range increases. How-
ever, pulsed lidars encounter limitations in measuring at short distances. Typically
the first distance at which v, is measured is located at fifty to several hundred
meters away from the lidar. CW lidar systems, on the other hand, focus solely on
a single range. Within the first tens of meters, CW lidar exhibit high precision,
with a range resolution in the order of centimeters. Nevertheless, their range res-
olution decreases considerably with increasing distance from the lidar and their
range is typically limited to approximately 100 meters. The CW lidar finds appli-
cations in scenarios requiring high precision at short ranges, a niche not covered
by the pulsed lidar, such as complementing observations in the lowest levels of
the wind profile.

(N

Figure 3.9: Left: profiling WindCubeV2 lidar installed on the research vessel Kristine Bonnevie
during the 2019 cruise in Masfjord, Norway. Right: scanning WindCubel00S lidar installed
on Vaksinen airport, Os, Norway during the gLidar campaign 2021.
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The range (r = ct/2) of a volume, where the laser beam of a lidar system (both
pulsed and CW) interacts with aerosol or cloud particles, is determined by the
time, ¢, the light wave travels between being emitted by the lidar, being scattered
and re-emitted by the particle, and being picked up again by the lidar receiver.
As the name suggest, pulsed Doppler wind lidar emit laser pulses of up to a few
hundred ns pulse length, 7, with some pause in between the pulses. Here, the
range resolution Ar = ¢7/2, is determined analogously to r, being proportional to
the pulse length.

The Doppler wind lidars utilized in the studies included in this dissertation
are almost exclusively pulsed lidars, with the two most prominent systems dis-
played in Figure 3.9: a profiling (WindCubeV2) and a scanning (WindCubel00S)
lidar, manufactured by Leosphere, a now Vaisaila owned company. The Wind-
CubeV2 (Offshore) is a relatively short ranged (7,4, =300 m) wind profiler, that is
equipped with an inertial motion unit (IMU) and a differential global positioning
system (GPS) to sample high frequency information on the instrument attitude
and motion. The comparably small size (ca. 55 cm wide, deep, and high, respec-
tively) and low weight (ca. 55 kg) make the WindCubeV2 lidar system easy to
install on and operate from moving platforms, such as buoys or ships. Here, the
internal motion record enables corrections for motion induced observational er-
rors (see Sect. 4.1.3). Nonetheless, the WindCubeV2 is restricted to a single scan
pattern, which can primarily be used to retrieve the three-dimensional wind pro-
file at several ranges, here altitudes above the instrument (see Sect. 4.1.1). The
WindCubel00S is substantially larger (ca. 1 m wide, deep, and high, respectively)
and heavier (ca. 230 kg), yet comes with a considerably more powerful laser, with
maximum ranges of a few kilometers, and the possibility to program flexible scan
patterns (see Sect. 4.2.1) for various applications.
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4 Methodology

4.1 Profiling lidar

4.1.1 Retrieval of the wind profile utilizing pulsed lidars

To obtain a profile of the tree-dimensional wind speed vector, u = (u, v, w)
pulsed lidars generally use a scanning technique called ”doppler beam swinging”
(DBS). During a single DBS scan the lidar beam (constant 6, > 0) is subsequently
oriented in four different o = (0°, 90°, 180°, 270°), with each beam rotated by 90°
in comparison to the subsequent beam. For the WinCubeV2, the profiling lidar,
that is most relevant to the studies included in this dissertation 6, = 28°, yielding
a separation distance between opposing beams that is equal to the altitude. In
contrast to the WindCubeV 1, this newer, second generation of profiling WindCube
lidars utilizes a fifth vertical oriented beam (6, = 0°). Here, the range gates of the
four vertically titled beams are programmed to be situated at the same altitude
as the range gates of the vertical pointing beam. For pulsed lidars, measurements
of v, are obtained at all range gates simultaneously along a single beam, until the
beam is rotated to the next position («, 0,), where another set of v, is obtained
at all range gates. The DBS cycle (see Fig. 4.1) is continuously repeated, with a
return period of 3.8 s for the WindcubeV2.

The retrieval of u(z) requires the observation of at least three independent
vr(2), to construct an equation system based on Eq. 3.6. With any additional ob-
servation of v,(z) included into the equation system, it becomes over-constrained.

o

a=90° a=180° a=270° @=0°

a=9

vr(l3)

Figure 4.1: DBS scan cycle and corresponding construction of time dependent vy with the same
time resolution as the continuous series of observed v, values. Time step of vy corresponds to
the time step of the central utilized v, value.
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Typically, u at a certain altitude, z, is retrieved on the basis of five! v,(z) cor-
responding to observations of a complete DBS cycle of the WindcubeV2 (see
Fig. 4.1). The resulting equation system can be written as follows:

vy = Nu (4.1)

and an example for v, and N is constructed corresponding to v,(t9) displayed in
Fig. 4.1 (red highlight):

vr(a = 90°) sin(0y) 0 cos(0)
ur(a = 180°) 0 sin(8;) cos(6)
vy = | vp(a =270°) N = | —sin(b,) 0 cos(0)
vl = 0° 0 —sin(6,) cos(0)
vl = 0°) 0 0 1

It is common to retrieve a time series of u with the same temporal resolution as the
original v, observations. To achieve this, the DBS scan is perceived as a continuous
series. Here, each new v, is constructed from the last four v, observations used in
the preceding retrieval time step and the next v, time step in line (see Fig. 4.1).
It should be noted, however, that the resulting estimate of u is still strongly
dependent on the preceding time step (80% of v, values are reused) and that this
has a rolling-average effect on the retrieved series, an effect visible in the velocity
spectra that is also discussed in Paper 1.

To finally retrieve u, v, and w, the equation system defined in Eq. 4.1, needs
to be solved u. In the case of the example v, and N, that that is based on v, from
only five beams can be solved analytically, as also documented in Paper I,

vp(a = 90°) — vp(ar = 270°)
u =

2 - sin(6,) (4.22)
_vela= 0°) —v(a=180°)
v= > sin(0-) (4.2b)
w = vr(0, = 0°) (4.2c)
provided the beam that is oriented to geographic north corresponds to a = 0°.

However, such analytical solution is rather unflexible, e.g., in case data from
one beam is missing, if more than one DBS cycle is used for the retrieval, or if
motion correction should be applied simultaneously to the retrieval. Therefore,
the retrieval of u utilized in the studies included in this dissertation follow a more
general applicable approach to define the equation system (Eq. 4.1)

vr(0,021) sin(ar) sin(0,1) cos(ar) sin(0,1) cos(0,1)

vr(02,0;2) sin(ag) sin(0,2) cos(ag) sin(B,2) cos(0,,2)
Vy = . N =

vp(tn, 02.n) sin(ay) sin(0,,,)  cos(an) sin(6,,) cos(0;n)

where n corresponds to the number of utilized v, values. A general solution of u
for Eq. 4.1 is achieved by using the method of Least-squares (e.g. Lai et al., 1978):

a=(N"N)"'N”v, (4.3)

where 1 is the best estimate of u.

four v,.(2) observations for the WindcubeV1



4.1 Profiling lidar 25

4.1.2 Motion impact on profiling lidar observations

In the case of an installation on a moving platform, e.g., a buoy or a ship, the
profiling lidar is exposed to motion. This motion has six degrees of freedom,
corresponding to rotational motion (pitch, ¢; roll, ¢; and yaw, 1) around, as
well as translatory motion (surge, sway, and heave) along the z, y, and z-axis,
respectively (see Fig. 4.2). The motion impacts the observed v, values and also
the retrieved @ inherits this motion impact, if only the basic retrieval (Eq. 4.2 or
Eq. 4.3) is applied.

Figure 4.2: Siz degrees of motion displace-
ment, that a profiling lidar experiences on a
vessel: Angular motion displacements (roll, ¢,
pitch, ¢, and yaw 1) around the x, y, and
z azxes and translatory motion displacements
(surge, sway, and heave) along the x, y, and z
azxes.

The effect of rotational and translatory motion on the observed v, values is
displayed in Figure 4.3 for a one-dimensional example that only uses the v com-
ponent (here, v = 0 and w = 0). In the absence of motion the u component is
projected onto the LOS of the lidar beam, corresponding to 6, based on Eq. 3.6:

v = usin(fy) (4.4)

If the beam is, however, tilted due to rotational motion (Fig. 4.3a), the orientation
of the beam is altered (here, by ) and hence also the projection of the observed
radial velocity, v,,, changes to

Uro = usin(f; + ¢) (4.5)

Applying a basic retrieval to v,,,, that still assumes that the beam is oriented with
0., results a different estimate, 4, than w.

If the lidar does not experience any rotational motion, but translatory mo-
tion, u, (Fig. 4.3b),

Upo = usin(0;) + ug sin(0;) = vp + vyy (4.6)
the retrieved velocity would differ from u by the amount of w,:
U= u+ u (4.7)

As the lidar on a moving platform is usually exposed to a combination of rotational
and translatory movement (Fig. 4.3c), the observed v,, can be described by:

Upo = usin(f; + @) + w sin(0, + @) (4.8)



26 Methodology

e N

-
a) Angular motion displacement | | b) Translatory motion displacement

J \ J

s ™

¢) Combined motion displacement — lidar beam

6 zenith angle

@ motion angle
— rotational radial velocity

- = translatory velocity

— translatory radial velocity

— motion radial velocity

AN

Figure 4.3: Motion impact on the radial velocity observation by a) angular motion displacement,
b) translatory motion displacement, and ¢) combined motion displacement.

4.1.3 Motion correction of profiling lidar

If the lidar system is exposed to motion, the basic retrieval (Eq. 4.2 or Eq. 4.3)
will result in an incorrect estimate of 4. Hence, the observations from such lidar
installations need to be corrected, to remove the motion impact. A requirement
for the application of motion correction is the measurement of the rotational and
translatory motions. These measurements need to be precisely synchronised with
and preferably of higher temporal resolution than the lidar observations. Such
measurements are usually obtained by GPS and IMU, that combines gyroscopes
and accelerometers to retrieve angular motion and velocities. The main lidar wind
profiler utilized on moving platforms for campaigns relevant to this dissertation
was the offshore version of the WindCubeV2. This lidar system includes an IMU
system, combined with a differential GPS that obtains rotational and translatory
motions, synchronised to the v, observations, at a frequency of 10 Hz.

Motion correction can be applied to u utilizing the measurements of the trans-
latory velocity vector, ug, and the rotation matrix, R, that specifies the rotation
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by the angular motion:
tc=R'a—u (4.9)
where 1, is the motion corrected @ and R is constructed from multiplication of

the rotation matrices R,, R, and R, that describe the rotational motion around
the z, y, and z, respectively (Edson et al., 1998).

1 0 0 cosp 0 —sing cosyp  sinyp 0
R,=10 «cos¢ sing| Ry= 0 1 0 R, = | —siny cosy 0
0 —sing cosp singp 0 cosp 0 0 1

Estimating the radial velocity for the example case discussed in Sect. 4.1.2 (u > 0,
v =0,w =0, > 0), on the basis of R =R, results:

Vpo = U (5900 cosp + cosl singp) (4.10)

which resembles the expanded trigonometric form of Eq. 4.5 and confirms the
validity to apply R for motion correction.

However, if angular motion is present around more than one of the principal
axis (z, y, and z), the order of applied rotations influences the resultant R, be-
cause the initial rotation will transform the two remaining axes, and so on. The
discrepancy between the various angle systems, denoted as Ri, j,k=R;- (R, -Ry,)
is proportionate to the square of the rotation angle ( Thwaites, 1995). To mini-
mize the error of i, the multiplication of the rotation matrices is ordered, starting
from the rotation around the axis corresponding to the smallest motion angle for
each retrieval time step.

The basic approach for motion correction (Eq. 4.9) has the advantage that it
can be applied to 0, that is usually already processed by the computer that is
integrated in the lidar system. However, the retrieved values correspond to an
average (Sect. 4.1.1 and see Fig. 4.1), typically over the v, observations from five
beams. The basic approach will therefore apply motion correction that is of the
decreased temporal resolution that corresponds to the averaging intervals. Yet,
motion impacts each v, observation individually and typically varies at higher
frequencies than the return frequency of the averaging interval. Hence, to achieve
a more accurate correction of the motion impact, the correction should be applied
directly to the individual v, observation, before any form of retrieval is applied.

To correct for translatory motion upfront, the wind retrieval, us needs to be
transformed to the rotated coordinate system of the lidar, using R (that corre-
sponds to the same time step as uy and u), and projected on to the LOS of each
of the lidar beams using N:

vig =N (R-uy) (4.11)
Then the v, observations can be corrected by subtracting vy .
Vre = Vr — Vit (4.12)

Similar to Eq. 4.1, but including the motion impact, this translatory-motion cor-
rected, radial velocity vector, vy ¢, can be derived on the basis of u and N, utilizing
R to comprise the rotational motion impact.

vie=(N-R”).u (4.13)
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This equation system can be solved analogous to Eq. 4.3, using a least squares
approach:
.= [(R-N)TR-NJ - R-N)T vy (4.14)

It should be noted, that here, rotational-motion correction is applied during the
retrieval, yet the entries in R (Eq. 4.13 and 4.14) still correspond to only a single
time step within the return period of the DBS cycle, while translatory-motion
correction is applied each time step of the DBS cycle. Motion impacted lidar
data that is presented in the studies of this dissertation is corrected, using this
second approach that applies translatory-motion correction before and rotational-
motion correction during the wind speed retrieval. The corresponding code is
made available within the python package oblopy?.

4.2 Scanning lidar

4.2.1 Scan patterns

The simplest scan setting used by the scanning lidar is the ”fixed LOS”. Here,
the scanning lidar obtaines a time series of v,, while the scanner head is oriented
towards a fixed set of o and 6.. Usually, all points within the upper hemisphere
(a between 0° and 360°; 6. between 0° and 90°) and even some negative . can be
covered. The fixed LOS is, for example, used to obtain vertical velocity profiles
with 6. = 90° (e.g. Lothon et al., 2006, 2009; Adler et al., 2019). With information
on wind direction, also a sequence of horizontal LOS (6, = 0°) fixed to a =wd is
applicable (e.g. Cheynet et al., 2021). Finally, fixed LOS also find application in
hard target alignment (see Sect. 4.2.4).

Similar to the profiling lidar (see Sect.4.1.1), also the scanning lidar can apply a
DBS scanning pattern, that is a sequence of five single fixed LOS observations. In
contrast to the profiling lidar, however, the scanning lidar must physically rotate
its scanner head to change between the different fixed LOS orientations. The rota-
tion of the scanner head takes considerably longer than the change in beam orien-
tation for the profiling lidar. Hence, the order of the sequential beam orientations
is optimised for the scanning lidar to take up as little time as possible. Still, one
cycle of a typical DBS scan performed by a scanning WindCube-100S lidar takes
approximately 11s. In order to keep the separation distance comparably-small,
6. is usually chosen to be considerably smaller (6,=15°) than for the profiling li-
dar, as the scanning lidar has a much larger range. As a consequence, the impact
of the vertical wind speed component in the wind retrieval is increased. To esti-
mate the three-dimensional wind speed from DBS observations obtained by the
scanning lidar, the same retrieval algorithm as for the profiling lidar (Sect.4.1.1)
can be applied.

In contrast to obtaining observations with a sequence of fixed LOS, the scan-
ning lidar can also obtain observations while changing the beam’s orientation. The
plan position indicator (PPI) is one example of this sampling technique. Here,
0. is kept constant, while o changes continuously with a certain angular speed

2author: Christiane Duscha, first published: 9. April 2021, url: https://pypi.org/project/oblopy/,
last accessed: 17. November 2023
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va (°s71). For each range gate, the v, observation is derived from the bulk of par-
ticle velocities sampled during a selected integration time 7; [s]. Consequently, the
result is a velocity composite over a certain angular range Aa = v, - 7; [°]. A full
PPI scan corresponds to complete rotation from o = 0° to o = 359° (e.g. Yoshino,
2019), but also PPI scans with smaller azimuth sectors are commonly used (e.g.
Alcayaga, 2020; Krutova et al., 2022). A typical application for PPI is the ob-
servation of horizontal velocities with a ”"bird’s eye” view using small 6., i.e., to
observe wind turbine wakes (Krutova et al., 2022). A special form of the PPI with
large 0. is the velocity azimuth display, VAD, that is used for wind profiling.

Similar to the PPI scan, the Range Height Indicator (RHI) scan uses a contin-
uous sampling technique. Here, « is kept constant, while 6, continuously changes
with v,. A full RHI scan corresponds to the realization of a cross-section or verti-
cal slice, starting horizontally from 6,=0°, over the zenith (.=90°) until pointing
horizontally again (#.=180°). The RHI scan provides information about the ver-
tical structure of the atmosphere and is often applied to document the flow field
in complex terrain (e.g. Fernando et al., 2019; Haid et al., 2020). Here, in partic-
ular the observations of SNR provide insight about the boundary-layer depth (see
Paper IIT). Regions of the RHI scan with near horizontal pointing beams, up to
approximately 30° elevation (6. < 30° or 6, > 150°), can provide a relatively good
estimate of the horizontal, plane-parallel flow that is projected to the chosen «,
while observations close to the zenith are representative for the vertical velocity
component. To achieve estimates of horizontal, plane-parallel and vertical veloci-
ties throughout the cross-section, a more advanced approach is needed, requiring
the use of at least two coordinated lidars (see Sect 4.2.2).

4.2.2 Coplanar dual-lidar retrieval

Combining the observations of multiple scanning lidars in a plane enables the es-
timate of at least two of the three wind speed components at several points in
space and time. Such an estimate can be achieved by overlapping the scanned
areas of at least two lidars (see e.g. Newsom et al., 2005, 2008; Stawiarski et al.,
2013; Adler et al., 2019; Haid et al., 2020). The retrieval of the velocity compo-
nents in the overlap region of the lidar scans can be set up similar to the DBS
retrieval. Here, one velocity component can be dropped from Eq. 3.6 during the
set up of the equation system for the two dimensional plane:

Vr,RHT = Uy c05(0e) +w sin(6e) (4.15a)
vy, ppr = usin(a) +vcos(w) (4.15b)

with Eq. 4.15a applicable for overlapping RHI scans and Eq. 4.15b for overlapping
PPI scans. Here, it should be noted, that the u-component, uy,, of the overlapping
RHI scans does not necessarily correspond to the u-component in the terrestrial
frame, but to the horizontal velocity, projected on to the azimuth orientation of
the RHI cross-section. Based on Eq. 4.15 the LOS-transition matrices are defined
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as follows:
c08(0e,1) 0 sin(fe1) sin(aq) cos(ag) 0
c05(be2) 0 sin(fe2) sin(ag) cos(ag) 0
c05(0en) 0 sin(ben) sin(ay) cos(ay) 0

The matrix format of Eq. 4.15a and b:

Vrrar = Npur - up (4.16a)
vy prr = Nppr-u (4.16Db)

with up = (up,0,w). Eq. 4.16 can be solved on a cartesian grid analogously to
Eq. 4.3 using the method of least-squares (see Cherukuru et al., 2015). Here,
the respective radial velocity vectors, v, gy and v, ppr, contain all v, observa-
tions from both lidars within a certain radius from the cartesian retrieval point
(see Paper IIT for more detailed information).

The coplanar, scanning lidar approach is often used to estimate the horizontal
wind speed components from two overlapping PPI scans, i.e. to estimate the flow
in and around a wind farm (e.g. Vollmer et al., 2015), or evaluate coherent struc-
tures in the horizontal wind field (e.g. Newsom et al., 2008; Stawiarski et al., 2015;
Traumner et al., 2015; Adler et al., 2020). Yet, in this dissertation the vertical
structure of the atmospheric velocities and, hence, the overlapping RHI scans are
more relevant. Figure 4.4 shows the angular differences and the time differences
of two perfectly synchronized RHI scans (see also Stawiarski et al., 2013). Even
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Figure 4.4: Estimates of the time difference At, normalized by the integration time T;nt, as
well as angle, Ay, between the two lidar beams at each point (x,z) normalized by the horizontal
separation distance, Az, of the lidars in the coplanar RHI cross-section. The two lidars are
situated at (-0.5,0) and (0.5,0), respectively.
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for perfectly synchronised scans, the observations only match in time above the
center between the two lidars. Towards the sides, the time difference increases
substantially (Fig. 4.4). If temporal interpolation is applied and instantaneous
RHI scans are achieved (see Sect. 4.2.3 and Paper III), perfect synchronisation of
the RHI scans is not necessary. Instead, time synchronisation of the lidars is ut-
terly important, to ensure correct matching of the observations in each point of
the coplanar cross-section.

A major source for error in the coplanar retrieval is miss-alignment of the
lidars in the terrestrial reference frame. This error can be minimized by using a
hard-target alignment approach (See Sect. 4.2.4). Any retrieval error is amplified
by the factor 1/sin?(Ay), with Ay being the angle between the two intersecting
lidar beams (Stawiarski et al., 2013), that is largest for points where the beams
of the lidars are oriented parallel or near parallel to one another and smallest for
Ax = 90°. The minimum error amplification is only achieved for a small section
between the lidars and increases both towards the lower altitudes between the
lidars as well as above and to the sides (see Fig. 4.4). The positions of these lidars
should be separated by a sufficiently large distance, such that the respective « (for
overlapping PPI scans), or 6. (for overlapping RHI scans) are different by at least
30° (150° > |Ax| > 30°) in the same points within the area of interest. Because
the data corresponding to the area of larges error amplification is not valuable,
the dual-scanning lidars installed during campaigns relevant to this dissertation
were programmed to scan only a partial RHI, reducing also the maximum time
difference in between the scans, with maximum angular range between 6. = 0°
and 0, = 150°, or 6, = 30° and 6, = 180°, respectively.

4.2.3 Data processing

The v, data observed by lidars tend to be noisy in the case of low SNR, usually
caused by low airborne particle content. Further, v, observations of continu-
ous scans (RHI and PPI) can feature erroneous "streak' patterns, namely range
folded ambiguities, that result from incorrect range and velocity allocation of the
lidar beam that interacts with distant objects, such as clouds (Bonin and Brewer,
2017). Finally, also obstacles in the LOS of the lidar beam cause erroneous pat-
terns in the observed velocity field. Such errors in the v, observations propagate
and amplify in the dual-lidar retrieval (Sect. 4.2.2), if not filtered beforehand.
A common approach to remove noise from the v, observation, is to apply a fil-
ter to the data that removes all v, observations that are below a certain SNR
threshold. However, conservative SNR thresholds, that ensure a thorough noise
filtering, typically also discard a comparably large amount of correct v, data, when
low SNR conditions are present. To overcome this disadvantage, the utility of a
more advanced approach to filter the scanning lidar observations is applied in this
dissertation. The approach utilizes the Density-Based Spacial Clustering of Ap-
plications with Noise (DBSCAN) approach® (Ester et al., 1996) to separate noise,
and erroneous features from correct data, successfully applied to scanning lidar
observations by Alcayaga (2020). The approach takes advantage of the fact, that
correct data points are typically organized into clusters in the scatter of v, against

3Here the implementation of DBSCAN in the ”scipy” python package ( Virtanen et al., 2020) was utilized
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SNR, while noise or erroneous features usually are not clustered (see Paper III).
For each scan, the DBSCAN approach identifies clusters in the v,—SNR. space,
that includes all points that are within a density radius, ¢, from each other, where
e contains at least a minimum number of points, nsmpe. These points are the
"core points” of the cluster. All points, that are within e from the core points are
also considered part of the cluster, even though there is less than nygmpe points
within e from these ”reachable points”. All points not reachable with ¢ from the
core points of a cluster in the v,—SNR space are considered noise. The v, values
identified as noise by the DBSCAN filter are removed from the dataset.

The filtering and the associated gaps in the dataset demand for a gap-filling
procedure. The necessity to eliminate the time lag within the dual-lidar cross-
section (see Fig. 4.4) promotes the usage of temporal interpolation as a gap-filling
procedure. Here, each v, value in the polar coordinate system (r, ), or (r, ) of the
respective RHI, or PPI scan is interpolated linearly in time to the same point in
space of a subsequent scan with available v, observation. Here, the interpolated
time series of each of these spacial points is stored for discrete points in time,
that is of the same time resolution as the observations of each angle in the lidar
scan. Hence, the result of this temporal interpolation is a series of instantaneous,
gap-filled lidar scans. The improvement of these instantaneous scans compared
to the originally obtained scan resolution is evaluated in Paper III. Further, the
instantaneous scans from dual-scanning lidars, that match in time are further used
in the coplanar retrieval (Sect. 4.2.2).

4.2.4 Hard target allignment

During the installation of a scanning lidar in the field, achieving exact align-
ment between the scanning lidar’s internal orientation and the terrestrial refer-
ence frame, where the 0° beam aligns with North, is challenging and usually some
initial misalignment remains. Typically, the scanning lidar does not provide yaw
observations, hence a crucial step is to estimate the lidar’s orientation relative to
the terrestrial reference frame, that can be achieved by the hard target approach.
Here, an isolated and comparably narrow hard target, such as a building, tree, or
pole, in free LOS of the lidar, but in some distance to be beyond the first range
gate of the lidar, is found or installed. Then, the geographical coordinates lon-
gitude, lon, and latitude, lat, of both the lidar and the hard target are precisely
measured. This information on geo-location can be used to estimate the azimuth
(a) from the lidar to the hard target in the terrestrial reference frame.

a = atan2(a,b) (4.17)
with

a = sin(Alon) - cos(latg) ( )
b = cos(laty) - sin(latz) — sin(laty) - cos(late) - cos(Alon) (4.18b)
Alon = long — long ( )
Alat = laty — laty ( )
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Also the exact distance, d, between lidar and target can be estimated on the basis
of the geo-location:

d=2-R-atan2(y/7, /1 —"7) (4.19)
with ) )
v = sin (A;M) + cos(laty) - cos(lata) - sin (Al;n> (4.20)

Here, a larger d compensates for errors in a, that are caused by inaccuracies in
the measurement of the geo-locations.

To identify the relative angle, &, of the hard target to the lidar in the lidar’s
reference frame, a PPI scan with low angular resolution and a 10° to 20° angu-
lar coverage is initiated in the direction of the hard target. During these scans,
the hard target appears as a distinctive peak in the lidar’s carrier-to-noise ra-
tio* (CNR) signal at the corresponding d and &. After identifying the approximate
@, a new scan is set up with increased angular resolution (ca. one measurement
every 0.1°) and smaller angular coverage (ca. 5°) centered around the preliminary
estimate of &. This approach allows for a refined identification of the CNR peak
and the logging of more detailed information on the &. To confirm the estimate
of &, a fixed LOS series can be initiated, with the lidar’s beam oriented directly
towards & and checked for increased CNR corresponding to d. Figure 4.5 shows
an example of a hard target in LOS of the lidar and the corresponding peak in
CNR as displayed by the visual interface of the lidar software.
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Figure 4.5: Left: Example of a tree (” Norbert”) that was used as a hard target in the gLidar
campaign in Voss, Norway, in April 2022. Right: CNR displayed in the visual interface of the
WindCube-100S user software during the process of a hard target alignment.

With the detailed information on « and &, the offset between the two can be
adjusted in the lidar’s software, by rotating the lidar’s reference frame by this
offset. To ensure ongoing alignment of the lidar’s orientation with the terrestrial
reference frame, the PPI and fixed LOS scans are repeated daily. Any physical or
electronic drifting of the lidar’s orientation can be addressed directly in the field
by correcting the offset in the lidar’s software, or needs to be accounted for in
post-processing and error estimates.

4Term used for signal-to-noise ratio, SNR, by the WindCube lidar series, manufactured by Leosphere
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4.3 Characterization of convection

After retrieving the velocity components of the atmospheric flow, either contained
in a time series of velocity profiles (profiling lidar), or within a series of two-
dimensional vertical cross-sections (dual-scanning lidar), the next step is to iden-
tify the velocity patterns that are associated with atmospheric convection. Here,
the data is evaluated for the characteristic circulating structure of convection,
with areas dominated by vertical velocity: the updraft (convective core) and the
downdraft, that are linked by a compensating horizontal flow. At lower altitudes,
the convective circulation is dominated by horizontal convergence and entrain-
ment into the updraft, while horizontal divergence dominates at the top of the
updraft (see Sect. 3.2).

4.3.1 Spectral Coherence and Phase Analysis

Based on the characteristics of the convective circulation that are listed above,
the along wind, cross-wind, and and vertical velocity fluctuations, u/, v/, and
w', of such circulation are cross-correlated with a phase shift, Ap;; =+7r/2 (see
Fig. 4.6), where i and j are placeholders for v’ and w’, or v' and w’, respectively.
Here, the sign of Ap;; depends on the direction of the horizontal component series
(convergence or divergence).

A measure of cross-correlation and phase at certain frequencies or wavelengths
are the coherence spectrum, Co;;, and phase spectrum, p;;, of horizontal and ver-
tical velocity fluctuations. These measures can provide the information required
to identify the presence and dimensions of convective circulation patterns, that
occur periodically in the atmospheric flow field, and that are advected to the li-

convective wavelength, A

_—
phase shift

Figure 4.6: Side view of a convective circulation advected over the lidar by the mean wind (top)
and corresponding horizontal (here u') and vertical velocity components at an altitude z in the
lower part of the circulation (bottom). Adapted from Paper II (Figure 3).
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dar’s position (profiling lidar). The coherence and phase spectrum are estimated
on the basis of the cross-covariance spectrum of i and j, G;; its complex conjugate

G%G, and the respective auto-correlation spectra of i and j, Gi; and Gj; (Emery
and Thomson, 2001):
Gij - G},
Coij = 4.21a
T Gy Gy ( )
pij = atan2[Im(Gyj), Re(Gy)]- (4.21b)

A spike in Co;; at a certain wavelength, A, that indicates a sufficiently strong cross-
correlation of horizontal and vertical velocity fluctuations (Co;;(\) close to 1, or
at least larger than 0.7), combined with a p;;(\) within a 5° window around +m/2
are the necessary and sufficient conditions for the presence of a coherent convec-
tive circulation with horizontal size A (based on Hartmann et al., 1997). A more
detailed documentation of the coherence approach to identify and characterize or-
ganised convection, as well as the correspondingly required processing of profiling
lidar data is included in Paper II.

4.3.2 Single convective structure analysis

In particular over land, convection is rarely organised into structures of similar A,
nor advected over the lidar. As application of the spectral coherence and and
phase approach requires these characteristics, a different approach is needed to
characterize single convective structures.

The horizontal and vertical velocity field, up(x, z) and w(x, z) of the coplanar
retrieval (Sect. 4.2.2) can be used to identify the presence and location of a con-
vective circulation, in particular of the convective updraft. The conditions for
the presence of a convective updraft is that the w, averaged over the lowest part
(lowest 100 m to 300 m) of the circulation exceeds 0.5 m s~!, while the horizon-
tal derivative of w,, the divergence, Au,/Az, is negative (converging flow). The
horizontal distance, at which the two conditions are fulfilled defines the initial up-
draft width. The point of largest convergence defines the triggering location for
the convective updraft. The streamline, that originates from this location, de-
scribes the core of the convective updraft, which should be followed to investigate
the change in w with altitude. Paper III illustrates this approach with an example
case.
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5 Introduction to the papers

Paper I: Statistic and Coherence Response of Ship-based Lidar Obser-
vations to Motion Compensation

Christiane Duscha, Mostafa Bakhoday Paskyabi, Joachim Reuder (2020),
Journal of Physics Conference Series, 1669/01

Ship-based, profiling lidar installations have been part of several field campaigns
planned and conducted before and during the PhD period. These installations
yield a large basis of wind observations to analyze in the remote, usually under-
sampled marine atmospheric boundary layer.

Paper I investigates the impact of ship motion on the profiling lidar observa-
tions and to which degree a standard motion correction can improve these ob-
servations. Emphasis is on investigating which temporal scales are unaffected by
motion or sufficiently captured after motion correction, yielding insight into which
atmospheric flow properties can be resolved by ship-based lidar observations, i.e.
turbulence, convective structures, or solely the large scale wind.

A big disadvantage of ship-based lidars, if not installed on a motion-
compensating platform (see Achtert et al., 2015) is that the lidar is exposed to
the motion of the vessel. Both the direct observations (radial velocity), as well
as the retrieval of the three-dimensional wind are corrupted by the ship’s motion
(see Sect. 4.1.2). Paper I evaluates the error, utilizing basic statistical metrics,
and investigates the impact of motion on the velocity and coherence spectra.

A simple, commonly used motion compensation is applied to the lidar obser-
vations (see Sect. 4.1.3). Further, the mean properties of the wind profile are
compared against measurements from radiosondes, which notably are less reliable
close to the vessel, estimating the statistical error metrics "bias” (systematic er-
ror) and ”standard deviation error” (random error). While the bias is comparable
(small) for the retrieval based on the motion-corrected and original lidar data, the
random error between radiosonde and lidar profiles is substantially improved by
the motion correction.

Further, histograms of the corrected and uncorrected horizontal velocity com-
ponent, as well as a respective difference histogram, reveal that angular motions
account mainly for smaller fluctuations between +2ms~!, while translatory move-
ment (~ ship speed) causes the largest deviations (up to 8ms~!). The horizontal
translatory movement causes the largest impact on the total velocity, but changes
at a much lower frequency than angular motion or the heave motion and is there-
fore much easier to correct. The vertical velocity histogram, on the other hand
is mainly affected by angular and heave motion. Here motion correction achieves
to shift the uncorrected peak at 0.5ms~! caused by persistent tilting of the in-
strument to 0.0ms~! after correction. Additionally, motion correction achieves a
narrowing of the vertical velocity peak, which can be accounted to the reduction
of high-frequency angular and heave displacement.
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The velocity spectra of uncorrected and motion-corrected wind velocity re-
trievals are also compared. These spectra reveal the general limitations of the
DBS scanning pattern, namely a rolling average effect, as radial velocity obser-
vations are used several times to retrieve consecutive time steps of the velocity
vector (see Figure 4.1), and cross-contamination effects. Here, the vertical ve-
locity spectrum is, in particular, affected by ship motion and motion correction.
The spectral energy peak caused by heave motion is substantially reduced for
the corrected spectrum. But for frequencies larger than the Nyquist frequency
of the corresponding DBS scanning cycle (ca. 2 - ﬁ s~1), motion compensation
causes the corrected spectrum to follow the heave spectrum more closely than the
uncorrected spectrum.

Because the ship-based campaign unfortunately lacks high-frequency reference
data to validate the spectra, this effect was further investigated using the met-
rics "coherence”, ”co-coherence” and ”"phase”. Coherence of the vertical veloc-
ity retrievals at different altitudes decreases with increasing vertical separation
distances and frequency, as expected for natural turbulence and eddies, but sud-
denly increases again for frequencies, where motion impact gains importance. At
high frequencies, the motion correction overcompensates, in particular, in the fre-
quency range larger than the Nyquist frequency, confirming the hypothesis, that
the rolling average effect amplifies the motion-induced error that simple motion
correction can not remove. Here, the retrieval principle does not allow to resolve
oscillations caused by motion, and motion correction introduces artificial oscilla-
tions on the corrected series.

Main finding and link to Paper 11

Ship-based, profiling lidar can be considered to study (turbulent) eddies that
correspond to frequencies lower than the resonance frequency of the vessel, and
frequencies lower than those affected by the measurement principle (DBS) of the
lidar. While the majority of turbulent eddies exceed this frequency threshold,
the majority of convectively driven eddies in the marine atmosphere boundary
layer fall into the frequency range which is not corrupted by the ship’s motion.
Even though, the study presented in Paper I was initially motivated to provide
an estimate of the performance of ship-based profiling lidars for offshore wind en-
ergy applications, this finding changed the focus of the PhD project to investigate
convective structures in more detail.

The data evaluated in Paper I already contained several periods with strong
convective conditions. Here, the convection above the ocean was triggered by
advection of air that is colder than the ocean’s surface. During such cold air out-
break conditions, the convective eddies move with the mean wind and frequency
can be related to scale. This effect enabled the evaluation of convection from the
time series of a ship-based lidar wind profile in the marine atmospheric boundary
layer, which is discussed in Paper II.
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Paper II: A Ship-Based Characterization of Coherent Boundary-Layer
Structures Over the Lifecycle of a Marine Cold-Air Outbreak

Christiane Duscha, Christopher Barrell, Ian A. Renfrew, lan M. Brooks, Harald
Sodemann, Joachim Reuder (2022),
Boundary-Layer Meteorology, 183/355-380

Paper II demonstrates the capability of the profiling lidar to sample organised
convective structures in the marine atmospheric boundary layer. Here, ship-based
lidar observations during a cold air outbreak, a strongly convective atmospheric
event, are presented. The main focus of the paper is on identifying character-
istic properties of the convective structures based on the flow field sampled by
the lidar, i.e., horizontal length scales, and vertical and horizontal velocity ampli-
tudes. Those characteristics are linked to properties of the marine atmospheric
boundary layer, obtained by complementing in situ and remote sensing observa-
tions operated from the ship, such as boundary-layer depth, surface heat fluxes,
and stability estimates, to achieve an understanding of their interplay.

The methodology to identify the convective properties utilizes the compara-
bly strong and consistent advection during cold air outbreak conditions. This
enables the profiling lidar to yield observations of the two-dimensional flow field
along the apparent wind, assuming the convective eddy does not change while ad-
vected over the ship (Taylor Hypothesis). Estimates of the coherence and phase
spectra between vertical and along-wind speed fluctuations indicate the presence
of periodically returning (coherent) structures in the flow field (see Sect. 4.3.1).
As concluded from Paper I, motion, and lidar measurement principle only affect
turbulent eddies of comparably short temporal and spatial scales, while motion
correction successfully removes the motion impact at scales relevant to convection.

Accepting the coherent structures only within certain coherence and phase
thresholds (as suggested by Hartmann et al., 1997), limits the evaluated struc-
tures to convective origin. Paper II demonstrates this methodology in the form
of an example snapshot of the flow field captured by the lidar. The flow field
clearly features a convective circulation pattern with individual convective cells of
comparable structure wavelength. This organisation of the convective flow field
is also evident in the coherence spectrum by a peak, that is within the defined
phase thresholds at the corresponding wavelength. Based on a satellite snapshot
of the same situations, only a fraction of the convective thermals initiated at the
surface and obtained by the lidar manifests as clouds.

The analysis of the coherent structure length and velocity scale statistics
throughout the life-cycle of a cold air outbreak further reveals, that not even
all convective thermals extend throughout the whole lidar range. Further, the
structure characteristics align with those typically expected for cellular convec-
tion. Here, the ratio of horizontal and vertical scale (anisotrophy) increases with
increasing structure size and velocity, respectively. The coherent convective struc-
tures mainly feature comparably wide and weak downdrafts, as well as compara-
bly narrow and strong updrafts. For the large coherent structures, the size and
horizontal velocity amplitude greatly exceed the vertical counterparts.
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Paper II investigates the interplay of structure characteristics on short tempo-
ral scales, utilizing heat maps of the structure scale and boundary-layer parameter
occurrences. Long time scales, on the other hand, are interpreted on the basis
of a time series over the life-cycle of the cold air outbreak. Short-term varia-
tions in the structures’ characteristics are found to be primarily influenced by
the near-surface stratification and the fetch. Under unstable, buoyancy-driven
turbulence conditions, small-scale structures dominate. However, these struc-
tures are relatively weak and contribute minimally to the mixing and overturning
of the MABL. As the importance of shear-generated turbulence (neutral strat-
ification) increases, the size and strength of coherent structures also increase.
Larger coherent structures become more prominent as the convective boundary-
layer depth increases. The ratio between the median horizontal structure size and
the boundary-layer depth is approximately 2, consistent with the median ratio
between the along-wind and vertical velocity amplitudes of the coherent struc-
tures. The largest coherent structures are predominant under weakly unstable,
buoyancy-dominated conditions and conditions equally balanced between buoy-
ancy and shear-generated turbulence. The observed turbulent heat fluxes are
partly driven by small-scale and non-coherent turbulence, and organized large-
scale convective overturning by coherent structures occurs mainly on long time
scales.

Main finding and link to Paper III

The ship-based, profiling lidar installation yields a detailed picture of the convec-
tive flow-field, which enables the identification of characteristic properties of the
convective circulation. The evaluation of these convective properties allow an ad-
vanced interpretation of the MABL processes, which are usually only studied on
the basis of conventionally observed boundary-layer parameters. The paper dis-
cusses the interplay of coherent (convective) structures with the boundary-layer
parameters, highlighting their role in building up and maintaining the overturning
of the boundary layer.

In-situ profiling of temperature, humidity, and updraft velocity from the in-
side of the convective updraft, carried out by voluntary observing pilots (VOP)
of paraglider, hang glider, and sailplane, can extend the conventionally observed
convective boundary-layer parameters by a Lagrangian perspective. Such obser-
vations are part of the PhD project of Juraj Palenik in Visualisation (Department
of Informatics, University of Bergen). After scientific exchange through local sem-
inars, collaboration was the natural next step. Combining convective flow field
observations of comparable detail, as provided by the profiling lidar installation
presented in Paper II, with observations of the convection sampled by the VOP,
was the objective to further enhance our understanding of the processes connected
to thermal convection. In contrast to the marine convection studied in Paper II,
the land-based convection studied by VOP is mostly stationary and hence not ac-
companied by strong advection, required for Taylor’s Hypothesis to apply to the
convective eddies. Consequently, the convective flow field can not be estimated on
the basis of a single profiling lidar as utilized in Paper II. Instead, Paper III ex-
plores the approach to combine two scanning lidar systems to achieve convective
flow field observations of sufficient coverage and detail in space and time.
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Paper III: Observing atmospheric convection with dual-scanning lidars

Christiane Duscha, Juraj Pdlenik, Thomas Spengler, and Joachim Reuder (2023),
Atmospheric Measurement Techniques, 16/5103-5123

Paper IIT evaluates the ability of dual-scanning lidars to sufficiently capture the
flow field corresponding to daytime atmospheric convection over land. During
the years 2021 and 2022 we planned and carried out three field campaigns, that
featured dual-lidar set-ups in order to achieve and optimize such observations.
Paper III presents the analysis of observations from dual-lidar installations during
two of the three field campaigns, that were along the runway of two Norwegian
airports as a proof-of-concept. Here, the study is intended as a stepping stone
towards more advanced convection analysis during the remaining extensive field
campaign, which collocates the lidar setup and retrieval with additional profiles
of temperature and humidity, obtained by VOP. The main strategy carried out in
all three campaigns were overlapping scans of vertical planes between two lidars
which were installed at several hundred meter distance from each other. The
information from the overlap of both scans were used to retrieve flow fields of the
orthogonal wind components (plane- parallel and vertical).

The focus of the study presented in Paper III was to explore different pro-
cessing procedures and scan configurations to improve the final velocity retrieval
such that convective flow fields were sufficiently captured in space and time. To
improve the data quality of the rather noisy and partly erroneous radial veloc-
ity observations, the capabilities of an advanced filtering approach are evaluated.
This filter successfully separates clusters of reasonable radial velocity data from
noise and erroneous features and proves to be indispensable for further data pro-
cessing. Further, the convective flow field rapidly evolves even during a single
lidar-scan of the vertical plane. Here, the maximum velocity error, which is due
to the individual time lag at each point within the plane, estimated over the course
of a convective day increases with increasing convective activity. Applying tem-
poral interpolation to match the timing of each spacial point in the scans of the
two lidars substantially reduces the velocity error and hence the temporal under-
sampling error, which is the radial velocity error that is amplified in the dual-lidar
retrieval. Additionally, temporal interpolation enables the use of instantaneous
scans and therefore increases the temporal resolution of the retrieval.

The study presents one case of the convective flow field retrieval for each of the
two utilized field campaigns, featuring one clear-sky and one cloud-topped case.
For the clear-sky case, the lidars were run with different scan configurations,
specifically different angular resolutions and integration times. Here, all angular
resolutions provide sufficient spatial resolution in the retrieved flow field to capture
details of convective circulation. Hence, there is no disadvantage to prioritize
an increased temporal resolution over angular resolution for monitoring changes
in the convective circulation over time. The ability of the dual-lidar setup and
retrieval to capture the evolution of the convective circulation is evaluated for
the cloud-topped case. Here, only one scan configuration is used for the whole
evaluated case, providing a continuous series of the scanning pattern over 50 min,
opposed to only 10 min in the clear-sky case. This continuous time series of the
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flow field allows to successfully follow the different stages of the life-cycle of a large
convective circulation from onset to break-down. The retrieval is fit to capture
mainly the dry part of the convection, which is invisible to the bare eye, as the
reliability of the lidar observations and of the retrieval decreases rapidly within
the cloud.

Though different in location and background conditions, both case studies fea-
tured convection that spanned, increased, or maintained the depth of the bound-
ary layer, demonstrating their important role for the overturning of heat, moisture,
momentum, and energy. Further, the retrieved flow field allowed for identifica-
tion of secondary parameters, such as the origin, depth, width, and strength of
the convective updraft and their evolution in time and space.

Main Finding and further work

The dual-lidar retrieval, when combined with an advanced clustering filter and
temporal interpolation for gap-filling, yields sufficient estimates of the convective
flow field in space and time for further processing, e.g. by comparison and further
processing with in situ profiles of temperature and humidity obtained by VOP in
the vicinity.

Such a collocation of lidars and VOP was achieved in one of the field campaigns
that took place in Voss, Norway from April to June 2022. Here, we installed three
lidars, yielding three vertically intersecting scanning cross-sections. These cross-
sections were located in a major flight areal for gliders and in the vicinity of the
local airport where an aircraft for skydivers that launched approximately every
20 min. During convective days, we equipped the skydiving plane and a paraglider
each with a mobile temperature and humidity sensor to sample background pro-
files and profiles from inside the convective updrafts, respectively. The next step is
to identify matching or representative convective thermals or bubbles in the lidar
retrievals and paraglider measurements. By combining the estimates of character-
istic convective velocities, temperature, or humidity with the background profiles,
we can investigate some of the processes which shape the development, evolution,
and structure of atmospheric convection.
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6.1 Controlled motion experiment in Grimstad, Norway

The performance of the motion correction algorithm applied to the ship-based li-
dar observation, that was introduced in Section 4.1.3 and utilized to correct ship-
based lidar data presented in Paper I and II, was evaluated with a controlled-
motion lidar dataset. This dataset was collected during an experiment on the
Adger University campus in Grimstad, Norway in August 2011, that included the
setup of a pulsed profiling Lidar (WindCubeV1) on a motion platform and a ref-
erence lidar of the same type (see Fig. 6.1). The setup additionally included two
profiling CW lidars of the type Zephir300 (manufactured by ZX Lidars, United
Kingdom), also with one lidar installed on the motion platform and one refer-
ence lidar. This type of profiling lidar utilizes a different scanning and retrieval
technique. As a consequence, these CW lidars also require a different motion cor-
rection algorithm (see e.g Kelberlau et al., 2020), than the one utilized for the
pulsed lidars. This Section will focus on the evaluation of the motion correction
algorithm presented in this dissertation (Sect. 4.1.3). A more extensive analysis
of the controlled motion lidar dataset will be presented in Malekmohammadi et al.

(in prep).

Figure 6.1: Setup of lidars on motion platform and the reference lidars in 5 m horizontal and
8 m vertical distance on the ground at the Grimstad campus of the University of Adger, Norway.
Picture imported from the experiment report (Hellevang et al., 2012)
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During the experiment, single and combined translatory and rotational mo-
tion, as well as complex motion patterns (e.g. simulating waves during a storm)
were applied to the motion platform and the lidar installed on top. In addi-
tion there were some periods without motion, that could be used as a baseline
to identify the random error between the two lidars due to individual instrument
specific differences, their separation distance, and different timing of their beam
orientation’.

motion lidar 71
—— reference lidar

ws (ms~1)
WindCubepoion Ws (M s71)

16:30 16:35 16:40 16:45 WindCube, s ws (m 5-1)
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16:30 16:35 16:40 16:45 WindCubeyer ws (m s71)

Figure 6.2: Left top: 15 min example ws time series obtained by reference lidar and the lidar
on the motion platform that is exposed to sinusoidal pitch motion with pa = 2 - 15°. Left
bottom: The same ws time series obtained by reference lidar as above, but with corrected motion
lidar time series. Right top: Scatter of reference time series and motion lidar time series
corresponding to the complete motion test case of sinusoidal pitch motion with 4 = 2 - 15°
(8 hours duration). Right bottom: Scatter of reference time series and corrected motion lidar
time series corresponding to the same complete motion test case as above

Figure 6.2 shows the horizontal wind speed data obtained from the motion
lidar and processed with the correction algorithm in comparison with the data
observed by the reference lidar, respectively for a case of simple sinusoidal pitch
movement with an amplitude of ¢4 = 2 - 15°. The impact of this simple angular
motion on the retrieved ws is clearly visible in the displayed comparison of the
example reference and motion time series and in particular in the scatter of the

'The WindcubeV1 utilizes a rotating mirror to distribute the beam in the four (perpendicular) directions
(no vertical beam). The orientation at startup depends on the orientation when the lidar was shutdown.
Synchronising beam orientation of the two lidars is not guaranteed at startup
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two series for the whole angular motion case (see Fig. 6.2). Figure 6.3 documents
the correlation, R, the standard deviation, ¢, and the standard deviation error?,
oe, corresponding to the horizontal wind speed and the vertical velocity series of
the pitch test case displayed in Fig. 6.2, as well as two single translatory motion
cases: a heave motion case with an amplitude of 0.4m, and a surge motion case

with an amplitude of 0.4 m.
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Figure 6.3: Statistics of reference lidar time series compared to motion lidar, and corrected
motion lidar time series for three test cases: pitch motion, heave motion, surge motion. Left
top: Correlation between reference ws series and motion ws series (lime) and corrected motion
ws series (dark green). Left bottom: Same as above but for w component. Middle top: standard
deviation of motion ws series (lime), corrected motion ws series (dark green), and reference
ws series (purple). Middle bottom: Same as above but for w component. Right top: Standard
deviation error between reference ws series and motion ws series (lime) and corrected motion
ws series (dark green). Right bottom: Same as above but for w component.

2The standard deviation applied to time series resulting from subtraction of the motion time series from
the reference time series
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For the pitch motion test case, o,s of the motion series is substantially in-
creased compared to o, of the reference lidar series and R,s = 0.623 between the
motion and reference series is relatively low (Fig. 6.3). After applying the correc-
tion algorithm to the pitch motion series, R,s = 0.839 is substantially increased
and o, of the corrected series is much closer to o, of the reference series. For
the vertical velocity component, R, of the corrected series is slightly decreased
in comparison to the uncorrected series and also o, of the corrected series is
marginally increased (see Fig. 6.3). The utilized motion correction algorithm (see
Sect. 4.1.3) updates the applied rotation matrices only once per scan cycle, pos-
sibly causing the observed decline in quality of the corrected w series. Still, this
decline in quality is negligible in comparison to the relative and absolute improve-
ments of the pitch-motion correction in the ws series.

An improvement of the ws estimate with motion correction was also achieved
for two example cases with translatory (heave and surge) motion, each with an
amplitude of 0.4m (see Fig. 6.3). Yet, in comparison to the rotational motion
case discussed above, the motion impact is small, evident from the comparably
large Ry, and small o, ,,s between the reference series and the motion and motion-
corrected series, respectively. Unfortunately, the motion platform is restricted to
maximum translatory amplitudes of 0.4 m, that yields only this relatively small
motion impact. As expected, the heave case shows the largest relative improve-
ment due to motion correction for the w component. Even for the surge case the
w component series improved slightly after motion correction.

Except for the ws series of the pitch case, the standard deviations of the ref-
erence, motion-impacted and motion-corrected series do not differ very strongly
from one another. For the translatory example cases, o, corresponding to the
reference lidar even exceeds the motion-impacted and motion-corrected counter-
part. Here, the baseline cases confirmed (no shown) that the remaining random
error between reference and respective motion-impacted, or motion-corrected se-
ries is predominantly caused by the separation distance of the lidars, the absent
synchronisation of beam orientation, and individual sampling errors of each of the
lidars. The controlled motion experiment indicates that the motion correction al-
gorithm applied on the moving lidar obsevations can provide a representation of
the wind field that is comparable to the observations by a static lidar system.
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6.2 GLidar — Campaign in Voss, Norway

Gliders (e.g. paragliders, sailplanes, and hang gliders) are small manned aerial
vehicles that use the convective updraft in the boundary layer to gain altitude
above ground. Each glider is equipped with a device to monitor its trajectory
through the atmosphere. In addition to information on the position and attitude
of the glider, this trajectory data can be used to estimate the convective updraft
velocity, given the characteristic sink rate of the glider (see Pdlenik et al., 2021).
During the course of a convective day a large quantity of gliders potentially fly
within the same or within a multitude of convective thermals or bubbles, yielding
a large sample of convective updraft velocities throughout the boundary layer in
an area. One hot-spot for glider activity is the area around Vossevangen, a small
town in the Voss municipality in Norway.

Additionally measured background profiles of the atmospheric state variables
(in particular temperature and humidity), yield the possibility to investigate the
mechanisms responsible for the sampled vertical velocity profiles. However, the
interplay and impact of the unknown variables, i.e. the virtual temperature (den-
sity) anomaly, the aspect ratio of the updraft, or the drag acting on the ascending
air, is manifold. The inter-dependencies of these parameters can, for example,
be investigated with the interactive visualisation tool IsoTrotter, introduced in
Pdlenik et al. (2021) that incorporates a model to solve the convective vertical ve-
locity equation. Here, reducing the degree of free variables improves the certainty
about the prevailing atmospheric mechanism substantially (e.g. by identifying the
predominant convection characteristic: bubble or thermal, see Sect. 3.1).

Obtaining the evolution of the convective flow field enables the possibility to
gain an estimate of the updrafts aspect ratios and the characteristic form (bubble
or thermal). Utilizing a setup of multiple lidars with overlapping co-planar RHI
scans (see Fig. 6.4) can achieve time series of such observations of the convective
flow field. The flow field retrieval approach and how it can be optimized for
observing convection is presented in Paper III.

T ®

Figure 6.4: Visualisation of the gLidar Project: A schematic dual-lidar scanning cross-section
in complex terrain co-located with measurements provided by voluntary observing glider pilots
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Project Outline : gLidar

The gLidar Project aims to collocate and combine Lagrangian measurements
gathered by gliders and Eulerian lidar observations to enhance the sampling
capacity and understanding of convection in the atmospheric boundary layer.

From 29. April 2022 until 07. June 2022 we installed three scanning Wind-
Cube 1008 lidars with overlapping cross-sections in north-south orientation (”east-
ern cross-section” between lidar-34 and lidar-40) and near east-west orientation
("southern cross-section” between lidar-37 and lidar-40) approximately parallel to
the southern and eastern slopes, as well as one cross-section (”slope cross-section”
between lidar-34 and lidar-37) spanning partly over the slopes of Mount Hangur,
in Voss, Norway (see Fig. 6.5). Close to the top of Mount Hangur is an official
take-off point for paragliders and hang gliders that makes the area a hot-spot
for flight activity. This yields an extensive potential for sampling the convection
triggered in the region both by the gliders and the lidars.
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Figure 6.5: Map of the triangular setup of the lidar instrumentation (with pictures) along the
southern and eastern slopes of Mount Hangur in Voss, Norway and the location of glider take-
off point on top of the mountain.

For the eastern and southern cross-section, the lidars had free LOS to one
another, yielding a sufficient overlap at most altitudes. Scans to achieve these
cross-sections were scheduled throughout the campaign. Here, the two outer lidars
(lidar-34 and lidar-37) performed continuous scans towards lidar-40, while lidar-
40 switched between LOS towards lidar-34 and lidar-37 for each new scan. As
the LOS between lidar-34 and lidar-37 was partially blocked by the mountain
(slopes of 30° and 18°, respectively), the overlap of the lidar scans was limited, in
particular at lower altitudes. The slope cross-section was therefore only applied
during special observing periods in June 2022.



6.2 GLidar — Campaign in Voss, Norway 49

In order to achieve a sufficiently large overlap, at least for the eastern and
southern cross-sections, the setup of the lidars required a distance of at least one
kilometer between the individual instruments. Interconnecting the lidars on a
single network with a physical link, e.g., a long ethernet cable was therefore no
option. Hence, we developed and build a remote access solution inside a cabinet
for each lidar (see Fig. 6.6), to interconnect, synchronise and remotely monitor
their observations.

Each utilized cabinet includes an industrial router (RUTXI11, Teltonika,
Lithuania) with an antenna for mobile network, wifi, bluetooth and GPS, as
well as a small computer with a linux operating system (Raspberry Pi 4B%), cor-
responding power sources, and a fuse. The router is connected to the internet
via mobile SIM network subscription, and also creates a local network, which in-
cludes the lidar and the linux computer. The latter is set up as a local server
to which data is streamed from the lidar via File Transfer Protocol (FTP). This
data is synchronised to an online webserver with resources provided by the Nor-
wegian Research and Education Cloud, NREC#, once every 15 minutes using the
unix command “rsync”. The linux computer can be accessed remotely (via ssh or
Teamviewer) and used to operate the lidar with the Leosphere API®

[
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Figure 6.6: Right: Remote access cabinet mounted to a lidar. Left: cabinet interior

As discussed in Paper III, to ensure a good quality of the dual-lidar retrieval,
a reliable time synchronisation is essential. From earlier field deployment of the
lidars, we experienced that the internal, GPS-based time synchronisation was
insufficient. While connected to the remote access cabinet, time synchronisation
of the lidars was achieved by Network Time Protocol (NTP) instead of GPS.

Shttps://www.raspberrypi.com/products/raspberry-pi-4-model-b/, last access: 2024-01-05
“https://www.nrec.no/, last access: 2023-11-09
Shttps://leosphere.github.io/LeosphereAPI/, last access: 2023-11-09
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The setup location of the lidars in Voss added an additional advantage to
the dense paragliding activity: the possibility to attach a sensor that measures
temperature, humidity, pressure, geo-location, and altitude to a small motorized
airplane that carries skydivers up to 4000m altitude and higher (see Fig. 6.7).
This installation yielded in situ background profiles of temperature and humidity
in substantially higher temporal resolution, with one profile per 20 min to 30 min
(time elapsed for ascent and descent of the plane) and closer proximity than
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Figure 6.7: Top left: iMet sensor with radiation shield, mounted to wing of skydiving plane.
Top right: the skydiving plane. Bottom: Enlarged map of the Voss region (elevation data by
de Ferranti and Hormann, 2022) and with skydiving plane flight tracks (representative footprint
area for the background profiles) and locations of lidars and paragliding take off in relation.
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achieved by officially launched radiosondes (usually twice per day, at 200 km
distance to Voss). Figure 3.5 shows an example of an extensive profile time series
obtained with the skydiving plane on 16 May 2022.

The iMet® sensor, used for measuring the background profiles, experienced
substantial measurement errors, due to the great velocity of the skydiving plane,
in particular during the descent. The source of the error was twofold: (1) An
incorrect altitude allocation due to a time lag of the sensor, visible as a ”loop” at
the top of the combined ascent and descent profile; (2) An increase of temperature,
as air compresses’ due to the skydiving planes velocity inside the box, installed
around the sensor to shield it from radiation. At highest speed of the plane
(=~ 100 m s~!) during the descent this temperature error exceeds 5 K. Both error
sources could be compensated in post processing (see Pdlenik, 2022), such that
profiles of ascent and descent align (e.g. the profiles displayed in Fig. 3.5 are
corrected).

To gain an estimate of temperature and humidity anomalies within the convec-
tive updraft compared to the background profiles, we also equipped some paraglid-
ers with iMet sensors, as often as possible. The utilized sensors and radiation
shielding are identical in construction to those used on the skydiving plane. How-
ever, the speed of the paraglider is much smaller than the skydiving plane, such
that the time lag and compression errors are negligible. The paraglider equipped
with the additional sensors attempted to find updrafts and fly as close to the lidar
cross sections as possible (see. Fig. 6.8)

Figure 6.8: Left: Paraglider equipped with iMet sensor flys close to lidar-sampled cross-sections.
Right: Voluntary observing paraglider pilot Juraj Pdlenik after flight with iMet sensor (mounted
to helmet).

Shttps://www.intermetsystems.com/products/imet-xq2-uav-sensor/, last access: 2024-01-05

"The effect of increased pressure and corresponding adiabatic temperature increase was confirmed with
a computational fluid dynamics simulation (CFD) of the flow through the model of the radiation shielding box
(see https://glidar-project.github.io/pg/2022/08/26/cfd/, last access: 2023-11-08)
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First Results

A first analysis of the data collected by paragliders, lidars, and skydiving plane
yielded some interesting insights. In particular over the course of 16th May 2022,
the paragliding activity was dense and featured several paragliding flights with an
iMet sensor. Figure 6.9 shows the cumulative number of points (vertical velocity
measurements) provided by the bulk of paragliders per area within the proximity
of the triangular lidar setup and three selected flights, each within a convective
updraft, with iMet sensors. During the 16th May 2022, also the iMet sensor that
was attached to the skydiving plane provided more than 10 hours of measurements
(see Fig. 3.5).
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Figure 6.9: Density of aerial paragliding activity, displayed as number of paragliding measure-
ment points per area (0.001°)? and trajectory of three selected paraglider flights equipped with
iMet sensor (colored lines) on 2022-05-16 within the prozimity of the triangular lidar setup
(striped black lines). The highlighted area (orange) corresponds to the part of the southern li-
dar cross-section displayed in Figure 6.12

Figure 6.10 documents the evolution of the convective boundary layer observed
by paragliders, lidars and skydiving plane during 16th May 2022. Here, a time se-
ries of z; (center of capping inversion, see section 3.2) is extracted on the basis of
the 6, profiles obtained by the iMet, mounted to the skydiving plane (see estima-
tion of convective boundary layer depth in Paper IT). The first z; values, estimated
around 7 UTC, suggest the initial presence of a shallow nocturnal boundary layer.
The increased SNR between the surface and 500 m, that predominates until z; in-
creases (approximately 8 UTC) can be attributed to a nocturnal layer of fog (see
increased near-surface ry;, Fig. 3.5). Between 8 UTC and 13 UTC, a rapid growth
of the convective boundary layer is indicated by an increase in z;. Simultaneously,
the SNR is increased between the surface and z ~ z;, compared to the free atmo-
sphere above z;. This indicates the presence of vertical transport and enrichment
of aerosols by the convective circulation up to the capping inversion.

The first paraglider began to fly and utilize the convective updraft to gain
altitude after 10 UTC. The highest vertical velocity reached within the bulk of
the paragliders, wpgmaz, 15 marked at the corresponding altitude in Fig. 6.10
for 10 minute intervals. During the period of rapid boundary layer growth, the
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Figure 6.10: Ewvolution of the convective boundary layer on 16th May 2022: Time series of
lidar observed SNR (10 minute time average and spacial average over 100m height bins of all
RHI scans of the three lidars) as indicator of cloud, fog, or aerosol particles; height time series
of the center of the capping inversion (z;), estimated on the basis of 0, background profiles,
obtained by the iMet sensor installed on the skydiving plane; and time series of the altitude
that corresponds to the maximum vertical velocity observed by all paragliders within a 10min
interval.

altitude of wpgmar is located below, but near z;, indicating that the convective
updraft accelerates almost until z; with largest wpgmar between 11 UTC and
14 UTC. The three paraglider flights that are equipped with iMet sensors are
selected from this period (see Fig. 6.9). Their wpg mqz(2) is shown in Figure 6.11
in comparison to the distribution of wy,(z) of all paraglider flights during 16th
May 2022.

During all three selected flights, the glider pilot captures the convective up-
draft between 700 m and 800 m altitude, that is slightly below the altitude of the
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Figure 6.11: Left: Distribution (number of wpg(z) measurements per 100m altitude and
0.1m s~ vertical velocity bin) of vertical velocity obtained during all paraglider flights on 16th
May 2022 in the Voss area and Wpgmaz(2) of three selected paraglider flights equipped with
iMet sensors, as well as Wmaz(2) extracted from the flow field of a lidar retrieval. Right: Pro-
files of 0,, obtained from the inside of a convective thermal by an iMet that was attached to a
paraglider and background profile of 0,, obtained by an iMet installed on the skydiving plane
for three periods on 16th May 2022
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paragliding take-off spot on top of Mount Hangur (» ~ 800m). The glider pilot
stays within the first selected convective updraft (11:10-11:30 UTC) only up to
z = 1300 m (Fig. 6.11) with a peak velocity of almost 4ms~! around » =1000m.
During the flight, the paraglider drifts, indicating a tilt of the convective updraft
in north-easterly direction, following a similar track as a large number of other
paragliders during that day (Fig. 6.9). The virtual potential temperature mea-
sured within the sampled range of the updraft is approximately 1 K warmer than
the background 6,. Here, an extrapolation of the updraft’s 6, profile intersects
the capping inversion of the background profile approximately 300m above the
altitude, where the glider pilot left the updraft (Fig. 6.11).

About an hour later, during the subsequent selected flight (12:20-12:40), the
glider pilot reaches wpgmar(z) between 3ms~! and 4.5ms™! (with the peak in
Wpgmaz avound z = 1400m), that are close to the maximum observed wy, of all
paragliders (Fig. 6.11). Here, 6,(2) within the convective updraft is approximately
1K to 1.5 K larger than the background 6,(z), and touches the capping inversion at
z & 1800 m. Even though the paraglider left the convective updraft at that point,
the velocity of the updraft was still around 3ms™!, likely causing the updraft to
overshoot the capping inversion.

Simultaneously to this paraglider flight, at 12:30, the horizontal and verti-
cal flow field retrieval from the southern dual-lidar cross-section showed clear
evidence of a convective circulation (see Fig. 6.12). The observed convective cir-
culation spans a horizontal distance of approximately 1200 m. Here, the negative
component of the horizontal velocity component (flow towards east) in the lower
convergence zone and upper divergence zone is larger than the corresponding
positive horizontal velocity component (flow towards west). This causes the up-
draft to be tilted toward east, a feature also visible in the horizontal drift of the
track of the corresponding paragliding flight (Fig. 6.9). The updraft captured by
the lidar retrieval (Fig. 6.12) extends up to z ~ 1200m, while divergence of the
flow and subsidence connected to the convective circulation is still evident up to
z & 1700 m, comparable to the extend of the convection that was simultaneously
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Figure 6.12: Retrieved flow field of the southern dual-lidar cross-section with an overlay of the
convective circulation on 16th May 2022, 12:30 UTC. Left: Retrieval of the horizontal velocity
component. Right: Retrieval of the vertical velocity component
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sampled by the paraglider. Hence, vertical extent of the convective circulation
exceeds its horizontal extent, yielding an aspect ratio (width over height) smaller
than 1. At lower altitudes up to approximately z = 600m, the maximum updraft
velocity within the lidar cross-section follows the maximum values of the w,, dis-
tribution profile provided by the bulk of paragliders during that day (Fig. 6.11).
Between 600m and 700 m altitude, the maximum w profile of the retrieved lidar
cross-section reaches it’s peak at w ~ 2.6ms™!, decreasing again at higher al-
titudes. Here, the convective updraft, that was mapped by the lidar retrieval,
either exits the lidar cross-section due to a horizontal tilt of the convective cir-
culation relative to the lidar cross section (see Fig. 6.9 and Fig. 6.12) at higher
altitudes, or has bubble characteristics with the convective bubble located close
to the surface at the evaluated time step. A combination of these two effects
is also possible. In either case, the relative position of the displayed lidar cross-
section and paraglider track (12:20-12:40 UTC) suggest, that the updraft that was
mapped by the paraglider can be interpreted as a complementing sample of the
upper part of the convective circulation, observed by the dual-lidar (see Fig. 6.9).

After 13 UTC, the change in z; negligible, keeping a value around 1700 m until
suddenly dropping after 17 UTC (Fig. 6.10). During this period (13-17 UTC), the
altitude corresponding to wpg maes varies much stronger than during the preceding
period of boundary-layer growth, indicating less favourable convective conditions
for paragliding. The last displayed paraglider flight with an iMet sensor took
place at the beginning of this period (between 13:35 UTC and 13:55 UTC). The
altitude range and virtual potential temperature anomaly of this flight is similar
to the flight with iMet approximately one hour earlier. The corresponding wpg maaz
is, however, smaller at almost every altitude and the paraglider does not reach the
altitude at which 6, within the convective updraft intersects the capping inversion.
Also, the drift of the paraglider’s track changed compared to the preceding flights
displayed, indicating a tilt of the convective updraft in south-easterly direction
(Fig. 6.9). The drop of z; after 17 UTC that is accompanied by a decrease in SNR
and ceasing paraglider activity (Fig. 3.5), indicates the termination of convection
activity and a possible change of air masses due to advection.
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7 Conclusions and Outlook

7.1 Potential and limitations to observe atmospheric convection

7.1.1 Profiling lidars

Profiling lidars are limited to a one-dimensional view in space along the vertical
axis. In order to observe convection with a profile time series some requirements
need to be met, which are not necessarily in the hand of the lidar operator.
The setup requires a comparably consistent horizontal movement of the convec-
tive structures relative to the lidar system. The speed of this relative movement
must be sufficiently large to capture individual convective structures within their
life-cycle (Taylor hypothesis of frozen turbulence) while being small enough to
capture the convective circulation in sufficient detail. Such conditions are lim-
ited to certain convective events in the atmospheric boundary layer. Paper I and
IT showed that marine CAOs with cellular convective structures provide the re-
quired background flow conditions for a ship-based profiling lidar investigation.
The interpretation of convective structures is mostly limited to convective char-
acteristics, that change along the mean wind direction. Typical ship velocity! is
of the same order as the average flow velocity. Hence, in contrast to stationary
installations, as e.g. on a buoy, the ship-based setup allows for some modulation
of the speed and direction of structure movement relative to the lidar (appar-
ent wind). This opens up the possibility to study convective structures, such as
roll vortices, that need to be characterized perpendicular to the mean wind direc-
tion, along the cross-wind axis of the atmospheric flow. Still, a ship-based lidar
installation comes with its own limitations.

A critical limitation of the lidar installation on a ship is the exposure of
the lidar to ship motion, that substantially impacts the lidar observations (see
Sect. 4.1.2 and 6.1). In particular at high frequencies, that correspond to small
structure wavelengths, the averaging effect of the lidar measurement principle
(DBS scan) complicates the removal of the motion impact. For frequencies that
correspond to a time resolution that exceeds the time allocated for one DBS scan
cycle, the application of motion correction corrupts the observations even more.
Due to the motion impact, the relevant velocities of convective structure move-
ment relative to the lidar limits the characterization of the convective circulation
to horizontal scales of a few hundreds of m or larger. Yet, also the separation dis-
tance of the lidar beams in the DBS scan limits the size of detectable structures to
horizontal diameters of comparable size. The smallest relevant convective struc-
tures that are expected to be present in the CBL are surface layer plumes with
horizontal dimensions in the order of the surface layer depth, that corresponds
to the lowest hundreds of m for the observed boundary layer depths. Generally,
the motion correction approach improves the lidar observations, in particular at
lower frequencies, that are most relevant for the convective structure characteriza-

A comparable lidar installation on a much faster platform, i.e. an aircraft, would exceed the maximum
velocity condition, yielding insufficient detail of smaller scale convective structures
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tion. Hence, despite the limitations inherent to insufficient motion compensation
and lidar measurement principle, the ship-based lidar setup is able to character-
ize the majority of relevant convective structures and provide sufficient temporal
coverage in the marine CAO context.

A specific shortcoming of the profiling lidar type (WindcubeV2) that was used
in the studies connected to Paper I and Paper II is the limited vertical coverage.
The WindcubeV?2 lidar provides measurements exclusively up to 300 m above the
instrument, limiting the characterization of the convective structures to the lower
segment of convective overturning circulation, mainly confined to the surface layer.
Such limitation of the vertical range of the lidar observations is comparable to the
range limitation of meteorological masts. Still, a mast of such dimensions is hardly
feasible in the observational settings in the marine atmospheric boundary layer,
that provide the conditions required for the applied analysis technique (Sect. 4.3.1)
and in contrast to masts, the lidar does not disturb the atmospheric flow. To cover
the entire convective overturning circulation, a long-range lidar profiler with a
smaller cone angle (6,) should be utilized, either instead, or alongside with the
short-range profiling lidar. Yet, even with a smaller 6., limitations of detectable
structure size emerge at longer ranges, where the separation distance between
beams may exceed some of the relevant horizontal scales of convection.

In the future, the reliability of the ship-based lidar observations should be
improved at higher frequencies for a more accurate turbulence characterization
within the convective circulation, i.e., for applications with faster relative hor-
izontal structure movement and smaller separation distance. Such an improve-
ment could, for example, be achieved with the implementation and evaluation of
a beam-wise rotational motion correction, as theoretically derived in appendix A.
In addition, the elimination of the moving average effect in the velocity spectra
(DBS scanning technique) needs to be addressed, e.g., by applying a theoretical
fit to the velocity spectra, using the anchor points at the Nyquist frequency of
the scan cycle and of the radial velocity time resolution, respectively. Another
approach to improve the basis of convection and turbulence investigation could
be to include an additional long-range, vertically pointing lidar on a motion com-
pensating platform into the setup, yielding a higher resolved and improved series
of vertical velocity.

7.1.2 Dual scanning lidars

Since profiling lidars are limited in capturing convection characteristics unless
there is adequate movement of convective structures relative to the lidar, observ-
ing convection in a two-dimensional plane with dual-scanning lidars is advanta-
geous, for example, in low wind conditions. Yet, also this approach has some
limitations, in particular because it is restricted to two dimensions in space, while
convection is a three-dimensional phenomenon. Consequently, there is no guar-
antee that the core of a convective structure is appropriately mapped within a
two-dimensional plane. The velocities within the observed slice through the con-
vective structure can be smaller compared to a perfect slice through the core.
In addition, convective structures are not always symmetrical around their verti-
cal axis. Horizontal flow can tilt the convective structure, and even in low wind
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conditions, convective structures may not rise vertically but with a considerable
tilt by following the terrain. Optimally, the dual-lidar cross-section should be ori-
ented parallel to the circulations’ predominant tilt direction, hence along the mean
wind, or along the slope of the terrain. Another possibility could be to install the
dual-lidar plane orthogonal to the predominant tilt direction and apply a tilt to
the scanned cross-section. Yet, such tilted cross-sections are more complicated
to achieve with continuous scans, since both 6. and a need to change simulta-
neously. Also, a distinction between horizontal and vertical velocity components
would be limited and the tilt of the cross-section would need to be adjusted to
the structure’s tilt correspondingly. An alternative approach would be to install
a grid of dual-scanning lidars, with multiple dual-lidar planes in cross-and along
wind orientation, to fully map the three-dimensional structure of the convective
circulation.

Another limiting factor for the use of dual-scanning lidar, experienced in the
field, was the availability of airborne particles (i.e. aerosols). Often, longer peri-
ods (>1d) with precipitation events were followed by several days of extremely
low SNR (~—30dB) despite the presence of convective conditions, estimated from
complementing flux and profiling measurements. Even though it was possible to
recover a substantial amount of v, data using the DBSCAN approach and gap-
filling using temporal interpolation (see Sect. 4.2.3). The recovered v, data was
primarily at closer distances to the lidar, while larger distances still suffered from
substantial data loss. This yielded a reduced overlap with sufficient data avail-
ability for dual-lidar wind speed retrieval, in particular for increased separation
distance between the two lidars. Still, in a controlled setup, i.e., along the runway
of an airport, and for conditions with a sufficient amount of airborne particles,
even a single dual-lidar setup is well suited to capture and resolve the evolution
of convective structures of multiple scales in space and time. Here, the minimum
size of detectable structures is mainly dependent on the range gate width, while
the maximum size is limited by the separation distance between the lidars and
their maximum range.

7.2 Interplay of convective processes and boundary-layer evolution

7.2.1 Marine observations during a cold air outbreak

The spectral coherence and phase analysis (see Sect. 4.3.1) of the vertical wind
and along wind speed fluctuations retrieved from ship-based, profiling lidar obser-
vations (see Sect. 4.1) yielded detailed insight into coherent convective structures
in the MABL. Throughout the lifecycle of the evaluated marine CAO event, con-
vective structures in the atmospheric flow field provide a strong coherent signal.
The profiling lidar estimates are independent of cloud formation and able to pro-
vide more detailed observations in space than satellites. Here, the lidar estimates
yield additional information of the structures’ dynamics, i.e., that the detected co-
herent structures during the evaluated CAO featured strong and narrow updrafts
and wide and comparably weak downdrafts. Further, the ship-based lidar installa-
tion provides a better temporal coverage than aircraft-based measurements. Still,
the interpretation of the interplay of convection and other boundary-layer pro-
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cesses strongly benefits from complementing observations from, e.g., satellite or
aircraft. In fact, to interpret the convective characteristics estimated from the li-
dar observations in the boundary layer context, at least complementing ship-based
boundary-layer observations, as available for the study presented in Paper II, are
essential.

Here, the Richardson number, that describes the predominating source of tur-
bulence generation, and the surface-layer stratification has a direct and most
notable impact on the size, strength and proportions (isotropic vs anisotropic)
of coherent convective structures. The largest coherent convective structures,
that are responsible for the overturning of the boundary layer and hence achieve
the most effective vertical transport, are present for conditions, where turbulence
generation is weakly buoyancy-dominated, or balanced between buoyancy and
shear. Over the life-cycle of the CAQO, buoyancy dominated regimes, that fea-
ture strong unstable stratification in the surface layer, are predominated by the
small scale convective structures in the altitude range covered by the lidar obser-
vations. Here, a decoupling of surface layer and mixed layer above is possible,
and a long-range lidar profiler could yield improved insight with respect to the
predominating convective structures and atmospheric processes (decoupling ver-
sus merging) in the mixed layer. In shear-dominated regimes, that correspond to
neutral or even weakly stable stratification in the surface layer, larger scale convec-
tion is suppressed, and consequently no, or only small scale coherent structures,
are detectable in the atmospheric flow field.

The growth of the boundary-layer depth is closely linked to the evolution in
horizontal structure scale. Initially, smaller and weaker convective structures push
up the boundary layer. Here, boundary-layer depth and horizontal size of these
structures are of comparable size (aspect ratioa2). The convective structures
increase both horizontally and vertically as the boundary layer increases, main-
taining a near constant aspect ratio. After the boundary layer growth, and the
related increase in vertical coherent structures size and velocity, declines at some
point, the coherent structures continue to increase in horizontal size, yielding an
increasing aspect ratio and anisotropy of the structures with time. In contrast to
periods of elevated boundary-layer growth, the corresponding overturning circula-
tion by convective structures is able to compensate the enrichment of near-surface
moisture and heat, that is driven by turbulent fluxes during periods where the
boundary-layer growth stagnates.

In the surface layer up to approximately 150 m altitude (0.1 z;), plumes with
horizontal scales between 400 m and 1km predominate. At higher altitudes in the
mixed layer (>170m) the horizontal scale of these smaller coherent structures ap-
proximately doubled (1km to 2km scale) compared the scale of the surface layer
plumes. Smaller structures are found to feature weaker vertical velocities and con-
sequently do not always provide the necessary momentum to penetrate into the
mixed layer. Further, of the mixed layer convection, not all observed convective
structures (between 170 m and 300 m altitude) extend through the whole mixed
layer and manifest as clouds? at the top of the MABL. Only the convective struc-
tures with horizontal scales, that are two to three times the boundary layer depth

2The cloud estimate is based on complementing satellite observations
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or larger, penetrate the whole boundary layer and contribute to the convective
over-turning and deepening of the CBL.

The investigated convective structures only represent highly organised convec-
tion, that periodically reoccurs in the flow (see Sect. 4.21). Yet, in particular
the largest scale convective structures, do not necessarily follow this periodic be-
haviour as a pattern of such structures possibly evolves and changes during the
period required for the structures to pass over the lidar. To detect and include
non-coherent convection into the evaluation, a different methodology is needed.
A possibility is to apply a wavelet analysis to the series of velocity fluctuations to
identify the temporal evolution of both coherent and irregular convective struc-
tures in the flow (see e.g Barthlott et al., 2007). Here, the challenge is to dis-
tinguish convective from non-convective structures, due to the lack of the phase
information.

7.2.2 Land-based observations in flat and complex terrain

The analysis of the convective velocity field retrieved from the dual-lidar observa-
tions (see Sect. 4.2.2) revealed a multitude of valuable insights into land-based con-
vection in flat and complex terrain. For instance, surface heterogeneities strongly
impacted the location at which convection was triggered and convective struc-
tures tended to maintain a similar triggering region over their life-cycle. During
the two cases, presented in Paper III, the region of horizontal convergence around
the lower part of the updraft was much clearer defined than the region of di-
vergence around the upper part. In the case observed at Vaksinen airport, the
updrafts were rather narrow and featured well defined cores, that originated as
continuous streams at the surface (thermal characteristics). In the divergence re-
gion, towards the top of the convective circulation, however, clusters of increased
updraft velocity detached (bubble characteristics). Here, the individual convective
structures modulated the boundary layer depth horizontally, being slightly deeper
above the updraft. The case observed at Starmoen airport featured a narrow up-
draft core that was attached to the surface and that widened with increasing
altitude in the initial phase of the convection. Interestingly, the convective flow,
confined by streamlines, maintained approximately the same width throughout
the boundary-layer depth. Here, the vertical velocity cluster (updraft) detached
(bubble character) at a later stage in the evolution of the convective circulation.
This event initialised the break down of circulation, as buoyant forcing decreased
and only inertia maintained the circulation against back-pressure (see Fig. 3.2)
and drag forces.

Despite similar forcing by incoming short-wave and long-wave radiation and
resulting similar turbulent heat fluxes, the two case studies evaluated in Paper II1
result in a different evolution of the convective circulation and the boundary
layer parameters. The largest differences observed between the cases were the
boundary-layer depth and the near-surface flux Richardson number. In contrast
to the observations in the MABL, the case with buoyancy dominated turbulence
generation (Starmoen airport) featured larger convective structures and a deeper
boundary layer than the case where turbulence was approximately balanced be-
tween buoyancy and shear (Vaksinen airport). Still, in both cases the evaluated
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convective structures spanned the entire boundary layer and featured similar max-
imum updraft velocities (between 2ms~! and 3ms~!). Mainly the differences in
geography and terrain were postulated to be responsible for the different responses
to the forcing mechanisms.

The site corresponding to the shallow boundary-layer case (Vaksinen airport)
is located in close vicinity to the North Sea and in rather complex terrain with
peaks around 300 m. Here, accumulation of cold air in the studied valley system
possibly caused a nocturnal low-level temperature inversion. Further, cold air
advection from sea possibly created an internal boundary layer, that contributed
to the maintenance of the inversion and increased horizontal velocity (shear) in
the free atmosphere, that is too strong to penetrate by the vertical velocities of
the observed convection. The site corresponding to the deeper boundary layer and
convection (Starmoen airport), on the other hand, is located further inland and
in rather flat terrain. Here, a deeper residual layer remained from the proceeding
day presumably with a weaker capping inversion and weaker wind shear to free
atmosphere aloft. However, to confirm this hypothesis without doubt, additional
profile series of temperature that complement the lidar estimates are required and
should be included in future setups.

Results presented for collocated observations sampled by dual-scanning lidars,
and sensors installed on paragliders and a skydiving plane in the Voss area (see
Sect. 6.4), provided first insights into the potential of such complementing pro-
files for studying atmospheric convection in complex terrain. Here, the dual-lidar
installation was able to capture and resolve the lower part of a convective circu-
lation, while paraglider data contributed complementing information about the
updraft velocity and virtual potential temperature anomaly in the upper part of
the convective updraft. During the growth of the convective boundary layer, max-
imum updraft velocities of up to 4.5ms™~! were obtained just below the capping
inversion. Here, virtual potential temperature anomalies between 1K and 1.5 K
were measured inside the updraft. Despite the considerably large updraft ve-
locities and virtual potential temperature anomalies, the boundary-layer growth
was capped at approximately 1800 m, opposed to a boundary-layer depth above
2000m in the cloud-topped case at Starmoen Airport. In contrast to the cases
evaluated in Paper I1I, the convective structures were considerably tilted and their
aspect ratio was comparably smaller. For the latter, it should be noted, that eval-
uation in the Voss case was focused on the period of boundary-layer growth, in
contrast to evaluation of a convective circulation in the fully developed convective
boundary layer. Already from the selection of these three cases of convection it
can be confirmed, that the interplay of convection and boundary-layer processes
is complex and the number of different mechanisms is manifold.
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7.3 Further perspective

The profiling and dual-scanning lidar approaches evaluated in this dissertation
yield promising insight into the structure and dynamics of convection. They
constitute a very promising proof-of-concept and open up for new pathways to
overcome the still existent observational gaps in CBL research. Here, more li-
dar installations with similar or improved strategies to observe convection, com-
bined with conventional meteorological observations and new approaches, such
as the highly resolved background temperature and humidity profiles and pro-
files from within the convective updraft as tested during the glidar campaign in
Voss (Sect. 6.2), are required. These observations need to be based on longer
observational periods and need to cover a larger variety of geographical and me-
teorological background conditions. Corresponding long term lidar installations
can in the future provide robust and representative statistics on convective key
parameters that will further deepen our understanding of atmospheric convection
and its relation to atmospheric boundary-layer processes. In combination with
Large Eddy Simulations, that require high-resolution observations both for the
initialization of the model runs and their validation, this will also provide consid-
erable potential for a future improvement of the boundary layer and convection
parameterization schemes in the numerical weather prediction and climate mod-
els.
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Abstract. Ship-based profiling Lidar systems experience a strong influence of rotational and
translational motion on beam direction and hence the line-of-sight velocity. This motion error
is inherited by the retrieved 3-dimensional wind vector and is especially visible in the velocity
spectra and cross-spectra of velocities at different measurement heights (coherence). Applying
motion compensation on the line-of-sight velocity observations was found to have a strong
impact on the statistical properties of the retrieved wind vector and successfully improved
the corresponding velocity distributions. The impact of motion correction on the spectra of
the horizontal wind speed components was found to be neglectable. The Lidar measurement
principle, in particular the effect of cross-contamination at higher frequencies, was found to
have a larger impact in shaping the horizontal spectra than motion correction. Vertical velocity
spectra were strongly affected by ship motion and the motion correction was only partly
successful. Precisely, this effect was present at frequencies larger than the resonance frequency
of the ship.

1. Introduction

The rotor diameter of state-of-the-art and future planned offshore wind turbines is increasing
rapidly, now already exceeding 200 m. Nowadays, most wind power production and turbine load
estimates are mainly based on the extrapolation of mean wind characteristics from lower levels,
utilizing either the simple wind shear exponent approach or the more advanced Monin-Obukhov
similarity theory (MOST)[1]. However, these methods are only applicable within the surface
layer, i.e. the lowest part of the atmospheric boundary layer, and in addition only under certain
stability conditions [2]. Yet, at the length scale of these new wind turbines, it is not given
that these assumptions are valid over the whole rotor diameter. It was found, that assimilating
atmospheric observations, such as wind shear, turbulence and atmospheric stability significantly
improves both the quality of power production and risk estimates from physical models as well
as from statistical models, which are based on machine learning [3].

Unfortunately, the availability of the corresponding marine boundary layer observations is still
sparse. Only few platforms featuring meteorological masts (e.g. the FINO platforms in the
North and Baltic Sea [4]) or buoy mounted Lidars [5] are installed today. A novel approach to
gain detailed observations of wind speed profiles over a larger spacial extend was presented by
Gottschall et al. 2018 [6]. They utilized a profiling Lidar on a ferry route over the baltic sea
to sample different wind and boundary layer parameters in order to validate the New European
Wind Atlas (NEWA) [7]. Similar and accessible ferry infrastructures exist in many coastal
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regions interesting for offshore wind exploration. In the future, these might be utilized as a
network of mobile wind profile observatories, when equipped with profiling Lidar.

Platforms at sea, e.g. buoys, are exposed to the transfer of momentum from the underlying
wave field, causing the platform and the installed Lidar system to move. Here, six degrees
of freedom have to be considered, namely the rotational motions around the three main axes,
defined as pitch, roll and yaw, and the translational motion along those axes defined as heave,
sway and surge. Additional translational motion is generated, if the lidar is installed on a ship
for example. Both, wave induced and ship induced motion, influences thus the observation of a
ship mounted Lidar.

The following study evaluates the potential of ship-based Lidar installations, with focus on
the impact of motion and motion compensation on the Lidar observations. The manuscript
is structured as follows. Section 2 describes the measurement campaign, the instrumentation
and its limitations used in this study. Section 3 introduces the measurement and retrieval
principle, the motion correction algorithm and the data analysis methodology. The main results
on statistical, spectral and coherence impact of motion compensation are presented and discussed
in Section 4, followed by some concluding remarks in Section 5.

2. Measurements and Instrumentation

2.1. Campaign

The data evaluated in this study originates from the Wincube V2 Lidar observations (see Section
2.2) during the Iceland Greenland Seas Project [8]. During the 7 weeks of the campaign (Feb-
Mar 2018), the Lidar was installed on deck (stern side) of the NATO Research Vessel Alliance.
For the period of the Lidar deployment, the Alliance travelled the Iceland and Greenland Seas
area, featuring a large range of wind, wave and atmospheric stability conditions. The main part
of the cruise was performed at large distance to shore and is therefore representative for offshore
conditions. A great advantage of this campaign was the extensive availability of an additional
remote sensing and in situ observations. Specifically important boundary layer variables at
different heights, such as temperature, humidity and wind were obtained from Radiosonde
launches (in situ). This enabled the classification of the data, for example by stability conditions
as well as a validation of the remote sensing observations.

2.2. Windcube V2 Lidar Wind Profiler

The Windcube V2 system, manufactured by Leosphere, consists of two main parts: a pulsed
doppler Lidar and an Inertial Motion Unit (IMU). The pulsed doppler Lidar performs a four
beam doppler beam swinging (DBS) scanning pattern (0°, 90°, 180°, 270°) that includes
an additional vertical beam (V). A whole cycle of 5 beams corresponds to a duration of
approximately 3.8 s (0.72 s for each DBS and 0.97 s for the vertical beam). Along each beam,
or line-of-sight (LOS), the Lidar measures radial velocities (), obtained from doppler shift
of the back-scattered Lidar signal. The three dimensional wind vector o can be retrieved by
combining subsequent measurements of v, (see Section 3.1). The wind vector is obtained at
twelve range gates between 40 m and 290 m, with a gate width of 20 m between the lower levels
and 30 m between the four highest levels.

When installed on a moving platform at sea (e.g. a ship), the IMU integrated within the
Windcube V2 system can be used to obtain motion angles, motion velocities and translational
horizontal velocity of the instrument. These parameters are retrieved from internal processing
with a frequency of 10Hz. Motions cause the Lidar to observe vl ina moving coordinate system,
that is rotated relative to the earths coordinate system. A basic retrieval (see Section 3.1) in
the earths coordinate system, based on this modified vy will yield incorrect results of three
dimensional wind speed. Angular displacement causes exchange of absolute velocity between
the different wind speed components. Motion velocities modulate the wind speed components
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along the same axis. Finally, translational motions cause a modulation of the horizontal wind
speed, depending on the platform heading relative to the wind direction.

2.83. Instrument Limitations with regard to Turbulence

In this study, we will eventually evaluate the impact of motion compensation on the velocity
spectra of the wind components, retrieved from Lidar observations. However, general limitations
of doppler swinging and profiling Lidar, which are not in motion must be recalled first. In the
past, Sathe et. al 2011 [9] found that these kind of Lidar do not perform well in observing
turbulence by evaluating 2nd order statistics. Comparisons of Lidar and Sonic spectra (e.g. [10],
[11]) found only poor agreement when a certain frequency range was exceeded. Keberlau and
Mann 2019 [12] evaluated the main causes for this erroneous spectral behaviour. They concluded
that cross-contamination of the horizontal velocity components due to large separation distances
of the beams is the dominant source for errors, that is visible in the spectrum. They identified
resonance frequencies for eddies corresponding to 2/n times the size of the spacial separation
distance between the beams (n = 1,2,...). Secondary sources of contamination were identified
from time averaging effects: beams in one complete scanning pattern are used multiple times
during the retrieval (see Section 3.1). Retrieved values are therefore not independent from one
another, causing a ”"running mean” effect at frequencies larger than the sampling frequency of
the complete scan (~ 3.8s). Additionally, the LOS averaging effect can influence the spectrum
and is mainly present at higher frequencies.

3. Methodology

8.1. Lidar Measurement Principle and Basic Retrieval

In its inertial state (no motion), radial velocities measured by the Lidar can be linked to the 3D
wind speed vector @ following [13] (adjusted for Windcube V2 system):

v (0, ) = u - sin(g)sin(f) 4+ v - cos(p)sin(0) + w - cos(6) (1)

with ¢ as the azimuth angle and 0 as the cone angle of the DBS pattern (6 = 28°). Setting in
¢ and 6 corresponding to the five beams of u yields an equation system, that can be solved
analytically for @ = (u, v, w):

0,(28°,90°) — v,(28°,270°)  0,(28°,0°) — 0,(28°,180°) o
‘T 2 -sin(f = 28°) v 2 - sin(f = 28°) w=u@=09 @

It should be noted, that unlike the conventional meteorological definition, w is negative defined
for upwards directed velocities within the Windcube V2 coordinate system.

3.2. Lidar Motion Compensation

In order to gain motion independent observations of the wind vector, it is possible to apply
motion correction to the observations of the Windcube V2 system. The challenge is to
compensate for the complex interaction between rotation of the platform’s coordinate system
and translational and heave motion.

In this study, two simple motion correction methods, introduced by Wolken-Mohlmann et al.
2014 [14], are tested. The computational cheaper method of the two applies motion correction
to the retrieved wind vector w, (see Section 3.1). Here, u, is rotated corresponding to the
motion angles, utilizing the inverse rotation matrix R™! (for details on R and its limitations
see [15]) and the ship velocity vector m is simply subtracted. A disadvantage of this method
is, however, that motion correction due to angular displacement and translational and heave
motion are decoupled. Additionally, the retrieved wind vector will always be dependent on the
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radial velocity observations corresponding to different time steps. Hence, the choice of time step
corresponding to the motion data (10Hz resolution) will not sufficiently cover all utilized radial
velocity observations (~ 3.8s).

A possible approach for improvement is to apply the motion correction already on vy or "pre-
retrieval” (also see [14]). A shortcoming of this method is, however, a higher computational cost.
For this method, m is projected on to the vector along the LOS of each of the Lidar beams.
This vector is then subtracted from v;. The resulting motion velocity compensated radial
velocity vector Uy can be expressed in terms of the rotated (utilizing R) and LOS projected,
three dimensional wind vector. The resulting equation system is, however, not as trivial to solve,
as the one introduced in Section 3.1. In order to solve this equation system, linear regression,
based on a least squares approach is utilized, following [16].

3.8. Statistic, Spectral and Coherence Analysis

To evaluate the overall quality of the corrected wind speed profile series, it is compared (consis-
tency check) to in situ wind speed measurements that are obtained from 86 Radiosonde ascents,
over the course of the cruise at the different Lidar levels. Here, two common error metrics
between Lidar and Radisonde data are used: the systematic error (BIAS) and the random or
standard deviation error (SDE).

To evaluate the impact of motions on the statistics of Lidar wind observations, a histogram
(distribution) of horizontal wind speed and vertical wind speed are created, both for corrected
and original series. For more insight on the specific impact of motion velocity on the horizontal
wind, an additional histogram of the difference between the corrected and the original horizon-
tal wind speed is estimated, which is conditioned by present and non-present ship translational
movement.

For the spectral analysis, the energy spectra of the three wind components, rotated in wind
direction (along wind u, cross wind v and vertical wind w) at one level are investigated. Addi-
tionally, the cross-correlation spectra between observations of the Lidar at different levels and
vertical motion velocity (heave) are evaluated in terms of corresponding coherent modes at spe-
cific frequencies. The coherence estimates are constructed from the cross spectral density Gy
(and its complex conjugate G,’wy)7 which is the Fourier transform of the cross-covariance function
between the variables z and y [17] (z and y are for example series of velocity observed at two
different Lidar levels). The coherence estimates are calculated following [17]:

Coherence estimate C':
_ Gy Gay

Cz‘y - Gzz . ny

real part of Co-Coherence estimate Co (coincident spectrum):

G

Coyy =Re | —— (4)
) vV G - ny

imaginary part of Co-Coherence estimate iCo (quadrature spectrum):

iCogy = Im <\/GGLG> (5)
xx - by

3)

phase p:
p = atan2 (Im(Gyy ), Re(Gyy)) (6)

The coincident spectrum determines the contributions to the correlation of x and y at different
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frequencies, that are ”in phase” (phase: 0° or 180°), while the quadrature spectrum determines
those, that are "out of phase” (phase: + 90°) [17].

For analysis, the spectra corresponding to the three velocity components are each combined as
a composite of discrete fast Fourier transformation of several time series slices of 30 min length.
Each time slice is shifted by 1 min to the proceeding one, over a period of 6 h. Composites of
coherence and corresponding estimates (compare Equations 3-6) are estimated in a similar way.
A time period of maximum data availability, stationary wind and motion signal was chosen for
the spectral analysis of this study. The requirements for stationary were achieved for periods
where the statistical properties, in particular mean g and standard deviation o, of the evaluated
series were independent of absolute time [17], utilizing thresholds for p and o of 0.1 m/s and
0.1°, respectively.

4. Results and Discussion

The following Subsections will evaluate and discuss the impact of motion compensation from
three points of view: statistical, spectral and from coherent modes. In the process of analysis
it was found that distributions, spectra and coherence are similar for the two motion correction
approaches introduced in Section 3.2 in almost all evaluated cases. Hence, in order to increase
the readability, results from both approaches are only shown and discussed, in case they differ
significantly. Otherwise, only the method that applies motion correction ” pre”-retrieval is shown.

4.1. Lidar Profile Assessment
First, the quality of the Lidar observations

is evaluated in terms of data availability [%] 200

at each level, displayed in Figure la. In @ " of <
the lowest levels (up to 100m), the data 250 t o “
availability is very close to 100% for the whole | . I .
campaign (excluding harbour time). However,
at higher levels, a decreasing trend of U data  F200 " . '. :
availability with increasing Lidar level can be = . B B
recognised. With decreasing data availability, g 1501 - o <
© 1ee . . 4 = Data Avail.

also reliability decreases and gaps in the series o BIASorig ™ <
reduce the quality of spectral analysis. 100 + BIAS Cor?_'_ b o «
Before determining the consistency of the < SDEorig. | ° <

. . . L | L ] 4
evaluated Lidar dataset with independent 501 SDE corr. | : = T
Radi(?sopde. measurements, we ne.ed to. disc.uss 0 25 50 75 100 -1 o0 1 5 3
the limitations such a comparison implies. data avalability [%] E(ws, — wsg) [m/s]

Previous studies (e.g. [18]) found that

Rgd;osondz rgeasurements of tlile hogizg%al Figure 1. Lidar data availability with height
wind speed do mnot agree well with Lidar  ier whole series (a) and Error estimates E
observations close to the surface, due to (BIAS and SDE) between the horizontal wind

ine?tia effects _during the ac?eleration an_d speed of Lidar (ws) and Radiosonde (wsp)
oscillatory motion of the Radiosonde. This g original and corrected series (b).

superimposed motion naturally reduces the

reliability and accuracy of the Radiosonde measurements close to the ground. However, there
is no standardized cut-off height for Radiosonde measurements, as inertia and oscillatory effects
are dependent on the environmental conditions during release. Lidar observations do not
experience such inertial forcing and were in general found to perform well independent of height
in comparison to met masts (see e.g. [19]). Flow distortion around the research vessel, however,
evidently influences wind speed observations [20]. This can potentially enhance the inertia effect
on the Radiosondes, but also modify the wind field observed by the Lidar at the lowest levels
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close to the ship.

Direct comparison of the independent datasets displayed in Figure 1b, indeed confirms the
observations of previous studies. The systematic differences between Lidar and Radiosonde
wind speed are most dominant at the lowest levels. In case of the evaluated campaign, these
differences vanish around 100 m for both, the corrected and the original Lidar dataset. In order
to avoid potential criticism of ” cherry picking” and to make this relevant information available for
further deployments, we choose to display the whole profile assessment, but added a shading at
the height levels that are critical for the Radiosonde measurements. Still, the strong consistency
between Lidar and Radiosonde ws at higher levels, despite the decreased data availability of
Lidar data comparable to lower levels, give strong confidence in the Lidar observations.

Even though the systematic differences are very similar between original and corrected ws, a
clear improvement of the corrected ws compared to the original ws can be observed in terms of
the random differences.

4.2. Statistical Analysis
The original and motion corrected distributions of horizontal and vertical wind speed at the
Lidar level corresponding to 100 m are displayed in Figure 2. This level was chosen, because

1] w8 1%
g (a) original "g D) --- resting ’8 (©) original
» 44 corrected | & el s moving | @ 104 corrected
P e all P
(=) o (=)
o o o
b g4 b
£ 2 E £ 5
= = =
4 Z 29 Z
5 % S|
0 T T T T T 0 i— 0 y T 7
"0 5 10 15 20 25 30" 5 - -2 0 2
ws [m/s] Aws [m/s] w [m/s]

Figure 2. Distribution of original and corrected horizontal wind speed ws (a), distribution of
difference between original and corrected horizontal wind speed Aws, conditioned by resting and
moving ship (b) and distribution of original and corrected vertical wind speed w distribution.

the most robust results in combined data availability and consistency (Section 4.1) were found
at that level.

The distribution of corrected ws (0.25 m/s bin width), shown in Figure 2.a, implies an overall
reduction in the amount of observations at higher ws values (between 15 and 20 m/s) in compar-
ison to the original distribution. The amount of observations at lower ws values (between 0 and
15 m/s), on the other hand is increased for almost every bin in this velocity range. The largest
impact on the horizontal velocity is expected from ship translational movement (see Section 2.2).
If this assumption applies, the adjustment of the ws distribution towards lower ws values after
motion correction suggest that the ship was sailing against the mean wind for a longer part of
the campaign, or at a higher speed than with the wind.

The distribution of the difference between original and corrected series (Aws = WScorrected —
WSoriginal) is shown in Figure 2.b. From this distribution (0.1 m/s bin width) a more detailed
insight into the cause of adjustment of corrected compared to original ws distribution can be
gained. This distribution is conditioned by cases, where the ship was in translational movement
and cases, where it was resting at a certain point in space. A distribution of absolute ship
speed is shown in Figure 3. As surge and sway are still larger than zero during periods of rest,
translational movement is defined as ugp;, > 0.25 m/s.
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The Aws distribution shows a distinct peak
around 0 m/s. For resting conditions (ugpip <
0.25 m/s) this peak is almost perfectly
mapped. Here, maximum and minimum ve-
locity differences vary only around +2 m/s.
A comparably small portion (Aws >
|0.25m/s|) of the distribution (resting condi-
tions) can be accounted to the angular mo-
tion, meaning a transfer of horizontal velocity
to the vertical velocity and vice versa (see Sec-
tion 3.2). The influence of angular motion on
the horizontal wind speed is therefore small in
comparison to the overall observed wind speed
values. For translational movement conditions
(uship > 0.25 m/s), the peak is barely recog-
nisable. For this condition the distribution ranges between -8 m/s to 8 m/s, which is approxi-
mately the maximum speed the ship reached within the observation period. This confirms the
above formulated hypothesis: ship translational movement can be identified as the dominant
motion impact on the originally obtained ws. The amount of negative Aws exceeds the amount
of positive Aws. This confirms, that the ship was dominantly sailing against the wind during
the evaluated campaign.

For the vertical velocity distributions, which are displayed in Figure 2c, a distinct shift from
the original (~ 0.5 m/s) to the corrected (~ 0 m/s) peak velocity value can be observed. The
peak additionally narrows after motion compensation. A hypothesis to explain the shift is the
dominant presence of a static angular displacement of the Lidar beams. Such an angular dis-
placement causes parts of the horizontal wind speed to be mis-interpreted as vertical velocity and
vice versa (see Section 2.2). A reason for displacement could for example be due to imperfectly
leveling during installation or a change in ship listing angle over the course of the campaign,
e.g. caused by a change in weight distribution by fuel consumption. The hypothesis behind the
narrowing of the peak is the successful removal of artificial variance due to a combination of
ship angular motion, heave motion and non-linear transfer of velocity from the horizontal wind
speed components.

- Number of 1min obs.

103

2 4 6
absolute ship speed |Us,,,p| [m/s]

Figure 3. Distribution of 1 min resolution
absolute ship speed |uspip|

4.8. Spectral Analysis

The statistical analysis (Section 4.2) was able to give insight to mean features caused by motion
compensation. How and at which frequencies motion compensation is of dominant influence,
can on the other hand, be evaluated from original and corrected energy spectra of the three
wind components. Figure 4 shows the spectra of those three wind speed components (as defined
in Section 3.3) for corrected and original series at the 100 m level. For each spectrum, the
frequency range from 1.3-10"'Hz (Nyquist frequency corresponding to one complete scan) and
larger frequencies is shaded in grey. At this range, time averaging (”running mean”) effects in
combination with cross-contamination effects were found to be dominant (see Section 2.3). These
effects are visible in all three wind components, but especially in the u and v spectra (Figure 4a
& b), in form of a drop in spectral energy at frequencies slightly larger than 1.3-10'Hz.

Only minor differences between original and corrected spectra of u and v (Figure 4a & b)
can be recognised. There is for example slightly less energy in the corrected u and v spectra
at the lowest frequencies. A potential explanation for this is the removal of periodic ship
movement present during the evaluated period (movement in between periods of resting).
Additionally, the corrected v spectrum (Figure 4b) improves slightly in comparison to the original
spectrum with respect to the -5/3 slope, characteristic for the inertial subrange of turbulence.
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Figure 4. Original and corrected frequency (f)
dependent energy spectrum FE,,(f) of the along
wind component u (a), FE,(f) of the cross-wind
component v (b), E,(f) of the vertical wind
speed component w (c). The vertical spectra are
accompanied heave spectrum. The grey shading
indicates the frequency range which exceeds the
Nyquist frequency (~0.13Hz).

Unfortunately, no in situ measurements of
turbulence are available to confirm, that the
inertial subrange really is present at this
frequency range for the evaluated situation. In
contrast to the v spectra (Figure 4b), the slope
of both the original and corrected u spectra
(Figure 4a) deviates from the -5/3 slope. As
this deviation increases with increasing level
height and therefore increasing separation
distance (see Appendix Figure A1), the cross-
contamination effect is most likely responsible
for the deviation in slope from the inertial
subrange.

In case of the wvertical component, the
spectra were found to differ in between the
retrieval methods introduced in Section 3.2.
Both corrected and original spectra of the
two retrieval methods are displayed in the
Appendix Figure A2. One major difference
to point out between the two methods: the
spectra corresponding to the ”basic” retrieval
were found to fit better with the -5/3 slope of
the inertial subrange than the ”pre”-retrieval
method.

In contrast to the u and v spectra, the impact
of motion compensation can be identified
clearly, when evaluating the w energy spectra,
shown in Figure 4c. One advantage in the
analysis of the w spectra is, that we also can
display heave in the same coordinate system
(here plotted in red), as it has the same
unit [m/s] and direction (z) as w. Heave
motion results from the ship oscillations,
which are forced by the underlying wave field.
These oscillations amplify close to the natural
frequency specific to the ship. A peak in
heave spectrum can therefore be related to the
resonance frequency of ship and wave field.

A clear peak at 8 - 1072Hz can be identified in
the original w spectrum, shown in Figure 4c.

This peak is maximal at the same frequency and is of similar magnitude as the peak in heave
spectrum (Figure 4c). However, at frequencies larger than 1.3-107'Hz, the slope of the original
w spectrum is steeper than the slope of the heave spectrum. The peak is also observed for
the corrected w spectrum, yet it is reduced in comparison to the original w spectrum between
6-1072Hz and 1.3-10~'Hz. For f > 1.3-10'Hz, on the other hand, the spectral energy of the
corrected spectrum is increased. At this frequency range it is of similar magnitude and slope
as the heave spectrum. A hypothesis to explain this behaviour is, that the oscillations caused
by motion can not be resolved at this frequency range by the Lidar measurement principle
(Section 3.1). If this hypothesis is true, motion compensation possibly caused a transfer of
energy, which is conserved in the motion measurement, artificially to the spectral energy of
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corrected w. This hypothesis is evaluated utilizing coherence estimates and coherent modes in
the following subsection.

4.4. Coherence Analysis

Original and corrected estimates of spectral coherence, real and imaginary part of the co-
coherence and the phase between series of w at different Lidar levels are, together with heave,
displayed in Figure 5. These estimates are in the following utilized to identify coherent modes

10 original 10 corrected
Tlae e Tloe e
g 087 0.81
g 0.61 o 0.6
~§ 0.4 1 0.4 1
021 0.2
0.01— — 0.0 ‘
I [T M R T R T HE
-
o 0.57 0.51
= w“
] | * v i - L Ttesnae, g
E 0.04— = Be 0.01 e Fi
€ —05 —05 1 Tl !a‘i%a'
g ‘4_’\;{
z -1.0 - - -1.0
g e °416
S 021 - 0.2 :
o) . 4ot .o
b1 . I e ) H ol et
£ 00] S 0.0
&
o _ 4 — 4
8 -02 0.2
8
z —04 . -04
1.0 . 1.0 S
@ N () R
;E 051 - LT 05 - e
- BRI RIS T S YT O T R DO S
g 001 ° ’ '-‘”"‘"%':ﬁ% 001 * ! BT
A 051 CT ; g e _o5{ ° WaoWeo Wa0W200 ’
e . WaoW100 - waoheave
-1.0 . ! -1.0 ‘ | 2
1072 107! 1072 107!
frequency f [Hz] frequency f [Hz]

Figure 5. Coherence estimates from cross spectral density estimates of vertical velocity w;w;
between different Lidar levels (¢ = 40m and j = [60m, 100m, 200m]) and heave. Coherence Cy,w,
and Cy, heave of original w (a) and corrected w (b), real co-coherence Coyy,w; and Cou, heave Of
original w (c¢) and corrected w (d), imaginary co-coherence iC 0y, ; and iCoy, heave Of original
w (e) and corrected w (f) and phase pu,w; and pw, heave of original w (g) and corrected w (h).

at specific frequencies, with focus on motion impact.
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A turbulent eddy of a specific size sg (~ f) will be recognised at two different points in space
(correlation), if their separation distance is smaller than sg. Hence, in theory, the spectral
coherence of w at two different levels is expected to overall decrease with frequency and vertical
separation distance.

From the original spectral coherence estimate shown in Figure 5a, a coherent mode ( 6-1072 Hz<
f <2-107! Hz) can be identified for all coherence estimates of w;w; at two different levels i and
4. The maximum of the coherent mode can be identified around 10~'Hz. At a frequency around
6-10~2Hz, the spectral coherence of w;w; (j = 100m and j = 200m) decreases to minimal values,
then both coherence estimates increase rapidly (to ~ 0.8) and in the same manner, matching
the spectral coherence between w and heave. This implies that spectral coherence (correlation)
at this frequency range is mainly caused by ship motion (around the resonance frequency). At
higher frequencies (f >2-10"'Hz) the coherent modes can be identified in between w at different
levels, but not with heave. For this frequency range, the increased spectral coherence between
w at different levels is potentially connected to the limitations in the measurement and retrieval
principle in combination with cross-contamination at the resonance frequencies (Section 2.3).
Similar, and even more distinct peaks were

also identified from coherence estimates of

a Lidar, which was installed on a fixed 10
platform. The w coherence estimate from 0.8
a measurement corresponding to this fixed §

period is shown in Figure 6. 5 0.6
For all frequencies of the coherent mode, §0_4
the real part of the original spectral co- z

coherence (Figure 5¢), is positive (correlated). 0.2
For frequencies around maximum correlation 0.0

(~ 107'Hz), the imaginary part of the co- 10-2 107!
coherence (Fig. 5e) is very close to zero. This frequency f[Hz]
implies, that the w series in not only strongly
correlated with heave and in between the
levels for the frequency range of the coherent
mode, but also also in phase (phase mode), as
shown in Figure 5g.

The spectral coherence corresponding to the corrected w series at different levels and with
heave is shown Figure 5b. In comparison to the original coherent mode with heave (Fig. 5a),
the corrected coherent mode with heave is present over a larger frequency range and at higher
frequencies. Within the frequency range of the original coherent mode, the corrected coherent
mode is reduced in magnitude. Yet, real corrected spectral co-coherence (Figure 5d) is negative
(anti-correlated) and the imaginary corrected spectral co-coherence (Figure 5f) is strongly
increased and therefore out of phase (anti-phase mode) at this frequency range (Figure 5h).
This implies that the motion correction potentially overcompensates and introduces opposing
and out of phase oscillations to the w series. At frequencies larger than the Nyquist frequency
(grey shaded), cross-correlation with heave and corrected spectral coherence in between the
levels increases (Figure 5b). From the real part of the corrected spectral co-coherence (Figure
5d) it can be observed, that the motion correction causes w and heave to be anti-correlated as
well. Especially for frequencies > 1.3-10""Hz the anti-correlation corresponding to the corrected
coherent mode (Figure 5d) is strongly increased in comparison to the original coherent mode
(Figure 5¢). This supports the hypothesis formulated in Section 4.3: At this frequency range
the Lidar observations are not able to resolve oscillations connected to ship motion and motion
correction introduces artificial oscillation on the corrected w series.

Figure 6. Spectral coherence between different
levels of observations from a Lidar installed on
a fixed platform (no motion)
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5. Conclusions and Outlook

Motion correction has a strong impact on mean horizontal and vertical wind speed and was
found to be able to adjust the analysed series towards more realistic distributions. The
impact of motion on spectra of horizontal wind speed components, is found to be small in
comparison to limitations caused by the measurement principle, in particular due to cross-
contamination. In contrast, the vertical velocity spectrum was found to be strongly impacted
by motion contamination. Motion correction is only partly successful. It even causes the series
(and spectrum) to be more complicated to separate in a realistic and an erroneous part. On
basis of these findings, it is not recommended to utilize a time resolution finer than the time
the Lidar system requires for one complete scanning cycle (~3.8 s), even though it can be
provided. Specifically for the vertical component, an even smaller part of the spectrum should
be considered, depending on the natural frequency of the ship, the Lidar is installed on. In this
case, it is recommended to utilize the w component, which is only retrieved from the vertical
beam ("basic”), as it is less contaminated by cross-contamination, inherited from the horizontal
components.

In order to gain information on turbulence, there exists the possibility to replace the un-
resolvable part of the velocity spectra by a theoretical formulation (e.g. the Kaimal spectrum
[21]), if it is possible to identify the inertial subrange!. Here additional information on stability
can for example be used to achieve more realistic spectra. Improved turbulence estimates such
as turbulent kinetic energy (TKE) and turbulence intensity can be acquired from integrating
the adjusted spectra.

There are also other approaches to correct for motion in turbulence estimates. In order to
remove motion impact on momentum flux estimates, Rieder and Smith 1998 [23] suggested a
method which utilizes the cross-correlation spectra between velocity components and motion
estimates to directly correct cross-correlation spectra between two of the velocity components
(momentum flux).
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Abstract

Convective coherent structures shape the atmospheric boundary layer over the lifecycle of
marine cold-air outbreaks (CAOs). Aircraft measurements have been used to characterize
such structures in past CAOs. Yet, aircraft case studies are limited to snapshots of a few hours
and do not capture how coherent structures, and the associated boundary-layer characteristics,
change over the CAO time scale, which can be on the order of several days. We present a novel
ship-based approach to determine the evolution of the coherent-structure characteristics,
based on profiling lidar observations. Over the lifecycle of a multi-day CAO we show how
these structures interact with boundary-layer characteristics, simultaneously obtained by
a multi-sensor set-up. Observations are taken during the Iceland Greenland Seas Project’s
wintertime cruise in February and March 2018. For the evaluated CAO event, we successfully
identify cellular coherent structures of varying size in the order of 4 x 10> m to 10* m
and velocity amplitudes of up to 0.5 m s~! in the vertical and 1 m s~! in the horizontal.
The structures’ characteristics are sensitive to the near-surface stability and the Richardson
number. We observe the largest coherent structures most frequently for conditions when
turbulence generation is weakly buoyancy dominated. Structures of increasing size contribute
efficiently to the overturning of the boundary layer and are linked to the growth of the
convective boundary-layer depth. The new approach provides robust statistics for organized
convection, which would be easy to extend by additional observations during convective
events from vessels of opportunity operating in relevant areas.
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1 Introduction

Large temperature differences between the atmosphere and ocean typically develop due to
the advection of cold air over a warmer ocean surface. This process is often referred to
as a marine cold-air outbreak (CAQO). The elevated turbulent fluxes of sensible and latent
heat initiated by the large air—sea temperature contrast can easily reach several hundreds of
W m™2, or, in extreme cases, even exceed 1000 W m—2 (Grossman and Betts 1990). Organized
convective structures contribute an essential part to these compensating fluxes. Detailed
statistical sampling of the parameters necessary to characterize these structures is still sparse
in the relevant regions. During the Iceland—Greenland Seas Project (IGP) in February and
March 2018 we observed several CAO events from aboard the NRV Alliance (Renfrew et al.
2019). For one of these CAOs we investigate the impact of organized convective-structure
development on the evolution of the instabilities and the turbulent fluxes.

The heat fluxes during CAOs typically result in significant boundary-layer warming and
moistening (e.g., Papritz and Spengler 2017). Further, Papritz and Sodemann (2018) found
that CAOs create an intense local water cycle, with rapid turnover of water vapour associated
with a distinct signature in the stable water isotope composition (Thurnherr et al. 2020).
The warming and moistening of the atmosphere occurs at the expense of ocean surface-
layer cooling and salinification, important drivers for the formation of dense water and thus
important for the global ocean circulation (Buckley and Marshall 2016). The turbulent heat
fluxes into the atmospheric boundary layer also play an important role for the maturing of
polar lows responsible for high-impact weather conditions in the Nordic Seas and the adjacent
coasts (e.g., Fgre et al. 2011). Consequently, regional weather as well as the global climate
system are directly affected by elevated turbulent heat fluxes during CAOs.

Organized convection, which results in coherent structures in the wind, temperature, and
moisture fields, was found to contribute an essential part to these turbulent heat fluxes (e.g.,
LeMone 1973; Chou and Ferguson 1991; Brilouet et al. 2020). Mesoscale shallow convec-
tion patterns, such as roll vortices, open cellular convection, and closed cellular convection,
are generally affiliated with marine CAO events (Atkinson and Zhang 1996). Even though
these mesoscale structures have received major attention in the past, small-scale cellular
structures, comparable to cellular Rayleigh—Bénard convection, studied in laboratory exper-
iments, are also important in the convective marine atmospheric boundary layer (MABL)
(Cieszelski 1998). Mesoscale convection often manifests in the form of organized cloud pat-
terns clearly seen in satellite images. However, characterizing small-scale convection requires
more detailed observations of the meteorological variables, such as wind speed and direction,
in the MABL.

Previous case studies of marine CAOs have identified coherent-structure characteristics
from research aircraft measurements (Atlas et al. 1986; Chang and Braham 1991; Briimmer
1996; Hartmann et al. 1997; Cieszelski 1998; Renfrew and Moore 1999; Cook and Renfrew
2015; Brilouet et al. 2017). These studies determined coherent-structure characteristics, such
as along and across wind asymmetries, the wavelength and aspect ratio of roll vortices, and
snapshots of the turbulence characteristics throughout the MABL. Yet research flights only
have a few hours to sample. Thus, the estimated characteristics of coherent structures are
averages over short periods, and the evolution of coherent structures in time remains poorly
sampled. Hence, achieving detailed statistical sampling of coherent structures during CAO
conditions is an important goal of this study.

Here, we utilize ship-based observations from the Iceland and Greenland Seas region,
obtained by a multi-sensor set-up during the IGP campaign. A distinct CAO case forms
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the basis of our study. We sampled profiles of the core MABL variables, such as temper-
ature, humidity, precipitation, and wind with three remote-sensing instruments: a passive
microwave radiometer, a micro rain radar, and a wind-profiling Doppler lidar. The resulting
observations provide improved temporal and vertical resolutions compared to those pro-
vided by aircraft measurements. Brooks et al. (2017) demonstrate the large potential of
such multi-sensor and ship-based MABL estimates, utilizing a similar set of remote-sensing
instrumentation. Nonetheless, the sampling of coherent structures remains challenging with
the available instrumentation and from aboard a ship exposed to wave motion. Here, we use
motion-compensated lidar observations to identify coherent structures and investigate their
temporal development. Such an improved statistical sampling of the coherent structures over
the lifecycle of CAOs directly contributes to the overall goal of the IGP mission. The project
aims to identify and characterize the exact atmospheric mechanisms, including the impact of
coherent structures, involved in the high-latitude water mass transformations. In this study, we
provide the methodology to estimate the coherent-structure characteristics from observations
over the lifecycle of a CAO, evaluate the inter-dependency of the structures’ characteristics,
and evaluate the processes which link the structure evolution to the respective boundary-layer
characteristics.

2 The lceland and Greenland Seas’ Cruise

We focus on the ship-based part of the IGP campaign, which lasted 43 days, starting on
6 February and terminating on 21 March 2018 in Reykjavik, Iceland. For an overview of
the entire IGP campaign as well as the major atmospheric and oceanic events over the
corresponding observational period we refer the reader to Renfrew et al. (2019). The cruise
on the NRV Alliance covered an area of the Iceland and southern Greenland Seas. Over the
course of the cruise, Renfrew et al. (2019) identified several marine CAOs, of which we
study one in more detail. Figure 1 shows a map of the study area relevant to the IGP cruise
(Fig. 1a) and a close up of the area relevant to the ship track corresponding to the evaluated
CAO event from 28 February to 3 March (Fig. 1b). Also displayed are radiosonde launches
along the track, as well as the sea-surface temperature, SST, and the sea-ice cover averaged
over the evaluated CAO period.

2.1 Ship-Based Observations

Time series of air temperature, T,; relative humidity, R H; pressure, P; wind speed, ws; and
wind direction, wd, were sampled with a 1-min time resolution by three automatic weather
stations, situated on the bow mast of the NRV Alliance at ~ 15 m above sea level. Also, the
sea-surface temperature was measured continuously at the bow of the ship using a digital
oceanographic thermometer (SBE 38, Sea-Bird Scientific, Bellevue, USA). The data are fully
quality controlled (see Renfrew et al. 2021) and time series of measurements are combined
and made available by Barrell and Renfrew (2020) in the Centre for Environmental Data
Analysis (CEDA) archive.

In addition to the instruments permanently installed on the ship we installed several sen-
sors to obtain a wider range of variables and, in particular, atmospheric profiles of T,,, RH,
the three-dimensional wind vector, u, and precipitation properties, in particular the terminal
or fall velocity of precipitating particles, v;. These instruments included a Doppler wind-
profiling lidar (WindCube V2 Offshore 8.66, Leosphere, Orsay, France), a micro rain radar
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Fig. 1 a Overview of the area relevant to the IGP cruise and b close-up of the study area in the Greenland
and Iceland Seas relevant to the CAO event from 28 February to 3 March, the corresponding track of the NRV/
Alliance as well as the corresponding average SS7, and sea-ice cover from the GHRSST satellite product.
Locations and time (UTC) of the ship corresponding to radiosonde launches are indicated along the track.
The red cross marks the location of the ship during the example situation discussed in Sect. 4. (Color figure
online)

(MRR-2, Metek, Elmshorn, Germany), a cavity ring-down spectrometer (L2140-i Ser. No.
HIDS2254, Picarro Inc, Sunnyvale, USA) for stable water isotope analysis, and a passive
microwave radiometer (RPG-HATPRO-G4, Radiometer Physics GmbH, Meckenheim, Ger-
many). The radiometer was situated on a single axis motion-correction table, following
Achtert et al. (2015), to compensate for the roll motion of the ship and minimize motion
errors during boundary-layer scans. Ship motion was removed during post-processing from
the lidar observations, as described by Duscha et al. (2020). Radar retrievals were re-processed
to improve the data for snow-dominated precipitation (Maahn and Kollias 2012). Figure 2
shows the location of the instrumentation during the IGP cruise. The lidar, the radiometer,
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Fig.2 Set-up of instrumentation utilized during the IGP campaign on the NRV Alliance. a Photos of the remote
sensing equipment and b photos of the meteorology sensors on the bow mast. ¢ Schematics of the NRV Alliance
looking down and in cross-section (CMRE 2017), with the marked instrument locations: radar (orange),
lidar (blue), radiometer (purple), isotope container (red), ship’s in situ meteorology (black circle), and the
Sea-Bird Scientific digital oceanographic thermometer (green). (Color figure online)

and the radar were placed on the starboard side of the crew deck ~ 10 m above sea level and
the spectrometer was operated from the isotope container. Radiosondes (RS41, Vaisala, Van-
taa, Finland) were launched from the ship at least every 24 h with high-frequency launches
throughout intensive observational periods. During the first 24 h of the evaluated CAO event,
for example, radiosondes were launched every 3 h. Further specifications of the profiling
instruments, in particular the vertical range (m above the respective instrument) and the
vertical and temporal resolution, are summarized in Table 1.

2.2 Satellite Observations

We extract the spatial distribution of SS7 and sea-ice cover over the course of the IGP cruise
displayed in Fig. 1b, as well as a series of SST along the track of the NRV Alliance, from
the GHRSST satellite product (JPL 2015). The dataset provides daily values at 0.1° x 0.1°
spatial resolution. In addition, infrared and visible satellite images were collected and stored
for a predefined domain in real time for the IGP field campaign by the Natural Environment
Research Council Earth Observation Data Acquisition and Analysis Service. The images are
available up to 35 times per day with a resolution of 500 m.We utilize one of these satellite
images to display and evaluate the cloud situation, corresponding to the time and location
marked by the red cross in Fig. 1b (see Sect. 4). The image used here is from the MODIS
instrument aboard the NASA Aqua satellite.
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Table 1 Specification of the profiling instruments operated from the NRV Alliance during the IGP campaign

Instrument  Variables Resolution Dataset
(Identifier) Direct Retrieval Time Range Reference
Lidar v, (m sfl) u (m sfl) 0.26 Hz 20 m (40-200 m) Duscha (2020)
(WindCube) (every 3.8 s) 30 m (200-290 m)
Radiometer 7} (K) Tq (K) 1.67x1073 Hz Discretized to 10m  Brooks (2019a)
(HATPRO) RH (%) (every 10 min)  (0-3 km)
Radar vy (m s_l) 0.1 Hz 75 m Sodemann (2021)
(MRR) Ze (dBZ) (every 10 s) (75-2325 m)
Radiosonde T, (K) P (hPa) 1 Hz S5m Brooks (2019b)
(RS41) RH (%) ws (m sfl) (every 1) (up to 20000 m)

z (m) wd (°)

Documentation of the main evaluated variables (measured and retrieved), the temporal and vertical resolution
of the instruments, and the reference to the data in the CEDA database. The vertical resolution is documented
as range resolution, valid for a certain range (in brackets) above the respective instrument. The variables are
defined in the text, with the exception of the radial velocity vector, v, the brightness temperature, 7}, and the
radar reflectivity, Z,, directly observed by the remote-sensing instruments

3 Methodology
3.1 Boundary-Layer Diagnostics

Based on the variables obtained from the ship-installed and ship-launched instrumentation,
we estimate several diagnostics that characterize the structure of the MABL. Many of these
diagnostics require a profile of potential temperature, 0(z), which we estimate from 7 (z),
and p(z), obtained by the radiometer and the radiosondes, respectively. We also calculate the
local lapse rate, Af/Az, using Az = 100 m, with the respective level, z, in the centre. We
estimate A6 /Az in overlapping intervals every 10 m, starting at z = 50 m above sea level.

3.1.1 Convective Boundary-Layer Depth

The MABL is the layer of the atmosphere that is directly impacted by ocean surface fluxes. It
is hence characterized by the presence of mechanically and thermally generated turbulence.
During marine CAO events a convective boundary layer develops. In this case the maxi-
mum depth of the turbulent convective motion, initiated at the sea surface, predominantly
determines the depth of the mixed layer and hence the depth of the MABL. Utilizing the par-
cel method (Holzworth 1964), we determine the convective boundary-layer depth, /. The
method relies on the principle of adiabatically following an air parcel from the sea surface,
where 6 = 6sgr, to its height of neutral buoyancy. The level that precedes the first instance
of 0(z;) — Osst > 0K, so the level z;_1, is defined as

hy =2z |(6(z_,-)—essr)20 K-

The parcel method has been found to work well for convective conditions (Seibert et al.
2000). Additionally, Collaud Coen et al. (2014) found very good agreement of the convec-
tive boundary-layer depth between radiometer and radiosonde estimates, utilizing the parcel
method. The uncertainty of %, in particular for the radiometer, was found to be most sensi-
tive to the accuracy in the measurement of sea-surface temperature, which is within 0.5 K
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(Collaud Coen et al. 2014). The value of i, additionally serves as a measure of the potential
maximum vertical extent of convective structures.

3.1.2 Gradient Richardson Number

Even though convective conditions usually predominate during marine CAOs, we still expect
wind shear to have a strong influence on turbulence generation. To evaluate the dominant
source of near-surface turbulence, we estimate the discretized, near-surface gradient Richard-
son number, Ri, (e.g., Stull 1988)

. g A6 /Az
Ri g == ) 51
0 [(Au/Az)? + (Av/Az)?]
with g being the the acceleration due to gravity. Here, we estimate Rig, centredatz = 100 m
above sea level, utilizing lidar observations of # and v at 50 m and 150 m above sea level in
order to estimate the corresponding velocity gradients. We average the lidar estimates over

10 min to match the time resolution of the radiometer estimates of (z) and the lapse rate
between 50 m and 150 m above sea level.

3.1.3 Updraft and Downdraft Velocities

To evaluate the strength of the near-surface turbulent circulation, we estimate the maximum
updraft and downdraft velocity, wfnax and wiwx, from lidar observations of the vertical veloc-
ity component, w. We evaluate the positive and negative w as two separate time series, using
absolute values. For both the updraft and downdraft series we estimate the value of maximum
velocity over the whole lidar altitude range at each timestep. We average the resulting series
of maximum updraft and downdraft velocities over a 10-min interval to again match the time
resolution of the radiometer.

3.1.4 Stable Water Isotope Composition

Cold-air outbreak events feature large humidity gradients and high wind speeds, which lead
to intense evaporation from the sea surface (e.g., Papritz and Pfahl 2016). Under such condi-
tions, the stable water isotopes H2180 and HDO (deuterium-enriched water) carry a specific
signature in the evaporating vapour. We use this isotopic signature here as an integrating
process tracer. More specifically, in intense evaporation conditions, the comparably higher
diffusion speed of the HDO molecules compared to H2180 molecules leads to relatively high
values (>15 %,) of the secondary isotope parameter d-excess (d) defined as

d=38D—88"%0,

where 8§D and §'%0 denote the deuterium and oxygen-18 abundance in the water vapour
relative to VSMOW (Vienna Standard Mean Ocean Water, e.g., Dansgaard 1964). Generally,
d in water vapour is close to 10 %, on a global average, and tends towards lower values as
ambient conditions approach saturation (e.g., Pfahl and Sodemann 2014). The particular use
of the parameter d in the context of this study is its ability to integrate over the evaporation
history and mixing processes of water vapour in an airmass along its trajectory. Within a
CAO, the local, high d signal from intense evaporation can be moderated by convective
overturning of the MABL that transports comparably dry air with low d vapour, originating
from heights dominated by condensation or from outside of the CAO to the surface. The
isotope data are available in the CEDA archive (Sodemann and Weng 2022).
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3.1.5 Fetch

Apart from the temporal evolution, the ship-based observations also describe a spatial evo-
Iution of the boundary-layer parameters, as the ship moves. This spatial evolution can be
quantified by the fetch, f (km), the distance to the sea-ice edge, following the trajectory of
the wind. Here, we estimate the fetch on the basis of the sea-ice edge from the GHRSST sea
ice product and the locally observed wd, which is varied by + 5° to achieve an uncertainty
estimate.

3.1.6 Surface Heat Fluxes

Turbulent sensible and latent heat fluxes, O y and Q , are a measure of the local energy trans-
port of heat and moisture between the ocean and the atmosphere due to turbulent atmospheric
motion. We determine these surface fluxes from the ship’s meteorological observations (see
Barrell and Renfrew 2020; Renfrew et al. 2021) using the well-established COARE 3.0 bulk
flux algorithm (Fairall et al. 2003).

3.2 Coherent Structures

During CAO conditions, convective structures are superimposed on to the mean wind speed,
ws. For this study, we rely on the assumption that these structures are stationary, or “frozen”,
when sampled (i.e., Taylor’s hypothesis). Also, the presence of advection or movement of
the ship is a requirement to capture the convective signal with the lidar. Relative to the ship,
convective structures are transported by the mean apparent wind speed, ws,, which results
from the sum of u and the ship’s translational velocity vector, ug;,. We apply arolling average
for ws and ws, (local Taylor hypothesis). We chose a rolling average of 1 h, as it captures
the synoptic and the diurnal variations in the flow, but filters variations due to convective
structures < O (10* m) for the range of apparent wind velocity scales of O (10 m s~ 1),
obtained during the CAO event. The coherent signal of convection needs to be evaluated
along the mean apparent wind direction, wd,. So we rotate u into wd, and subtract ws
from the rotated u component to obtain the along-wind, cross-wind, and vertical velocity
fluctuations, u’, v/, and w’, respectively.

u cos(wd,) sin(wd,) 0 u ws
v | = | —sin(wd,) cos(wd,) 0 v|—-10
w’ 0 0 1 w 0

The series of the velocity fluctuations u’, v/, and w’ enable an estimate of the dynamic and
spatial properties of coherent structures in the flow.

3.2.1 Cellular Structures

For a set of idealized convective cells, Fig. 3 illustrates how u’(¢) and w’ (z) would be observed
by the ship-based lidar set-up at two altitude ranges, z; and z;. In this idealized case, u’(¢)
and w’(¢) oscillate with the same period, T,.;;. At both displayed levels, the two series are
cross-correlated, but have a phase shift Ap,,y = =£ 7/2 (£ 90°). The sign of Ap,r, is
reversed for the upper and lower part of the cell. This is the case because the sign of w’(r)
is conserved over the depth of the cell (lines overlap), while u’(¢) switches sign from the
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Fig.3 Schematic of the method utilized to observe cellular coherent structures with the ship-based lidar set-up.
The top panel illustrates a cross-section through convective cells, along the mean apparent wind speed ws .

The bottom panels show the series of u’(¢) and w’(¢) the ship-based lidar observes at two levels, z; and z»,
when these cells are advected over the ship with ws,

lower to the upper part of the cell. The wavelength of the advected cell is proportional to the
lidar-observed period (Acesy X Teensy)-

Figure 3 displays only the two-dimensional, observational perspective from the ship-based
lidar of a phenomenon that is three-dimensional in reality. In the idealized case, the convective
cells are horizontally isotropic. Consider the case that the centre of such an isotropic cell is
advected over the ship with ws, . Here, the amplitude, u’A, of the observed u’ is maximal, while
the amplitude, v;‘, of the observed v’ is zero. Now consider the case that a cell is advected
over the ship at a certain distance to its centre. Here, we expect to observe a contribution of the
cellular circulation to v/,. In contrast to the u’ series, which is phase-shifted to w’ by £7/2
(Fig. 3), the corresponding v’ series is instead anti-correlated to w’, hence phase-shifted by
7. The ratio between v/, and ', increases if the cell is sampled at an increasing distance to
its center and this ratio can even exceed 1. Yet, the absolute values of u’A and vg decrease
towards the cell’s edges rendering the coherent signal less reliable. Only if the cell passes the
ship at approximately half the distance between its centre and edge is v/, expected to yield
a considerable coherent signal. Thus, in contrast to u’, the evaluation of v’ is only reliable
if a comparably narrow segment of the subsequent cells passes over the ship. This narrow
segment is more likely to be missed by our set-up, compared to the larger segment relevant

to the analysis of u’. Therefore, we focus our investigation on the estimation of the coherent
signal between 1’ and w’ to identify cellular coherent structures with the ship-based set-up.

3.2.2 Spectral Analysis

Based on the assumptions presented above, a measure of cross-correlation between the series
of u’ and w’, and a corresponding estimate of the phase shift for a range of periods or
wavelengths can provide information about the presence of convective structures in the flow,
including their respective T.; and A..;. The coherence spectrum Co,,,, is a measure for
normalized cross-correlation between u” and w’ (Emery and Thomson 2001)

T
Gy - Gu/w/
Cou/w/ =

,
Gu’u/ : Gw’w’
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where G, is the cross-covariance spectrum of #” and w’, and G;w, its complex conjugate.
Further, G,y and G, are the auto-correlation spectra of u’ and w’, respectively. The
Co,, takes on values between 0 and 1, where 0 implies that #’ and w’ are not correlated,
while 1 implies that «’ and w’ are correlated for a certain period or wavelength. If coherent
structures are present in the flow, we expect to detect a spike in the Co,yy at Teeyp OF Aceil,
respectively. A spike in the Co,/,, is the necessary condition for the presence of coherent
structures. The corresponding sufficient condition is the presence of a phase shift of /2
between u’ and w’ at the spike in the Co,,, (see Sect. 3.2.1). The phase spectrum p,,, is
defined as follows (Emery and Thomson 2001)

Pury = atan2[Im(Gyy), Re(Gyw)].

With Co,,,y and p,,y we can identify if coherent structures are superimposed on to the mean
flow and estimate their horizontal length scale, Lj, ., along wd,,.

3.2.3 The Coherent Length Scale

We found that the periodicity of the convective structures is sensitive to temporal changes
in ws,, which can cause corresponding spikes in the frequency dependent Co,,,, to widen
and reduce in maximum value. A reliable interpretation of convection in the time domain
is therefore not given (Lohse and Xia 2010). Hence, we convert both u/(r) and w’(¢), from
a time to a space dependent series, u’(x) and w’(x), using an approach based on the local
Taylor hypothesis (see Pinton and Labbé 1994). We construct the space index, x (m), which
describes the increasing distance covered along wd,,, by multiplying the timestep Az =3.8 s
of the lidar observations with ws, () (m s~ 1) and integrate over ¢,

x(t) =) Atws(1).
0

We then rearrange the resulting u’(x) and w’(x) series to an equidistant grid. We chose a grid
resolution of 50 m, to avoid aliasing effects at scales of O (10 m). We then split the series
into a number of independent segments to capture the evolution of coherent structures. For
a robust spectral analysis, the evaluated segment should contain at least five to ten cycles
of the convective circulation. The length of the chosen segment should therefore be at least
five times longer than the maximum coherent length scale of interest. For increasing scales
the assumption of stationarity is less likely to be applicable and the application of the local
Taylor hypothesis limits the maximum detectable structures to O (10* m). We utilize the u’
and the w’ series in segments of 100 km length to estimate Co,/,y (%) and p,, (). Here,
each segment overlaps the next evaluated segment by 90 km, to ensure the detection of the
large structures, which only persist at a constant scale for a limited number of consecutive
structures throughout the observations. For each segment, this yields Co,,y (1) and p,/,y (1)
for a range of A between 10> m (Nyquist) and 2 x 10* m (five cycles over 100 km). However,
the coherent signal in the lidar observations can be attenuated by ship-motion, the post-
processing procedure applied to the lidar data to remove the ship-motion signal, and the lidar
measurement principle. For the maximum observed ws, 2 20 m s~ ! this limits the detectable
structures to L . > 400 m along wd,. Even though coherent structures with L, . < 400 m
likely occur in the flow, it is difficult to detect them with the utilized set-up. Such scales will
thus be under-represented in the structure statistics. For the range of obtained ws,, we expect
to achieve robust coherent-structure statistics for Ly, . between 4 x 102 mand 2 x 10* m.
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Each Lj . can be traced back to a certain time interval, as x is a function of 7. We can
thereby estimate the temporal fraction of the CAO that is occupied by coherent structures
of a certain Ly .. We estimate this temporal fraction relative to the whole duration of the
CAO period. Integrating this relative time fraction over the duration of the whole CAO
period results in the occurrence (%) of the respective Ly .. If a coherent-structure pattern of
respective Lj . would persist throughout the whole CAO period, it would correspond to a
100 % occurrence. The temporal occurrence of each L . can be estimated for any given time
interval of the CAO. Here, we use 10-min intervals, to match the resolution of the boundary-
layer parameters. Note, for each Co,/,/(}) and p,,s(}), it is possible to identify several
coherent circulation patterns of different scales, coexisting in the flow field. Consequently,
each evaluated segment is not limited to only a single length scale, Lj ., but can host a
multitude of them and their occurrences need to be interpreted independently. To identify the
respective Ly, ., which correspond to coherent structures, we first need to define thresholds
for Co,ryy (A) and p,ry (1), which are representative for real convective circulation in the
atmospheric flow.

3.2.4 Thresholds for Atmospheric Convection

Convective circulation in the atmosphere deviates from the ideal case displayed in Fig. 3. We
neither expect u’(x) and w’(x) to be perfectly correlated nor phase shifted. We need to define
thresholds for Co,,, and p,,, that ensure that we correctly identify convective structures
in the flow. A spectral analysis of horizontal and vertical velocity fluctuations by Hartmann
et al. (1997) yielded a maximum coherence ~ 0.9 when sampling organized convection
during CAO conditions. Hartmann et al. (1997) sampled the velocity fluctuations along an
aircraft track, perpendicular to the convective circulation, hence with a similar perspective as
for one altitude displayed in Fig. 3. Here, coherence was generally smaller than 0.7, at scales
that did not correspond to convective motion. Also, Hartmann et al. (1997) found the phase
shift to be very close to the theoretical value of /2. Orienting on the thresholds defined
by Hartmann et al. (1997), we select all A as corresponding Ly, . (Sect. 3.2.2), for which the
following criteria apply

Coyry (X)) > 0.7,
85° < |pww (M| < 95°.

These thresholds ensure an exclusive detection of atmospheric convective structures with
high confidence.

3.2.5 Strength of the Convective Circulation

In addition to the auto and cross-correlation spectra, we estimate the amplitude spectra of
u’, v, and w’. Hence, each identified coherent structure can be linked to its corresponding
horizontal and vertical velocity amplitudes, u/, (L), v/y(Lp,c), and w', (Lp ). It should be
noted that the velocity amplitudes are conservative estimates, as they depend on which part
of the structure passes over the ship. The values of #/, and w’, are reduced if the intersect is
closer towards the structures’ edges.

4 Coherent Structures During a Cold-air Outbreak

We estimate «’, v/, and w’ from the motion-corrected and post-processed lidar observations
obtained during the CAQO. To demonstrate the methodology described in Sect. 3.2, we first
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Fig.4 a Snapshot of the u’w’ vector field retrieved from lidar observations, here displayed at an along-wind
resolution of 200 m. b Corresponding coherence (Co) spectra and ¢ phase (p) spectra calculated at 110 m
above sea level obtained on 1 March 2018 at 0300 UTC. Grey shading highlights the range of Co and p where
the criteria for coherent structures apply. Red markers indicate A which fulfill the criteria in the displayed
example. (Color figure online)

evaluate only a single exemplary situation. Here, we illustrate a convective situation, sampled
on 1 March at 0300 UTC. Figure 4 displays the vector field of the u” and w’ fluctuation, as
well as the Co,yy (A), Coyyy (L), Py (L), and pyryy (X) spectra.

The vector field displayed in Fig. 4a is dominated by wide, diverging downdrafts which
feed the comparably narrow, converging updrafts. Such proportions in the convective updraft
and downdraft are typically observed for open cells, which are dynamically driven from
the bottom to the top (Salesky et al. 2017). In this 10-km-wide slice, approximately three
wavelengths (L, =~ 3 — 4 km) of the lower part of the convective circulation pattern
are represented. The convection pattern is level-consistent, except for one updraft around
the 9 km mark, which does not penetrate as high. The corresponding coherence and phase
spectra, estimated at 110 m above sea level, are displayed in Fig. 4b, c. The Co,,,s spectrum
shows three instances of A where the Co,,, threshold is exceeded. As anticipated for cellular
convection obtained by the ship-based lidar set-up (Sect. 3.2.1), the Co,/,y spectrum features
smaller values than the Co,,,, spectrum and does not show the same distinct spikes. For the
chosen example situation, the two criteria for the presence of a coherent-structure pattern
defined in Sect. 3.2.4 apply for the coherence and phase spectra corresponding to the u’
and w’ series, Co,yy, and the p,,, at A~ 3.7 km. Hence, the spectral analysis method
(Sect. 3.2.2), which identifies a pattern of convective structures of L, . ~ 3.7 km, matches
the visual evaluation corresponding to 3 to 4 km (Fig. 4a).

The large-scale cloud situation, obtained by the NASA Aqua polar orbiting satellite on
1 March 2018 at 0317 UTC, is shown in Fig. 5a. The satellite snapshot documents the cloud
situation above the Iceland and Greenland Seas during the period relevant to the convective
situation discussed above, representative for the early stage of the CAO. Surface pressure
isobars and fronts from the U.K. Met Office’s 0000 UTC analysis chart on 1 March were added
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Fig.5 a Observations from MODIS on the NASA Aqua satellite, representing the cloud situation for the CAO
on 1 March 2018 at 0317 UTC and surface pressure isobars and fronts, corresponding to the U.K. Met Office’s
0000 UTC analysis chart on 1 March 2018. b Close-up of the cloud pattern in the vicinity of the ship (red
cross) and corresponding MODIS reflectance along the longitudinal cross-section (orange line). (Color figure
online)

to document the synoptic situation. Here, the geostrophic flow is predominantly directed from
north-north-east to south-south-west. Closer to the surface, the flow is expected to gain a more
northerly component due to friction. This flow initiated the advection of cold and dry air from
the sea-ice, which eventually initiated the onset of the CAO conditions in the Iceland and
Greenland Seas region. The organization of the flow is connected to the passage of a cyclone
through the area of the Iceland and Greenland Seas, a typical mechanism for the genesis
of CAOs over high-latitude ocean areas (e.g., Fletcher et al. 2016). The area in the ship’s
vicinity, marked by a red cross in Fig. 5a (see also Fig. 1a), is covered by cellular clouds.
Figure 5b shows a close-up of this cloud pattern and the corresponding reflectance in the
satellite observations, along the longitudinal cross-section at £50 km distance from the ship.
Along the 100-km-long cross-section, we observe 13 single cellular clouds, which yields a
corresponding cloud wavelength, A.jo,g ~ 7.7 km. The horizontal cloud scale is therefore
approximately twice as large as the Lj, . found from spectral analysis on 1 March at 0300 UTC
of the near-surface range of the wind-profiling lidar (Fig. 4). Similar to findings presented
by Renfrew and Moore (1999), this observation implies that every second convective cell,
initiated near the surface and observed by the ship-based lidar (Fig. 4), manifested as a cloud,
which can be identified from the satellite image (Fig. 5).

4.1 Coherent-Structure Statistics

We now apply the methodology demonstrated above over the lifecycle of the CAO event
and integrate the occurrence of each identified Lj . over the entire evaluated period. Fig-
ure 6a shows the resulting occurrence for structures integrated over all the lidar levels. Note,
individual structures that span the entire vertical lidar range are counted as one. Identified
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structures with Lj, . between 4 x 10> m and 6 x 10° m occur frequently. This is in line
with the range of scales we expect to obtain with the ship-based lidar (Sect. 3.2.3). Coherent
structures with Lj, . ~ 7 x 10> m are most frequently observed corresponding to ~ 20%
of the evaluated CAO period (Fig. 6a). Here, the occurrences of Ly, . at the individual lidar
levels provide an interesting insight (Fig. 6b). For Lj, . smaller than 2 x 10° m the identified
Ly, . increase with increasing lidar level, explaining the frequent Lj, . occurrences at smaller
scales (Fig. 6a). The increasing L, . with height, evident in Fig. 6b, indicates that only a
fraction of the individual thermals observed at the lowest lidar levels reaches up to higher
altitudes. We also observed this process during the investigation of the 10-km-wide wind fluc-
tuation field (Fig. 4). If an individual thermal does not reach as high, the distance between
the updrafts increases at higher altitudes and hence causes the identified Lj . to increase.
The formation of clouds with A, identified to be twice the size of Lj . at comparably
lower altitudes (Fig. 4, Fig. 5), follows the same mechanism at larger scales. This mechanism
was also reported in past CAO studies (e.g., Atlas et al. 1986; Renfrew and Moore 1999;
Cook and Renfrew 2015). With increasing structure scales, e.g. at Ly, =&~ 2.5 x 10° m
and L. ~ 5 x 103 m, individual structures span the entire lidar range more frequently
throughout the CAO event (Fig. 6b). Due to the higher occurrence of smaller L, ., identified
at lower lidar levels, the corresponding L, . occurrence distribution features more distinct
peaks than the occurrence of structures with the respective L, . at the higher levels (Fig. 6a,
b).

Figure 6¢, d show the respective dependency of u/, and w’, on Lj .. Small coherent
structures (Lj,.. < 103 m) contribute exclusively with small u'y and w'y (< 0.2m s, ie.
reduced turbulent mixing in the MABL. With increasing Ly, ., the corresponding u’, and w’,
increase. The velocity amplitude ', exhibits a stronger increase with increasing L . than
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Fig.7 Scatter of u’A against a w;‘ and b U;x corresponding to each coherent structure identified for the whole
range of Ly, . and throughout the evaluated CAO period. Grey lines indicate the proportions between u;‘ and
w'y and u’; and v’ , respectively

w;. In fact, w’A increases only until L, . ~ 8 x 103 m and remains at the same maximum
value and velocity range for larger Lj .. For L. < 8 x 10°m, u'y is mostly two to
three times as large as the corresponding w', . These large differences are also apparent in the
scatter of u’, against w’, for the whole range of obtained Ly, ., which is displayed in Fig. 7a.
For the evaluated CAO event, the maximum observed amplitude of the vertical overturning
of the MABL is capped at approximately 0.5 m s~! (Figs. 6d, 7a). The velocity amplitude,
u’A, which compensates the vertical contribution to the convective circulation along-wind,
reaches much larger values of up to 1 m s~ (Figs. 6¢, 7a). For small coherent structures
and velocity amplitudes, «’, and w’, scatter around the 2:1 ratio (Fig. 7a). For increasing
u;‘, which also correspond to larger Ly, . (Fig. 6¢), the scatter of u’A and w:q is closer to the
4:1 ratio (Fig. 7a). An implication of this increasing ratio between u’, and w’, is that the
ratio between Ly, . and the vertical coherent-structure depth also increases from small Lj, .
to large Ly ..

Figure 7b displays the scatter of u/, against v/, for the whole range of Lj . over the
evaluated CAO period. Note, we find a similar relationship between L, . and v;x as for L, .
and u/A (not shown). The scatter between u/A and qu is dense about the 1:1 ratio and mainly
within the 1:2 and 2:1 ratios for small «/, and v/, (Fig. 7b), corresponding to Lj ., which are
predominantly smaller than 2 x 10° m (Fig. 6¢). A ratio close to 1 is within the range expected
for horizontally isotropic cells. The velocity amplitudes, «’, and v/,, result from composites
of several structures intersecting the ship’s path at varying distance to their centre. For small
Ly ¢, a large number of structures resemble the corresponding coherent-structure pattern,
representing average u’, and v/, over the different intersects (see Sect. 3.2.1). Neither u’,
nor v', represents the maximum strength of the structures, but rather average properties over
the corresponding structure sizes. For increasing u’, and v’;, the spread of the scatter points
increases (Fig. 7b). A relatively higher fraction of scatter points than for small u/, or v/, lies
outside the 1:2 and 2:1 ratios, respectively. The larger spread at increasingly large velocity
amplitudes corresponds to Lj, . larger than 2 x 103 m (Fig. 6¢). Here, the ship’s intersection
with a single large-scale structure strongly contributes to the corresponding values of u’, and
v', in contrast to a composite velocity amplitude of multiple small coherent structures.
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Fig.8 Occurrence of coherent structures of respective Lj, ., corresponding to the evaluated CAO period and
integrated over a /j, range bins of 150 m between 800 m and 1550 m, b Ri, range bins of 0.5, ranging
from —4.25 to 0.25. Occurrences corresponding to structures outside of the displayed /j, and Rig ranges are
counted to the corresponding lowest or highest range bins, respectively. For each bin of the corresponding
boundary-layer parameter, the quartiles (25-percentile, median, 75-percentile) are indicated in red. The median
is indicated by red diamonds and the interquartile range of Lj, .. is indicated by the horizontal red line. (Colour
figure online)

We now shift the focus of the discussion from the inter dependency of the coherent-
structure characteristics to their dependency on the obtained boundary-layer parameters.
Each boundary-layer parameter, introduced in Sect. 3.1, is separated into bins, correspond-
ing to their respective uncertainty range. We combine the time series of the identified L, .
and the time series of the boundary-layer parameters by integrating the temporal occurrence
of each Ly, . over each of the boundary-layer bin ranges. Similar to the occurrence distribu-
tion displayed in Fig. 6a, we count a L . that is simultaneously observed at several lidar
levels as a single coherent-structure pattern. Hence, integrating the resulting L, . occurrence
distribution over the whole range of the respective boundary-layer parameter would yield the
same distribution as shown in Fig. 6a. Note, an integration of the occurrences over the range
of Ly ., on the other hand will not yield the occurrence of the boundary-layer parameter,
because structures of different scales can coexist in the flow field. Figure 8 displays the Ly, .
occurrences, corresponding to i, and Rig, which show a noticeable dependency on L, . over
the course of the evaluated CAO period.

Figure 8a shows the dependency of the L, . occurrences on &, range bins. With increasing
hyp, the occurrence distribution of Ly, . shifts to larger Ly, . values. Except for the lowest £y,
bin between 800 m and 950 m, which includes only a small fraction of the Lj . occurrence,
the median Ly, . is in the range of ~ 2 x 103 mto 4 x 103 m (2 to 4 km). The median Ly
is approximately twice as large as hj over the range of i, between ~ 1 km and 1.5 km.
We observe similar values for the ratio between u’, and w’, displayed in Fig. 7a. Cieszelski
(1998) sampled cellular convection , which featured a very similar horizontal extent of 2 km
to 3 km at a comparable convective boundary-layer depth of 1 km. Cieszelski’s observations
corresponded very well with ratios between the horizontal and the vertical convective scales
found in laboratory experiments of cellular Rayleigh—Bénard convection. Based on their size
and ratios, we also expect the coherent structures obtained during this study to have properties
which are similar to cellular Rayleigh-Bénard convection, such as their dependency on the
temperature gradient in the flow.

The Richardson number Ri, is a measure for the balance between buoyancy (temperature
gradient) and shear (velocity gradient) in the boundary layer. For the evaluated CAO, we
observe a distinct dependency between the L, .-occurrence distribution and the near-surface
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Ri, (Fig. 8b). Here, the median Ly, . decreases with increasingly negative Ri, < —2.Thisis
in line with the development of Rayleigh—Bénard convection scales with increasing buoyant
forcing observed in laboratory experiments (e.g., Hu et al. 1995). Figure 8b shows that the
largest median L, . ~ 3 x 103 m are present at Rig between — 1.75 and — 1.25, where the
turbulence generation is weakly buoyancy dominated. For the Ri, bin centred at —1, where
the turbulence generation is equally balanced between buoyancy and shear, we observe the
most frequent occurrence of coherent structures, which is consistently high over almost the
whole range of Lj, .. This dense L, . occurrence is both due to the frequent occurrence of Ri,
around minus 1, and due to increased multi-scale characteristics of the coherent structures
for this Ri, range bin. For Ri; > — 1, medium Lj . decreases with increasing Ri,. Yet, the
occurrence of Ly . also decreases for the more shear-dominated conditions corresponding to
Ri, values around 0. For Ri, > 0.5 (not shown), we identify no Lj, .. This is mainly because
this condition is sparsely present during the obtained CAO period. But we also do not expect to
obtain coherent structures during increasingly stable conditions, for which past studies (e.g.,
Barthlott et al. 2007) predominantly report very small turbulent-structure scales < 2 x 10> m
in the boundary layer. Such small-scale structures are unlikely to be resolved accurately with
the observations available here. Positive Ri, correspond to comparably small Ly, ., because
structures are hindered to grow to large scale, while a positive lapse rate works against the
structure’s expansion. Yet, large negative Ri, also correspond to comparably small Ly ..
On the contrary to positive Rig, however, vertical decoupling is a key mechanism for large
negative Ri, and the strong buoyant forcing enhances the emergence of individual thermals.
In the absence of the suppressing, enhancing, or vertically restricting factors, turbulence
conditions, which are balanced between buoyancy and shear, favour comparably increased
Lp.c.

The boundary-layer parameters, wIIlax, wr%ax, Qn, Or,and d are not displayed in Fig. §,
as they exhibit a more complex dependency on Lj . than hj, and Ri,. The parameters are
obtained during evolving synoptic conditions as well as from a moving ship, which results in
both a temporal and a spatial perspective of the processes that shape the coherent structures
during the CAO event. In the following section, we investigate this temporal and spatial
development of the boundary-layer parameters, the connected predominating processes, and
their impact on the coherent-structure development.

4.2 Coherent-Structure Evolution

The final shape of the Lj .-occurrence distribution (Fig. 6a) depends on the temporal and
spatial evolution of the coherent structures identified during the evaluated CAO period. The
time series of the predominating L, . is now examined via Fig. 9a. Displayed are the time
series of structures with respective Lj . which occurred most frequently throughout the
CAO. Figure 9b—f shows the complementing time series of the boundary-layer parameters.
Additionally, Fig. 9g depicts the general evolution of 7,,, SST, and wind during the CAO
and Fig. 9h shows the fetch, representative for the spatial evolution of the evaluated CAO
from the ship’s perspective.

We identify the first robust signal of coherent structures in the lidar observations shortly
after an initial increase in hp, d, Q g, and Qp, (Fig. 9b, e, f). The increase of these parameters
is due to the advection of cold air from the north, indicated by a drop in 7, (Fig. 9g). The
fetch corresponding to these first hours of the CAO event is consistently fixed at f ~ 250 km
(Fig. 9h). Even though near-surface instability is increased, the turbulence generation and
deepening of the boundary layer to 1 km is mainly shear-driven, indicated by a Ri, close to
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Fig.9 Time series of various variables obtained during the CAO period. a Hourly, most frequent L, ., obtained
at different lidar levels. Timesteps, at which no coherent structures were identified are left blank. b Lapse rate
A6 /Az and buoyancy height hj; with corresponding uncertainty ranges from radiometer and radiosondes,
with missing data marked in light grey. ¢ Rig and indication of buoyancy-driven, shear-driven, and suppressed
turbulence regime. d Time series of maximum velocities in up- and downdrafts. e Time series of d, with
calibration periods shaded in grey. f Bulk sensible and latent heat fluxes Qg and Q; and corresponding
uncertainty ranges. g Time series of T,, SST from ship and collocated along satellite observations of SST'.
Also wind barbs every 3 h, pointing in direction of the wind, with long feathers = 10 knots and short feathers
=5 knots. h Fetch, f, and corresponding wd + 5° uncertainty range estimate. Note that 1 knot=0.514 m s1
[Ed.]. (Colour figure online)
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zero (Fig. 9b, c¢). Remarkably, the evolution of 4, estimated on the basis of the radiometer
observation, is very close to those from the radiosonde measurements. During the first hours
of the CAO, observations of small terminal velocities of precipitation (v; < 1 m s~ Fig. 9d)
indicate the presence of snow-type precipitation (Maahn and Kollias 2012). Simultaneously
increased wrinax and low ernax values indicate an impact of this type of precipitation on
the absolute vertical velocity observations by the lidar. Because an accurate observation of
w is essential to estimate Ly ., such a long period of precipitation potentially impacts the
applicability of the spectral analysis method (Sect. 3.2.2), when the velocity fluctuations
are dampened by the precipitation signal. This precipitation event also marks a halt in the
otherwise monotonic increase of d from 0 Y%, to ~ 18 %, at the beginning of the CAO
(Fig. 9e). As long as d increases any convective overturning of the MABL is not sufficient to
compensate for the increasing relative enrichment of HDO molecules in the water vapour, due
to increased evaporation in the CAO conditions. Hence, along the whole distance between
the ship and the origin of the CAO air masses (f ~ 250 km), the evaporation process at the
sea surface provides a stronger isotopic signal than the mixing by convection. Unfortunately
we cannot directly evaluate the observed trends in the boundary-layer parameters (Fig. 9b—f)
in the context of Ly . as no coherent structures could be detected during these first few hours
(Fig. 9a). Assuming that precipitation does not conceal coherent-structure development, this
indicates that the organization of coherent structures in the flow requires a certain spin-up
time. This spin-up time is determined by the strength and speed of the cold-air advection.
From 28 February 1200 UTC, the evaluated CAO features organized convection,
detectable with the spectral-analysis method introduced in Sect. 3.2. The predominating
Ly . gradually increase from O (4 x 10? m) on 28 February 1200 UTC to O (10* m) on
1 March 0000 UTC and overall decrease againto O (4 x 10% m) within 1 March 1200 UTC.
On this comparably long time scale of 24 h, the boundary-layer parameters, /5, Wnax, d, and
O show aresponse to the overall evolution of Ly, . (Fig. 9a—f). Yet a distinct, short-lived mini-
mum Ly, . ~ O (4 x 102 m)around 1 March 0200 UTC is not captured by these parameters.
Here, only the near-surface instability and Ri, (Fig. 9b, c) take increasingly negative values
in correspondence. This observation confirms the sensitivity of Lj . to Rig found in the
Ri,-dependent heatmap of Lj . occurrences (Fig. 8b), while the other evaluated boundary-
layer parameters show a less distinct relationship to Ly, .. The processes responsible for the
evolution of the near-surface instability and Ri, are therefore particularly interesting. On
the short time scales, which are of interest to the evolution of Rig, changes in atmospheric
conditions due to the ship’s movement play a key role. From 28 February 1200 UTC to
1 March 0300 UTC f increases to & 500 km, as the ship steamed to the south and away from
the sea-ice edge (Fig 1b, Fig. 9h). Along the way, on 1 March around 0000 UTC, the rain
radar detects two short precipitation events with vy >2 ms~! (Fig. 9d), indicating that liquid
droplets predominate during these events (see Maahn and Kollias 2012). With increasing
fetch and time such precipitation events are expected to occur more frequently, as a response
to the convective overturning of water vapour and cloud growth during the progressing CAO
(e.g, Papritz and Sodemann 2018). Locally, evaporating precipitation can cause cooling in the
near-surface layers. This can result in increased negative lapse rate and a stronger near-surface
instability, which is observed when the ship moves into a location affected by precipitation.
Cooling of the lower atmospheric layers can introduce vertical decoupling of the air-masses
(Abel et al. 2017) and a corresponding restriction of the vertical structure scale and corre-
sponding Ly, ., as observed on 1 March around 0200 UTC. Such decoupling is independent
of the theoretical maximum vertical structure extension, represented by ;. Except for the
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near-surface instability and Ri,, none of the boundary-layer parameters respond or can be
identified as cause for the decreased Ly, . for this local, short-term mechanism.

After 1 March 0300 UTC the ship moves almost perpendicular to the wind direction and
towards the sea-ice edge in the west (see Fig. 1b). Here, a second mechanism connected to the
ship’s movement impacts the evolution of Rig, Lj ., and most of the boundary-layer param-
eters. The fetch decreases and temporarily reaches a minimum around 1 March 1500 UTC
(Fig. 9h). For a short fetch, the internal boundary layer initiated at the sea-ice edge is expected
to be comparably shallow. Here, the value of 4 is not representative of the actual boundary-
layer depth because it corresponds to that of a fully developed boundary layer, which is not
present for such a short fetch. Within the shallow boundary layer the near-surface temperature
gradient is steeper and coherent structures are restricted in vertical extent and hence in Ly, .,
corresponding to a large negative Ri,. With decreasing f, Ri,, and Lj . (Fig. 9a, b, h), the

strength of the vertical circulation, w&ax and wilax and the turbulent fluxes, Qg and Qy , are
correspondingly reduced (Fig. 9d, f). Also, d temporarily decreases from ~ 18 %, to a local
minimum of & 12 %, (Fig. 9¢). Here, the convective overturning of the MABL by predom-
inantly small and weak convective structures is negligible and the structures’ contribution
to the exchange of near-surface air-masses exposed to evaporation is expected to be small.
Hence, the sharp decrease in d can mainly be linked to the short fetch, as d results from
an accumulated signal of the evaporation along the distance of the air-masses’ trajectory.
Large changes in f close to the spatial boundary of the CAO therefore yield the strongest
concurrent impact of the ship’s movement on the coherent-structure and the boundary-layer
characteristics and need to be taken into account, when evaluating the event from a temporal
perspective.

Over the lifecycle of the CAO, the predominantly northerly wind direction gains a small
easterly component (Fig. 9g). This small change in wind direction causes an overall increase
of the estimated f from &2 250 km at the onset of the CAO event to & 750 km at the end of the
evaluated period, independent of the ship’s movement. There are two exceptions, where the
ship’s movement becomes apparent in a drop of f, on 1 March from 1200 UTC to 2100 UTC,
which is discussed in the preceding paragraph and on 2 March from 1200 UTC to 1800 UTC,
respectively. Following the overall trend of f, we identify the largest predominating coherent
structures, corresponding to Ly . of O (103 m) to O (10* m) more frequently towards the
end of the evaluated CAO period. Also hj increases from around 1 km in the first half to
around 1.5 km in the second half of the evaluated CAO period, for which the near-surface
lapse rate approaches zero. Notably, the trend identified for the overall evolution in f, the
boundary-layer characteristics, and the coherent-structure characteristics is present for two
periods corresponding to 1 March around 0600 UTC and 2 March around 0800 UTC. These
two periods represent almost the same point in space, yet are separated by 26 h in time. Thus,
temporal evolution and maturing of the CAO event impacts the evolution of the boundary-
layer parameters and the corresponding coherent-structure characteristics. In contrast to the
rapid changes observed for spatial changes, the temporal CAO evolution has a more moderate
impact on the boundary-layer and the coherent-structure development.

For several of the boundary-layer parameters, we identify a long-term evolution, which
can be linked to the coherent-structure characteristics. For periods during which we observe
a coherent signal, we predominantly observe wfnax larger or equal to wfmx (Fig. 9d). This
implies that the turbulent circulation generally features strong, but narrow updrafts and wider,
but generally weaker downdrafts. Such a behaviour of the wind field is already depicted in
Figure 4. Throughout the CAO, the estimated coherent vertical velocity amplitudes (Fig. 6d)
correspond to approximately 10% of the sum of maximum updraft and downdraft veloci-
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ties (Fig. 9d). In the presence of predominantly large-scale coherent structures, d remains
mostly constant. Coherent structures are an important driver of the convective turnover of
the MABL and hence work against the increase of d in the near-surface layers. During CAO
conditions with large humidity gradients in the near-surface layer, a constant d implies that
the enrichment of HDO due to evaporation is balanced by the convective overturning, which
exchanges the air in the near-surface layer with comparably dry air from higher atmospheric
levels. Here, d reaches maximum values of 18 %, to 20 %, throughout the evaluated CAO
period. To maintain such moderately high values of d, in the presence of strong turnover of
the MABL, a large humidity gradient is required above the water surface along the trajectory
of the CAO air masses. According to the empirical relation of Pfahl and Sodemann (2014),
the relative humidity above the water surface needs to be &~ 60% on average along the tra-
jectory, when calculated with respect to the measured SST, to yield such a value of d. The
humidity and temperature gradients we observe during the CAO period result in turbulent
heat fluxes. In comparison to previously studied CAOs, however, the turbulent heat fluxes
obtained during the evaluated CAO event are relatively weak. Yet, the heat fluxes are elevated
during periods, where large-scale coherent structures predominate relative to periods where
small-scale coherent structures predominate. Hence, the coherent structures and large-scale
overturning of the MABL have an impact on the overall evolution of Oy and Q. The vari-
ations in Qg and Q) are, however, less sensitive to the coherent-structure characteristics,
than for example those in Ri,. This implies that small-scale and non-coherent turbulence
also has an impact on Qg and Q7 in the CAO event evaluated here and the turbulent heat
fluxes result from a complex composite of irregular turbulent structures and convectively
driven coherent structures. On the long-term, large-scale coherent structures yield the largest
contribution to the heat fluxes and overturning of the MABL.

5 Conclusions

We develop a novel methodology to identify coherent structures based on the velocity fluctua-
tions in the atmospheric flow during CAO conditions. We utilize a ship-based, wind-profiling
lidar, employed during the IGP campaign on board of the NRV Alliance. We estimate the
characteristics of the convective structures, and evaluate their interplay with other boundary-
layer parameters. The ship-based approach captures the long-term statistics of the structure
characteristics, an advantage over aircraft observations, which are limited to relatively short
observational periods. In contrast to satellite snapshots, the ship-based approach provides a
dynamical perspective on convection, and is able to determine coherent structures of multi-
ple sizes in the flow simultaneously. Furthermore, the method does not require the formation
of clouds in order to identify these structures and their corresponding characteristic spatial
dimension.

The evaluated ship-based and multi-sensor set-up provides a detailed insight into the major
processes revolving around coherent structures and the evolution of their characteristic size
and strength in the MABL. Spectral analysis of the along-wind and vertical velocity fluctu-
ations frequently yields a strong coherent signal throughout the lifecycle of the CAO. This
indicates the organization of the convection into coherent structures. Each of these structures
is linked to a characteristic horizontal length scale and an along-wind, cross-wind, and verti-
cal velocity amplitude, under the assumption that isotropic cells predominate in the flow. The
structures’ characteristics identified for the evaluated CAO period match the characteristics
expected for cellular convection. Over the course of the CAO event, the coherent structures
feature variations in horizontal size and strength, which are sensitive to the near-surface
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stratification and Ri,. For unstable conditions, where turbulence generation is strongly dom-
inated by buoyancy, small-scale structures O (4 x 10> m) predominate. These structures are
comparably weak and contribute little to the turbulent mixing in the MABL. We identify
these small-scale structures more frequently in the lower lidar levels, while individual large-
scale structures occur over the whole lidar range. Only a fraction of the individual thermals
initiated at the surface occur throughout the lidar range and an even smaller number manifest
as clouds. As shear-generated turbulence increases in importance, the size and strength of
the coherent structures increases. Increasing median horizontal structure size of O (10° m)
coincides with increasing convective boundary-layer depth. The ratio between the median
horizontal structure size and the boundary-layer depth is ~ 2. This ratio coincides with the
median ratio found between the along-wind and vertical velocity amplitudes of the coherent
structures. Throughout the evaluated CAO event the identified coherent convective structures
mainly feature comparably wide and weak downdrafts and comparably narrow and strong
updrafts. The largest coherent structures predominate for weakly buoyancy dominated condi-
tions and for conditions equally balanced between buoyancy and shear-generated turbulence.
For these large coherent structures, the size and horizontal velocity amplitude greatly exceed
the vertical counterparts. The efficiency of the vertical overturning of the MABL is found
to be capped for structures exceeding ~ 8 x 10° m for the evaluated CAO event. The
overturning of the MABL compensates the near-surface enrichment of HDO, corresponding
to the evaporation along the trajectory of CAO air-masses, yielding a maximum d between
18 %o and 20 Y%,. Turbulent heat fluxes observed here are partly driven by small-scale and
non-coherent turbulence and correspond to organized large-scale convective overturning by
coherent structures only on long time scales. Short-term variations of the coherent-structure
characteristics correspond almost exclusively to the near-surface stratification and Rig, which
are mainly introduced by the ship’s movement and the respective fetch.

The coherent structures discussed in this study correspond to one CAO case study obtained
during the IGP campaign. The detailed observations of the velocity fluctuations provide the
opportunity to further study the dynamics and direct impacts of the single or composite
convective cells on the processes acting in the MABL. This can be particularly useful if
additional observations of highly resolved boundary-layer processes are available. An exam-
ple are the observations from additional platforms operated during IGP, such as a research
aircraft, which provide overlapping observations corresponding to a few single convective
structures. Investigating the observed structures in such detail will be the subject of a subse-
quent study. Yet to achieve statistics on coherent-structure characteristics applicable to the
extensive range of CAO conditions in the Arctic, a larger observational basis is required. Such
enhanced statistics on atmospheric convection during CAOs can, for example, be beneficial
to model validation. Here, one should consider the utility of ship-based remote sensing, e.g.,
by ships of opportunity, which are operated in relevant but remote locations.
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Appendix: Applicability to Mesoscale Convection and Roll Vortices

For the utilized ship-based lidar set-up, the presented methodology (Sect. 3.2) is restricted
to estimates of Lj . along the apparent wind direction, wd,. For a horizontally isotropic
convective cell, the estimated Ly, . from spectral analysis directly represents its spatial extent.
Yet, previous CAO studies (e.g., Atkinson and Zhang 1996; Hartmann et al. 1997; Renfrew
and Moore 1999) report the presence of roll vortices, convective structures that have a much
larger spatial extent along-wind than cross-wind. Due to this horizontal anisotropy, these
structures need to be interpreted with care in terms of Lj . The longitudinal axis of rolls
tends to align with a small angle, «, to the mean wind direction. This is, for example,
discussed by Atkinson and Zhang (1996), and evident in large-eddy simulations by Brilouet
et al. (2020). Cross-wind movement of the ship can introduce an increased «, relative to wd,.
The roll circulation, v, _,, perpendicular to the longitudinal roll axis, projected to u’, and v/,
yields the following dependencies

/ I I

. u
— = sin(a); — = cos(a) = 7 = tan(w).
roll roll

When rolls are present in the flow and « is small yet larger than 0° the coherent signal,
obtained by the ship-based lidar, has a much larger contribution to v/, than to u/,. The
distribution of the ratio between u’, and v/, is expected to clearly shift to values close to
zero. The v’ series is proportional to v/ ,,, which follows an analogous circulation with w’
as illustrated in Fig. 3 in the cross-wind direction. The obtained v’ for the roll case is thus
phase-shifted by =7 /2 to the corresponding w’, in contrast to v’ for isotropic cells. Hence,
in the presence of roll vortices, one should also take Co,,, and p,, into account as an
criterion for the estimation of Lj, .. On the one hand, v’ is expected to yield a much clearer
coherent signal, at least for small «. On the other hand, a corresponding phase shift between
v/ and w’, which is close to /2, provides the sufficient criterion that rolls are present in
the flow. We tested this criterion for the evaluated CAO period, yet found no evidence that
such anisotropic structures are present.

In the roll case, an estimate of Lj . using the proposed method will correspond to the

wavelength, )\; 11» Which describes the roll wavelength, A1, transposed to the axis of wd,

)\roll
/
roll

= sin(@).

The obtained L), . for rolls will be larger than the roll extent perpendicular to the longitudinal
roll axis and smaller than the extent parallel to this axis.
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Abstract. While convection is a key process in the develop-
ment of the atmospheric boundary layer, conventional meteo-
rological measurement approaches fall short in capturing the
evolution of the complex dynamics of convection. To obtain
deeper observational insight into convection, we assess the
potential of a dual-lidar approach. We present the capabil-
ity of two pre-processing procedures, an advanced clustering
filter instead of a simple threshold filter and a temporal inter-
polation, to increase data availability and reduce errors in the
individual lidar observations that would be amplified in the
dual-lidar retrieval. To evaluate the optimal balance between
spatial and temporal resolution to sufficiently resolve con-
vective properties, we test a set of scan configurations. We
deployed the dual-lidar setup at two Norwegian airfields in a
different geographic setting and demonstrate its capabilities
as a proof of concept. We present a retrieval of the convec-
tive flow field in a vertical plane above the airfield for each
of these setups. The advanced data filtering and temporal in-
terpolation approaches show an improving effect on the data
availability and quality and are applied to the observations
used in the dual-lidar retrieval. All tested angular resolutions
captured the relevant spatial features of the convective flow
field, and balance between resolutions can be shifted towards
a higher temporal resolution. Based on the evaluated cases,
we show that the dual-lidar approach sufficiently resolves
and provides valuable insight into the dynamic properties of
atmospheric convection.

1 Introduction

Convection plays a key role in the redistribution of en-
ergy, heat, moisture, momentum, and matter in the atmo-
spheric boundary layer. Convection also contributes to the
deepening of the boundary layer, the formation of con-
vective clouds, and the generation of precipitation (Stull,
1988; Emanuel, 1994). Accurately resolving or parameter-
izing convection in our weather and climate models is thus
of great importance. However, the adequate physical and
dynamical representation of atmospheric convection in our
models remains challenging (Siebesma et al., 2007; Prein et
al., 2017). Conventional meteorological instrumentation usu-
ally provides in situ point measurements, profiles (meteo-
rological masts, radiosondes, or ground-based remote sens-
ing), or measurements along an aircraft track of limited
spatiotemporal resolution and coverage. Given the complex
three-dimensional and short-lived nature of convection, such
conventional instrumentation setups are often unsuitable to
constrain or validate convection parameterization schemes
(Kunkel et al., 1977; Geerts et al., 2018). Instead, we must re-
sort to large-eddy simulations (LESs) that resolve the three-
dimensional dynamics of convection to guide such parame-
terizations (Brown et al., 2002; Siebesma et al., 2007). How-
ever, LESs used to constrain the convection parameterization
schemes also lack sophisticated observations to be validated
against. Hence, there is a demand for high-resolution and
long-term observations of the multidimensional character of
convection. We introduce a combined measurement and pro-
cessing technique to achieve observations that cover the spa-
tial and temporal scales necessary to resolve convection. We
present and assess this novel methodology based on a dual-
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scanning lidar retrieval combined with an advanced filtering
and a temporal interpolation approach.

Early aerosol-backscatter lidar observations demonstrated
the potential of scanning lidars to capture the size and life cy-
cle of convective thermals in the boundary layer (Kunkel et
al., 1977). Lidar technology has advanced significantly since
then with substantially increased spatial and temporal reso-
lution. In addition to aerosol and cloud—particle backscatter,
Doppler lidar can also obtain the wind velocity field pro-
jected onto the lidar’s beam. Lidar scan configurations and
setups have been developed and optimized to retrieve wind
vector profiles (e.g., Werner, 2005; Calhoun et al., 2006) or
even in multidimensional space when combining multiple in-
struments (e.g., Newsom et al., 2005, 2008; Iwai et al., 2008;
Stawiarski et al., 2013; Whiteman et al., 2018; Wildmann et
al., 2018; Haid et al., 2020; Adler et al., 2020, 2021).

Single profiling lidars are able to capture properties of
convective structures that move over the instrument within
timescales that are shorter than the life cycle of the convec-
tive structures (Duscha et al., 2022). However, these struc-
tures are mainly found in the marine boundary layer under
extreme atmospheric conditions in the presence of strong ad-
vection. Over land, however, convection is often more local-
ized and the timescale of horizontal displacements by ad-
vection is usually slower than the life cycle of the convec-
tive structures (Kunkel et al., 1977). Hence, a more advanced
approach is required to sample these land-based convective
structures. In our study, we propose and evaluate the poten-
tial of a dual-lidar setup that obtains the convective flow field
in a vertical two-dimensional cross-section.

There have been attempts to characterize convection with
such dual-Doppler lidar setups. Rohner and Traumner (2013)
evaluated variance profiles of convection with a dual-lidar
setup in a vertical plane. However, they only utilize certain
points along two lines within this cross-section and thus do
not make use of the entire plane. Iwai et al. (2008) present
a retrieval of all three wind components of the convective
flow field on a three-dimensional Cartesian grid using a set
of overlapping near-horizontal planes of two scanning lidars
and assuming continuity to retrieve the vertical wind compo-
nent. The timescale to obtain one retrieval based on a full set
of scans, however, exceeds the typically expected life cycle
of the convective structures of interest, thereby limiting its
assessment.

Motivated by the shortcomings of earlier attempts, we
develop and optimize a methodology for the use of dual-
scanning Doppler lidars to probe atmospheric convection.
Superior to conventional meteorological instrument setups,
this dual-lidar approach extends the observations of the con-
vective boundary layer by a spatial dimension. We investi-
gate the performance of the proposed measurement and pro-
cessing technique to capture convective structures and suf-
ficiently resolve essential characteristics of the convective
flow field in space and time. We define the following crite-
ria to achieve this goal: the dual-lidar retrieval should resolve
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convective circulation in sufficient detail on the Cartesian re-
trieval grid; the retrieval section should extend at least over
one wavelength of the convective circulation such that both
updraft and downdraft are captured; the retrieval of the flow
field should be continuous and undisturbed by noise or erro-
neous features; though the emphasis is on the performance
of the approach in space, it should not be at the cost of suf-
ficient temporal resolution needed to describe the evolution
of the convective circulation. We evaluate the performance
of the proposed dual-lidar approach and evaluate the benefit
of improved filtering and temporal interpolation of the lidar
scans as a proof of concept based on two cases obtained dur-
ing convective days at two small airports in Norway.

Evaluating the potential of the dual-lidar approach to ac-
curately sample the convective flow is a part of the glLidar
project (Palenik, 2022). The project aims to enhance sam-
pling capacity and understanding of convection by combin-
ing Eulerian (lidar) and Lagrangian observations. The latter
are based on voluntary observing pilots of sailplanes, hang
gliders, and paragliders, equipped with instrumentation to
measure and log real-time position together with tempera-
ture, humidity, and pressure. These gliders utilize convec-
tive updrafts to gain altitude and hence also provide verti-
cal convective velocities as well as temperature and humidity
anomalies of the convective updraft. Environmental profiles
outside the convective updrafts are obtained from parts of the
flight track outside convective plumes or from a skydiving
airplane that is also equipped with the identical sensors. The
collocation of these in situ data, together with the dual-lidar
retrievals, is utilized in the empirical convection model by
Pélenik et al. (2021) to enhance our process understanding
of convection in the atmospheric boundary layer.

2 The experiment

The data collected for this study originate from a similar ex-
perimental setup at two sites. The instrumentation installed at
these two sites, the measurement strategy of the lidars, which
are the main instrumentation of the setup, and the challenges,
which were met during the experiment at each site, are intro-
duced in the following sections.

2.1 The sites

We have chosen two small airports in Norway for sailplanes
and small motor planes as measurement sites for the dual-
lidar experiment. From 12 May until 7 June 2021, we in-
stalled two WindCube-100S scanning lidars, an automatic
weather station (AWS), and a surface energy balance sta-
tion (SEBS) at Vaksinen airport, Os, in western Norway, ca.
25km south of Bergen. The same instrumentation was de-
ployed from 14 July until 30 July 2022 for the second field
campaign at Starmoen airport, Elverum, in eastern Norway,
about 120km northeast of Oslo. Figure 1 shows the mea-
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Figure 1. Location of the measurement sites and instrument setup. Top left: overview map of Europe. Top center: zoomed-in view of southern
Norway with markers for the location of Os (orange) and Elverum (purple). Bottom left: overview of the measurement site at Vaksinen airport
in Os with the locations of the utilized lidars, AWS, and SEBS indicated by red markers as well as distance, Ax, and angle, ¢, relative to
north between the lidars indicated in blue. Right: overview of the measurement site at Starmoen airport near Elverum with the locations of
the utilized lidars, AWS, and SEBS indicated by red markers and Ax and ¢ indicated in blue.

Table 1. Coordinates (° N, © E) of the instrumentation at Vaksinen
airport and Starmoen airport. The numbering of the lidars corre-
sponds to the respective serial numbers of the WindCube-100S se-
ries.

Vaksinen Starmoen
Lidar-34 Not installed 60.874353, 11.6793316
Lidar-37  60.1936435, 5.4242786 60.880778, 11.6703844
Lidar-40  60.1891728, 5.4166957 Not installed
AWS 60.1926322, 5.4216220  60.8787601, 11.6741224
SEBS 60.1925799, 5.4216013  60.8743419, 11.6794812

surement sites and the location of the instrumentation, and
Table 1 documents the coordinates of each instrument.

2.2 The instrumentation

The AWS provides background information on the basic me-
teorological parameters of pressure, temperature, humidity,
wind speed, wind direction, incoming shortwave radiation,
and precipitation at 1 min temporal resolution. The SEBS
measures the four components of the radiation balance, i.e.,
incoming and outgoing shortwave and longwave radiation,

https://doi.org/10.5194/amt-16-5103-2023

together with highly resolved (20 Hz) measurements of tem-
perature, humidity, and three-dimensional wind speed, each
variable at a single altitude above ground. In addition the
SEBS also provided profile measurements of temperature,
humidity and wind at 1, 2, and 4 m above the surface at a
lower resolution (1 min). In this study, we utilize measure-
ments from AWS and SEBS mainly to identify precipitation-
free periods that favor convective conditions throughout the
two campaigns and to estimate the surface heat flux (see
Sect. 5.2) and flux Richardson number (see Sect. 5.3) as an
indication of the presence of convection.

In both campaigns the two scanning lidars were installed
with a relative distance, Ax (m), and angle, ¢ (°), relative
to north to each other at opposing ends of the runway of the
corresponding airfields (Fig. 1). The lidars observe radial ve-
locity, vy (ms~ 1), which is the velocity of the wind projected
to the line of sight (LOS) of the lidar beam. The scanning
lidars used in the experiment can be programmed to point to-
wards a direction corresponding to a certain azimuth angle,
a (°), and an elevation angle, 6 (°). For each combination
of o and 6, v; values are simultaneously obtained at several
ranges, r (m), from the lidar.

Atmos. Meas. Tech., 16, 5103-5123, 2023
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Table 2. Dual-lidar setup specifications for the two sites at Vaksinen
airport and Starmoen airport.

Vaksinen  Starmoen
Ax (m) 669 863
o (°) 40 326
Fmin (M) 50 50
Fmax (M) 3000 3146
Ar (m) 25 25
Ngates 119 259
Tres (M) 25 12

Along the lidar beam, each v, value is observed as a com-
posite of the Doppler velocity of all particles, which con-
tribute to the lidar’s backscattering signal (e.g., aerosols)
within the lidar range gate length, Ar (m). The strength of
the particle backscatter is related to the signal-to-noise ra-
tio, SNR (dB), which is also recorded by the lidar. By de-
fault, the distance between the range gates, which defines the
range gate resolution, res (m), is equal to Ar. Yet, rres can
also be set manually, e.g., smaller than Ar, such that range
gates overlap. The minimum range, rmin (m), needs to be at
least 2 - Ar and the maximum range, rmax (m), is dependent
on the number of utilized range gates, Ngates, and rres. Table 2
summarizes the lidar parameter specifications utilized during
the two campaigns.

2.3 The lidar strategy

We utilized two lidar measurement strategies. In both cam-
paigns, we sampled the three-dimensional wind profile us-
ing a Doppler beam swinging mode (DBS) with five con-
secutive beams: four beams, which are perpendicular at
a = (0°,90°, 180°,270°), each with & = 75°. The fifth beam
points upward with 6 = 90°. The DBS is programmed to run
for a duration, Dyy;,, of 10 min within each hour. We retrieve
an average of the wind profile over these 10 min, which we
assume to be the representative profile for the corresponding
hour.

The main strategy of the experiment aims to enable a
retrieval of the plane-parallel horizontal and the vertical
velocity components, u and w (ms~!), in a vertical cross-
section above the runway of each airport. As displayed in
Fig. 2, this is achieved by range height indicator (RHI)
scanning patterns performed by each lidar. Here, the lidar
points horizontally to the complementing lidar (lidari: o =
@, lidary: o = ¢ 4 180°, with 6 = 0° orientation in the direc-
tion of ¢) and then performs a continuous scan by changing
6 (lidary: from 6 =0 to 150°, lidary: 6 = 180 to 30°). The
accuracy of the horizontal (azimuth) alignment was ensured
by a hard-target calibration of each lidar at the start of the
campaigns. We utilize a retrieval to estimate # and w from
overlapping RHI scans of the two lidars in the vertical cross-
section above the runway. The retrieval combines v values
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Table 3. Hourly returning schedule (* starting each hour at MM:SS)
of the RHI scan configurations during the Vaksinen and Starmoen
campaign.

Return  Dryp Uscan Tint A0 Dscan

Site . o .— °
* min) Cs7H s O ()
10:00 10 1.0 05 05 150.0
Vaksinen 20:00 10 1.0 1.0 1.0 150.0
30:00 10 4.0 05 20 37.5
Starmoen  00:00 50 2.0 0.5 1.0 80.0

of the two lidars with different polar coordinate systems and
achieves # and w values on a Cartesian grid (see Fig. 2).
We document further details of this retrieval method and its
shortcomings in Sect. 3.

Convection is a dynamic process, which may rapidly mod-
ify u and w on short timescales and small spatial scales. It
is therefore an important goal of this study to investigate the
combination of temporal and spatial RHI scan resolution that
accurately captures the development of the convective circu-
lation. The combination of the following parameters deter-
mines the temporal and spatial resolution of a single RHI
scan. The scan speed, vscan (° s~1), determines the duration,
Dycan (), of a single RHI scan, which spans a certain range of
6 (i.e., 150° from 6 = 30° to & = 180°). The product of vscan
and the integration time, Tiy (s), of the Doppler velocities
that contribute to a single v, values determines the angular
resolution, A6 (°), of the RHI scan.

High angular (spatial) resolution can be achieved with a
low vgcan at the cost of a long Dicqn and hence a low temporal
resolution when keeping the angular range and Ty constant.
On the other hand, by decreasing Tip, the angular resolution
can be increased without changing vscan and consequently
without sacrificing temporal resolution for covering the same
angular range in a scan. However, short Ty can result in poor
quality of the measured data due to low SNR.

During the two campaigns, we tested different scan-
ning configurations with varying balance between temporal
and spatial resolutions, as well as integration time. These
configurations are summarized in Table 3.

A major goal of the Vaksinen campaign was to evaluate
the ability of different scan configurations to accurately map
convection. At Vaksinen airport, several scanning patterns
with either high temporal or high spatial resolution were run
in sequence within a 1 h return period: first the wind profile
was observed with a DBS scan for 10 min. Then the three
scan configurations introduced in Table 3 were subsequently
scheduled for 10 min each. This was followed by a series
of fixed, out-of-plane RHI and plan position indicator (PPI)
scans for 20 min. These latter scan configurations of the ex-
periment are, however, not relevant for this study and thus
not further described.

https://doi.org/10.5194/amt-16-5103-2023
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Figure 2. Vertical cross-section of the dual-lidar setup utilized during the campaigns at Vaksinen airport and Starmoen airport, respectively.
The transparent red and blue surface areas represent the angular range covered by the RHI scans of the individual lidars, which are represented
by the red and blue boxes. The dark grey dots represent a schematic of the Cartesian retrieval grid. A zoom in on to the polar grid of the two
lidars and the corresponding positions of all vy values used for the retrieval of # and w in an exemplary point (x, z) of the Cartesian grid is

shown on the right-hand side of the figure.

At Starmoen airport, we aimed to study the evolution of
convection more continuously than during the Vaksinen air-
port campaign, utilizing longer Dy, and sampling with only
one scan configuration throughout the campaign (see Ta-
ble 3). The RHI scan configuration is scheduled for 50 min,
followed by a 10 min DBS scan. This schedule is repeated by
each of the two lidars with a return period of 60 min through-
out the campaign. The scan configuration chosen here is
a compromise between the extremes of temporal or spatial
resolution utilized during the Vaksinen campaign.

2.4 The challenges

During both campaigns, we encountered various challenges
that affected the availability and quality of the data. At
the Vaksinen airport site, there were several power outages
that disordered the schedule of lidar-37 (northeastern end of
Vaksinen airport, see Fig. 1), demanding a manual fix on site.
This led to a substantial loss of data during several convective
days, as the failure was first detected after a site visit. Also,
the data download from the internal computer of the lidars
was very slow, which delayed full recovery of the data, pro-
cessing, and the identification of further problems occurring
during the campaign until after the recovery of the instrumen-
tation from the field. Despite the challenges encountered, we
were able to secure representative observations from both li-
dars simultaneously during 1 very convective day (28 May
2021), which will be evaluated and discussed in Sect. 6.

As a consequence of the challenges during the Vaksinen
airport campaign, we developed an upgraded version of our
lidar setup. During the Starmoen campaign, the data were not
only stored on the internal computer of the lidars, but also

https://doi.org/10.5194/amt-16-5103-2023

transferred via “sftp” protocol to a Raspberry Pi 4 Model B!.
The Raspberry Pi was integrated into a remote access sys-
tem developed by the Geophysical Institute, University of
Bergen, and solved the problem of the slow data download.
The remote access system also includes an industrial router,
which enabled real-time data upload and visualization of the
lidar observations on a server provided by the Norwegian Re-
search and Education Cloud (NREC?), as well as a time syn-
chronization of the lidars independent from GPS. This en-
abled us to identify and already fix problems occurring dur-
ing the campaign and ensured that the schedule of the lidar
program was kept throughout the campaign. A future appli-
cation of this remote access system includes, among others,
remote control and programming of the lidar in the field.

Nonetheless, the period of installation at Starmoen airport
was impacted by several precipitation events during the first
half of the campaign, which almost completely depleted the
aerosol content in the boundary layer. This strongly reduced
the SNR obtained by the lidars and hence the reliability of the
observed v. It required several convective days after the pre-
cipitation period for the SNR to increase such that sufficient
data availability of v, for processing and data analysis was
achieved. After the precipitation period during the Starmoen
campaign, mainly 1 convective day (29 July 2022) with weak
synoptic wind and strong fluxes qualified for further detailed
analysis (see Sect. 6).

Lsee https://www.raspberrypi.com (last access: 21 March 2022)
2see https://www.nrec.no (last access: 5 April 2022)

Atmos. Meas. Tech., 16, 5103-5123, 2023
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3 Retrieval of the two-dimensional wind field

To retrieve the # and w wind components for any point (x, z)
in the lidar cross-section at discrete points in time, we com-
bine pre-processed v, fields (see Sect. 4) from both lidars.
The temporal resolution of the retrieved cross-sections is the
same as the temporal resolution of the utilized v, fields. As
we save the v, fields once per 1s or even once per 0.5s (see
Tin in Table 3), we can retrieve u and w fields at any lower
resolution that fits the purpose of interest. The methodology
to estimate # and w from independent v, observations and
the errors connected to the method are documented in the
two subsections below.

3.1 Retrieval principle

At any position (x,z) within the vertical cross-section of
the overlapping RHI scans, v, is related to the instantaneous
u and w components of the real wind projected to the 6-
dependent LOS of the lidar beam,

vr(x,z) =u(x,z)-cosf +w(x,z)-sin 6, (1)

with (x, z) connected to 6 and r by

X cos6 X0
()= )+(5) @
where x( and z( define the relative position of the lidar to
the origin point (0, 0) of the Cartesian coordinate system of
choice for the retrieval. We set the location of the origin point
at the individual ground level of the two sites in the middle
of the two lidars.

To solve Eq. (1) for u and w in the point (x, z), we need to
construct an equation system utilizing at least two observa-
tions of vy, each obtained with an independent 6. Since lidars
do not operate on a Cartesian coordinate system (x, z) but on
individual polar coordinate systems (6, r), there are very few
combinations of 6 and r for the two lidars for which the v,
observations fall into exactly the same point (x, z) in space
(see Fig. 2). Still, retrieving the # and w on a Cartesian in-
stead of a polar retrieval grid is a common approach to merge
the observations of two lidars (e.g., Stawiarski et al., 2013;
Adler et al., 2020; Haid et al., 2020).

Here, instead of using only two independent v, observa-
tions in a single point (x, z), we construct an equation system
(based on Eq. 1), containing all valid v, values (excluding
“not a number” or NaN values) and their individual depen-
dencies on r and 0, from the two lidars within a radius, R,
around the Cartesian point (x, z) of interest (see Fig. 2).

vr1(r1,01) cosf; sinf;

vr2(r2,602) cos@r sinb,
' o " 3)
. - . w

Vrn (s On) cosf, sinb,
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The equation system can also be written in vector and matrix
format.

vy =Nv 4)

If more than two independent v, observations are within R to
construct the equation system, it is over-constrained. To solve
the over-constrained equation system which results from us-
ing R, we apply a least-squares approach (see Lai et al.,
1978; Cherukuru et al., 2015) using matrix inversion:

b= (NTN)_INTvr, )

where ¥ is the best fit of v considering all utilized v, observa-
tions. Note that u and w are only retrieved if there is at least
one valid v; value provided by each lidar within R; other-
wise, # and w are set to NaN in the corresponding Cartesian
grid point.

It is also possible to incorporate v, observations within a
temporal radius, 7}, around the point of interest in time into
the over-constrained equation system discussed above (see
Newsom et al., 2008). Yet, the usage of 7; rather represents
a temporal average of the flow field and is not meaningful
when using instantaneous RHI scans which result from the
temporal interpolation (see Sect. 4.2).

3.2 Retrieval errors and uncertainties

There are several sources of errors and uncertainties, which
need to be considered for dual-lidar retrievals. Many errors
in the single-lidar observation are projected and amplified in
the co-planar, dual-lidar retrieval, e.g., lidar-specific uncorre-
lated noise and systematic error, as well as imprecise azimuth
adjustment or leveling during the lidar setup and calibration
(see, e.g., Stawiarski et al., 2013).

‘We attempt to minimize or avoid the errors and error am-
plifications that are connected to the dual-lidar retrieval. One
prominent error in the dual-lidar retrieval is the temporal
under-sampling error: the observations of v, of the two li-
dars may each correspond to a different state of # and w due
to a difference in the time at which v; was observed by each
lidar. Utilizing v, values which do not correspond to the same
state of # and w in reality will yield retrieved u and w values
that may correspond to neither of the wind fields sampled by
the individual lidar. The magnitude of the temporal under-
sampling error is proportional to the absolute velocity differ-
ence in the flow field at the two time steps the two individual
lidar obtained v, (Stawiarski et al., 2013).

Otime (A1) & [vr1 (11) — vra (2| ()

The time difference, At = |r,—t], is dependent on the spatial
location (x, z) in the dual-lidar cross-section. In Sect. 4.2 we
introduce a processing procedure to minimize the temporal
under-sampling error using instantaneous RHI cross-sections
achieved from temporal interpolation instead of single scans.
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A further reduction of this error can be related to the usage
of R and over-constrained equation systems to retrieve u and
w for each point on the Cartesian grid. Here, temporal errors
caused by small spatial displacement (within R) between two
scans are averaged out.

For certain conditions the equation system (see Eq. 4) is
ill-posed. In the case that the angles 6 and 6, of the two in-
tersecting lidar beams are both close to horizontal or close to
vertical, the v, observations are not really independent. This
is the case for Ax = |0; — 6,], which is either very small or
very large (see Fig. 2). When the two lidars are both point-
ing horizontally, the horizontal component dominates the v,
observations of both lidars and the retrieval error of w is am-
plified. In this case Ay is either large (beams point towards
each other) or small (both beam point in the same direc-
tion horizontally). Mainly vertically pointing beams result in
small Ay and will amplify the retrieval error of u. Yet, with
a sufficiently large Ax, which is the case for our setups, the
point at which the retrieval error of u becomes important is
located above the retrieval grid. The amplification of the re-
trieval error, depending on A x, is defined by the factor oymp
(see Stawiarski et al., 2013):

1

. — 7
sin?(Ax) ? @

i i
Oamp = Oamp * O

where o' is a placeholder for any single- or dual-lidar er-
ror (e.g., the temporal under-sampling error). We remove
all retrieved values of w that correspond to Ay > 150° and
Ax < 30° to avoid strongly amplified single- and dual-lidar
errors in the retrieval, such as those errors discussed in the
paragraphs above.

Utilizing an over-constrained equation system enables
quantifying the uncertainty in the retrieved wind field. The
least-squares retrieval yields the best fit and hence a single
retrieved value i or . By projecting these retrieved & and W
values back onto the LOS (see Eq. 1), which yields a single
value v (i1, w) for each grid point (x, z), we can estimate the
root mean square error, RMSE (m s7h.

N
RMSE = %Z\”r(@urn)—vr(ﬁ’ﬁ)f ®

n=1

The RMSE is estimated on the basis of all N points of v,
within each R. This metric is useful to identify regions where
processes are averaged over the area covered by R on the dis-
crete Cartesian retrieval grid or where the temporal interpo-
lation (Sect. 4.2) is not able to accurately restore the dynamic
behavior of the convective circulation.

4 Processing of dual-scanning lidar observations

Before combining the v; values from the two lidars into the u
and w wind components, the RHI scan data from individual
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instruments require processing. In particular, the data need
to be filtered for noise and erroneous features. After filter-
ing, we apply temporal gap filling using interpolation by re-
placing discarded data points, and achieve instantaneous RHI
scans with an increased temporal resolution.

4.1 Radial velocity filtering

We apply v, data filtering to all utilized lidar scanning pat-
terns (RHI and DBS). In a first step, we remove all v; ob-
servations with absolute values exceeding 30ms™!, as they
are unrealistically high for convective conditions. Further,
we have observed three types of problems with the data:
individual data points with noise; larger irregular “streak”
patterns in the RHI scans, which can be associated with
range-folded ambiguities as described by Bonin and Brewer
(2017); and irregular patterns, which result from interaction
with obstacles. For the retrieval (Sect. 3) to work, it is critical
to remove the areas with points that correspond to these erro-
neous features and large spatial patches of noise. We address
these problems by using the Density-Based Spatial Cluster-
ing of Applications with Noise (DBSCAN) algorithm, which
was previously used by Alcayaga (2020) to filter PPI scans
of Doppler lidar observations. In contrast to conventional fil-
ters, this clustering algorithm does not apply a fixed threshold
to either SNR or v;. Instead, the DBSCAN algorithm detects
clusters of dense data points characterized by both v, and
SNR. Therefore, it can distinguish between reasonable v, ob-
servations and noise in the same SNR range. This allows for
the recovery of reliable v, values for SNR values even below
—30dB, which would be lost if the SNR threshold of —27 dB
that is suggested by the lidar manufacturer (Leosphere) were
applied.

We use the implementation of the DBSCAN algorithm in
the “scipy” Python package (Virtanen et al., 2020) to identify
clusters of data points in the SNR—v; space. Figure 3 displays
the application of the DBSCAN filter for one example RHI
scan obtained during the Starmoen campaign on 29 July 2022
starting at 14:20 UTC.

Here, v, is scattered against SNR and data points which are
identified as reasonable by the DBSCAN filter (dense scat-
terers) are highlighted in blue, while data points identified as
noise (rarefied scatterers) are displayed in grey. In addition,
we highlighted scatterers in mint that correspond to features
in the scan, though it should be noted that here these features
fall into the same rarefied DBSCAN cluster as the noise.

The DBSCAN algorithm clusters scatterers as dense (clus-
ter) or non-dense (noise) depending on a density radius, €,
and minimum number of samples, 7gample. Our criterion for
choosing a combination of € and nsampre Was, apart from the
noise, that only one main cluster was identified and any sec-
ondary cluster needed to be separated from that main cluster
by at least 3e. The same € and ngample need to fulfill this cri-
terion for all scans of the same sample size and hence for all
scans using the same scan configuration. To determine the
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Figure 3. Scatter of vy against SNR, with a DBSCAN-identified
cluster of dense scatterers (valid vy) marked in blue, rarefied scat-
terers (noise) marked in grey, and rarefied scatterers correspond-
ing to features marked in mint. The number of points (and the
percentage relative to all data) classified as noise (Npojse, grey), fea-
tures (Nfeatures, mint), and clusters of reasonable points (N¢ygters
blue) are documented in the upper left corner. The dashed red line
indicates the —27 dB SNR threshold. Values of vy corresponding to
SNR values below this line are discarded by the SNR filter. NgNR
(red) corresponds to the number of points (and percentage relative
to all data) recovered by the SNR filter, while Nejyster. 5 45 (blue)
and Nypjse. o7 45 (grey) correspond to the number of scatterers (and
percentage relative to all data) recovered by the SNR filter but at-
tributed to the points corresponding to noise and reasonable values
by the DBSCAN filter, respectively.

parameters for each scan configuration, we kept € constant
and adjusted ngmple according to the change in absolute sam-
ple size. For RHI scans the DBSCAN algorithm with cor-
responding € and ngample Was applied to each cross-section
individually, while for the DBS scans, the DBSCAN algo-
rithm was applied to the 10 min time series of each beam
direction individually. Specific to the number of points sam-
pled in the RHI scan presented here, we apply € = 0.6 and
Nsample = 150.

For the example displayed in Fig. 3, the DBSCAN algo-
rithm identifies a cluster of v, values as reasonable, which
makes up 62 % of the observed data points. The remain-
ing 38 % of the data points are classified as noise (36 %)
or features (2 %), such as range-folded ambiguities (Bonin
and Brewer, 2017), obstacles, and clouds. The majority of
noise identified by the DBSCAN algorithm (31 %) is evident
just below SNR = —27dB, where v, fluctuates +30ms .
In order to remove noise from the v, data the conventional
SNR threshold is therefore reasonably set to —27 dB. How-
ever, when applying the SNR threshold filter to the RHI scan,
only 19 % of the v, values are kept and a large amount of
data identified as reasonable by the DBSCAN filter (48 %)
are discarded. Further, only 14 % of the data points are both
above the SNR threshold and within the cluster identified as
reasonable by the DBSCAN algorithm, while 5 % of the data
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points which are above the SNR threshold are classified as
noise (3 %) or irregular erroneous features and clouds (2 %).

Figure 4 shows the RHI cross-sections of v, values
(Fig. 4a) and SNR values (Fig. 4b) that are scattered against
each other in Fig. 3, as well as the filtered v, values using
the SNR threshold (Fig. 4c) and using the DBSCAN algo-
rithm (Fig. 4d). This depiction allows us to investigate the
ability of the SNR threshold filter as well as the DBSCAN
filter to discard noise and erroneous features, while retaining
valid data points. The situation captured on 29 July 2022 at
Starmoen by this RHI scan is convective and rather complex,
which is evident mainly from the convergence of the horizon-
tal velocity close to the surface around the x = —1km hor-
izontal of distance mark, visible in the non-filtered v, data
(Fig. 4a). The obtained SNR is very low (below —27dB)
both close to lidar and at a larger range (Fig. 4b). For r be-
yond &~ 2 km distance from the lidar the originally observed
vy values (Fig. 4a) are irregular and noisy, while they appear
rather regular close to the lidar despite the comparable low
SNR (Fig. 4b). Only for r between 0.8 and 1.8 km from the
lidar is the SNR increased overall. Additionally, several fea-
tures of partially irregular v, values, which correspond to lo-
cal, strongly increased SNR, are visible (Fig. 4b). We iden-
tify range-folded ambiguities around (x,z) = (1.0,0.5) and
(x,z) =(—3.0,0.5) km, a physical obstacle which blocks
the LOS around (x, z) = (—1.2,0.0) km, and a cloud around
(x,z) = (—2.0,2.3) km. These features are also apparent in
the vy values (Fig. 4a) and highlighted in mint in the RHI
cross-section with the DBSCAN filter applied (Fig. 4d).

The SNR threshold filter (Fig. 4c) removes a large number
of vy values within a 1 km radius around the lidar and at r
larger than 2 km from the lidar. Yet, erroneous v; values cor-
responding to range-folded ambiguities are not filtered out.
On the basis of the remaining v, data, the convective circu-
lation is hardly recognizable. The RHI scan observed during
the same time period from the complementary lidar experi-
ences a similar extreme reduction of v, values when applying
the SNR threshold filter (not shown here). As a consequence
the region of valid overlapping v; is even more reduced and
will yield an even less valuable retrieval of u and w after
applying the SNR threshold filter.

The DBSCAN filter (Fig. 4d), on the other hand, success-
fully removes noise, which is clearly evident in the non-
filtered v, observations (Fig. 4a) at r > 2 km from the lidar.
Reasonable v, values with SNR < —27 dB, which follow the
same radial velocity patterns as the surrounding non-noisy
points that are above the —27 dB threshold, are not filtered
close to the lidar or at larger distances. In contrast to the SNR
threshold filter (Fig. 4c) the information about the convective
flow field is retained by the DBSCAN filter (Fig. 4d). The
small number of points attributed to noise above —27 dB by
the DBSCAN algorithm (3 %) are distributed over the cross-
section and therefore have no relevance for the retrieval per-
formance. Here, a sufficient number of valid v, values are
within R for most Cartesian points covering the convective
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Figure 4. Sample RHI scan from the Starmoen campaign on 29 July 2022 at 14:20 UTC with (a) observed vy, (b) observed SNR, (c) filtered
vr using an SNR threshold, and (d) filtered vy using the DBSCAN clustering algorithm. Grey areas correspond to filtered values flagged as
NaN by the (¢) SNR threshold filter or the (d) DBSCAN filter. Features also flagged as NaN by the DBSCAN filter are highlighted in mint.

circulation. Further, most range-folded ambiguities and fea-
tures caused by blocking of LOS by obstacles are removed
from the data. Unfortunately, this also includes parts of the
data points obtained within clouds, which is of interest for the
convective circulation. Still, the gain of retained data points
corresponding to the convective circulation (48 %) within the
boundary layer outweighs the loss of data points within the
cloud (< 2 %) at the edge of the circulation achieved by the
DBSCAN filter.

The example presented in Figs. 3 and 4 corresponds to
conditions with comparably low aerosol content due to pre-
ceding periods with precipitation during the Starmoen cam-
paign. Considering the composite of relevant RHI scans
throughout the convective day at Starmoen (29 July 2022)
which is presented in this study, the DBSCAN filter discards
61 % (and retains 39 %) of data points, while the SNR fil-
ter discards 85 % (and retains only 15 %) of data points. The
lower recovery rates compared to the presented example are
mainly due to lower boundary layer depths at earlier hours
during the day (see Sects. 5.1 and 6.1). During the Vaksinen
campaign, we did not sample any precipitation event in the
period prior to the convective day, which is presented as an
example case in this study. As a consequence, aerosols could
accumulate in the boundary layer, and SNR was compara-
bly high. Filtering by DBSCAN (discarded: 38 %, retained:
62 %) and SNR threshold (discarded: 60 %, retained: 40 %)
yielded comparably lower rates of removal for the evaluated
convective day at Vaksinen (28 May 2021). Even lower and
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more similar removal rates are found for the DBSCAN filter
(discarded: 19 %, retained: 81 %) and the SNR threshold fil-
ter (discarded: 23 %, retained: 77 %) on 28 May 2021 when
considering only the filtered values within the boundary layer
(for boundary layer depth estimation see Sect. 5.1). Here, the
DBSCAN filter outperforms the SNR threshold filter, mainly
by removing noise and range-folded ambiguities which are
also present at SNR > —27 dB.

Due to the improved data quality and availability, we
prepare the v, data for further processing by applying the
DBSCAN filter to each RHI scan (and DBS scan series)
throughout the evaluated convective days of both campaigns.
Since the DBSCAN algorithm is relatively costly in terms
of computational power, we store the filtered data in hourly
NetCDF files, along with the other relevant variables ob-
served by the lidar. This dataset is utilized in the following
processing step.

4.2 Temporal interpolation

Dependent on the scan configuration (Table 3), each indi-
vidual RHI scan takes a few tens of seconds up to 2.5 min.
Consequently, the RHI scans used for the reconstruction of
the wind field between the two lidars are not instantaneous
snapshots of the radial velocity field. Only the observations
along the beam of a single € correspond to the same time step
within the same RHI scan. Even if the RHI scans of the two
lidars are perfectly synchronized, only a very small number
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of spatially overlapping points in the cross-section (see Fig. 2
and Rohner and Traumner, 2013) are observed without any
time lag between the two lidars. For any fixed point in the
overlap of the lidar scans, the maximum possible time differ-
ence between observations by each lidar is bound by Dgcap. If
the time difference is considerably large, the convective wind
field observed as v; at a certain point in the cross-section by
one lidar can strongly differ from the wind field observed by
the complementing lidar. Such temporal deviation of the v,
observations in a given point propagates and is amplified as
a temporal under-sampling error in the retrieval of u and w
(see Sect. 3.2).

To reduce the impact of the temporally induced error,
we test the usage of an instantaneous lidar cross-section,
achieved by temporal interpolation. For that, we interpolate
linearly between each v(r,0,t) and v (r,6, + Dscan), lo-
cated in the same position in space (r,6) yet at the time of
the next scan (f 4+ Dscan). The highest time resolution of the
interpolated grid corresponds to one RHI cross-section every
Tscan Of the respective scan configuration (see Table 3). From
an interpolated array of vy values (with three dimensions: 6,
r, t) we can now extract instantaneous cross-sections, where
all v, values correspond to one specific time stamp. Only val-
ues corresponding to one single 6 are actually observed by
the lidar in this scan, and the remaining values are a result of
the interpolation. A big advantage of the temporal interpola-
tion is that we can utilize cross-sections from the two lidars
that correspond to the exact same 7. Hence, when using tem-
poral interpolation, perfect synchronization of the RHI scans
of the two lidars is not required. The v, values will still be
most accurate around the € that is observed at the time step
to which the instantaneous scan is interpolated. Synchroniza-
tion of the lidar scans mainly achieves a line of no time lag lo-
cated along the vertical profile above the mid-point between
the two lidars. Yet, convective eddies are not necessarily lo-
cated directly in the middle of the lidars.

To demonstrate how the maximum possible error of the
interpolated scan compares to the maximum possible error
between non-interpolated, consecutive scans, we create an
interpolated series. To achieve this, we interpolate between
every second RHI scan obtained. Here, we actually create
two interpolated series based on both the odd and even RHI
scans to double the number of interpolated cross-sections.
From both of these interpolated series we extract the v, val-
ues that correspond to 6(¢) of the RHI scans, which are not
used to create an interpolated series. Thus, we can estimate
the average difference between an interpolated and the con-
trol RHI scan to quantify the error in the interpolated series,
eint. It should be mentioned that ej,¢ is conservative, as the
real interpolation is performed for only the half-time-step of
the presented validation method. Also, in contrast to an in-
stantaneous cross-section, here all extracted v, values from
the interpolated series correspond to the maximum time lag
within the cross-section, which is Dgcap.
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Figure 5. Maximum estimates of the temporal under-sampling er-
rors for consecutive RHI scans (econ) and for every second RHI
scan (eskijp) as well as the temporal interpolation error (ejn) at
(a) the Vaksinen site on 28 May 2021 between 07:00 and 19:00 UTC
and at (b) the Starmoen site on 29 July 2022 between 07:00 and
19:00 UTC. For both sites, the error reduction of econ and ejy rel-
ative to the largest expected error eg;p is also displayed with trian-
gles on a secondary right-bound y axis.

In a next step, we want to investigate the difference of
eint compared to the conservative temporal under-sampling
error of the corresponding RHI scan series. We expect the
maximum temporal under-sampling error for points where
vy values are measured with the maximum possible time lag
of Dgcan between the data points of two synchronized RHI
scans. The average difference between two consecutive scans
therefore gives an estimate of the maximum expected tempo-
ral under-sampling error, econ, of the RHI scan series. In addi-
tion to econ, We also estimate the temporal under-sampling er-
ror, merged for odd and evenly skipped RHI scan series, eskip,
which is the RHI scan resolution (~ 2 Dgcan) We used to es-
timate the interpolated series on which ejy is based. Figure 5
shows time series of these three error estimates eskip, €con»
and ejn;, how much ejy¢ decreases in comparison to e¢on, and
how both of these error estimates behave in comparison to
eskip for two cases at the Starmoen and the Vaksinen site. We
only consider values of the RHI scans which are within the
boundary layer and hence below the boundary layer depth;
see Sect. 5.1.

For the case on 28 May 2021 at the Vaksinen site (Fig. 5),
the error estimates correspond to the scan configuration with
the highest temporal scan resolution (Dgcan = 37.5's). Unfor-
tunately, the other two scan configurations (see Table 3) uti-
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lized during the Vaksinen campaign do not provide a suffi-
cient number of RHI scans to estimate a representative esti-
mate of ejp.

With enhanced convective activity during the daytime
hours, all three error estimates on 28 May 2021 (Fig. 5a)
generally increase from 07:00 until 16:00 UTC. Within the
early hours of the day (07:00-09:00 UTC), the average to-
tal error between consecutive scans is low (~0.5ms™!) and
increases to ~1.5ms~! at the peak of the convective ac-
tivity (15:00-16:00 UTC). Over the course of the day, econ
improves by 2 %-10 % compared to eskip, While ejy is con-
sistently reduced by at least 10 % and up to 25 % compared
to eskip- The improvement of egy;p is approximately ~ 15 %
larger when using interpolation instead of a doubled time res-
olution throughout almost the whole convective day.

In comparison to the temporal error series displayed for
the Vaksinen site (Fig. 5a), each RHI scan utilized to estimate
the temporal error at the Starmoen site (Fig. 5b) takes ap-
proximately twice as long to complete (Dgcan = 80's). Over-
all, temporal under-sampling errors estimated for the con-
vective day at Starmoen (Fig. 5b) are larger than at Vaksi-
nen (Fig. 5a). Also, all error estimates sampled on 29 July
2023 (Fig. 5b) reach their peak about 2h earlier (between
13:00 and 14:00 UTC), exceeding 2msL. Here, error re-
duction by simply doubling the temporal resolution of the
RHI scans is negligible (< 5 %). Strikingly, temporal interpo-
lation strongly reduces the temporal under-sampling errors.
For each displayed hour, ejp; corresponds to less than half of
the amount estimated for egip and econ.

The much stronger error reduction by temporal interpo-
lation for the Starmoen compared to the Vaksinen case can
be partially linked to the longer (Dyyn = 50 min) and hence
more continuous RHI series at Starmoen. The representation
of individual convective structure dynamics potentially also
benefits more from temporal interpolation for the Starmoen
than for the Vaksinen case. Given that in both evaluated cases
(Fig. 5a and b) the interpolation consistently reduces the tem-
poral under-sampling errors (eskip and econ) and that it has
a larger improving effect than simply increasing (here dou-
bling) the time resolution, we utilize interpolated instanta-
neous RHI scan series for all further processing steps.

5 Convective boundary layer parameters

In addition to the retrieval of the two-dimensional velocity
field (i, w), we estimate several boundary layer parameters
based on complementary measurements from the lidars, the
SEBS, and the AWS, but also from further processing the
retrieved velocity field.

5.1 Boundary layer depth

We estimate the boundary layer depth on the basis of the
derivative of unprocessed SNR with altitude. For both cam-
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paigns, the lidars are scheduled to obtain mainly RHI cross-
sections. With Eq. (2) we can estimate the z coordinate cor-
responding to each SNR(#, r) value and collapse all SNR
values of a RHI cross-section to a single profile. We further
average the profile for altitude bins of 25 m. For the bound-
ary layer depth estimate, we distinguish between clear-sky
and cloud-topped boundary layers.

For clear sky, relatively increased SNR values are usually
connected to an increased number of aerosol particles in the
air. Convection usually enhances the transport of aerosols
(Kunkel et al., 1977), and hence aerosol particles are usu-
ally more numerous in the convective boundary layer than
in the free atmosphere aloft. Hence, at the border between
the boundary layer and free atmosphere, a strong decrease
in SNR is usually observed. The height at which we identify
the strongest decrease in SNR with height is therefore esti-
mated to be the “clear-sky” or “dry” boundary layer height
(ma.s.l.). We define the clear-sky boundary layer depth as
the distance between the surface and the clear-sky boundary
layer height.

For atmospheric conditions in which convective clouds
form, we expect the SNR to rapidly increase at the cloud
base, as cloud droplets reflect the lidar beam even more
strongly than aerosol particles. Usually the lidar beam is ab-
sorbed after it penetrates a few range gates into the cloud
and SNR strongly decreases again. During convective con-
ditions with clouds, we assume the convective cloud-base
height to be the upper limit of the boundary layer. We identify
the cloud-base height at the altitude, where SNR increases
the most strongly with height. We define the cloud-topped
boundary layer depth as the distance from the surface to the
cloud-base height.

5.2 Turbulent surface heat fluxes

The eddy covariance instrumentation of the SEBS, utilized
in both campaigns, provides measurements of the three-
dimensional wind vector, (u, v, w) (m s_]), the sonic tem-
perature, Ty (°C), and the specific humidity, ¢ (kgkg™!), at
20 Hz time resolution. From the time series of w, Tg, and ¢,
we extract the fluctuations w’, 7}, and ¢’ by removing the
30 min average from the measured time series. Then we es-
timate the 30 min averaged sensible heat flux, Hs (based on
Stull, 1988):

H = pair - Cp- w'Ty, ©)

with the heat capacity of air ¢;, = 1003.5] kg~! K~ ! and the
covariance of w’ and 7} averaged over a 30 min interval.
We further estimate the 30 min averaged latent heat flux, H,
(based on Stull, 1988):

He = pairLy - w'q’, (10)

with the density of air, p,ir ~ 1.25kg m~3, and the latent heat
of water, Ly = 2264.705 x 10°7J kg*l. The covariance of w’
and ¢’ is also averaged over the 30 min interval.
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5.3 Flux Richardson number

In the unstably stratified boundary layer, the source of tur-
bulence generation is either buoyancy or shear. The dimen-
sionless ratio of these two terms is defined as the Richardson
number. With our setup, the assumption of horizontal homo-
geneity, and neglecting subsidence, we can estimate the near-
surface flux Richardson number, Rif (based on Stull, 1988):

_8. w' T/
Rif = 0 : an

AU AT
' 3E| + [o7w 4E |

where ¢ =9.81ms™! is the Earth’s gravitational accelera-
tion constant and T}, u’, v/, and w’ are fluctuations relative
to the 30 min average values u, v, w, and i of the series
measured by the SEBS. The sonic anemometer was installed
3 m above the surface and § was estimated on the basis of Ty
utilizing the pressure, p (hPa), measured by the AWS. The
30 min average vertical gradients, % and g, are estimated
from the profile measurements of # and v (gradient between
cup anemometers and wind vanes installed at 2 and 4 m).

Only for negative Rir is turbulence generated by buoy-
ancy, while for positive Rif buoyancy suppresses turbulence.
For Rif ~ —1, production of turbulence is balanced between
buoyancy and shear, while buoyancy dominates the turbu-
lence generation for Rif < —1.

5.4 Convective updraft location

Buoyancy is also the generating mechanism for the convec-
tive circulation, which represents the largest eddies in the
boundary layer. Convective (buoyant) motion is initiated due
to horizontal density anomalies (see Jeevanjee and Romps,
2015). Locally reduced density at the surface (e.g., by a local
temperature increase) results in upward motion of air (buoy-
ant updraft), which is compensated for by a horizontal flow
towards the updraft region (horizontal convergence). Conse-
quently, we can utilize the retrieved velocity fields of u(x, z)
and w(x,z) to identify the presence and the location, xyp,
of a convective updraft. Generally two conditions need to
be met within the lowest hundreds of meters for the pres-
ence of a convective updraft at xyp: a sufficient updraft ve-
locity w(x) > 0.5ms~! and a negative horizontal divergence
%(x) < 0s~!. As an additional condition, turbulence gener-
ation should not be suppressed by buoyancy (Rif < 0) during
the corresponding time.

6 Two convective case studies

We demonstrate the potential of dual-lidar observations and
retrieval for studying convection on the basis of data col-
lected during two convective days. Each day corresponds to
one of the campaigns at Vaksinen and Starmoen airport. The
cases represent a variety of scan configurations, surrounding
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terrain, and meteorological conditions. Considering the chal-
lenges during the two campaigns (see Sect. 2.4), the two days
of choice (28 May 2021 and 29 July 2022) provide the most
robust observations, namely those with the most favorable
convective conditions and highest data availability during
each of the campaigns. It should be noted that these two ex-
amples are a proof of concept for the potential of the dual-
lidar approach to study convection. A generalization of the
presented findings for a wide range of convective conditions
will require longer observational periods.

6.1 Meteorological conditions and energy balance

Though obtained in May 2021 and July 2022 at different lo-
cations, the incoming shortwave radiation, SW (W m’z),
is of similar magnitude for both evaluated days (clear sky:
SW | max &~ 750 W m~2, shown in Fig. 6). Both cases show
a diurnal cycle in temperature, humidity, and wind, which is
slightly lagged with respect to the SW series. Compared
to the case shown for the Vaksinen site, the near-surface
wind is slightly weaker and the diurnal temperature ampli-
tude is larger at the Starmoen site. As a consequence, the
turbulence generation during hours of net radiative forcing is
mainly buoyancy-dominated (Rif < —1) at Starmoen, while
at Vaksinen turbulence generation is rather balanced between
buoyancy and shear (Rif & —1). Despite the different forc-
ing mechanisms for turbulence generation, the sensible and
latent turbulent surface heat fluxes are of comparable magni-
tude for both cases displayed in Fig. 6.

Throughout both days, we observe a net radiative forcing
of up to 490 W m~—2 at the Vaksinen site and up to 460 W m—2
at the Starmoen site (see Fig. 6). The latent and sensible heat
fluxes make up ca. 55 % and ca. 60 % of the net radiation
forcing at the Vaksinen and the Starmoen site, respectively.
A maximum residuum of ca. 225W m~2 at Vaksinen and
180 Wm™2 at Starmoen remains around the period of peak
net radiative forcing. The main part of this residuum is usu-
ally compensated for by the ground heat flux (not measured
here), which can reach values of the order of a few hundred
Watts per square meter (Wm™2) (e.g., Arya, 2001). Still,
large convective eddies, which are nearly stationary over the
averaging period of the turbulent flux (30 min), may con-
tribute substantially to the energy transport away from the
surface. The contribution of such large eddies is not neces-
sarily captured by the turbulent surface heat fluxes. With the
dual-lidar setup, on the other hand, we can get a qualitative
estimate of the larger-scale flow patterns and their evolution.

The wind speed and direction profiles reconstructed from
the DBS scans and the boundary layer depth estimated from
SNR profiles based on composites of all RHI scans already
give a good overview of the predominating state of the circu-
lation over the two chosen days (Fig. 6, two lower rows).
Similar to the surface wind, wind speed is also increased
throughout the whole profile at the Vaksinen site compared
to the Starmoen site, in particular during the convective hours
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Figure 6. Diurnal cycle of temperature, humidity, and surface wind barbs (short feathers: Ims~!, long feathers: 2ms—!) measured by
AWS, incoming () and outgoing (1) longwave (LW) and shortwave (SW) radiation, net radiation, turbulent sensible (Hs) and latent heat
(He) fluxes measured and estimated from SEBS measurements, temporal evolution of wind speed (ws) and wind direction (wd) profiles,
and boundary layer depth (bl depth; m above the surface) from lidar observations during two convective days. Left panels: observations at
Vaksinen airport (28 May 2021); right panels: observations at Starmoen airport (29 July 2022).

of the day (Fig. 6). Wind direction changes substantially both
in time and with altitude at the Vaksinen site, turning from
southerly to southwesterly (almost parallel to the airstrip)
in the boundary layer during the convectively active hours.
Above the boundary layer, wind direction turns towards north
and later on towards east. At Starmoen, wind is mostly from
south to southwesterly directions over the whole day and ob-
served altitude range, which is almost perpendicular to the
airstrip. The most striking difference between the two cases
is the large difference in boundary layer depth. At the Vaksi-
nen site the boundary layer is quite shallow and reaches only
a few hundred meters of depth. At Starmoen, on the other
hand, the boundary layer rises up to more than 2000 m over
the course of the day, also yielding the possibility of compa-
rably deeper convective circulation.

6.2 Dual-lidar approach for a clear-sky case of
convection

We demonstrate the reconstruction of the flow field (u, w)
in the cross-section between the two lidars from the tempo-
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rally interpolated v, fields (one snapshot) during the Vaksi-
nen airport campaign (28 May 2021 between 15:00 and
16:00 UTC), which is displayed in Fig. 7. The interpolated
vy values in the RHI scans (Fig. 7a—f) correspond to the time
step which is exactly at the middle of each individual scan
configuration period.

Despite a time difference of 10 and 20 min between the
different scan configurations, all retrieved fields of # and w
indicate the presence of a convective updraft, triggered at
around x = 200 (Fig. 7g-1). With the retrieved u and w fields
and on the basis of the method introduced in Sect. 5.4, we
estimated xyp, where the convective updrafts originate at the
surface. Figure 8 visualizes the identification process applied
to the three retrieved u and v fields which are presented in
Fig. 7. Here, the height-averaged w (over the lowest 150 m)
reaches a local maximum (w > 0.5ms~!) and u converges
(reverses sign from positive to negative with increasing x:
ﬁ—)’j) within the grey shaded area for the three tested scan con-
figurations. This area is in fact located around the x =200
mark (Fig. 8d-f).
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Figure 7. Filtered and temporally interpolated vy observations, retrieval, and retrieval error obtained for 28 May 2021 between 15:00 and
16:00 UTC at Vaksinen airport. The location of the utilized lidars is indicated by white squares with a black border just above the surface,
with lidar| in the negative and lidar; in the positive x domain in each of the panels. The three columns correspond to the three different scan
configurations with configuration-specific A@, Dscan, and ¢ (instantaneous cross-section). Each row corresponds to one relevant variable. The
first row (a—c) shows processed, instantaneous vy fields from lidar-37 (here lidary ). The second row (d—f) shows processed, instantaneous vy
fields from lidar-40 (here lidar,). The third row (g-i) shows the retrieved w field. The fourth row (j-1) shows the retrieved u field, and the

fifth row (m—o0) shows the retrieval RMSE field.

For all three scan configurations the maximum w and min-
imum A“ fall into almost the same point (xyp) at x =230m,
x =200m, and x =200 m. Given the meteorological back-
ground conditions (see Sect. 6.1 and Fig. 6), buoyancy con-
tributes to the turbulence generation (Rif < 0) and can be
considered the main driver for the observed circulation pat-
terns. Horizontal velocity divergence is expected at the upper
edge of the convective updraft to compensate for the upward
motion of air. A divergent behavior is, in fact, evident in all
three retrieved u fields (Fig. 7j-1) but much weaker than the
near-surface convergence. Similar to what was observed by
Kunkel et al. (1977), the updraft is attached to the surface and
has more of a plume-like character, while at higher altitudes
“bubbles” of increased vertical velocities seem to detach.

The near-surface horizontal velocity convergence around
x =200m is already well captured by the v, fields obtained
by lidar-37, which is located at x = —335m (Fig. 7a—c).
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The lidars’s beam is oriented almost horizontal relative to
the near-surface flow field, relevant to the convective updraft
and convergence region. Here, angular or spatial resolution
does not matter, since even the lowest angular resolution of
2.0° (Fig. 7c) sufficiently captures all relevant features of the
horizontal flow. Lidar-40 is located at x = 335 m, which is
comparably close to the convective updraft region around
x =200m, for all three scan configurations. The region of
horizontal velocity convergence, which is not exactly located
above lidar-40, is also evident in the horizontally pointing
beams (Fig. 7d—f, j-1). Yet here, the updraft strongly con-
tributes to the v, signal of the vertically or close to vertically
pointing beams (Fig. 7d-i).

Within the convectively active region, the RMSE is re-
markably similar for all three scan configurations (Fig. 7m—
0). It is increased close to the updraft region near the sur-
face (x =200, z < 100). The main cause of this increased
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Figure 8. Averaged near-surface (< 150 m) horizontal divergence. The first row (a—c) shows u and the second row (d-f) shows w estimates
to visualize the identification process for the near-surface updraft location, x. The three columns correspond to the three different scan
configurations with configuration-specific A6, Dscan, and ¢ (instantaneous cross-section).

RMSE is an erroneous estimate of the large w component
in the near-surface region. The w contribution to the ob-
served vy is negligible, since here both lidars observe v, with
predominantly horizontally pointing beams (ill-posed in w).
This issue was already addressed by removing any ill-posed
w values from the retrieved field (see Sect. 3.2). Above the
downdraft region, a larger area of increased RMSE is present
for all three scan configurations (upper left corner of the dis-
played retrieval grid). Here SNR values are decreased (not
shown); hence, fewer v, values are available for the retrieval.
The boundary layer depth is horizontally inhomogeneous and
particularly increased above the updraft. Hence, the convec-
tive updraft directly drives the boundary layer deepening,
while the downdraft entrains clear air from the free atmo-
sphere, where uncertainty in the lidar retrieval rapidly in-
creases. Due to its rapid transport of aerosols through the at-
mosphere, the convective updraft is consequently well suited
to be observed with a Doppler lidar.

6.3 Development of a cloud-topped convective
structure

During the Starmoen campaign, we captured a convective
day with comparable temperature and humidity develop-
ment, as well as radiation and turbulent fluxes (Fig. 6). The
main differences to the convective day investigated from the
Vaksinen campaign are the increased depth of the boundary
layer and the formation of convective clouds in the after-
noon. The presence of clouds at Starmoen airport on the
day of interest is evident from the periods of strongly re-
duced values of SW during the afternoon (see Fig. 6). From
ca. 13:00 until 14:00 UTC, SW rapidly fluctuates between
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Figure 9. Cloud observed over Starmoen airport on 29 July 2022 at
14:23UTC

diffuse (cloud-shadowed) and nearly clear-sky values, indi-
cating the presence of nonstationary and rather small-scale
clouds. From ca. 14:00 to 15:00 UTC, the pyranometer was
continuously shadowed by a larger, more stationary cloud
(see Fig. 9). At the time the photo in Fig. 9 was taken, the
shadow of the cloud covered the entire airfield, though the
lidars only capture a finite slice of this cloud within the
scanned cross-section as a strong, local increase in SNR at
the cloud base.

We estimate the fields of u and w in the vertical cross-
section between the lidar on the basis of instantaneous
RHI scans (see Sect. 4.2) every 4min from 14:04 un-
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til 14:32 UTC. These fields, as well as the corresponding
streamlines and an indication of the cloud base as SNR con-
tours (SNR > —10dB), are displayed in Fig. 10.

The initial velocity fields and streamlines show only weak
signs of convection. The velocity patterns indicate predom-
inantly turbulent flow with small-scale fluctuations and no
clear convective pattern (Fig. 10a—c). An indication of a
cloud is visible above the weak updraft region, which is pos-
sibly a remnant of an earlier convective circulation. As time
progresses, the velocity clusters intensify, dividing into up-
draft and downdraft regions (Fig. 10d). Also, the stream-
lines imply a clearer organization of the flow (Fig. 10f) with
less impact of localized and small-scale turbulence indicat-
ing the onset of a new, emerging convective circulation. Here,
the maximum updraft velocity, w[TnaX, reaches 2.1 ms~!. The
updraft terminates just below the cloud base and spans the
whole depth of the cloud-topped boundary layer.

The subsequent time steps show further intensification of
the updraft and downdraft (Fig. 10g-1), where a converging
horizontal velocity pattern in the lower levels focuses into
the convective stream into a narrow core of maximum up-
draft velocity with plume-like characteristics (xyp = —0.6),
as also observed by Kunkel et al. (1977). Just below the
cloud, a diverging horizontal velocity pattern (Fig. 10h, k)
drives the widening of the convective updraft (Fig. 10g, j).
Interestingly, the width of the convective stream (Fig. 10i, 1)
is conserved over the altitude range where horizontal conver-
gence dominates. Here, the streamlines are tilted towards the
left-hand side of the cross-section. At 14:12 UTC, w,tm =
2.9ms~! reaches the maximum value of the displayed se-
ries and slightly declines to w,Im =2.8ms !at 14:16 UTC.
Here, the updraft cluster (Fig. 10j) is widened substantially in
comparison to the preceding time step (Fig. 10g) and spans
over nearly the entire width of the cross-section, which is
now too narrow and would require Ax (see Table 2) to nearly
double to document the complete convective circulation pat-
tern.

The convective circulation further weakens, as entrain-
ment of environmental air and drag forces counteract the
effective buoyancy in the following time steps (Fig. 10m—
x). The thin core of maximum velocity vanishes and the up-
draft loses its predominantly plume-like character. Here, the
buoyant forcing of the convection begins to break down and
only inertia maintains the circulation (see, e.g., Jeevanjee and
Romps, 2016). In the last displayed time step (Fig. 10v—x),
the cloud is still present, though with no further support from
below. The cloud will eventually break down or be advected
from the site over time. Here, the streamlines tilt toward the
right-hand side of the lidar cross-section with increasing alti-
tude, opposite to the tilt which we observed at the onset of the
convective circulation. The boundary layer reached its maxi-
mum depth of the day during this hour. Afterwards, radiative
forcing, turbulent heat fluxes, and turbulence generation by
buoyancy decrease (Fig. 6) and convective activity ceases for
that day.
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Figure 10. Temporal evolution of convection on 29 July 2022
at Starmoen airport. First column: retrieved w field. Second col-
umn: retrieved u field. Third column: streamlines and SNR (cloud
backscatter).
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7 Discussion

In the following we discuss the performance of the presented
approach and its potential and limitations to sample convec-
tion in instantaneous cross-sections of high temporal and spa-
tial resolution. We also discuss and summarize our experi-
ences gained throughout the two presented case studies and
interpret the local variability of the convective properties for
the two selected sites, as well as the benefit of complemen-
tary meteorological observations.

7.1 Lidar setup

We tested the potential of a setup combining two scanning
lidars to resolve and characterize atmospheric convection in
a vertical plane. The setup will at best be able to retrieve the
two-dimensional evolution of the three-dimensional convec-
tive flow. Yet, convective circulation is often rather symmet-
ric around its vertical axis (updraft or downdraft) given calm
background wind speed conditions (e.g., Emanuel, 1994). In
the case of sufficient background wind, the convective struc-
ture will be tilted and the cross-section should ideally be ori-
ented parallel to the wind direction to capture the vertical ex-
tent of the convective circulation. Furthermore, to interpret
the absolute strength and width of the convective updraft or
downdraft, the cross-section should pass through the core of
the convective structure.

For our setup along the airport runways, we experienced
a satisfying hit rate of representative convective circulation
patterns during convective conditions indicated by Rir even
though wind and surface conditions were not necessarily op-
timal. As the lidars are rather immobile, it is still beneficial
to orient the lidars according to the dominant wind direction
during convective conditions. To ensure that the setup fre-
quently captures convection, it is also advantageous that the
cross-section is placed over surfaces that are likely to trigger
the release of thermal updrafts.

Reducing the errors and complications connected to the
setup has a substantial impact on the performance of the
dual-lidar retrieval. A thorough azimuth calibration of the
utilized lidars following the instructions of the lidar man-
ufacturer Leosphere® prevents unnecessary amplification of
out-of-plane v, errors in the retrieval (see Stawiarski et al.,
2013). While synchronization of scan schedules is only of
secondary importance (in contrast to Rohner and Triaumner,
2013), time synchronization of the lidar-internal clocks is
critical. Wrongly matched time stamps are generally hard to
identify and correct, yielding amplified errors in v, retrieval.

3WindCube Scan software suite User Manual Version 20.f,
Vaisala France, Tech Park, 6A rue René Razel 91 400, Saclay,
France, 2022.
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7.2 Retrieval and processing

We implement and apply a retrieval algorithm that fol-
lows a similar methodology as well-established retrievals
for overlapping dual-lidar scans (e.g., Newsom et al., 2008;
Cherukuru et al., 2015; Traumner et al., 2015; Haid et al.,
2020). We find the best estimate of # and v by solving an
over-constrained equation system for each Cartesian point
containing several v, values of both lidars. This reduces the
impact of outliers and additionally yields a retrieval error es-
timate that serves as a measure of confidence for the retrieval
in each point.

Generally, the dual-lidar retrieval is quite sensitive to erro-
neous vy input, as also discussed by Stawiarski et al. (2013).
We found that pre-processing the RHI scans before retrieval
has a positive impact on the error reduction and hence on the
performance of the dual-lidar approach. The error in v, con-
nected to noise and erroneous features can be up to an order
of magnitude larger than actual values of v;. As RHI scans
are particularly prone to range-folded ambiguities (Bonin
and Brewer, 2017), it is crucial to remove these before further
processing.

For the lidar observations, the DBSCAN filter (adapted
from Alcayaga, 2020) proves to be more effective and ac-
curate than the conventional SNR threshold filter. Applying
the DBSCAN filter strongly increases the performance of the
dual-lidar retrieval for various conditions. Further process-
ing, in the form of temporal interpolation of the RHI scans,
additionally reduces the error compared to using the obtained
RHI scans, where 6 is dependent on 7. From the interpolated
scan series, instantaneous scans can be extracted, which re-
duces the necessity of exact scan schedule synchronization.
Also, the interpolation has a larger impact on the temporal
error reduction than doubling the temporal resolution of the
scans. Since temporal interpolation still has a “blurring” ef-
fect on the retrieval, similar to using a temporal radius (see
Newsom et al., 2008), it is still beneficial to use a high sam-
pling rate for the scans as the base for the interpolation.

The retrieval based on the processed v, sections yields
a promising representation of the convective circulation for
two convective cases. In both cases, convection is well re-
solved and spans the entire depth of the boundary layer. Con-
sequently, convection contributes substantially to the over-
turning of heat, moisture, momentum, and aerosols in the
convective boundary layer. Convection also contributes to
boundary layer deepening or is at least responsible for the
maintenance of the boundary layer depth. In particular, the
convective updraft and clear evidence of horizontal velocity
convergence in the lower part of the convective circulation
are captured. This also allows identifying secondary convec-
tive parameters, e.g., the origin of the updraft air mass close
to the surface, the strength and the size of the updraft, and
the horizontal structure of the boundary layer.
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7.3 Spatial and temporal resolution

We utilize several scan configurations with various tempo-
ral and spatial resolutions. During the first campaign at the
Vaksinen site we even tested three different scan configu-
rations. The comparison of the different scanning patterns
proved to be challenging, as we cannot be sure whether the
differences in observed data are due to changes in the flow
conditions or changes in the scan configuration. In particular,
the 10 min scanning interval turned out to be too short for
the scan configurations with long Dgcan (150s) and did not
achieve representative error statistics. To sufficiently com-
pare the scan resolutions, simultaneous observations by an
additional lidar would be required. However, we found a so-
lution by artificially decreasing the highest obtained temporal
resolution, yielding a representative indication of the impact
of the temporal resolution on the error.

It was also not easy to find continuity between the consec-
utive series of changing scan configurations each 10 min at
the Vaksinen site, as the temporal interpolation is only able
to produce an entire instantaneous RHI scan after one com-
plete scan. We can only sufficiently resolve the full temporal
development of a convective circulation for a continuously
sampled series with constant temporal and spatial resolution.
As observed for our cloud-topped case, the development of
a convective circulation can have a life cycle of the order of
several tens of minutes. But there is also an indication for
longer-lasting convective patterns for the smaller convective
scales obtained at the Vaksinen site.

Still, for the two evaluated cases, all convection relevant
scales are well represented, even by the lowest spatial reso-
lution tested within the retrieval grid, which is still in close
vicinity of the lidars. It is remarkable that even in the shal-
low boundary layer case observed at the Vaksinen site, where
only smaller-scale convection dominates, the lowest angular
resolution is sufficient to resolve the characteristic features
of the convective circulation. It is therefore reasonable to use
high temporal resolution, even at the cost of spatial resolution
or, if the aerosol concentration allows, at the cost of Tgap.

We face a bigger problem to capture the entirety of very
large-scale convection that exceeds the boundaries of the re-
trieval grid in the cloud-topped case. Also, the retrieval be-
comes less reliable above the cloud base, as the lidar beams
can only penetrate a few range gates into the cloud and
the data availability drops rapidly. The dual-lidar retrieval
is therefore mostly relevant for the dry part of the convec-
tive circulation and distance between the lidars should be in-
creased compared to the setup at Starmoen to also capture
the largest convective structures.

7.4 Local variability of convective properties
The dual-lidar retrieval complements valuable insights from

the surface-based measurements by quantifying the substan-
tial differences in the deepening of the boundary layer by
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the convective circulation for the case at Vaksinen compared
to Starmoen. One potential explanation is the different geo-
graphic setting of the locations. The Vaksinen airport is lo-
cated in a local valley with rather steep topography of ap-
proximately 300 m height. This topography potentially en-
hances the accumulation of cold air in the valley and the de-
velopment of a nocturnal low-level temperature inversion. In
addition, Vaksinen airport is located relatively close to the
North Sea, which is a large body of comparably low tem-
perature in May. Cold-air advection from the sea creates an
internal boundary layer (Garratt, 1990), which can also con-
tribute to the maintenance of a strong, low-altitude temper-
ature inversion. This inversion is hard to penetrate even for
strong updrafts, as observed at the Vaksinen site.

The Starmoen site is much flatter and located far away
from any water body of comparable size, and the case fea-
tures a deeper residual layer from the preceding day. As
energy input near the surface and turbulent fluxes increase,
convection continuously deepens the boundary layer. The
strength of the convective updraft is not stronger compared
to the one observed at the Vaksinen site, indicating that there
is a weaker inversion. The potential of a deeper boundary
layer is indicated, but it is not possible to quantify a weaker
inversion without complementary temperature profiles.

7.5 Complementary meteorological observations

With the DBS scan included in the lidar schedules for 10 min
each hour, we are able to gain an estimate of the mean pro-
file of the three-dimensional wind. This profile indicates how
parallel the flow is towards the evaluated dual-lidar cross-
section. Yet, from the dual-lidar retrieval we can clearly ob-
serve that the flow during convective conditions is already
very complex and nonhomogeneous on small horizontally
scales, which is a requirement for an accurate DBS retrieval.
As a consequence, the DBS retrieval may not sufficiently
capture the profile, in particular with increasing separation
of beams with height. Another problem of the DBS scan is
that it introduces a discontinuity in the retrieved dual-lidar
cross-section time series. In the worst case, the DBS scan
is scheduled during a crucial period in the evolution of the
convective circulation. As the quality of the DBS retrieval is
uncertain, an alternative solution to sample the profile of the
three-dimensional wind, which does not interrupt the conti-
nuity of the overlapping RHI scans, would be an improve-
ment. A third lidar that scans perpendicular to the dual-lidar
setup, creating a “virtual tower” (see Calhoun et al., 2006),
could achieve this, for example.

The complementary ground-based measurements, such as
those used here, are beneficial to the setup. They can enhance
the process of identifying relevant periods for convection and
give some indication of the strength and depth of the convec-
tion (e.g., Rif or a parameter such as the convective veloc-
ity scale w, ~ w’6’ as discussed by Trdumner et al., 2011).
However, to learn more about the character and physics of
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the convective boundary layer and evolution of convective
circulation (i.e., the impact of drag or moisture on the vertical
acceleration), more sophisticated measurements are needed.
Background profiles of temperature, humidity, and wind as
well as profiles simultaneously measured within the convec-
tive updraft to complement the flow field estimates of the
dual-lidar approach could significantly improve our under-
standing of convection, e.g., when evaluated in an empirical
model such as introduced by Palenik et al. (2021). The gLi-
dar project actually aims to achieve such collocated observa-
tions.

8 Conclusions and outlook

We presented a dual-lidar setup and retrieval combined with
an advanced filtering approach and temporal interpolation
to sample and characterize the dynamic properties of at-
mospheric convection. We demonstrated that our dual-lidar
setup and retrieval approach capture the flow field of convec-
tive structures projected onto a two-dimensional plane for a
clear-sky and a cloud-topped case at two independent sites.
All tested angular resolutions yielded sufficient spatial
resolution to resolve the details of the convective circula-
tion, allowing us to prioritize increased temporal resolu-
tion. To ensure that the setup captures at least one wave-
length of the convective circulation at any point in time, the
distance between the two lidars should be increased com-
pared to the presented setups. Utilizing an advanced filter
successfully removes erroneous features and noise, yield-
ing spatial continuity in the dual-lidar retrieval. Temporal
interpolation further reduces errors that would be ampli-
fied in the dual-lidar retrieval and yields an increased tem-
poral resolution. These two processing techniques simulta-
neously increase data availability while significantly reduc-
ing errors compared to conventionally used methods. In par-
ticular, these processing techniques enable the estimate of
secondary convective parameters, such as the origin, depth,
width, and strength of the convective updrafts that contribute
to the transport of heat, moisture, momentum, and aerosols,
as well as boundary layer deepening or are at least responsi-
ble for the maintenance of the boundary layer depth.
Overall, our study presents the potential of a dual-lidar
setup as an observational tool to probe the convective flow
field. A long-term installation of the setup could provide a
sufficient observational basis to validate the representation
of convection in LESs, which is used to guide parameteri-
zation schemes in weather and climate models. In combina-
tion with remote access solutions and processing capabilities,
nowcasting of flow conditions, for example for takeoff and
landing risk assessments at airports, is feasible. Finally, com-
bining the proposed dual-lidar approach with the observation
of additional profiles of temperature and humidity inside and
outside the convective updraft offers the potential to gain a
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deeper understanding of the dynamic processes inherent to
convection.
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A Alternative motion correction approach

The equation that needs to be solved to compensate the radial velocities from
motion impact and retrieved the three dimensional wind vector:

vy = usin(a) sin(0,) + vcos(a) sin(6,) + cos(8) (A1)

Completely define the rotation matrix already (the equation system), such that
each single beam corresponds to the right angle, which changes throughout the
scanning cycle.

Urg (t 1 ) Tex Txzy Tzz —

, t ul‘[thts]

vry(t2) _ | Tvx Tyy Tyz Ty,

vrz(tS) Tz Tziy Tzz T[ 1ts]
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Beams pointing in x-direction v,

The x-component of the beam pointing in x-direction (r,,) results from addition
of » to 0, (adjusted zenith angle in x-direction):

Tee = sin(0, + @)

The y-component of the beam pointing in x-direction (ry,) results from rota-
tion of beam tilted by (6, + ¢) around the y-axis (by ¢):

Tay = cos(0; + ) sing

The z-component of the beam pointing in x-direction (r,,) results from rota-
tion of beam tilted by (6, + ¢) around the y-axis (by ¢):

T2z = cos(0, + ) cos¢

Then rotation around the z-axis is applied:

Te = sin(0; + @) cos — cos(0, + @) sing siny
Tay = sin(0; + @) siny + cos(6, + @) sing cosy
Tez = cos(0, + ) cosd

Beams pointing in y-direction v,

The x-component of the beam pointing in x-direction (r,;) results from rotation
of beam tilted by (6. + ¢) around the x-axis (by ¢):

Tyx = COS(GZ + d)) Slﬂgo



The y-component of the beam pointing in y-direction (ry,) results from addi-
tion of ¢ to 0, (adjusted zenith angle in x-direction):

Tyy = sin(0, + ¢)

The z-component of the beam pointing in y-direction (ry.) results from rota-
tion of beam tilted by (6, + ¢) around the y-axis (by ¢):

Ty> = cos(8, + ¢) cosyp

Then rotation around the z-axis is applied:

Tye = cos(0; + @) sing cosy — sin(0, + @) siny
Tyy = cos(0, + @) sing siny + sin(0; + ¢) cosy
ry. = cos(f, + ¢) cosyp

Beams pointing vertically/ in z-direction v,. and v/,
Here two cases are considered:
1. || > |¢| with
Top = SINY

T,y = Sing cosp
Tyz = COSY COSP

Then rotation around the z-axis is applied:

Yo = SINY COSY — SING cosp siny
oy = Sing siny + sing cosy cosy
T2y = COSP COSP

2. |¢| > || with
/

Top = SiNY coso
e

Ty = Sing

1 = cos¢ cos
T, = COS® COSP

Then rotation around the z-axis is applied:

rl, = sing cosd cosy — sing siny
7"zy = siny coso siny + sing cosy
., = c0S¢ cosp
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