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We study two “above guarantee” versions of the classical Longest Path problem on 
undirected and directed graphs and obtain the following results. In the first variant of
Longest Path that we study, called Longest Detour, the task is to decide whether a graph 
has an (s, t)-path of length at least distG (s, t) + k. Bezáková et al. [7] proved that on 
undirected graphs the problem is fixed-parameter tractable (FPT). Our first main result 
establishes a connection between Longest Detour on directed graphs and 3-Disjoint Paths

on directed graphs. Using these new insights, we design a 2O(k) · nO(1) time algorithm 
for the problem on directed planar graphs. Furthermore, the new approach yields a 
significantly faster FPT algorithm on undirected graphs. In the second variant of Longest 
Path, namely Longest Path above Diameter, the task is to decide whether the graph has a 
path of length at least diam(G) +k. We obtain dichotomy results about Longest Path above 
Diameter on undirected and directed graphs.

© 2023 The Author(s). Published by Elsevier Inc. This is an open access article under the 
CC BY license (http://creativecommons .org /licenses /by /4 .0/).

1. Introduction

In the Longest Path problem, we are given an n-vertex graph G and an integer k. (Graph G could be undirected or 
directed.) The task is to decide whether G contains a path of length at least k. Longest Path is a fundamental algorithmic 
problem that played one of the central roles in developing parameterized complexity [49,9,1,37,42,11,12,44,54,22,21,45,8]. To 
further our algorithmic knowledge about the Longest Path problem, Bezáková et al. [7] introduced a novel “above guarantee” 
parameterization for the problem. For a pair of vertices s, t of an n-vertex graph G , let distG(s, t) be the distance from s
to t , that is, the length of a shortest path from s to t . In this variant of Longest Path, the task is to decide whether a graph 
has an (s, t)-path of length at least distG(s, t) + k. The difference with the “classical” parameterization is that instead of 
parameterizing by the path length, the parameterization is by the offset k.
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Longest Detour Parameter: k
Input: A graph G , vertices s, t ∈ V (G), and an integer k.
Task: Decide whether there is an (s, t)-path in G of length at least distG(s, t) + k.

Since the length of a shortest path between s and t can be found in linear time, such a parameterization could provide 
significantly better solutions than the parameterization by the path length. Bezáková et al. [7] proved that on undirected 
graphs the problem is fixed-parameter tractable (FPT) by providing an algorithm of running time 2O(k) · n. Parameterized 
complexity of Longest Detour on directed graphs was left as the main open problem in [7]. Our paper makes significant 
step towards finding a solution to this open problem.

Our results. Our first main result establishes a connection between Longest Detour and another fundamental algorithmic 
problem p-Disjoint Paths. Recall that the p-Disjoint Paths problem is to decide whether p pairs of terminal vertices (si, ti), 
i ∈ {1, . . . , p}, in a (directed) graph G could be connected by pairwise internally vertex disjoint (si, ti)-paths. We prove (the 
formal statement of our result is given in Theorem 1) that if C is a class of (directed) graphs such that p-Disjoint Paths

admits a polynomial time algorithm on C for p = 3, then Longest Detour is FPT on C . Moreover, the FPT algorithm for
Longest Detour on C is single-exponential in k (running in time 2O(k) · nO(1)).

Unfortunately, our result does not resolve the question about parameterized complexity of Longest Detour on directed 
graphs. Indeed, Fortune, Hopcroft, and Wyllie [29] proved that p-Disjoint Paths is NP-complete on directed graphs for 
every fixed p ≥ 2. However, the new insight helps to establish the tractability of Longest Detour on planar directed graphs, 
whose complexity was also open. The theorem of Schrijver from [51] states that p-Disjoint Paths could be solved in time 
nO(p) when the input is restricted to planar directed graphs. (This result was improved by Cygan et al. [17] who proved 
that p-Disjoint Paths parameterized by p is FPT on planar directed graphs.) Pipelined with our theorem, this immediately 
implies that Longest Detour is FPT on planar directed graphs.

Besides establishing parameterized complexity of Longest Detour on planar directed graphs our theorem has several 
advantages over the previous work even on undirected graphs. By the seminal result of Robertson and Seymour [50], 
p-Disjoint Paths is solvable in f (p) · n3 time on undirected graphs for some function f of p only. Therefore on undirected 
graphs p-Disjoint Paths is solvable in polynomial time for every fixed p, and for p = 3 in particular. Later the result of 
Robertson and Seymour was improved by Kawarabayashi, Kobayashi, and Reed [41] who gave an algorithm with quadratic 
dependence on the input size. Pipelined with our result, this brings us to a Monte Carlo randomized algorithm solving
Longest Detour on undirected graphs in time 10.8k · nO(1) . Our algorithm can be derandomized, and the deterministic al-
gorithm runs in time 45.5k · nO(1) . While the algorithm of Bezáková et al. [7] for undirected graphs runs in time O(ck · n), 
that is, is single-exponential in k, the constant c is huge. The reason is that their algorithm exploits the Win/Win approach 
based on excluding graph minors. More precisely, Bezáková et al. proved that if a 2-connected graph G contains as a minor, 
a graph obtained from the complete graph K4 by replacing each edge by a path with k edges, then G has an (s, t)-path of 
length at least distG(s, t) + k. Otherwise, in the absence of such a graph as a minor, the treewidth of G is at most 32k + 46. 
Combining this fact with an FPT 2-approximation algorithm [43] for treewidth, running in time 2O(k) · n, gives us a tree 
decomposition of width at most 64k +O(1). Finally, solving Longest Detour on graphs of bounded treewidth by one of the 
known single-exponential algorithms, see [16,10,23], will result in running time 364k ·nO(1) . Thus on undirected graphs, our 
randomized algorithm reduces the constant c in the base of the exponent from 364 down to 10.8!

Our second set of results addresses the complexity of the problem strongly related to Longest Detour. The maximum 
length of a shortest path between two vertices in a graph G is the diameter of G , denoted diam(G). Thus every graph G
has a path of length at least diam(G). But does it have a path of length longer than diam(G)? This leads to the following 
parameterized problem.

Longest Path above Diameter Parameter: k
Input: A graph G and an integer k.
Task: Decide whether there is a path in G of length at least diam(G) + k.

As in Longest Detour, the parameterization is by the offset k. When (s, t) is a pair of diametral vertices in G , the length 
of a shortest (s, t)-path in G is the diameter of G . However, this does not allow us to reduce Longest Path above Diameter

to Longest Detour— if there is a path of length diam(G) + k in G , it is not necessarily an (s, t)-path. Moreover, such a path 
might connect two vertices with a much smaller distance between them than diam(G). In fact, our hardness results for
Longest Path above Diameter are based precisely on instances where the target path has this property: its length is very 
close to diam(G), but much larger than the minimum distance between its endpoints. Thus, the lower bounds we obtain for
Longest Path above Diameter are not applicable to Longest Detour.

We obtain the following dichotomy results about Longest Path above Diameter on undirected and directed graphs. For 
undirected graphs, Longest Path above Diameter is NP-complete even for k = 1. However, if the input undirected graph is 
2-connected, that is, it remains connected after deleting any of its vertices, then the problem is FPT. For directed graphs, 
the problem is also NP-complete even for k = 1. However, the situation is more complicated and interesting on 2-connected 
directed graphs (a strongly connected digraph G is 2-connected or strongly 2-connected if for every vertex v ∈ V (G), graph 
G − v remains strongly connected). In this case, we show that Longest Path above Diameter is solvable in polynomial time 
for each k ∈ {1, . . . , 4} and is NP-complete for every k ≥ 5.
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Our approach. A natural way to approach Longest Detour on directed graphs would be to mimic the algorithm for undi-
rected graphs. By the result of Kawarabayashi and Kreutzer [40], every directed graph of sufficiently large directed treewidth 
contains a sizable directed grid as a “butterfly minor”. However, as reported in [6], there are several obstacles to applying 
the grid theorem of Kawarabayashi and Kreutzer for obtaining a Win/Win algorithm. After several unsuccessful attempts, 
we switched to another strategy.

We start by checking whether G has an (s, t)-path of length distG(s, t) + � for k ≤ � < 2k. This can be done in time 
2O(k) · nO(1) by calling the algorithm of Bezáková et al. [7] that finds an (s, t)-path in a directed G of length exactly
distG(s, t) + �. If such a path is not found, we conclude that if (G, k) is a yes-instance, then G contains an (s, t)-path of 
length at least distG(s, t) + 2k.

Next, we check whether there exist two vertices v and w reachable from s such that distG(s, w) − distG(s, v) ≥ k and G
has pairwise disjoint (s, w)-, (w, v)-, and (v, t)-paths. If such a pair of vertices exists, we obtain a solution by concatenating 
disjoint (s, w)-, (w, v)-, and (v, t)-paths. This is the place in our algorithm, where we require a subroutine solving 3-

Disjoint Paths.
When none of the above procedures finds a detour, we prove a combinatorial claim that allows reducing the search for 

a solution to a significantly smaller region of the graph. This combinatorial claim is an essential part of our algorithm. More 
precisely, we show that there are two vertices u and x, and a specific induced subgraph H of G (depending on u and x) 
such that G has an (s, t)-path of length at least distG(s, t) + k if and only if H has an (u, x)-path of length at least � for a 
specific � ≤ 2k (also depending on u and x). Moreover, given u, in polynomial time, we can find a feasible domain for vertex 
x, and for each choice of x, we can also determine � and construct H in polynomial time. Then we apply the algorithm of 
Fomin et al. [24] to check whether H has an (u, x)-path in H of length at least �.

Our strategy for Longest Path above Diameter is different. For undirected graphs, the solution turns out to be reasonably 
simple. It is easy to show that Longest Path above Diameter is NP-complete for k = 1 by reducing Hamiltonian Path to 
it. When an undirected graph G is 2-connected, and the diameter is larger than k + 1, then G always contains a path of 
length at least diam(G) + k. If the diameter is at most k, it suffices to run a Longest Path algorithm to show that the 
problem is FPT. For directed graphs, a similar reduction shows that the problem is NP-complete for k = 1. However, for 
strongly 2-connected directed graphs, the situation is much more interesting. It is not too difficult to prove that when the 
diameter of a strongly 2-connected digraph is sufficiently large, it always contains a path of length diam(G) + 1. With much 
more careful arguments, it is possible to push this up to k = 4. Thus for each k ≤ 4, the problem is solvable in polynomial 
time because the task boils down to computing the diameter and checking the existence of a path of constant length if the 
diameter is small. For k = 5 we can construct a family of strongly 2-connected digraphs of arbitrarily large diameter that 
do not have a path of length diam(G) + 5. These graphs become extremely useful as gadgets that we use to prove that the 
problem is NP-complete for each k ≥ 5.

Related work. There is a vast literature in the field of parameterized complexity devoted to Longest Path [49,9,1,37,42,11,
12,44,54,22,8]. The surveys [21,45] and the textbook [18, Chapter 10] provide an overview of the advances in the area.

Longest Detour was introduced by Bezáková et al. in [7]. They gave an FPT algorithm for undirected graphs and posed 
the question about detours in directed graphs. Even the existence of a polynomial time algorithm for Longest Detour with 
k = 1, that is, deciding whether a directed graph has a path longer than a shortest (s, t)-path, is open for general graphs. 
For the special case of planar digraphs and k = 1, it was shown by Wu and Wang [55] that the problem can be solved in 
polynomial time. For the related Exact Detour problem, deciding whether there is a detour of length exactly distG(s, t) + k
is FPT both on directed and undirected graphs [7].

Another problem related to our work is Long (s, t)-Path. Here for vertices s and t of a graph G , and integer parameter 
k, we have to decide whether there is an (s, t)-path in G of length at least k. A simple trick, see [18, Exercise 5.8], allows 
us to use color-coding to show that Long (s, t)-Path is FPT on undirected graphs. For directed graphs, the situation is more 
involved, and the first FPT algorithm for Long (s, t)-Path on directed graphs was obtained only recently [24]. The proof of 
Theorem 1 uses some of the ideas developed in [24].

Both Longest Detour and Longest Path above Diameter fit into the research subarea of parameterized complexity called 
“above guarantee” parameterization [47,2,15,31–35,46,48]. Besides the work of Bezáková et al. [6], several papers study the 
parameterization of longest paths and cycles above different guarantees. Fomin et al. [26] designed parameterized algorithms 
for computing paths and cycles longer than the girth of a graph. The same set of authors in [25] studied FPT algorithms 
that find paths and cycles above degeneracy. Fomin et al. [28,27] developed FPT algorithms computing cycles of length 
2δ + k and mad(G) + k, respectively, where δ is the minimum vertex degree and mad(G) is the maximum average degree 
of the input graph. Jansen, Kozma, and Nederlof in [39] looked at parameterized complexity of Hamiltonicity below Dirac’s 
conditions. Berger, Seymour, and Spirkl in [5], gave a polynomial time algorithm that, with an input graph G and two 
vertices s, t of G , decides whether there is an induced (s, t)-path that is longer than a shortest (s, t)-path. This result was 
recently improved by Chiu and Lu in [13]. All these algorithms for computing long paths and cycles above some guarantee 
are for undirected graphs.

The remaining part of this paper is organized as follows. In Section 2, we give preliminaries. In Section 3, we prove our 
first main result establishing connections between 3-Disjoint Paths and Longest Detour (Theorem 1). Section 4 is devoted 
to Longest Path above Diameter. The concluding Section 5 provides open questions for further research.
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2. Preliminaries

Parameterized Complexity. We refer to the recent books [18,20] for the detailed introduction to Parameterized Complex-
ity. Here we just remind that the computational complexity of an algorithm solving a parameterized problem is measured as 
a function of the input size n of a problem and an integer parameter k associated with the input. A parameterized problem 
is said to be fixed-parameter tractable (or FPT) if it can be solved in time f (k) · nO(1) for some function f (·).

Graphs. Recall that an undirected graph is a pair G = (V , E), where V is a set of vertices and E is a set of unordered pairs 
{u, v} of distinct vertices called edges. A directed graph G = (V , A) is a pair, where V is a set of vertices and A is a set of 
ordered pairs (u, v) of distinct vertices called arcs. Note that we do not allow loops and multiple edges or arcs. We use V (G)

and E(G) (A(G), respectively) to denote the set of vertices and the set of edges (set of arcs, respectively) of G . We write n
and m to denote the number of vertices and edges (arcs, respectively) if this does not create confusion. For a (directed) graph 
G and a subset X ⊆ V (G) of vertices, we write G[X] to denote the subgraph of G induced by X . For a set of vertices S , G − S
denotes the (directed) graph obtained by deleting the vertices of S , that is, G − S = G[V (G) \ S]. We write P = v1 · · · vk to 
denote a path with the vertices v1, . . . , vk and the edges {v1, v2}, . . . , {vk−1, vk} (arcs (v1, v2), . . . , (vk−1, vk), respectively); 
v1 and vk are the end-vertices of P and the vertices v2, . . . , vk−1 are internal. We consider only simple paths, that is, the 
vertices v1, . . . , vk are distinct. We say that P is an (v1, vk)-path. The length of P , denoted by length(P ), is the number of 
edges (arcs, respectively) in P . Two paths are disjoint if they have no common vertex and they are internally disjoint if no 
internal vertex of one path is a vertex of the other. For a (u, v)-path P1 and a (v, w)-path P2 that are internally disjoint, 
we denote by P1 ◦ P2 the concatenation of P1 and P2. A vertex v is reachable from a vertex u in a (directed) graph G if G
has a (u, v)-path. For u, v ∈ V (G), distG(u, v) denotes the distance between u and v in G , that is, the minimum number of 
edges (arcs, respectively) in an (u, v)-path. An undirected graph G is connected if for every two vertices u and v , G has a 
(u, v)-path. A directed graph G is strongly connected if for every two vertices u and v both u is reachable form v and v is 
reachable from u. For a positive integer k, an undirected (directed, respectively) graph G is k-connected (k-strongly connected, 
respectively) if |V (G)| ≥ k and G − S is connected (strongly connected, respectively) for every S ⊆ V (G) of size at most 
k − 1. For a directed graph G , by Grev we denote the reverse of G , i.e. Grev is a directed graph defined on the same set of 
vertices and the same set of arcs, but the direction of each arc in Grev is reversed.

We use several known parameterized algorithms for finding long paths. First of all, let us recall the currently fastest 
deterministic algorithm for Longest Path on directed graphs due to Tsur [53].

Proposition 1 ([53]). There is a deterministic algorithm for Longest Path with running time 2.554k · nO(1) .

We also need the result of Fomin et al. [24] for the Long Directed (s, t)-Path problem. This problem asks, given a 
directed graph G , two vertices s, t ∈ V (G), and an integer k ≥ 0, whether G has an (s, t)-path of length at least k.

Proposition 2 ([24]). Long Directed (s, t)-Path can be deterministically solved in time 4.884k · nO(1) .

Clearly, both results hold for the variant of the problem on undirected graphs.
Finally, we use the result of Bezáková et al. [7] for the variant of Longest Detour whose task is, given a (directed) graph 

G , two vertices s, t ∈ V (G), and an integer k ≥ 0, decide whether G has an (s, t)-path of length exactly distG(s, t) + k.

Proposition 3 ([7]). There is a bounded-error randomized algorithm that solves Exact Detour on undirected graphs in time 2.746k ·
nO(1) and on directed graphs in time 4k · nO(1) . For both undirected and directed graphs, there is a deterministic algorithm that runs 
in time 6.745k · nO(1) .

3. An FPT algorithm for finding detours

In this section, we show the first main result of our paper.

Theorem 1. Let C be a class of directed graphs such that 3-Disjoint Paths can be solved in f (n) time on C . Then Longest Detour can 
be solved in 45.5k ·nO(1) +O( f (n)n2) time by a deterministic algorithm and in 23.86k ·nO(1) +O( f (n)n2) time by a bounded-error 
randomized algorithm when the input is restricted to graphs from C .

Proof. Let (G, s, t, k) be an instance of Longest Detour with G ∈ C . For k = 0, the problem is trivial and we assume that 
k ≥ 1. We also have that (G, s, t, k) is a trivial no-instance if t is not reachable from s. We assume from now that every 
vertex of G is reachable from s. Otherwise, we set G := G[R], where R is the set of vertices of G reachable from s using the 
straightforward property that every (s, t)-path in G is a path in G[R]. Clearly, R can be constructed in O(n + m) time by 
the breadth-first search.

Using Proposition 3, we check in 6.7452k · nO(1) time by a deterministic algorithm (in 42k · nO(1) time by a randomized 
algorithm, respectively) whether G has an (s, t)-path of length distG(s, t) + � for some k ≤ � ≤ 2k − 1 by trying all values of 
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Fig. 1. The choice of the BFS-levels Lp and Lq , vertices u, v , and w , and the paths P1, P2, and P3.

� in this interval. We return a solution and stop if we discover such a path. Assume from now that this is not the case, that 
is, if (G, s, t) is a yes-instance, then the length of every (s, t)-path of length at least distG(s, t) + k is at least distG(s, t) + 2k.

We perform the breadth-first search from s in G . For an integer i ≥ 0, denote by Li the set of vertices at distance i from 
s. Let � be the maximum index such that L� �= ∅. Because every vertex of G is reachable from s, V (G) = ⋃�

i=0 Li . We call 
L0, . . . , L� BFS-levels.

Our algorithm is based on structural properties of potential solutions. Suppose that (G, s, t, k) is a yes-instance and let a 
path P be a solution of minimum length, that is, P is an (s, t)-path of length at least distG(s, t) + k and among such paths 
the length of P is minimum. Denote by p ∈ {1, . . . , �} the minimum index such that L p contains at least two vertices of 
G . Such an index exists because if |V (P ) ∩ Li | ≤ 1 for all i ∈ {1, . . . , �}, then P is a shortest (s, t)-path by the definition of 
L0, . . . , L� and the length of P is distG(s, t) < distG(s, t) + k as k ≥ 1. Let u be the first (in the path order) vertex of P in Lp
and let v �= u be the second vertex of P that occurs in Lp . Denote by P1, P2, and P3 the (s, u), (u, v), and (v, t)-subpath 
of P , respectively. Clearly, P = P1 ◦ P2 ◦ P3. Let q ∈ {p, . . . , �} be the maximum index such that P2 contains a vertex of Lq . 
Then denote by w the first vertex of P2 in Lq . See Fig. 1 for the illustration of the described configuration. We use this 
notation for a (hypothetical) solution throughout the proof of the theorem. The following claim is crucial for us.

Claim 1. The length of P2 is at least k.

Proof of Claim 1. For the sake of contradiction, assume that the length of P2 is less than k. Let Q be a shortest (s, v)-path 
in G . By the definition of BFS-levels, V (Q ) ⊆ L0 ∪ · · · ∪ Lp and v is a unique vertex of Q in Lp . This implies that Q is 
internally vertex disjoint with P3. Note that the length of Q is the same as the length of P1 because P1 contains exactly 
one vertex from each of the BFS levels L1, . . . , Lp . Then P ′ = Q ◦ P3 is an (s, t)-path and

length(P ′) =length(Q ) + length(P3) = length(P1) + length(P3)

=length(P ) − length(P2) ≤ length(P ) − k.

Recall that the length of every (s, t)-path of length at least distG(s, t) + k is at least distG(s, t) + 2k. This means that 
length(P ) ≥ distG(s, t) +2k and, therefore, the length of P ′ is at least distG(s, t) +k, that is, P ′ is a solution to the considered 
instance. However, length(P ′) < length(P ) because P2 contains at least one arc. This contradicts the choice of P as a solution 
of minimum length. This completes the proof of the claim. �

By Claim 1, solving Longest Detour on (G, s, t, k) boils down to identifying internally disjoint P1, P2, and P3, where the 
length of P2 is at least k.

First, we check whether we can find paths for q − p ≥ k − 1. Notice that if q − p ≥ k − 1, then for every internally disjoint 
(s, w)-, (w, v)-, and (v, t)-paths R1, R2, and R3 respectively, their concatenation R1 ◦ R2 ◦ R3 is an (s, t)-path of length at 
least distG(s, t) + k. Recall that G ∈ C and p-Disjoint Paths can be solved in polynomial time on this graph class for p = 3. 
For every choice of two vertices w, v ∈ V (G), we solve p-Disjoint Paths on the instance (G, (s, w), (w, v), (v, s)). Then if 
there are paths R1, R2, and R3 forming a solution to this instance, we check whether length(R1) + length(R2) + length(R3) ≥
distG(s, t) +k. If this holds, we conclude that the path R1 ◦ R2 ◦ R3 is a solution to the instance (G, s, t, k) of Longest Detour

and return it. Assume from now that this is not the case, that is, we failed to find a solution of this type. Then we can 
complement Claim 1 by the following observation about our hypothetical solution P .

Claim 2. q − p ≤ k − 2.

This means that we can assume that k ≥ 2 and have to check whether we can find appropriate P1, P2, and P3, where 
V (P2) ⊆ ⋃p+k−2

i=p Li . For this, we go over all possible choices of u. Note that the choice of u determines p, i.e., the index of 
the BFS-level containing u. We consider the following two cases for each considered choice of u.
Case 1. t ∈ Lr for some p ≤ r ≤ p + k − 2 (see Fig. 2). Then distG(s, t) = r and (G, s, t, k) is a yes-instance if and only if 
G[Lp ∪ · · · ∪ L�] has a (u, t)-path S of length at least (r − p) + k because the (s, u)-subpath of a potential solution should be 
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Fig. 2. The structure of paths P1, P2, and P3 in Case 1.

Fig. 3. The structure of paths P1, P2, and P3 in Case 2.

a shortest (s, u)-path. Since r − p ≤ k − 2, we have that (r − p) + k ≤ 2k − 2 and we can find S in 4.8842k · nO(1) time by 
Proposition 2 if it exists. If we obtain S , then we consider an arbitrary shortest (s, u)-path S ′ in G and conclude that S ′ ◦ S
is a solution. This completes Case 1.
Case 2. t ∈ Lr for some r ≥ p + k − 1 (see Fig. 3). We again consider our hypothetical solution P = P1 ◦ P2 ◦ P3. Let H =
G[Lp+k−1 ∪ · · · ∪ L�]. Denote by X the set of vertices z ∈ V (H) such that t is reachable from z in H . Denote by x the first 
vertex of P3 in X . Clearly, such a vertex exists because t ∈ X . Moreover, x ∈ Lp+k−1 and its predecessor y in P3 is in Lp+k−2. 
Otherwise, t would be reachable from y ∈ V (H) in H contradicting the choice of x. Let Q 1 and Q 2 be the (v, y)- and 
(x, t)-subpaths of P3. Then P3 = Q 1 ◦ yx ◦ Q 2. We show one more claim about the hypothetical solution P .

Claim 3. V (Q 1) ∩ X = ∅.

Proof of Claim 3. The proof is by contradiction. Assume that z ∈ V (Q 1) ∩ X . Then t is reachable from z in H . However, x is 
the first vertex of P3 with this property by the definition; a contradiction. �

Notice that because x ∈ X , there is an (x, t)-path Q ′
2 with V (Q ′

2) ⊆ X . By Claim 3, Q 1 and Q ′
2 are disjoint. Since 

X ⊆ Lp+k−1 ∪ · · · ∪ L� , we have that (V (P1) ∪ V (P2)) ∩ X = ∅. In particular, Q ′
2 is disjoint with P1 and P2 as well. Let 

P ′
3 = Q 1 ◦ yx ◦ Q ′

2. By Claim 1, P ′ = P1 ◦ P2 ◦ P ′
3 is a solution because length(P2) ≥ k. This allows us to conclude that 

(G, s, t, k) has a solution (for the considered choice of u) if and only if there is y ∈ L p+k−2 such that

(i) there is x ∈ X such that (y, x) ∈ A(G), and
(ii) the graph G[Lp ∪ · · · ∪ L�] − X has a (u, y)-path of length at least 2k − 2.

Our algorithm proceeds as follows. We construct the set X using the breadth-first search in O(n + m) time. Then for 
every y ∈ Lp+k−2 we check (i) whether there is x ∈ X such that (y, x) ∈ A(G), and (ii) whether G[L p ∪ · · · ∪ L�] − X has a 
(u, y)-path S of length at least 2k − 2. To verify (ii), we apply Proposition 2 allowing to perform the check in 4.8842k ·nO(1)

time. If we find such a vertex y and path S , then to obtain a solution, we consider an arbitrary shortest (s, u)-path S ′ and 
an arbitrary (x, t) path S ′′ in G[X]. Then P ′ = S ′ ◦ S ◦ yx ◦ S ′′ is a required solution to (G, s, t, k). This concludes the analysis 
in Case 2 and the construction of the algorithm.

The correctness of our algorithm has been proved simultaneously with its construction. The remaining task is to evaluate 
the total running time. Recall that we verify in 6.7452k · nO(1) time whether G has an (s, t)-path of length distG(s, t) + � for 
some k ≤ � ≤ 2k − 1 by a deterministic algorithm, and we need 42k · nO(1) time if we use a randomized algorithm. Then we 
construct the BFS-levels in linear time. Next, we consider O(n2) choices of v and w and apply the algorithm for 3-Disjoint 
Paths (G, (s, w), (w, v), (v, s)) in f (n) time. If we failed to find a solution so far, we proceed with O(n) possible choices 
of u and consider either Case 1 or 2 for each choice. In Case 1, we solve the problem in 4.8842k · nO(1) time. In Case 2, 
we construct X in O(n + m) time. Then for O(n) choices of y, we verify conditions (i) and (ii) in 4.8842k · nO(1) time. 
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Summarizing, we obtain that the total running time is 6.7452k ·nO(1) +O( f (n)n2). Because 6.7452 < 45.5, we have that the 
deterministic algorithm runs in 45.5k · nO(1) + O( f (n)n2) time. Since 42 < 4.8842 < 23.86, we conclude that the problem 
can be solved in 23.86k · nO(1) +O( f (n)n2) time by a bounded-error randomized algorithm. �

In particular, combining Theorem 1 with the results of Cygan et al. [17], we obtain the following corollary.

Corollary 1. Longest Detour can be solved in 45.5k ·nO(1) time by a deterministic algorithm and in 23.86k ·nO(1) time by a bounded-
error randomized algorithm on planar directed graphs.

Using the fact that p-Disjoint Paths can be solved in O(n2) time by the results of Kawarabayashi, Kobayashi, and 
Reed [41], we immediately obtain the result for Longest Detour on undirected graphs. However, we can improve the 
running time of a randomized algorithm by tuning our algorithm for the undirected case.

Corollary 2. Longest Detour can be solved in 45.5k ·nO(1) time by a deterministic algorithm and in 10.8k ·nO(1) time by a bounded-
error randomized algorithm on undirected graphs.

Proof. The deterministic algorithm is the same as in the directed case. To obtain a better randomized algorithm, we follow 
the algorithm from Theorem 1 and use the notation introduced in its proof. Let (G, s, t, k) be an instance of Longest 
Detour with G ∈ C . We assume without loss of generality that k ≥ 1 and G is connected. Using Proposition 3, we check in 
2.7462k ·nO(1) time by a randomized algorithm whether G has an (s, t)-path of length distG(s, t) +� for some k ≤ � ≤ 2k −1. 
If we fail to find a solution this way, we construct the BFS-levels L0, . . . , L� .

Suppose that (G, s, t, k) is a yes-instance with a hypothetical solution P composed by the concatenation of P1, P2, and 
P3 as in the proof of Theorem 1. Let also Lp and Lq be the corresponding BFS-levels. Observe that if q − p ≥ k/2, then 
length(P2) ≥ k because for every edge {x, y} of G , x and y are either in the same BFS-level or in consecutive levels contrary 
to the directed case where we may have an arc (x, y) where x ∈ Li and y ∈ L j for arbitrary j ∈ {0, . . . , i}. Recall that for 
every choice of two vertices w, v ∈ V (G), we solve p-Disjoint Paths on the instance (G, (s, w), (w, v), (v, s)) and try to find 
a solution to (G, s, t, k) by concatenating the solutions for these instances of p-Disjoint Paths. If we fail to find a solution 
this way, we can conclude now that q − p ≤ k/2 − 1 improving Claim 2. Further, we pick u and consider two cases.

In Case 1, where t ∈ Lr for some p ≤ r ≤ p + k/2 − 1, we now find a (u, t)-path S in G[Lp ∪ · · · ∪ L�] of length at least 
(r − p) + k ≤ 3k/2 in 4.8843k/2 · nO(1) time. If such a path exists, we obtain a solution.

In Case 2, where t ∈ Lr for some r ≥ p + k/2, we consider H = G[Lh+1 ∪ · · · ∪ L�] for h = p + 
k/2� and denote by X
the set of vertices of the connected component of H containing X . Then for every y ∈ Lh we check (i) whether there is 
x ∈ X such that {y, x} ∈ E(G), and (ii) whether G[Lp ∪ · · · ∪ L�] − X has a (u, y)-path S of length at least k + 
k/2� in 
4.8843k/2 · nO(1) time. If such a path exists, we construct a solution containing it in the same way as in the directed case.

The running time analysis is essentially the same as in the proof of Theorem 1. The difference is that now we have that 
2.7462 ≤ 4.8843/2 < 10.80. This implies that the algorithm runs in 10.8k · nO(1) time. �
4. Longest path above diameter

In this section, we investigate the complexity of Longest Path above Diameter. It can be noted that this problem is 
NP-complete in general even for k = 1.

Proposition 4. Longest Path above Diameter is NP-complete for k = 1 on undirected graphs.

Proof. We show the claim by reducing the Hamiltonian Path, the classic NP-complete [30] problem. Let G be an undirected 
graph with n ≥ 2 vertices. We construct the graph G ′ as follows (see Fig. 4).

• Construct a copy of G .
• Add a vertex u and make it adjacent to every vertex of the copy of G .
• Add two vertices s and t , and then (s, u) and (u, t) paths P s and Pt , respectively, of length n − 1.

Notice that diam(G) = length(P s) + length(Pt) = 2n − 2. It is easy to verify that G ′ has a path of length 2n − 1 if and 
only if G has a path of length n − 1, that is, G is Hamiltonian. This completes the proof. �

Proposition 4 immediately implies that Longest Path above Diameter is NP-complete for k = 1 on strongly connected 
directed graphs. (We reduce the problem on undirected graphs to the directed variant by replacing each edge with the pair 
of arcs of opposite orientations.) Moreover, the reduction in Proposition 4 strongly relies on the fact that the constructed 
graph G ′ has an articulation point u. Hence, it is natural to investigate the problem further imposing connectivity constraints 
on the input graphs. And indeed, it can be easily seen that Longest Path above Diameter is FPT on 2-connected undirected 
graphs.
72



F.V. Fomin, P.A. Golovach, W. Lochet et al. Journal of Computer and System Sciences 137 (2023) 66–86
Fig. 4. Construction of G ′ .

Observation 1. Longest Path above Diameter can be solved in time 6.523k · nO(1) on undirected 2-connected graphs.

Proof. Let (G, k) be an instance of Longest Path above Diameter where G is 2-connected. If d = diam(G) ≤ k, we can solve 
the problem in time 2.554d+k ·nO(1) by using the algorithm of Proposition 1 to check whether G has a path of length d +k. 
Note that 2.554d+k ≤ 2.5542k ≤ 6.523k . Otherwise, if d > k, consider a pair of vertices s and t with distG(s, t) = d. Because G
is 2-connected, by Menger’s theorem (see, e.g., [19]), G has a cycle C containing s and t . Since distG(s, t) = d and d ≥ k + 1, 
the length of C is at least d + k + 1. This implies that C contains a path of length d + k. �

However, the arguments from the proof of Observation 1 cannot be translated to directed graphs. In particular, if a 
directed graph G is strongly 2-connected, this does not mean that for every two vertices u and v , G has a cycle containing 
u and v . We show the following theorem providing a full dichotomy for the complexity of Longest Path above Diameter on 
strongly 2-connected graphs.

Theorem 2. On strongly 2-connected directed graphs, Longest Path above Diameter with k ≤ 4 can be solved in polynomial time, 
while for k ≥ 5, it is NP-complete.

In the remaining part of this section, we prove the theorem. In Subsection 4.1, we prove the algorithmic part, and in 
Subsection 4.2 we give the hardness proof.

4.1. Algorithm for k ≤ 4

We start with the positive part of Theorem 2. Note that it is sufficient to consider graphs with the diameter greater than 
a certain constant. This is because in graphs with smaller diameters, the problem can be solved in linear time by making 
use of the algorithm from [53]. The crucial part of the proof is encapsulated in the following lemma, which states that a 
path of length diam(G) + 4 always exists in a strongly 2-connected graph G of sufficiently large diameter. To construct such 
a path, we take the diametral pair (s, t) and use the strong 2-connectivity property of the graph to find two disjoint (s, t)-
paths and two disjoint (t, s)-paths in the graph. We then show that out of the several possible ways to comprise a path out 
of the parts of these four paths, at least one always obtains a path of the desired length. The most non-trivial case of this 
construction involves constructing two paths of length five, one ending in a vertex u that is at the distance three from s and 
the other starting in a vertex v from which we can reach t using three arcs. We then concatenate these two paths using a 
specific (u, v)-path in between. Since (s, t) is a diametral pair, the length of any (u, v)-path is at least diameter minus six, 
so the length of the concatenation is at least diameter plus four. The other cases are analyzed in a similar fashion.

Lemma 1. Any strongly 2-connected directed graph G with diam(G) ≥ 2317
has a path of length diam(G) + 4.

Proof. Let d = diam(G) and (s, t) be a pair such that diam(G) = distG(s, t). Since G is strongly 2-connected, there exist 
two internally disjoint paths P1 and P2 from s to t . Denote the number of internal vertices of P1 and P2 by p1 and p2
respectively. Denote the internal vertices of Pi by vi,1, vi,2, . . . , vi,pi for each i ∈ {1, 2}. Since diam(G) = distG(s, t), we know 
that pi ≥ d − 1. Therefore, if the length of Pi is at least d + 4, then Pi is a path of length at least diam(G) + 4 and we are 
done. Hence, from now on we assume that pi ≤ d + 2.

We say that a path between two arbitrary vertices in G is an outer path if no internal vertices belong to V (P1) ∪ V (P2). 
We now investigate sufficient conditions for G to contain a path of length at least d + 4.

Claim 4. If there exists an outer path in G going from vi, j to v3−i, j′ with j′ ≤ j − 3, then there exists a path of length at least d + 4 in 
G.

Proof of Claim 4. Let T be such a path and consider the path sP i vi, j T v3−i, j′ P3−it . This path is an (s, t)-path of length at 
least j + 1 + (p3−i + 1 − j′) ≥ d + ( j − j′) + 1 ≥ d + 4. �
73



F.V. Fomin, P.A. Golovach, W. Lochet et al. Journal of Computer and System Sciences 137 (2023) 66–86
Claim 5. If there exists an outer (vi, j, s)-path in G with i ∈ {2} and j ≥ 4, then G has a path of length at least diam(G) + 4. The same 
holds for an outer (t, vi, j)-path with j ≤ pi − 3.

Proof of Claim 5. Assume that a (vi, j, s)-path with described properties exists. Then concatenate the path vi,1 Pi vi, j , the 
(vi, j, s)-path and the path P3−i . As all three paths are internally disjoint, we obtain a (vi,1, t)-path of length at least 
( j − 1) + 1 + d = d + j ≥ d + 4 in G as desired.

The case of a (t, vi, j)-path is symmetrical and we need to concatenate the path P3−i with the (t, vi, j)-path and with the 
path vi, j P i vi,pi . The combined path is of length at least d + 1 + (pi − j) ≥ d + 4. �

The following claim shows that we can find either a path of length d + 4 or many outer paths connecting P1 and P2 in 
G .

Claim 6. If G has no path of length at least d + 4, then in any (t, s)-path and for every i ∈ {1, 2} there are at least 8 outer subpaths 
going from an inner vertex of Pi to an inner vertex of P3−i .

Proof of Claim 6. Take an (t, s)-path Q . If Q has no inner vertices in V (P1) ∪ V (P2), then we can concatenate v1,1 P1t with 
Q and then with sP2 v2,p2 and obtain a path of length at least p1 + p2 + 1 > d + 4.

Thus, Q should have at least one inner vertex in V (P1) ∪ V (P2). Denote all inner vertices of Q from V (P1) ∪ V (P2) by 
q1, q2, . . . , qz in the order they appear on Q . Hence, t Q q1, qz Q s and qk Q qk+1 for every k ∈ {1, . . . , z − 1} are outer paths 
in G .

Without loss of generality, we can assume that q1 ∈ V (P1). Let r be the largest number such that qk ∈ V (P1) for 
each k ∈ {1, . . . , r}. First note that r ≤ 3, otherwise we can concatenate P2 with t Q qr and obtain a path of length at 
least d + r ≥ d + 4. Suppose now that the length of qk P1t is greater than 3(r − 1) for some k ∈ {1, . . . , r}. The vertices 
q1, q2, . . . , qk−1, qk+1, . . . , qr split this path into r − 1 parts, and the length of one of these parts is at least four. Hence, 
for some a ∈ {q1, q2, . . . , qr} and b ∈ {q1, q2, . . . , qr, t} the length of aP1b is at least four and contains no inner vertex 
among q1, q2, . . . , qr, t . Then concatenate P2 with t Q aP1b without the vertex b. The obtained path is of length at least 
d + 1 + 3 = d + 4. Thus, we have that for each k ∈ {1, . . . , r} the vertex qk is at distance at most 3(r − 1) ≤ 6 from t on P1. 
In particular, qr = v1, j for j ≥ p1 − 5.

If r = t , i.e. there is no vertex from P2 among q1, . . . , qr , then we have an outer (qr, s)-path in G . Since qr = v1, j for 
j ≥ p1 − 5 ≥ 4, by Claim 5 G has a path of length at least d + 4. We now have that z > r and qr+1 ∈ V (P2), i.e. Q alternates 
at least once between P1 and P2. We say that k is an alternation point in Q if qk ∈ V (Pi) and qk+1 ∈ V (P3−i) for some 
i ∈ {1, 2}. As a convenient exception, we also consider k = z as an alternation point in Q . Let k1 < k2 < . . . < kc−1 < kc be 
the sequence of all such alternation points in Q . We know that c ≥ 1 and k1 = r and kc = z.

We show that for each j ∈ {1, . . . , c}, for every k ∈ {1, . . . , k j} the distance between qk and t on P1 or P2 is at most 23 j
.

We prove this by induction, where the case j = 1 has already been proved. Take j > 1 and assume that the induction 
hypothesis holds for j − 1. Then we have an outer (qk j−1 , qk j−1+1)-path in G and for each k ∈ {1, k j−1 + 1, k j} qk ∈ V (Pi). 
We know that qk j−1 = v3−i, j′ and j′ ≥ p3−i − 23 j−1 + 1 by induction. If k j − k j−1 > 23 j−1 + 3, then sP3−iqk j−1 Q qk j is a path 
of length at least p3−i + 5 ≥ d + 4. Hence, we have that k j − k j−1 ≤ 23 j−1 + 3. On the other hand, qk j−1+1 = vi, j′′ and by 
Claim 4 we have that j′′ ≥ j − 2 ≥ p3−i − 23 j−1 − 1 ≥ pi − 32 j−1 − 4. If k j = k j−1 + 1, then everything is proved since vi, j′′ is 
on the distance pi − j′′ + 1 ≤ 23 j−1 + 5 ≤ 23 j

from t on Pi . From now we assume that k j − k j−1 > 1.
Let �, u ∈ {1, . . . , k j−1 + 1, k j} be such that q� is the farthest from t on Pi and qu is the closest to t on Pi . Then q� Piqu

contains qk for each k ∈ {1, . . . , k j−1 + 1, k j}. The vertices qk j−1+1, . . . , qk j split this path into k j − (k j−1 + 1) parts. If the 
length of q� Piqu is more than (23 j−1 + 2)(k j −k j−1 − 1), then one of these parts has the length at least 23 j−1 + 3. We denote 
the endpoints of this part by qa and qb , i.e. this part is qa Piqb . Let us consider the path sP3−iqk j−1 Q qa Piqb without the 
vertex qb . This path is of length at least (p3−i − 23 j−1 + 1) + 1 + (23 j−1 + 3) ≥ p3−i + 5 ≥ d + 4. Thus, we now assume that 
the length of q� Piqu is at most (23 j−1 + 2)(k j − k j−1 − 1) ≤ (23 j−1 + 2)2.

Then for each k ∈ {1, . . . , k j−1 +1, k j} the vertex qk is on a distance at most (23 j−1 +2)2 from qk j−1+1 on Pi . Since qk j−1+1

is on a distance at most 23 j−1 + 5 from t , we have that for each such qk the distance between qk and t on Pi is at most

23 j−1 + 5 + (23 j−1 + 2)2 ≤ 22·3 j−1 + 5 · 23 j−1 + 9 ≤ 3 · 22·3 j−1 ≤ 23 j
,

as claimed.
Because for each j ∈ {1, . . . , c}, for every k ∈ {1, . . . , k j} the distance between qk and t on P1 or P2 is at most 23 j

, we 
obtain that qz = qkc = vi, j , where i ∈ {1, 2} and j ≥ pi − 23c + 1. Q also yields an outer (qz, s)-path, and by Claim 5, we 
have that j ≤ 3 or G has a path of length d + 4. Then pi ≤ 23c + 2. Since pi ≥ d − 1, we obtain that 23c + 3 ≥ d so c ≥ 17. It 
follows that for each i ∈ {1, 2} there are at least 8 outer (vi, j, v3−i, j′ )-paths in G , and all of them are subpaths of Q . �
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The last claim in the proof shows that we can find two disjoint paths, one near s and one near t in G . We shall then 
combine them in a single path of length d + 4 in G using paths from Claim 6.

Claim 7. In G, there is either:

1. A path of length at least d + 4, or
2. A path of length 5 ending in v1,3 or in v2,3 that avoids all vertices of form vi, j for j > 3, and a path of length 5 starting in v1,p1−2

or in v2,p2−2 that avoids all vertices of form vi, j for j < p2 − 2. These two paths do not share any common vertex.

Proof of Claim 7. Since G is strongly 2-connected, there are two internally disjoint (s, t)-paths Q 1 and Q 2. By Lemma 6, 
either G contains a path of length d + 4 or for each i ∈ {1, 2} Q i contains at least four vertices in V (P1) ∪ V (P2) \ {s, t}. 
Hence, for each k ∈ {1, 2}, we have four outer paths t Q kak , ak Q kbk , dk Q ks, ck Q kdk in G . Note that all these eight paths are 
internally disjoint and the eight vertices ak, bk, ck, dk are pairwise distinct.

We first show how to construct a path of length 5 ending in vi,3 for some i ∈ {1, 2}, using the paths dk Q ks and ck Q kdk . 
If dk = vi, j for k, i ∈ {1, 2} and j ≥ 2, then take the path vi,1 Pi vi, j Q ksP3−i v3−i,3. This is a path of length at least ( j − 1) +
1 + 3 ≥ j + 3 ≥ 5 ending in v3−i,3 avoiding all vertices of form vx,y with y > 3 as required. Hence, it is left to consider the 
case when for each k ∈ {1, 2} dk = vi, j where j ≤ 2. Without loss of generality, we assume that for each k ∈ {1, 2} dk = vk,1.

We now require the path c1 Q 1d1 for the construction. Let c1 = vi′, j′ for some i′ ∈ {1, 2} and j′ ∈ {1, . . . , pi′ }. Suppose 
first that i′ = 1. If j′ ≥ 4 then take the path v1,2 P1 v1, j′ Q 1 v1,1 Q 1sP2t . This is a path of length at least ( j′ − 2) + 2 + d ≥
d + j′ ≥ d + 4 in G . If j′ ≤ 3, then consider the path v1, j′ Q 1 v1,1 Q 1sP2 v2,3. This is a path of length at least five ending in 
v2,3 that avoids all vertices vx,y with y > 3.

It is left to consider c1 = v2, j′ . If j′ ≥ 4, then c1 Q 1d1 is an outer (v2, j′ , v1, j)-path with j ≤ j′ − 3 and we are done by 
Claim 4. Hence, j′ ∈ {2, 3}. Then consider sP2 v2, j′ Q 1 v1,1 P1 v1,3. This path has the length at least j′ +1 +2 ≥ 5, ends in v1,3, 
and avoids all vertices required. The part of the proof for paths ending in vi,3 is complete. Note that all constructed paths 
can contain only vertices vi, j with j ≤ 3, the vertex s, and inner vertices of the paths ck Q ks.

The proof for paths starting in vi,pi−2 is symmetrical. The symmetry lies in that when we take the reversal of G , the 
roles of s and t exchange, and paths starting in vi,pi−2 become paths ending in vi,3. The role of the paths ck Q ks is taken 
by the reversals of the paths t Q kbk . Hence, we can consider the graph Grev , exchange s and t and reenumerate each vertex 
vi, j := v ′

i,pi− j+1 for i ∈ {1, 2} and j ∈ {1, . . . , pi}. By applying the previous proof to Grev , we obtain either a path of length 
d + 4 in Grev or a path of length at least 5 ending in v ′

i,3. Thus, in G , we obtain either a path of length at least d + 4 or 
a path of length at least 5 ending in vi,pi−2 and avoiding all required vertices. Note that the constructed paths in this part 
can contain only vertices vi, j with j ≥ pi − 2, the vertex t and inner vertices of the paths t Q kbk . That is, the two paths of 
length five from the different parts of the proof do not share any common vertex. �

To conclude the proof of Lemma 1, we combine results of Claim 6 and Claim 7 together. By Claim 7, if G does not contain 
a path of length d + 4, there exists a path of length five ending in vi,3 avoiding all vx,y with y ≥ 4 and a path of length five 
starting in vi′,pi′−2 avoiding all vx,y with y ≤ pi′ − 3. Denote these paths by R and R ′ respectively. If i = i′ , then we take 
the concatenation R ◦ vi,3 Pi vi,pi−2 ◦ R ′ . This is indeed a path without self-intersections as R and R ′ avoid all vertices of Pi

between vi,3 and vi,pi−2 and are disjoint. The obtained path is of length 5 + (pi − 2 − 3) + 5 ≥ pi + 5 ≥ d + 4.
If i′ = 3 − i, then we require an outer (vi,y, vi′,y′)-path T with y ≥ 3 and y′ ≤ pi′ − 2 for the concatenation 

R ◦ vi,3 Pi vi,y T vi′,y′ Pi′ vi′,pi′−2 ◦ R ′ . This path can only share vertices vi,3 and vi′,pi′−2 with R and R ′ . Thus, we want T
to avoid vertices vi,1, vi,2, vi′,pi′ , vi′,pi′−1

and all vertices in V (R) ∪ V (R ′) \ {vi,3, vi′,pi′−2}. These sum up to a total of 14
vertices that should be avoided. Since there are two internally disjoint (t, s)-paths in G , by Lemma 6 there are at least 16
outer paths in G going from an inner vertex of Pi to an inner vertex of Pi′ . As each vertex to avoid lies on at most one path 
among these 16, at least two paths are suitable candidates for T . Take any of these candidates and denote it by T .

To estimate the length of T , consider the path sP i vi,y T vi′,y′ Pi′t . The length of this concatenation equals y + � + (pi′ −
y′ + 1) = (pi′ + 1) − (y′ − y) + �, where � is the length of T . Since the concatenation is an (s, t)-path we have (pi′ + 1) −
(y′ − y) + � ≥ d, so the length of T is at least (y′ − y) − (pi′ + 1 − d). The length of the path vi,3 Pi vi,y T vi′,y′ Pi′ vi′,pi′−2 is at 
least (y − 3) + (y′ − y) − (pi′ + 1 − d) + (pi′ − 2 − y′) = d − 6. It follows that R ◦ vi,3 Pi vi,y T vi′,y′ Pi′ vi′,pi′−2 ◦ R ′ is of length 
at least d + 4 as required. �

We note that the proof of Lemma 1 is constructive and can be turned into a polynomial-time algorithm finding a path 
of length diam(G) + 4 in a graph with the diameter at least 2317

. For turning the proof into an algorithm, we require a 
procedure to find two internally disjoint (s, t)-paths or two internally disjoint (t, s)-paths in G . This can be done in polyno-
mial time using any polynomial-time maximum flow algorithm. For diam(G) < 2317

, we use the color coding algorithm for
Longest Path to find a path of constant length diam(G) + 4. The running time of this algorithm is linear in n. We obtain 
that Longest Path above Diameter with k ≤ 4 can be solved in polynomial time on strongly 2-connected digraphs.
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4.2. NP-hardness

We proceed to the second and negative result of Theorem 2. The general idea of the proof is similar to that of Propo-
sition 4. We aim to take a path-like gadget graph, then take a sufficiently large Hamiltonian Path instance and connect it 
to the middle of the gadget. However, while in the general case, it suffices to simply take a path graph (Proposition 4), the 
strongly 2-connected case is much more technically involved. First, we need a family of gadget graphs that are strongly 2-
connected and have arbitrarily large diameters, but each graph in the family does not have a path longer than the diameter 
plus four. This, in fact, is exactly a counterexample to the positive part of Theorem 2, as the existence of such a family of 
graphs proves that there cannot always be a path of length diameter plus four in a sufficiently large 2-connected directed 
graph. Additionally, for the reduction we need that graphs in this family behave like paths. By that, we mean that the length 
of the longest path that ends in the “middle” of the gadget is roughly half of the diameter. Constructing this graph family 
is the main technical challenge of the proof. After constructing the gadget graph family the proof is reasonably simple, as 
we take a 2-connected Hamiltonian Path instance, and connect it to the “middle” of a sufficiently large gadget graph. The 
connection is done by a simple 4-vertex connector gadget that ensures that the resulting graph is strongly 2-connected but 
only allows paths that alternate at most once between the gadget graph and the starting instance. The whole reduction is 
visualized in Fig. 6.

We start the proof with a construction of a family of directed graphs G1, G2, . . . , G�, . . . that are strongly 2-connected, 
while the longest path in G� has the length diam(G�) + 4 starting from some �. We shall afterward use this graph for a 
many-to-one reduction from Hamiltonian Path to Longest Path above Diameter.

Construction of the graph G� . We construct G� for arbitrary � ≥ 1. We require three types of gadgets for the construction 
that are shown in Fig. 5. The first two are the source and the sink gadgets, presented in Fig. 5a and Fig. 5c. They contain 
vertices s and t respectively. Note that the sink gadget is isomorphic to the reversal of the source gadget, and isomorphism 
is clear from the enumeration of the vertices of both gadgets. The third type of gadget, namely the hat gadget, is presented 
in Fig. 5b, and consists of ten vertices. To construct the graph G� for � ≥ 1, we take one source gadget, 2� − 1 hat gadgets, 
and one sink gadget. Then we identify the vertices s8 and s14 with the vertices h1 and h4 of the first hat gadget respectively. 
Further, for each i ∈ {1, . . . , 2� − 2}, we identify the vertices h3 and h10 of the ith hat gadget respectively with the vertices 
h4 and h1 of the (i + 1)th hat gadget. Finally, we identify the vertices h3 and h10 of the last, (2� − 1)th gadget, with the 
vertices t8 and t14 of the sink gadget. Thus, all gadgets are arranged into a chain and form a weakly connected graph. This 
is the graph G� , and later in this section, we prove that it is strongly 2-connected.

Paths P1, P2 and Q 1, Q 2. The four paths we describe are shown in Fig. 5d, where the graph G2 is presented. By construction, 
there are two internally disjoint (s, t)-paths in G� . The path P1 starts in s, then goes through vertices s1, s2 up to s8 of the 
source gadget. Then the vertices h2 and h3 of the first hat gadget follow, then the vertices h5, h6 up to h10 of the second 
hat gadget follow on P1, and so on. The path P1 ends with vertices t8, t7 down to t1 and, finally, the vertex t . The path P2
starts in s, follows s9 through s14, and ends with t14 through t9 in t . The paths Q 1 and Q 2 are two (t, s)-paths in G� . Their 
construction is shown in Fig. 5, where the arcs of each of them receive a specific color.

Note that we used 2� + 1 gadgets to construct G� . Each of these gadgets is an induced subgraph of G� . Two gadgets can 
share either zero or two vertices, however, they cannot share any arc of G�. Moreover, each arc of G� belongs to exactly one 
gadget. From now on, by gadgets we refer to these 2� + 1 induced subgraphs of G� .

Separating and containing gadgets. We say that a gadget separates two distinct vertices u and v in G� if there is no (u, v)-
path and (v, u)-path in G� − X , where X is the arc set of the gadget. We say that a gadget strictly contains vertex v ∈ V (G�)

if v belongs to the vertex set of this gadget and does not belong to the vertex set of any other gadget in G� . Thus, there 
exist vertices that are not strictly contained in any gadget. We observe some trivial facts about gadgets.

Observation 2. The following holds

1. For every vertex v ∈ V (G�), if a gadget strictly contains v, then this gadget separates v and every u ∈ V (G�) \ {v}.
2. For every distinct u, v ∈ V (G�), if u and v are not separated by any gadget in G�, then {u, v} is the intersection of the vertex sets of 

two gadgets in G�.
3. For every distinct u, v ∈ V (G�), if two gadgets both separate u and v in G� and share two vertices u′ and v ′ , then there is no path 

between u and v in G� − {u′, v ′}.

Lemma 2. If a gadget separates u and v in G� and strictly contains neither u nor v, then the arcs of any (u, v)-path in G� induce a 
single path inside this gadget.

Proof. First, since the gadget is a separating gadget, it should contain at least one arc of any (u, v)-path in G� . Hence, the 
arcs of the (u, v)-path induce one or several paths inside the gadget. The gadget is a hat gadget since the source and the 
sink gadget can be separating only for the vertices they strictly contain. Any path induced in the gadget by the arcs of 
the (u, v)-path has endpoints in {h1, h3, h4, h10} since both u and v are not strictly contained in the gadget. Then one of 
the paths induced in the gadget should be a path between {h1, h4} and {h3, h10}, otherwise the gadget is not separating. 
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Fig. 5. Three types of gadgets used for the construction of G� , and the graph G2. The orange arcs and the red arcs in G2 are the arcs of Q 1 and Q 2

respectively. P1 and P2 are the (s, t)-paths on the left and the right respectively. Blue arcs are the arcs that belong to neither of P1, P2 and Q 1, Q 2. 
Dashed rounded rectangles show the boundaries of the gadgets used in the construction.
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Hence, if there is more than one path induced, then there are exactly two paths induced, and the second path is also a path 
between {h1, h4} and {h3, h10}. Since the gadget is separating and {h1, h4} with {h3, h10} are boundaries of the separation, 
we should have an odd number of paths going between them. Thus, there is only one induced path. �
Lemma 3. G� is strongly 2-connected.

Proof. First note that G� is strongly connected since every vertex of G� is reachable from s and t is reachable from every 
vertex of G� and there is a (t, s)-path in G� . We now need to show that G� − v is strongly connected for every vertex 
v ∈ V (G�).

Since G� is strongly connected and G�[N−
G�

(s) ∪ N+
G�

(s)] is strongly connected, we have that G� − s is strongly connected. 
The same argument works for t , so G� − t is strongly connected as well. We shall now prove that G� − v is strongly 
connected for an arbitrary vertex v ∈ V (G�) \ {s, t}. Since there are two disjoint (s, t)-paths in G�, t is reachable from s in 
(G�, v). Analogously, s is reachable from t in (G�, v). Hence, to prove that G� − v is strongly connected it is enough to show 
for every vertex u ∈ V (G� − v) \ {s, t} that there is an (s, u)-path or a (t, u)-path in G� and there is an (u, s)-path or a 
(u, t)-path in G� − v .

Take a vertex u ∈ V (G�) \ {v, s, t}. First, note that u lies on an (s, t)-path in G� . If v does not belong to this path, then 
this path remains in G� − v yielding an (s, u)-path and an (u, t)-path in G� as required. We now assume that v belongs to 
every (s, t)-path in G� containing u. Then exactly one of (s, u)-path and (u, t)-path exists in G� − v .

Claim 8. If u ∈ V (G�) \ {s, t} lies on Q 1 or Q 2 in G� , then there exists

• an (s, u)-path and a (t, u)-path that are internally disjoint;
• an (u, t)-path and an (u, s)-path that are internally disjoint.

Proof of Claim 8. Let i be such that u belongs to Pi and j be such that u belongs to Q i . Note that the vertices in V (Q j) ∩
V (Pi) appear on Q j in the order reverse to the order on Pi . Then the (t, u)-subpath of Q j only uses vertices of Pi that 
appear after u on Pi . Thus, the (s, u)-subpath of Pi does not share any internal vertex with a (t, u)-subpath of Q j . These 
two paths form the first pair of the claim.

To proceed with the second pair of paths, take the (u, s)-subpath of Q j and the (u, t)-subpath of Pi . Since the (u, s)-
subpath uses only those vertices of Pi that appear before u on Pi , these paths are also internally disjoint. �

Suppose that u lies on a (t, s)-path in G� . From the claim follows that u is reachable from s or t and s or t is reachable 
from u in G� − v and we are done. Hence, we can assume that u lies neither on Q 1 nor Q 2. Then u is a vertex in 
N+

G�
(s) ∪ N−

G�
(t) or a vertex in the inner cycle of a hat gadget, i.e. one of the vertices among the vertices h2, h6, h7, h8 of 

some hat gadget.
If u is a vertex in N+

G�
(s), then there are two internally disjoint paths from s to u and two internally disjoint paths from 

u to s in G� , so both (u, s)-path and (s, u)-path exist in G� − v and we are done. Analogously, if u is a vertex in N−
G�

(t), we 
have both (u, t)-path and (t, u)-path in G� − v .

It is left to consider the case when u is a vertex of the inner cycle of a hat gadget. Note that there exist two internally 
disjoint paths starting in distinct vertices of V (Q i) and ending in u, for each i ∈ {1, 2} in G� . Symmetrically, we have two 
internally disjoint paths starting in u and ending in distinct vertices of V (Q i), for each i ∈ {1, 2} in G� . Since at least one of 
Q 1 and Q 2 exists in G� − v , we have a (t, u)-path and an (u, s)-path in G� . The proof is complete. �
Lemma 4. diam(G�) = distG�

(s, t) = 8� + 10.

Proof. Let d be the length of P1 and P2 in G� . First, note that distG�
(s, t) equals d. Indeed, V (G�) = V (P1) ∪ V (P2), so an 

(s, t)-path in G� consists only of vertices of P1 and P2. Note that for every choice of x, y ∈ {1, 2} and i, j ∈ {1, . . . , d + 1}
with i + 1 < j, there is no arc in G� going from an ith vertex on P x to a jth vertex on P y . Hence, to reach t from s one 
should use at least d arcs in G� . Our goal is to prove that distG�

(u, v) ≤ d for each u, v ∈ V (G�).
Now denote the internal vertices in P1 by a1, a2, . . . , ad−1 in the order corresponding to P1. Thus, distG�

(s, v) ≤ i and 
distG�

(v, t) ≤ d − i for each i ∈ {1, . . . , d − 1}. Note that it holds that distG�
(s, v) = i and distG�

(v, t) = d − i since, otherwise, 
distG�

(s, t) ≤ distG�
(s, v) + distG�

(v, t) < i + (d − i) = d. Analogously denote the internal vertices in P2 by b1, b2, . . . , bd−1. It 
holds that distG�

(s, bi) = i and distG�
(bi, t) = d − i for each i ∈ {1, . . . , d − 1}.

Now consider the distance distG�
(t, s). We know that distG�

(t, s) is at most the length of Q 1 or Q 2. Observe that Q 1
uses four arcs in the sink gadget, three arcs in � hat gadgets, one arc in � − 1 hat gadgets, and four arcs in the source 
gadget. Hence, the length of Q 1 is 4 + 3� + (� − 1) + 4 = 4� + 7. As for Q 2, it uses six arcs in each of the sink and the source 
gadgets, one arc in � hat gadgets, and three arcs in � − 1 hat gadgets. The length of Q 2 is 12 + � + 3(� − 1) = 4� + 9. Hence, 
distG�

(t, s) ≤ 4� + 7 < d.
Now take a vertex v ∈ {a1, b1, a2, b2, . . . , ad−1, bd−1} and consider the distance distG�

(t, v). If v belongs to Q 1 or Q 2, 
then distG�

(t, v) < 4� + 9 < d. If v belongs neither to Q 1 nor Q 2, then v ∈ N+ (s) or v ∈ N− (t) or v is a vertex of the inner 
G� G�
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cycle of a hat gadget. In the first case, distG�
(t, v) ≤ distG�

(t, s) + 1 ≤ 4� + 8 < d. In the case v ∈ N−
G�

(t), distG�
(t, v) = 2. For 

v being a vertex of some inner cycle, note that v is reachable from a vertex of Q 1 or a vertex of Q 2 using a single arc. 
Hence, distG�

(t, v) < 4� + 9 + 1 < d.
To handle the distance distG�

(v, s), we note that the graph G� is isomorphic to the graph G�
rev with isomorphism 

f : V (G�) → V (G�), such that f (s) = t , f (t) = s, f (ai) = ad−i and f (bi) = bd−i for each i ∈ {1, . . . , d − 1}. Thus, distG�
(v, s) =

distG�
rev ( f (v), t) = distG�

(t, f (v)). Since f (v) is ai or bi for some i ∈ {1, . . . , d − 1}, we have that distG�
(v, s) ≤ 4� + 9 < d.

It is left to prove that distG�
(u, v) ≤ d for every choice of u, v ∈ {a1, b1, a2, b2, . . . , ad−1, bd−1}. It is easy to see that for 

every 1 ≤ i ≤ j < d distG�
(v, a j) = j − i and distG�

(bi, b j) = j − i, otherwise distG�
(s, t) < d.

Note that for each i ∈ {1, . . . , d − 1} with i giving 1, 2 or 3 modulo 8, we have an arc from ai to b j in G� , where j is such 
that | j − i| = 1. Then, for each i ∈ {1, . . . , d −1} with i giving 6, 7 or 0 modulo 8 and i ∈ {1, 2, 3, d −1, d −2, d −3}, we have an 
arc from bi to a j in G� , where j is such that | j − i| = 1. It follows that for each i ∈ {1, . . . , d −1}, we have an arc from a j to bt , 
where i ≤ j ≤ i + 5 and |t − j| = 1. Hence, distG�

(ai, b j+1) ≤ distG�
(ai, a j) + 1 + max{distG�

(b j−1, b j+1), distG�
(b j+1, b j+1)} ≤

j − i + 1 + 2 = j − i + 3. Then distG�
(ai, bi+6) ≤ distG�

(ai, b j+1) + distG�
(b j+1, bi+6) ≤ ( j − i + 3) + (i − j + 5) = 8. Analogously, 

we have that distG�
(bi, ai+6) ≤ 8. We conclude that distG�

(ai, b j) ≤ j − i + 2 ≤ d and distG�
(bi, a j) ≤ j − i + 2 ≤ d for each 

i, j ∈ {1, . . . , d − 1} such that j − i ≥ 6.
It remains to consider distances of form distG�

(u, v), where u ∈ {ai, bi} and v ∈ {a j, b j}, such that j − i ≤ 5. Then we have 
that both u and v are vertices of the same gadget or two adjacent gadgets. The diameter of any gadget is at most eight, so 
clearly the distance between u and v is at most 16, which is less than 8� + 10 for � ≥ 1. �

Lemma 5. Let u, v ∈ V (G�) be a pair of vertices in G� and let T be an (u, v)-path in G� . If T contains an arc of some gadget (either 
source, sink, or hat gadget) of G�, then

• this gadget contains u or v;
• this gadget separates u and v in G�;
• T contains exactly two arcs of this gadget. There are at most two such gadgets for T overall.

Proof. We first consider the hat gadgets. Targeting towards a contradiction, suppose that there exists an (u, v)-path T
and a hat gadget that does not satisfy the lemma statement. Denote the vertices of the hat gadget in G� by h1, . . . , h10, 
respectively to the definition of a hat gadget. The hat gadget does not separate u and v in G� and u, v /∈ {h1, h2, . . . , h10}. 
Finally, T uses more than two arcs of this gadget.

Note that since the gadget does not separate u and v in G� , the arcs of T in the gadget either form a path between 
h1 and h4, or a path between h3 and h10, or two disjoint paths, one going from {h1, h4} to {h3, h10}, and one going in the 
opposite direction from {h3, h10} to {h1, h4}. Other cases are not possible since {h1, h4} and {h3, h10} both are cuts of G� .

Consider first that this is a path between h1 and h4. First note that the only (h4, h1)-path inside the gadget uses exactly 
two arcs, (h4, h5) and (h5, h1), but T uses more than two arcs. If this is a (h1, h4)-path, then T contains a vertex x outside 
the gadget such that (x, h1) ∈ A(G�). Symmetrically, T contains a vertex y /∈ {h1, . . . , h10} such that (h4, y) ∈ A(G�), and x
and y are distinct. However, the indegree and outdegree of both h1 and h4 are equal to two, so there is only one option 
for x and only one option for y in G� . However, from the construction of G� it is clear that both x and y should be a 
predecessor of h1 on either P1 or P2 in G� . Hence, the case of a path between h1 and h4 is not possible.

The case of a path between h3 and h10 is symmetrical. The only (h3, h10)-path consists of only two arcs, and the 
(h10, h3)-path is not possible since T cannot contain a (h10, h3)-subpath, as the only outside ingoing neighbor of h10 is the 
only outside outgoing neighbor of h3.

The only case left for the intersection of T and the arcs of the gadget is two disjoint paths. One path should start either 
in h1 or h4 and end either in h3 or h10, and the other should go in the opposite direction. Suppose that one of the paths 
starts in h3. Then it should use the only outgoing arc (h3, h9). However, {h3, h10} separates all paths going from {h1, h4} to 
h10, so a disjoint path in the other direction is not possible in this case. Hence, one of the paths should start in h10 . The 
only arc outgoing of h10 is (h10, h4), so one of the paths is a (h10, h4)-path and the other is an (h1, h3)-path inside the 
gadget. But then T should contain an (h1, h4)-subpath in G� . We already know that this is not possible.

It is left to consider the case when the source gadget or the sink gadget does not contain u and v , but T has at least 
three arcs of this gadget. We consider the case of the source gadget as the case of the sink gadget is symmetric. Since T
neither starts nor ends in the source gadget, the arcs of T should induce a path between s8 and s14 inside it. The only 
(s14, s8)-path consists of just two arcs, so it should be an (s8, s14)-path inside the gadget. Then T should contain an arc 
(x, s8) and an arc (s14, y), where x, y are outside the gadget. The only choice for both x and y is the vertex h5 of the first 
hat gadget in G� . This is a contradiction since x and y should be distinct.

For the very last sentence in the lemma statement, suppose that there are three gadgets containing an arc of T but not 
containing u and v and not separating u and v . Then one of the three gadgets separates the other two from each other, 
and this gadget is necessarily a hat gadget. Then the arcs of T should form at least one path between {h1, h4} and {h3, h10}
inside this separating gadget, but this is not the case. �
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Lemma 6. For � ≥ 17, the maximum path length in G� is distG�
(s, t) + 4 = 8� + 14. Additionally, for a vertex v ∈ G� that is either 

h6 or h8 in the middle hat gadget (i.e. the �-th hat gadget out of 2� − 1), the longest path in G� that ends in v has the length at most 
4� + 15, and exactly 4� + 15 for h8 .

Proof. Consider two vertices u and v and an (u, v)-path T . We show that the length of T is at most d + 4, where d =
distG�

(s, t) = 8� + 10. For any hat gadget not containing u and v but separating u and v , we know that the arcs of T form 
a path between {h1, h4} and {h3, h10} inside this gadget.

We first consider the case when distG�
(s, u) > distG�

(s, v). Then in any separating hat gadget that does not contain u
or v strictly, the arcs of T form a path from {h3, h10} to {h1, h4}. Denote all separating gadgets by H1, H2, . . . , H p in the 
order in which T traverses them. Denote by xi the number of arcs of T inside Hi for each i ∈ {1, . . . , p}. Note that each 
xi ∈ {1, . . . , 5}, as the longest path from {h3, h10} to {h1, h4} in Hi is an (h3, h1)-path of length five. However, if the path 
induced by T in Hi ends in h1, then the path induced by T in Hi+1 starts in h10. A longest path starting in h10 is of length 
three if it ends in h1, and is of length one if it ends in h4. For each i ∈ {1, . . . , p}, let ci ∈ {0, 1} be equal to 1 if the path 
induced by T in Hi ends in h1, and to 0 otherwise. Additionally, let c0 = 1 if the path induced by T in H1 starts in h3, 
otherwise c0 = 0.

For each i ∈ {0, . . . , p − 1}, consider the values of ci and ci+1. If ci = 0, then the path induced by T in Hi+1 starts 
in h3, otherwise it starts in h10. If ci+1 = 0, then the path induced by T in Hi+1 ends in h4, otherwise it ends in h1. If 
(ci, ci+1) = (0, 0), then the path inside Hi+1 is an (h3, h4)-path and has the length three. If (ci, ci+1) = (0, 1), then this path 
goes from h3 to h1 and has the length five. If (ci, ci+1) = (1, 0), then the path is an (h10, h4)-path and has the length one. 
Finally, if the pair equals (1, 1), then inside Hi+1 we have an (h10, h1)-path of length three. Thus, the formula for xi+1 is 
3 − 2ci + 2ci−1. We obtain that 

∑p
i=1 xi = 3p + 2c0 − 2cp ≤ 3p + 2.

Now observe that apart from arcs inside separating gadgets, T can contain arcs inside gadgets containing u and v but 
not separating them plus four arcs in two additional gadgets. Since each gadget consists of at most 14 vertices, T can have 
at most 13 arcs inside gadgets containing u and v . The vertex u is either strictly contained in a gadget or is non-strictly 
contained in two adjacent gadgets. In the second case, one of the two gadgets is necessarily a separating hat gadget. Since 
the same holds v , there are at most two gadgets in G� that contain u or v but not separate them. Hence, the length of T
is at most (3p + 2) + 2 · 13 + 4 ≤ 3p + 32 ≤ 3(2� − 1) + 32 ≤ 6� + 29. For � ≥ 17, we have that 6� + 29 < 8� + 14, which is 
the desired bound on the length of T . For the second part of the statement, if v is strictly contained the middle hat gadget, 
then p is at most � − 1, and the length of T is at most 3� + 32 ≤ 4� + 15.

We move on to the case distG�
(s, u) ≤ distG�

(s, v). If u and v are in the same gadget or are in two adjacent gadgets, 
then the length of T is at most 4 · 14 + 4 ≤ 60 < d + 4. Hence, there is at least one hat gadget separating u and v but not 
containing u or v . Consider the subpath of T that is formed by arcs of the separating gadgets that do not strictly contain u
or v . Let the starting point of this path be u′ and the ending point be v ′ . Note that in any separating hat gadget, T induces 
a path from hi ∈ {h1, h4} to h j ∈ {h3, h10}. Note that the length of such path always equals distG�

(s, h j) − distG�
(s, hi). Hence, 

the length of the (u′, v ′)-subpath of T is exactly distG�
(s, v ′) − distG�

(s, u′). It remains to estimate the length of the (u, u′)-
subpath and the (v ′, v)-subpath of T , consider the following expression for the length of the (u, v)-path:

length(T ) = length
(
T(u,u′)

) + distG�
(s, v ′) − distG�

(s, u′) + length
(
T(v ′,v)

) =
d + (

length
(
T(u,u′)

) − distG�
(s, u′)

) + (
length

(
T(v ′,v)

) − distG�
(v ′, t)

)
,

where we denote the (u, u′)-subpath of T by T(u,u′) , and the (v ′, v)-subpath of T by T(v ′,v) .
It suffices to show that the length of the (u, u′)-subpath is at most distG�

(s, u′) + 2, then, by symmetry, each of the 
last two terms above is at most two. There are two cases, either u belongs to the source gadget, or u belongs only to hat 
gadgets. We start with the first case, u′ is then either s8 or s14 in the source gadget. The following claim completes this 
case.

Claim 9. In the source gadget, for w ∈ {s8, s14}, the longest path that ends in w has the length at most dist(s, w) + 2.

Proof of Claim 9. Let us call the arcs that increase (resp. decrease) the distance to s forward (resp. backward) arcs. Observe 
that if a path that ends in w does not take backward arcs, its length is at most dist(s, w). We now consider the choice of 
the first backward arc of the potential path. To recall the vertex numeration in the source gadget, see Fig. 5a.

s2s After s, the path has to proceed to s10 since {s2, s10} is a cut that separates s from {s8, s14}. The longest choice 
for such a subpath starts in s1 or s9 and collects all vertices on one side of the cut, e.g. s1s2ss9s10. Then the 
path has the only option to proceed to s14, if w = s14 this case is settled as the length of the path is at most 
8 = dist(s, s14) + 2. If w = s8, then the path has to take the arc s14s7, and then the arc s7s8; the arc s7s5 cannot be 
taken since s7 separates s8 from s5. Again, the length of the path is at most 10 = dist(s, s8) + 2.

s10s Identically to the previous case, the first part of the path ends in s2 and takes at most 4 arcs inside the vertex set 
{s, s1, s2, s9, s10}. Then the path has to proceed along P1 until it either takes the arc s4s13, and then the argument 
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is exactly the same as in the previous case, or proceeds straight to s8, thus in the case w = s8 yielding a path of 
length at most 10.

s2s9 Exactly as in the case s2s , the path has to reach s10, and then the analysis is the same.

s10s1 Symmetrically to the previous case, the analysis repeats the case s10s .

s3s10 After s10, the path has to proceed to s11 as {s3, s10} is a separator, the analysis regarding the subpath after s10

is identical to the case s2s . Observe that the subpath leading to s3 cannot take both vertices s1 and s9 since 
s2 together with s10 separates s1 and s9 from s3. Therefore, prior to reaching s10, the path takes at most 4 arcs, 
leading again to the total length of at most dist(s, w) + 2.

s11s2 Symmetrically to the previous case, the analysis reduces to the case s10s .

s6s3 Before s6, only the vertices s4 and s5 can be taken since s6s3 is the first backward arc. After s3, the path either 
proceeds to s10, or s4 and then s13. In the first case, the path has to go directly from s10 to w via forward arcs, 
yielding a length of at most 8 or 10 for w = s14 and w = s8 respectively. In the second case, no other backward 
arc can be taken as well, and the resulting path can only be shorter.

s5s4 Since s5s4 is the first backward arc on the path, the path has to start at s5. Afterward, the arc s4s13 has to be taken, 
and then only forward arcs to s14, resulting in the path of length 3, or s8, resulting in the length 5.

s7s5 The target endpoint w cannot be s8, as s7 separates s8 from s5. If w = s14, the path has to either continue through 
s5s4 and s4s13, or through s5s6 and s6s3. In the first case, the path has to finish immediately by taking the arc 
s13s14, and before s7, only the vertex s6 can be taken, resulting in the length of at most 5. In the second case, the 
path has to start at s7 as s6 is taken and s14 is the end of the path, and then similarly to the case s6s3 the only 
option is to proceed from s3 to s10 and then to s14 along forward arcs, resulting in the length 8, or from s3 directly 
to s14 via forward arcs, resulting in the length 6.

s8s6 The endpoint w must be s14. After s6, the path either goes through s6s3, or through s6s7s5s4s13s14. In the latter 
case, s8 has to be the starting vertex of the path and the length is 6. In the former, the starting vertex is either s7
or s8, and then the analysis is identical to the case where s6s3 is the first backward arc.

s12s11 The vertex s12 has to be the starting point of the path. Afterward, the arc s11s2 has to be taken, and then only 
forward arcs. The length of the path is then exactly dist(s, w).

s13s12 The path has to start at s13, as {s4s13} separates s12 from w . The only possible continuation is s12s11s2s3s4s5s6s7s8, 
resulting in the path of length 9 ending at s8.

As the above cases cover all backward arcs in the source gadget, the proof of the claim is concluded. �
In the other case, u does not belong to the source gadget, so the first hat gadget does not separate u and v . Consider 

the topmost hat gadget that contains u. The vertex u′ has to be either h3 or h10 in this hat gadget since the next hat gadget 
necessarily separates u and v . Thus, distG�

(s, u′) ≥ 10. Now it suffices to show that the length of the (u, u′)-subpath is at 
most twelve. From Lemma 5, it follows that this subpath lies completely inside the gadget, except for the two arcs of the 
gadget above that form a path from h4 to h1 through a vertex outside of the gadget. Therefore, the subpath visits at most 
eleven vertices, the number of vertices in a hat gadget plus one extra vertex, and thus cannot exceed the length of twelve. 
To complete the proof, we show that there is indeed a path of length 8� + 14 in G� . The path proceeds as follows: start at 
the vertex s9 of the source gadget, then go to s10 and s, then proceed along the path P1 of length d until t is reached, and 
finally go to t10 and t9.

For the second part of the statement, consider v ∈ {h6, h8} in the middle hat gadget. Then v ′ is either h4 or h1 in the 
same gadget. From the above, the length of the (u, v ′)-subpath of T is at most distG�

(s, v ′) + 2. Going from v ′ to v , T may 
have arcs inside the middle hat gadget, and possibly two arcs in the next gadget that form a two-path between h3 and h10. 
Thus, the length of T is at most distG�

(s, v ′) + 12 since there are at most 10 available vertices to T after v ′ . If v ′ is h4 in 
the gadget, then the length of T is at most 4� + 14 since distG�

(s, v ′) is 4� + 2 in this case. It only remains to consider the 
case where v ′ is h1 in the middle hat gadget, distG�

(s, v ′) = 4� + 4. It suffices to show that T cannot take simultaneously all 
the vertices in the hat gadget, and the two arcs of the next gadget. Assume that happens, then T has to go from h1 to h3

and then to h10 through the two additional arcs. This leaves only the option to proceed to h4 and then along the remaining 
path. Thus, h9 cannot be reached before h6 or h8, if the path is to collect all vertices. Finally, to see that there is a path of 
length 4� + 15 ending at h8, consider the following path. Start at s1, go to s2, then s, then proceed along P2 until the vertex 
h1 of the middle hat gadget is reached. From there, complete the path with the following sequence:

h1h2h3 wh10h4h5h6h7h8,

where all the vertices are labeled corresponding to the hat gadget, and w is the available vertex of the next gadget. This 
completes the lemma. �

Now we are ready to prove the hardness result of Theorem 2.
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Lemma 7. Longest Path above Diameter on strongly 2-connected directed graphs is NP-complete for k ≥ 5.

Proof. For each k ≥ 5, we present a reduction from Hamiltonian Path on undirected 2-connected graphs, for an intuitive 
illustration see Fig. 6. Take a Hamiltonian path instance H where |V (H)| = n′ , we treat H as a directed graph where every 
undirected edge is replaced by two directed arcs going in opposite directions. Assume that n′ has form 4� + (k − 5) for 
an integer � ≥ k/4 + 17. For each vertex w ∈ V (H), we construct the following instance of Longest Path above Diameter. 
Consider a graph C that we call a connector gadget. The graph C has four vertices c1, c2, c3, c4, and four arcs c3c1, c4c2, 
c1c4, c2c3. The resulting instance of Longest Path above Diameter is the graph G constructed by taking disjoint instances 
of the graphs H , C , G� , and then associating the vertex c2 of C with w in H , c1 of C with an arbitrary other vertex of H , 
c3 of C with the h6 vertex of the middle hat gadget of G� , and c4 with the h8 vertex of the same gadget. This finishes the 
construction, and now we show the correctness of the reduction, that is, there is a Hamiltonian path in H if and only if at 
least one of the constructed graphs G has a path of length diam(G) + k. In the following claims, we show that G shares 
most of the properties proved for G� above.

Claim 10. G is strongly 2-connected.

Proof of Claim 10. Clearly, G is strongly connected. Now, assume we remove a vertex v from G , v either belongs to an 
induced copy of H or an induced copy of G� . In the first case, any other vertex of H is still reachable from c1 or c2
(whichever is not removed) and vice versa since H is 2-connected. There is also a path from any vertex of G� to {c1, c2} \{v}
and back since the graph G[V (G�) ∪ {c1, c2} \ {v}] is unchanged. The second case is identical. �
Claim 11. diam(G) = diam(G�).

Proof of Claim 11. Clearly, diam(G) ≥ diam(G�). To show the opposite direction, first, observe that diam(H) ≤ n′
2 = 2� + k−5

2 . 
That holds since, for any two vertices u and v in H , distH (u, v) is at most |H |

2 , as there are two disjoint paths going from 
u to v , and it cannot be that they both are longer than |H |

2 . For any two vertices u and v inside G� , the distance from u to 
v is unchanged from G� since it is impossible to go from u to H − V (C) and then back to v in G� , and the vertices of C
do not change the distances in G� . Finally, for a vertex u ∈ V (G�) and a vertex v ∈ V (H), observe that a path from u to v
necessarily goes through the arc wt , where either w = c3, t = c1, or w = c4, t = c2. The subpath (u, w) is a shortest such 
path inside G� , and by Lemma 6 its length is at most 4� + 15. The subpath (t, v) is a shortest path inside H , and its length 
is at most diam(H) ≤ 2� + k−5

2 . Thus, distG(u, v) ≤ 6� + k−5
2 + 16 ≤ 8� + 10 = diam(G�) since by construction 2� ≥ k/2 + 34. 

The case u ∈ V (H), v ∈ V (G�) is symmetrical. �
Claim 12. The longest path in G has the length at least diam(G) + k if and only if there is a Hamiltonian path in H starting in w.

Proof of Claim 12. By Lemma 6, no path inside G� has the length more than diam(G) + 4. Since |V (H)| = 4� + (k − 5), there 
cannot be a path of length more than 4� + (k − 6) < 8� + 10 +k inside H . Thus, if there is a path T longer than diam(G) +k
in G , it must use vertices in both G� and H . By the structure of C any such path either lies completely inside H or G�

while taking only one extra vertex of C , or crosses from G� to H through C only once (or, from H to G� , but this case is 
symmetrical). In the first case, if the path starts and ends in H , its length is at most 4� + (k − 5). Now consider the case 
where T starts and ends in G� . If the vertex h7 of the middle hat gadget does not lie on T , T can be transformed into a 
path T ′ of the same length that lies completely inside G� , by replacing the outer vertex of C (c1 or c2) by h7. Otherwise, 
if T contains the vertex h7, it has to start or end in this vertex, as the only two neighbors h6 and h8 of h7 lie also on T
separated by the outer vertex of C . Then by Lemma 6 the length of T is at most 4� + 18 < 8� + 10 + k, as T is a path inside 
G� that starts or ends in h6 or h8 of the middle hat gadget, plus three extra arcs.

Therefore, the only option when T can have the length at least diam(G) + k is when it has the following structure: it 
starts at a vertex u ∈ V (G�), then continues inside G� until it takes the arc wt in C , and then takes a final subpath (t, v)

inside H . Here either w = c3, t = c1, or w = c4, t = c2, and we drop the completely symmetrical case where the path goes 
from H to G� through C . By Lemma 6, the length of the (u, w)-subpath is at most 4� + 15. Now if the length of T is at 
least diam(G) + k = 8� + 10 + k, the subpath (t, v) must be a Hamiltonian path in H since |V (H)| = 4� + (k − 5), and the 
length of T is exactly 8� + 10 + k.

In the other direction, if there is a Hamiltonian path P in H , consider its starting vertex w , and the instance of Longest 
Path above Diameter constructed with this choice of w . By Lemma 6, there is a path of length 4� + 15 inside G� that ends 
in c4, which is also the vertex h8 of the middle hat gadget. Continuing this path through the arc c4c2 and then along the 
Hamiltonian path (recall that c2 in C is w in H), we obtain a path of length 8� + 10 + k. �

Clearly, the lemma follows from the three claims above. �
F.V. Fomin, P.A. Golovach, W. Lochet et al. Journal of Computer and System Sciences 137 (2023) 66–86
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s

t

c1

c2

c3

c4

Connector gadget C

Hamiltonian Path instance H

Fig. 6. The illustration of the hardness reduction of Lemma 7. While, in fact, the graph G� used in the reduction must have � ≥ 17, here we use the graph 
G2 for clarity.
83



F.V. Fomin, P.A. Golovach, W. Lochet et al. Journal of Computer and System Sciences 137 (2023) 66–86
5. Conclusion

We proved that if C is a class of directed graphs such that p-Disjoint Paths is in P on C for p = 3, then Longest 
Detour is FPT on C . Very recently, this result was improved by Jacob, Włodarczyk, and Zehavi [38], who showed that
Longest Detour is FPT on C whenever p-Disjoint Paths is polynomial on the class for p = 2. However p-Disjoint Paths

is NP-complete on directed graphs for every fixed p ≥ 2 [29]. This leaves open the question of Bezáková et al. [7] about 
parameterized complexity of Longest Detour on general directed graphs. Even the complexity (P versus NP) of deciding 
whether a directed graph contains an (s, t)-path longer than distG(s, t) (the case of k = 1) remains open. Notice that Longest 
Detour is not equivalent to p-Disjoint Paths for p = 2 and, therefore, the hardness of p-Disjoint Paths does not imply the 
hardness of Longest Detour.

Our result implies, in particular, that Longest Detour is FPT on planar directed graphs. The result for planar was recently 
improved by Hatzel, Majewski, Pilipczuk, and Sokolowski [36] who followed the same ideas but gave a simpler and faster 
algorithm that relies on planarity. There are other classes of directed graphs on which p-Disjoint Paths is tractable for 
fixed p (see, e.g., the book of Bang-Jensen and Gutin [3]). For example, by Chudnovsky, Scott, and Seymour [14], p-Disjoint 
Paths can be solved in polynomial time for every fixed p on semi-complete directed graphs. Together with Theorem 1, 
this implies that Longest Detour is FPT on semi-complete directed graphs and tournaments. However, from what we 
know, these results could be too weak in the following sense. Using the structural results of Thomassen [52], Bang-Jensen, 
Manoussakis, and Thomassen in [4] gave a polynomial-time algorithm to decide whether a semi-complete directed graph 
has a Hamiltonian (s, t)-path for two given vertices s and t . Thus the real question is whether Longest Detour is in P on 
semi-complete directed graphs or tournaments.

The second part of our results is devoted to Longest Path above Diameter. We proved that this problem is NP-complete 
for general graphs for k = 1 and showed that it is in FPT when the input graph is undirected and 2-connected. We estab-
lished the complexity dichotomy for Longest Path above Diameter for the case of strongly 2-connected directed graphs by 
showing that the problem can be solved in polynomial time for k ≤ 4 and is NP-complete for k ≥ 5. This naturally leaves 
an open question for larger values of strong connectivity. The computational complexity of Longest Path above Diameter

on t-strongly connected graphs for t ≥ 3 is open. For a very concrete question, is there a polynomial algorithm for Longest 
Path above Diameter with k = 5 on graphs of strong connectivity 3?
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