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Abstract
In the context of the initial data and an amplitude parameter ε, we establish a local
existence result for a highly nonlinear shallow water equation on the real line. This
result holds in the space Hk as long as k > 5/2. Additionally, we illustrate that the
threshold time for the occurrence of wave breaking in the surging type is on the order
of ε−1, while plunging breakers do not manifest. Lastly, in accordance with ODE
theory, it is demonstrated that there are no exact solitary wave solutions in the form
of sech and sech2.
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1 Introduction

This paper delves into the dynamics of the velocity field evolution in a fluid layer,
operating under several key assumptions: the fluid is ideal, incompressible, irrotational
(zero vorticity), and subject solely to the influence of gravity [10, 18].

Employing an asymptotic regime, wherein we seek approximate models and solu-
tions, is a conventional strategy for simplifying complex problems. Johnson’s formal
asymptotic procedures [9] have notably yielded effective approximations to governing
water wave equations, especially concerning specific geophysical parameters. Con-
stantin and Lannes [2] subsequently substantiated the relevance of main asymptotical
models for shallow water-wave propagation, extending to more nonlinear generaliza-
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tions such as the KdV equations linked to the Camassa-Holm equation [4] and the
Degasperis–Procesi equations [5].

The connection between the typical wavelength λ and wave amplitude a with water
depth h0 is encapsulated by the shallowness (dispersion) parameter δ = h0/λ and
the nonlinearity (amplitude) parameter ε = a/h0, which naturally emerge during the
non-dimensionalization process.

Our focus lies in the "shallow water regime for waves of large amplitude" under
the scaling

δ � 1, ε ∼ O(
√

δ).

Building on Johnson’s methodology [9, 10], Quirchmayr in [20] derived a highly non-
linear one-dimensional equation describing the unknown horizontal velocity u(t, x)
of surface waves propagating in one direction at any position (t, x) ∈ R+ × R. This
equation is expressed as:

ut + ux + 3

2
εuux − 1

18
δ2(4uxxx + 7uxxt )

−1

6
εδ2(uuxxx + 2uxuxx ) + 1

96
ε2δ2(398uuxuxx + 45u2uxxx + 154u3x ) = 0.

(1.1)

Unlike the Camassa-Holm regime [δ2 � 1, ε ∼ O(δ1/4)], here the nonlinear effects
are more pronounced. Notably, the right-hand side of (1.1) is of order O(ε3δ2, δ3),
and the dependence on ε2δ2 is evident on the left-hand side.

Previous works have laid a solid theoretical foundation for this equation. Its local
well-posedness has been extensively discussed; in [22], the local well-posedness of
the corresponding Cauchy problem with initial data in Hs(R) for s > 3/2 was estab-
lished using Kato’s theory. In [7, 24], the authors enhanced the local existence of
solutions to (1.1) within the Besov space setting B2

p,q(R) where p, q ∈ [0,+∞],
and s > max(3/2, (p + 1)/p, also providing some blow-up criteria. Recently, the
well-posedness for space-periodic solutions is established in Hs(R/Z) for s > 3/2
in [19]. On the other side, Geyer and Quirchmayr in [8] classified all (weak) traveling
wave solutions of (1.1) in H1

loc(R), while in [12], it has been proven that all symmetric
wave solutions are traveling waves.

1.1 Statement of the results

For the remainder of this paper, we will represent μ as δ2. In Sect. 2, we mainly tackle
the Cauchy problem associated to the shallow water asymptotic scalar equation (1.1)
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⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

ut + ux + 3

2
εuux − 1

18
μ(4uxxx + 7uxxt ) − 1

6
εμ(uuxxx + 2uxuxx )

+ 1

96
ε2μ(398uuxuxx + 45u2uxxx + 154u3x ) = 0,

(t, x) ∈ R
∗+ × R,

u|t=0 = u0 = u(0, x) x ∈ R.

This section is dedicated to the linear analysis of our problem, followed by a thorough
construction of solutions to the nonlinear system. We employ the Picard iteration
method, culminating in the long-time existence result within Xs � Hs+1(R) (refer to
Definition 1) and ε−1 time scale, asserting this result as long as s > 3/2.

Theorem 1 [Local existence] Fix s > 3
2 and an initial data u0 ∈ Xs. Then, there exists

T = T (|u0|Xs ) > 0 and a unique solution to (1.1) bounded in C([0, T
ε
]; Xs(R)) ∩

C1([0, T
ε
]; Xs−1(R)) such that for any 0 ≤ εt ≤ T , the following solution size

estimates holds

|u(t, ·)|Xs ≤ CHN
0 (|u0|Xs ), and |∂t u(t, ·)|Xs−1 � ε|u0|Xs . (1.2)

where C0 = CHN
0 (|u0|Xs ) > 0 is a constant depending only on |u0|Xs .

In Sect. 3, addressing the solution of (1.1), it is established that the threshold time
for the onset of wave breaking in the surging type (where the slope grows to +∞) is
greater than or equal to an instant of order ε−1. Notably, plunging breakers (where the
slope decays to−∞) are not observed. In Sect. 4, following ODE theory, it is deduced
that there are no exact solitary wave solutions in the form of sech and sech2 for the
given equation.

2 Long-termwell-posedness of (1.1)

In order to motivate the introduction of the energy norm (see Definition 1), it is
instructive to look at the linearized system around a reference state u :

{L(u, ∂)u = 0,
u|t=0 = u0.

(2.1)

Consequently, this requires to write the Eq. (1.1) in a quasi-linear form such that

L(u, ∂)u = 0, (2.2)

where

L(v, ∂)· =
(
1 − 7

18
μ∂2x

)
∂t · +∂x · +3

2
εv∂x · −2

9
μ∂3x ·
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− εμ
(1

6
v∂3x + 1

3
vx∂

2
x

)
· +ε2μ

(199

48
vvx∂

2
x + 15

32
v2∂3x + 77

48
v2x∂x

)
·

In a normal manner, for any s ≥ 0, we define the energy of the linearized system (2.1)
as:

Es(u)2 =
(

�su,

(

1 − 7

18
μ∂2x

)

�su

)

: = |u|2Hs + 7

18
μ|ux |2Hs . (2.3)

Here and throughout the rest of the paper, Hs(R), for any real constant s, is the Sobolev
space of all tempered distributions f with the norm | f |Hs (R) = |�s f |L2(R) < ∞,
where � is the pseudo-differential operator �s = (1 − ∂x )

s/2.
Now, under usual conditions, it is therefore commonly to define the energy space

to our problem as follows.

Definition 1 [Energy space] For all s ≥ 0, we denote by Xs = Hs+1(R) endowed
with the norm:

|u|2Xs := |u|2Hs + μ|ux |2Hs . (2.4)

Remark 1 [Control of Es energy by Xs-norm] Equivalence across the above energy
definitions between | · |Xs and Es(u) stems directly such that

Es(u) ≤ |u|Xs ≤ 3
√
14

7
Es(u). (2.5)

2.1 Linear analysis

This section targets mainly the mathematical analysis of the linearized system (2.1).
As a conclusion, in subsection 2.2 we deduce the proof of our main result (Theorem
1), that is the well-posedness of (2.2) on time scales of order ε−1.

Proposition 1 Fix any s > 3
2 and assume that u ∈ Xs(R). Then for any initial

data u0 ∈ Xs there exists T > 0 and a unique solution u to (2.1) bounded in
C([0, T

ε
]; Xs(R)) ∩ C1([0, T

ε
]; Xs−1(R)) such that for all 0 ≤ εt ≤ T , it holds

|u(t)|Xs � |u0|Xs and |ut (t)|Xs−1 � εC
(|u|Xs , |u|Xs

)
. (2.6)

Proof By regularizing the operatorLwith a sequence of Friedrichesmollifiers defined
by Jδ = (1−δ∂2x )

−1/2 with (δ > 0), the constructed unique solution for the linearized
problem (2.1) exists by a Cauchy-Lipschtiz theorem (see for instance [21]). Indeed,
once the Xs energy estimate (2.6) is in hands, the Cauchy-Lipschitz technique requires
only similar estimate. For this reason, we do not give details on the implementation
strategy as the bulk of the work is to derive a prior energy estimate. We shall focus
however on proving the key step (2.6).
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Let us consider any λ ∈ R to be fixed later. Differentiating the component
1
2e

−ελt Es(u) with respect to time, one gets, using (2.3), and the equation (2.1),

1

2
eελt∂t

(
e−ελt Es(u)2

) = −ελ

2
Es(u)2 +

(

�s
(

1 − 7

18
μ∂2x

)

ut ,�
su

)

= −ελ

2
Es(u)2 + 3

2
ε
(
�s(u∂xu),�su

) + 1

6
εμ

(
�s(u∂3x u),�su

)

+ 1

3
εμ

(
�s(ux∂

2
x u),�su

) − 199

48
ε2μ

(
�s(uux∂

2
x u),�su

)

− 15

32
ε2μ

(
�s(u2∂3x u),�su

) − 77

48
ε2μ

(
�s(u2x∂xu),�su

)
,

where we used the fact that ∂x and ∂t commutes with �s and by integrating by parts
that

(
�s(−ux + 2

9μuxxx ),�
su

) = 0.
Now, since for all skew-symmetric differential polynomial P (that is, P∗ = −P),

and all h smooth enough, one has

(�s(hPu),�su) = ([�s, h]Pu,�su) − 1

2
([P, h]�su,�su),

we deduce (applying this identity with P = ∂x , P = ∂2x and P = ∂3x ),

1

2
eελt∂t

(
e−ελt Es(u)2

) = −ελ

2
Es(u)2 + 3

2
ε
([�s, u]ux ,�su

)

− 3

4
εμ

([∂x , u]�su,�su
) + 1

6
εμ

([�s, u]uxxx ,�su
)

− 1

12
εμ

([∂3x , u]�su,�su
) + 1

3
εμ

([�s, ux ]uxx ,�su
) − 1

6
εμ

([∂2x , ux ]�su,�su
)

− 199

48
ε2μ

([�s, uux ]uxx ,�su
) + 199

96
ε2μ

([∂2x , uux ]�su,�su
)

− 15

32
ε2μ

([�s, u2]uxxx ,�su
) + 15

64
ε2μ

([∂3x , u2]�su,�su
)

− 77

48
ε2μ

([�s, u2x ]ux ,�su
) + 77

96
ε2μ

([∂x , u2x ]�su,�su
)

= −ελ

2
Es(u)2 + A1 + A2 + · · · + A12 . (2.7)

The key point is to bound fromabove each termat the right-hand side of the above equa-
tion in terms of Es(U )2 and Es(U ), then for a specific choice of λ and by Grönwall’s
inequality the prior energy estimate (2.6) follows.

In the sequel we shall use intensively the estimates introduced by Kato-Ponce [11]
and recently improved by Lannes [17], in particular, for any s > 3/2, and f ∈
Hs(R), g ∈ Hs−1(R), the commutator estimate below holds

∣
∣[�s, f ]g∣∣2 � |∂x f |Hs−1 |g|Hs−1 . (2.8)
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640 B. Khorbatly

Moreover, for any f , g ∈ Hs(R), s > 3/2, the classical product estimate (see [1, 11,
17]) below holds

| f g|Hs � | f |Hs |g|Hs . (2.9)

Also, we shall use the continuous embedding Hs(R) ⊂ W 1,∞(R) for s > 3/2.
Estimationof A3 + A9: Remark that for all m, n smooth enough, the following

commutator identity holds

[�s,m]∂xn = ∂x [�s,m]n − [�s, ∂xm]n.

Therefore, using (2.8), (2.9), Cauchy–Schwartz inequality and by integration by parts,
it holds that

A3 + A9 = −1

6
εμ

([�s, u]uxx ,�sux
) − 1

6
εμ

([�s, ux ]uxx ,�su
)

+ 15

32
ε2μ

([�s, u2]uxx ,�sux
) + 15

16
ε2μ

([�s, uux ]uxx ,�su
)

� εC
(
Es(u)

)
Es(u)2 . (2.10)

Estimationof A5 + A7 + A11: Directly by the Cauchy-Schwartz inequality and esti-
mates (2.8), (2.9), it holds that

A5 + A7 + A11 � εC
(
Es(u)

)
Es(u)2. (2.11)

Estimationof A4 + A6 + A12: By definitionwe have [∂ i=1,2,3
x , f ]g = g∂ i=1,2,3

x ( f ).
Therefore, directly by theCauchy-Schwartz inequality and integration byparts, it holds
that

A4 + A6 + A12 = 1

2
εμ

(
uxx�

su,�sux
) − 77

48
ε2μ

(
u2x�

su,�sux
)

� εC
(
Es(u)

)
Es(u)2. (2.12)

Estimationof A8: By definition we have [∂2x , f g]h = h∂2x ( f g)+2hx∂x ( f g). There-
fore, by integration by parts one may deduce that A8 = 0.

Estimationof A10: By definition we have [∂3x , f g]h = h∂3x ( f g) + 3hx∂2x ( f g) +
3hxx∂x ( f g). Therefore, directly by the Cauchy-Schwartz inequality, (2.9) and by
integration by parts, it holds that

A10 = −15

16
ε2μ

(
∂x (uux )�

su,�sux
) − 45

64
ε2μ

(
∂x (u

2)�sux ,�
sux

)

� ε2C
(
Es(u)

)
Es(u)2. (2.13)
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Similarly as above, we have A1 + A2 � εC
(
Es(u)

)
Es(u)2. Gathering the estimates

(2.10)–(2.13) in (2.7), we get

1

2
eελt∂t

(
e−ελt Es(u)2

)
� εC

(
Es(u) − λ

2

)
Es(u)2.

Now, for all 0 ≤ εt ≤ T , we take λ̃ = λ ≥ 2C(Es(u)) > 0 so that the differential
inequality below holds:

d

dt
Es(u) � 1

2
λ̃εEs(u).

As a result, by Gronwall’s inequality the desired energy estimate (2.6) holds.
Now to establish the other derivative energy estimate of (2.6), we use the linearized

system (2.1). Indeed, by definition (2.3) and proceeding as for the estimate in (2.7), it
holds that

Es−1(ut )
2 =

(

�s−1ut ,

(

1 − 7

18
μ∂2x

)

�s−1ut

)

= 1

6
εμ

([�s−1, u]uxxx ,�s−1ut
) − 1

12
εμ

([∂3x , u]�s−1u,�s−1ut
)

+ 1

3
εμ

([�s−1, ux ]uxx ,�s−1ut
) − 1

6
εμ

([∂2x , ux ]�s−1u,�s−1ut
)

−199

48
ε2μ

([�s−1, uux ]uxx ,�s−1ut
)+199

96
ε2μ

([∂2x , uux ]�s−1u,�s−1ut
)

− 15

32
ε2μ

([�s−1, u2]uxxx ,�s−1ut
) + 15

64
ε2μ

([∂3x , u2]�s−1u,�s−1ut
)

− 77

48
ε2μ

([�s−1, u2x ]ux ,�s−1ut
) + 77

96
ε2μ

([∂x , u2x ]�s−1u,�s−1ut
)

� εC
(|u|Xs , |u|Xs

)
Es−1(ut ) .

Hence the desired estimate. 
�

2.2 Proof of Theorem 1

The proof here is a standard argument used for hyperbolic systems (see Chapter III
B.1 of [1] for the general case). For sake of completeness we will present the main
procedure of the proof. We consider first a sequence of nonlinear problems of (2.2)
through the induction relation

∀ n ∈ N ,

{
L(

un, ∂
)
un+1 = 0

un+1
|t=0

= u0 with u0 = u0.
(2.14)

Once Proposition 1 in hands and in combination with additional standard arguments,
the convergence of solution

(
un

)

n≥0 is established. We recall that such an iterative
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642 B. Khorbatly

scheme is applicable on various models/equations in one or two space dimension once
the linear analysis is accomplished (see for instance [13, 15, 16]).

2.2.1 Bounding
(
un

)
n≥0 in X

s>3/2

Combining the assumption of Theorem 1 with Proposition 1 applied to system (2.14),
one may deduce by induction on n that un+1 ∈ C([0, T

ε
]; Xs) ∩ C1([0, T

ε
]; Xs−1)

such that for any 0 ≤ εt ≤ T , it holds

|un+1(t)|Xs � |u0|Xs and |∂t un+1(t)|Xs−1 � ε|u0|Xs . (2.15)

2.2.2 Convergence of
(
un

)
n≥0 in larger space X

0

Denote by un = u0 + ∑n−1
i=0 vi where

(
vn

)

n≥0 is the subtraction of two consecutive

approximate solutions un+1−un = vn . Eventually,
(
vn

)

n≥0 satisfies the system below

∀ n ∈ N ,

{
L(

un, ∂
)
vn = −

(
R(

un, ∂
) − R(

un−1, ∂
))
un,

(vn)|t=0 = 0,
(2.16)

withR(
ui , ∂

) = L(
ui , ∂

)− (1− 7
18μ∂2x )−∂x + 2

9μ∂3x . We refer to appendix A for the
control of sequence

(
vn

)

n≥0 in the small norm X0. As a result, for any 0 ≤ εt ≤ T ,
it holds that

|vn(t)|X0 �
|u0|Xs

(
ε|u0|Xs e|u0|Xs T )n

n! .

Hence, with the help of the ratio test for convergence of a series, one may deduce that
sequence un = u0 + ∑n−1

i=0 vi converges in C([0, T
ε
]; X0) to u.

2.2.3 End of the proof

Section 2.2.1 implies that there exists a weakly convergent subsequence
(
unk

)

nk≥0

in C([0, T
ε
]; Xs) to ũ ∈ Xs . Subsection 2.2.2 and since the limit in the sense of

distribution is unique, then ũ = u ∈ C([0, T
ε
]; Xs) with s > 3/2. Therefore, unk

converges in C([0, T
ε
]; Xs) to u and as a result the limit u of the iterative scheme

(2.14) is a unique solution of (2.2) that satisfies the energy estimates (1.2).

3 Wave breaking

The well-posedness result of Theorem 1 asserts that there is a time T∗ < +∞ at
which some norm of the solution of (1.1) becomes unbounded, the latter phenomenon
is known as (finite-time) blow-up. Consequently, a fundamental question in the theory
of nonlinear partial differential equations is when and how a singularity can form.
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When the solution itself becomes unbounded in a finite time, a simple type of
singularity occurs. On the other side, in models of water waves, wave breaking occurs
when the solution (representing the wave) remains bounded but its slope becomes
infinite as the blow-up time approaches. Eventually, the following definition states
when the wave is said to be broken:

Definition 2 [Wave breaking] We say that there is wave breaking for the Eq. (1.1), if
there exists a time 0 < T∗ < +∞ and solutions u(t, x) to (1.1) such that

u ∈ L∞([0, T∗] × R) and lim
t→T∗

‖∂xu(t, ·)‖L∞(R) = +∞.

3.1 Wave breaking criterion

Our first result describes the precise blow-up pattern for the Eq. (1.1).

Proposition 2 Fix any ε, μ ∈ (0, 1) and consider any initial data u0 = u(0, ·) ∈
Hs+1(R)with s > 3/2. If the maximal existence time Tmax > 0 of the solution of (1.1)
is finite, Tmax < +∞, then the corresponding solution u ∈ C([0, Tmax); Hs+1(R)) ∩
C1([0, Tmax); Hs−1(R)) blows up in finite time if and only if

lim
t→Tmax

‖∂xu(t, ·)‖L∞(R) = +∞. (3.1)

Proof Applying Theorem 1 and a simple density argument, we only need to show
that the theorem holds for some s ≥ 2. Here, we assume s = 2 to prove the above
proposition. In view of Theorem 1, given u0 ∈ H3(R), the maximal existence time
of the associated solution u(t) is finite if and only if u(t) H3-blows up in finite time.
Thus if (3.1) holds for some time T > 0, then the maximal time is finite. We omit the
rest of the proof as it follows same lines as the proof of Theorem 1.2 in reference [24].


�

3.2 Wave breaking data

Our subsequent objective is to establish that, even with the introduction of heightened
nonlinearity effects in our equation (1.1), wave breaking of the surging type (i.e.,
where the slope grows to +∞) transpires within a finite time, greater than or equal to
an instant of order ε−1. In contrast, plunging breakers (i.e., where the slope decays to
−∞) are not observed.

We will prove this by analyzing the equation that describes the evolution of the
slope wave (the differentiation of (1.1) with respect to the spacial variable)

(
1 − 7

18
μ∂2x )utx + uxx + 3

4
ε∂2x (u

2) − 2

9
μuxxxx − 1

6
εμ∂2x (uuxx )

− 1

12
εμ∂2x (u

2
x ) + 1

96
ε2μ∂x

(
398uuxuxx + 45u2uxxx + 154u3x

) = 0. (3.2)
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644 B. Khorbatly

For further use, set by p(x) = 3√
14μ

exp
(
− 6√

14μ
|x |

)
the convolution kernel func-

tion whose Fourier transform reads p̂(ω) = (1 + 7
18μω2)−1. Denoting by ∗ the

convolution with respect to the spatial variable x ∈ R, we have (1 − 7
18μ∂2x )

−1 f =
p ∗ f and p ∗ ( f − 7

18μ fxx ) = f for all f ∈ L2(R). Moreover, it is not hard to check
that

‖p‖L∞(R) =
√

3

14μ
, ‖p‖L1(R) = 1, ‖p‖L2(R) =

√
√
√
√ 3

28

√
14

μ
≤ 16

25
μ−1/4,

(3.3)

and

‖px‖L∞(R) = 9

7μ
, ‖px‖L1(R) = 3

7

√
14

μ
, ‖px‖L2(R) =

√

27
√
14

98
μ−3/4

≤ 51

50
μ−3/4. (3.4)

Applying the operator (1− 7
18 μ∂2x )

−1 to the time evolution slope wave equation (3.2)
and using the identity

∂2x p ∗ f = px ∗ ζx = 18

7μ
p ∗ f − 18

7μ
f , f ∈ L2(R), (3.5)

one may write equation (3.2) in the weak non-local form for all (t, x) ∈ R+ × R as

utx + 3

7
px ∗ ux + 3

2
εpx ∗ uux + 4

7
uxx − 3

7
εp ∗ uuxx

= −3

7
εuuxx + 3

14
εp ∗ u2x − 3

14
εu2x − 199

48
ε2μpx ∗ uuxuxx − 15

32
ε2μpx ∗ u2uxxx

− 77

48
ε2μpx ∗ u3x . (3.6)

It is also found that the solution of (1.1) cannot break up to the maximal time of
existence of solution.

Proposition 3 Let the assumption of Proposition 2 be satisfied. Then for almost every-
where on [0, Tmax), it holds that

inf
R

ux (t, ·) ≥ −‖∂xu0‖L∞(R) − 1

3
√

ε

√
42K0, (3.7)

where

K0 = 7

4
μ−7/4 C0 + 49

2
εμ−11/4C2

0 + 22

5
εμ−9/4C2

0 + 8

5
εμ−5/2C2

0
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+271ε2μ−11/4C3
0 + 31ε2μ−11/4C3

0 + 132ε2μ−3C3
0 ,

with C0 = CNH
0 (‖u0‖H3(R)) > 0 is the constant that appears in Theorem 1 depending

only on ‖u0‖H3(R).

Proof First, remark that combining the energy size estimate (1.2), we shall use inten-
sively the below estimate

‖u‖H3(R) ≤ 4μ−1C0,

where C0 = CNH
0 (‖u0‖H3(R)) > 0 is the constant that appears in Theorem 1

depending only on ‖u0‖H3(R). Therefore, using Young’s inequality, the imbedding
L∞(R) ⊂ H1(R), and the estimates (3.3)-(3.4), we obtain that

3

7
‖px ∗ ux‖L∞(R) ≤ ‖px‖L2‖ux‖L2 ≤ 7

4
μ−7/4 C0 ,

3

2
ε‖px ∗ uux‖L∞(R) ≤ 3

2
ε‖px‖L2‖u‖L∞‖ux‖L2 ≤ 49

2
εμ−11/4C2

0 ,

3

7
ε‖p ∗ uuxx‖L∞(R) ≤ 3

7
ε‖p‖L2‖u‖L∞‖uxx‖L2 ≤ 22

5
εμ−9/4C2

0 ,

3

14
ε‖p ∗ u2x‖L∞(R) ≤ 3

14
ε‖p‖L∞‖u2x‖L1 ≤ 3

14
ε‖p‖L∞‖ux‖2L2 ≤ 8

5
εμ−5/2C2

0 ,

199

48
ε2μ‖px ∗ uuxuxx‖L∞(R) ≤ 199

48
ε2μ‖px‖L2‖u‖L∞‖ux‖L∞‖uxx‖L2 ≤ 271ε2μ−11/4C3

0 ,

15

32
ε2μ‖px ∗ u2uxxx‖L∞(R) ≤ 15

32
ε2μ‖px‖L2‖u‖2L∞‖uxxx‖L2 ≤ 31ε2μ−11/4C3

0 ,

77

48
ε2μ‖px ∗ u3x‖L∞(R) ≤ 77

48
ε2μ‖px‖L∞‖u3x‖L1

≤ 77

48
ε2μ‖px‖L∞‖ux‖L∞‖ux‖2L2 ≤ 132ε2μ−3C3

0 ,

At any fixed time t ∈ [0, Tmax), (3.6) is an equality in the space of continuous
function C([0, Tmax), L2(R)). So let us evaluate both side of equality (3.6) at a point
x = ξ(t) ∈ R, the local minima) of the slope wave. In fact, as ux (t, ·) ∈ H2(R) we
see that it vanishes at ±∞ in which the existence of ξ(t) is guarantee. In other words,
there exists at least one point ξ(t) such that n(t) is defined as follows

n(t) = inf
x∈R

{
ux (t, x)

} = ux (t, ξ(t)). (3.8)

We may assume that n(t) < 0 for all t ∈ R+. In fact, when n(t) ≥ 0 then u(t, ·) is
non-decreasing function on R and therefore u(t, ·) = 0.

For the degree of smoothness of the solution u(t, ·) ∈ C1([0, Tmax), H2(R)) given
by Theorem 1, we know that by the mean value theorem n(t) is locally Lipschitz and
therefore Rademacher’s theorem [6] implies that n(·) is almost everywhere differen-
tiable on [0, Tmax) such that

d

dt
n(t) = utx (t, ξ(t)) for a.e. t ∈ [0, Tmax), (3.9)
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where ξ(t) is any point where n(t) is the minimum of ux (t, ξ(t)) (we refer to Theorem
2.1 of [3] for similar detailed proof). Now, since uxx (t, ξ(t)) = 0, from (3.9), (3.6), and
the previous estimates we derive, the following differential inequality for the locally
Lipschitz function n(t) for almost everywhere on [0, Tmax)

|n′(t) + 3

14
εn2(t)| ≤ K0, (3.10)

At this stage, inspired from similar argument in Ref [23], for any x ∈ R, let us
consider the C1-differential function in [0, Tmax) defined by

g(t) = −n(t) − ‖∂xu0‖L∞(R) − 1

3
√

ε

√
42K0. (3.11)

Clearly, g(0) < 0. The proof is completed if g(t) ≤ 0 almost everywhere on [0, Tmax).
Indeed, suppose that there exists t0 ∈ [0, Tmax) such that g(t0) > 0. Furthermore, let
us introduce the time

t̃ = min{t > t0 such that g(t) = 0}. (3.12)

Clearly, by (3.11)-(3.12) we have that g(t̃) = 0 and 0 ≥ g′(t̃) = −n′(t̃). On the other
hand, in view of (3.10), it holds that

n′(t̃) ≤ − 3

14
εn(t̃)2 + K0 = − 3

14
ε

(

−‖∂xu0‖L∞(R) − 1

3
√

ε

√
42K0

)2

+ K0 < 0.

Consequently, by contradiction the proof is completed. 
�

We can also prove the following wave-breaking data.

Proposition 4 Let the assumption of Proposition 2 be satisfied. Moreover, if the initial
wave profile u0 ∈ H3(R) satisfies

∥
∥∂xu0

∥
∥2
L∞(R)

≥ 7

2
ε−1K0 , (3.13)

where K0 is the same constant that appears in Proposition 3. Then, for the solution
of (1.1), the threshold time to wave breaking is greater than or equal to an instant of
order ε−1.

Proof An analogous result clearly yields the existence of at least one point ξ(t) such
that m(t) is defined as follows

m(t) = sup
x∈R

{
ux (t, x)

} = ux (t, ξ(t)). (3.14)
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As in Proposition 3, the following differential inequality for the locally Lipschitz
function m(t) for almost everywhere on [0, Tmax)

|m′(t) + 3

14
εm2(t)| ≤ K0. (3.15)

We infer that up to the maximal existence time Tmax > 0 of the solution u(t) of (1.1)
the function m(t) must be increasing (i.e. m(0) < m(t)), and, moreover using (3.13),
we have

0 < m′(t) ≤ 1

14
εm2(t) for a.e. on [0, Tmax)

Dividing by m2(t) ≥ m2(0) > 0 and integrating on (0, t), we get

0 <
1

m(0)
− 1

m(t)
≤ 1

14
ε t, t ∈ [0, Tmax)

Therefore limt↑Tmax m(t) = +∞ and Tmax ≥ 14

εm(0)
. This completes the proof. 
�

4 Non-existence of exact sech and sech2 solitary wave solutions

The goal of this section is to demonstrate that the model (1.1) does not have any exact
sech or sech2 solitary wave solutions based on ideas from [14]. We start with the
derivation of the ODE for traveling wave solutions. Let us denote by ξ = x + x0 − ct
with x0 and c being constants and recall thatμ = δ2, we seek traveling wave solutions
to (1.1) of the form

u(t, x) = u(ξ) = u(x + x0 − ct). (4.1)

We assume that lim|ξ |→±∞(u, u′, u′′) = (0, 0, 0) and c ∈ R the velocity of the traveling

wave. Plugging the above Ansatz into system (1.1), such solutions should satisfy

−cu′ + 7c

18
μu′′′ + u′ + 3

4
ε(u2)′ − 2

9
μu′′′ − 1

6
εμ(uu′′)′

− 1

12
εμ(u′2)′ + 1

96
ε2μ(45u2u′′ + 154uu′2)′ = 0. (4.2)

Integrating (4.2) in ξ , we therefore get the following second order ODE

(1 − c)u + 3

4
εu2 − 1

12
εμu′2 + 77

48
ε2μuu′2 +

(
7c

18
μ − 2

9
μ − 1

6
εμ

)

u′′

+15

32
ε2μu2u′′ = 0. (4.3)
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At this stage, by means of the following scaling

ξ → τ = μ−1/2ξ, u → ε−1u,

the second-order ODE associated to (4.3) in τ reads

(1 − c)u + 3

4
u2 − 1

12
u′2 + 77

48
uu′2 +

(
7c

18
− 2

9
− 1

6

)

u′′ + 15

32
u2u′′ = 0 , (4.4)

where the primes here indicate derivatives with respect to τ and the transformation

u(t, x) = 1

ε
u
(1

δ
(x + x0 − ct)

)
.

As a result, we establish that finding any sech2 solution of (1.1) suffices to find a
solution of the ordinary differential equation (4.4). In the below Theorem we show
that such solutions does not exist.

Theorem 2 There is no exact solitary-wave solution u to (1.1) characterized by A ∈ R
∗

its maximum amplitude, λ ∈ R
∗ the wave-spread, and c ∈ R its phase velocity, under

the form

u(τ ) = A sech2(λτ), (4.5)

where τ = δ−1(x + x0 − ct), x0 an arbitrary constant and (t, x) ∈ R
2. Likewise, no

exact solitary-wave solution v to (1.1)

v(τ) = A sech(λτ). (4.6)

Proof Assuming thatu(τ )of (4.5) is a solutionof the second-order ordinarydifferential
equation (4.4). By definition, it’s not hard to find the following differential identities

(u′)2 = γ u2 + βu3 and u′′ = γ u + 3

2
βu2,

where γ = 4λ2 and β = −4λ2/A. Substituting the above identities in (4.4), the
left-hand side becomes a bi-quadratic polynomial in u such as

443

192
βu4 +

(
199

96
γ − 1

3
β

)

u3 +
(
3

4
− 1

6
γ + 7c

12
β − 1

3
β

)

u2

+
(

1 − c + 7c

18
γ − 2

9
γ

)

u = 0.

In this case, for (4.5) to be a nontrivial solution, all the coefficients have to be zero,
which is not relevant. Similarly, using the following differential identities

(v′)2 = γ v2 + βv4 and v′′ = γ v + 2βv3,
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one can deduce that (4.6) cannot be a solution. 
�

Remark 2 Similar conclusion applies for the less nonlinear version of (1.1), i.e. the
equation of order O(ε2δ2, δ3).
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A Control in X0-norm

By definition (2.3), equation (2.16) and integration by parts, we have

1

2

∂

∂t

(
E0(vn)2

)
=

(

(1 − 7

18
μ∂2x )∂tv

n, vn
)

= −3

2
ε(unvnx , v

n) + 1

6
εμ

(
unvnxxx , v

n) + 1

3
εμ

(
unxv

n
xx , v

n)

− 199

48
ε2μ

(
ununxv

n
xx , v

n)

− 15

32
ε2μ

(
(un)2vnxxx , v

n) − 77

48
ε2μ

(
(unx )

2vnx , v
n)

−
((R(un, ∂) − R(un−1, ∂)

)
un, vn

)

= B1 + B2 + · · · + B7 . (A.1)

where we recall the explicit expression of R given by

R(
ui , ∂

) = 3

2
εui∂x − 1

6
εμui∂3x − 1

3
εμuix∂

2
x

+199

48
ε2μuiuix∂

2
x + 15

32
ε2μ(ui )2∂3x + 77

48
ε2μ(uix )

2∂x . (A.2)

123

http://creativecommons.org/licenses/by/4.0/


650 B. Khorbatly

We focus now on bounding the right-hand side components in terms of the energy
norms. For controlling B1, by integration by parts, Cauchy-Schwartz inequality, the
energy estimate (2.15), with s > 3/2 and any 0 ≤ εt ≤ T , it holds that

B2 = 1

6
εμ

(
unxxv

n
x , v

n) + 1

4
εμ

(
unxv

n
x , v

n
x

)
� ε|un|Xs |vn|2X0 � ε|u0|Xs |vn|2X0 .

For controlling B5, by integration by parts, Cauchy-Schwartz inequality, the energy
estimate (2.15), with s > 3/2 and any 0 ≤ εt ≤ T , it holds that

B5 = −15

16
ε2μ

(
uunxxv

n
x , v

n) − 15

16
ε2μ

(
(unx )

2vnx , v
n)

−45

32
ε2μ

(
uunxv

n
x , v

n
x

)
� ε2|un|Xs |vn|2X0 � ε2|u0|Xs |vn|2X0 .

Similarly, it holds that B1 + B3 + B4 + B6 � ε|u0|Xs |vn|2
X0 . Now, using the explicit

expression (A.2), we have

B7 = 1

6
εμ

(
unxxxv

n−1, vn
) + 1

3
εμ

(
unxxv

n−1
x , vn

)

− 199

48
ε2μ

(
(unxv

n−1 − un−1vn−1
x )unxx , v

n)

− 15

32
ε2μ

(
(unvn−1 − un−1vn−1)unxxx , v

n)

− 77

48
ε2μ

(
(unxv

n−1
x − un−1

x vn−1
x )unx , v

n)

� ε|u0|Xs |vn−1|X0 |vn|X0 ,

where we used integration by parts (only where third-order derivatives are applied to
one element) combined with (2.15) and Cauchy-Schwartz inequality with s > 3/2
and and any 0 ≤ εt ≤ T . Gathering the information provided by the above estimates
in (A.1) combined with (2.5), it holds that

d

dt
|vn|X0 � ε|u0|Xs (|vn|X0 + |vn−1|X0)

Multiplying the above inequality by exp
(−ε|u0|Xs t

)
and integrating on (0, t) for any

0 ≤ εt ≤ T , yields

|vn(t)|X0 � ε|u0|Xs

∫ t

0
eε|u0|Xs (t−t1)|vn−1(t1)|X0 dt1

�
(
ε|u0|Xs e|u0|Xs T )n

n! sup
tn∈[0,T /ε]

|u1(tn) − u0(tn)|X0 .

123



The highly nonlinear shallow water equation... 651

References

1. Alinhac, S., Gérard, P.: Opérateurs pseudo-différentiels et théorème de Nash-Moser. Savoirs Actuels.
InterEditions, Paris; Editions du Centre National de la Recherche Scientifique (CNRS), Meudon,
(1991). 190 pp

2. Constantin, A., Lannes, D.: The hydrodynamical relevance of the Camassa-Holm and Degasperis-
Procesi equations. Arch. Ration. Mech. Anal. 192(1), 165–186 (2009)

3. Constantin, A., Escher, J.: Wave breaking for nonlinear nonlocal shallow water equations. Acta Math.
181, 229–243 (1998)

4. Camassa, R., Holm, D.: An integrable shallow water equation with peaked solitons. Phys. Rev. Lett.
71, 1661–1664 (1993)

5. Degasperis, D., Procesi, M.: Asymptotic integrability. In: Degasperis, A., Gaeta, G. (eds.) Symmetry
and Perturbation Theory, pp. 23–37. World Scientific, Singapore (1999)

6. Evans, L., Gariepy, R.: Measure Theory and Fine Properties of Functions. CRC Press, Boca Raton
(1992)

7. Fan, L., Yan, W.: The Cauchy problem for shallow water waves of large amplitude in Besov space. J.
Differ. Equ. 267(3), 1705–1730 (2019)

8. Geyer, A., Quirchmayr, R.: Traveling wave solutions of a highly nonlinear shallow water equation.
Discrete Contin. Dyn. Syst. 38, 1567–1604 (2018)

9. Johnson, R.S.: Camassa-Holm, Korteweg-de Vries and related models for water waves. J. Fluid Mech.
455, 63–82 (2002)

10. Johnson, R.S.: A Modern Introduction to the Mathematical Theory of Water Waves. Cambridge Uni-
versity Press, Cambridge (1997)

11. Kato, T., Ponce, G.: Commutator estimates and the Euler and Navier-Stokes equations. Comm. Pure
Appl. Math. 41(7), 891–907 (1988)

12. Khorbatly, B.: Symmetric waves are traveling waves of some shallow water scalar equations. Math
Meth Appl Sci. 46(5), 5262–5266 (2023). https://doi.org/10.1002/mma.8830

13. Khorbatly, B.A.: remark on the well-posedness of the classical Green-Naghdi system. Math. Methods
Appl. Sci. 44, 14545–14555 (2021). https://doi.org/10.1002/mma.7724

14. Khorbatly, B.: Exact traveling wave solutions of a geophysical Boussinesq system. Nonlinear Anal.
Real World Appl. 71, 103832 (2023). https://doi.org/10.1016/j.nonrwa.2023.103832

15. Khorbatly, B.: Long, intermediate and short-term well-posedness of high precision shallow-water
models with topography variations. Discrete Contin. Dyn. Syst. B 28(1), 93–133 (2023). https://doi.
org/10.3934/dcdsb.2022068

16. Khorbatly, B., Israwi, S.: A conditional local existence result for the generalized nonlinear kawahara
equation. Math. Methods Appl. Sci. 43, 5522–5531 (2020). https://doi.org/10.1002/mma.6292

17. Lannes, D.: Sharp estimates for pseudo-differential operators with symbols of limited smoothness and
commutators. J. Funct. Anal. 232(2), 495–539 (2006)

18. Lannes, D.: Mathematical Surveys and Monographs. The water waves problem, vol. 188. American
Mathematical Society, Providence (2013)

19. Mutlubas, N.D., Geyer, A., Quirchmayr, R.: Well-posedness of a highly nonlinear shallow water
equation on the circle. Nonlinear Anal. 197, 111849 (2020). https://doi.org/10.1016/j.na.2020.111849

20. Quirchmayr, Q.: A new highly nonlinear shallow water wave equation. J. Evol. Equations 16, 539–567
(2016)

21. Taylor,M.E.: (1997)PartialDifferential Equations II,AppliedMathematical Sciences vol 116. (Berlin:
Springer)

22. Yang, S., Xu, T.: Well-posedness and persistence property for a shallow water wave equation for waves
of large amplitude. Appl. Anal. 98(5), 981–990 (2017)

23. Zhu,M., Liu,Y.,Mi,Y.:Wave-breaking phenomena andpersistence properties for the nonlocal rotation-
Camassa-Holm equation. Annali diMatematica 199, 355–377 (2020). https://doi.org/10.1007/s10231-
019-00882-5

24. Zhou, S.: Well-posedness and wave breaking for a shallow water wave model with large amplitude. J.
Evol. Equ. 20(1), 141–163 (2020)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

123

https://doi.org/10.1002/mma.8830
https://doi.org/10.1002/mma.7724
https://doi.org/10.1016/j.nonrwa.2023.103832
https://doi.org/10.3934/dcdsb.2022068
https://doi.org/10.3934/dcdsb.2022068
https://doi.org/10.1002/mma.6292
https://doi.org/10.1016/j.na.2020.111849
https://doi.org/10.1007/s10231-019-00882-5
https://doi.org/10.1007/s10231-019-00882-5

	The highly nonlinear shallow water equation: local well-posedness, wave breaking data and non-existence of sech2 solutions
	Abstract
	1 Introduction
	1.1 Statement of the results

	2 Long-term well-posedness of (1.1)
	2.1 Linear analysis
	2.2 Proof of Theorem 1
	2.2.1 Bounding (to.un)to.n0 in Xs>3/2
	2.2.2 Convergence of (to.un)to.n0 in larger space X0
	2.2.3 End of the proof


	3 Wave breaking
	3.1 Wave breaking criterion
	3.2 Wave breaking data

	4 Non-existence of exact sech and sech2 solitary wave solutions
	Acknowledgements
	A Control in X0-norm
	References




