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A phase field theory with model parameters evaluated from atomistic simulations/experiments is ap-
plied for describing the nucleation and growth and the dissolution of CO2 hydrate in aqueous solutions
under conditions typical to underwater natural gas hydrate reservoirs. It is shown that the size of the
critical fluctuations (nuclei) is comparable to the interface thickness, thus the phase field theory pre-
dicts a considerably lower nucleation barrier height and higher nucleation rate than the classical ap-
proach that relies on a sharp interface. The growth rates of CO2 hydrate corresponding to different
growth geometries (planar, circular, and dendritic) have been determined. The predicted growth rates
are consistent with experiments performed under similar conditions. An alternative phase approach
based on cellular automata has also been formulated and applied to the same model systems. Time
dependence for this approach is derived by relating the diffusivity to the interface thickness. For small
times the two approaches appear to give similar results but deviates significantly for larger time scales.
Dissolution rates of the hydrate phase have been studied as a function of CO2 concentration in the
aqueous solution. On the basis of a simple model of foreign particles, qualitative simulations were per-
formed to describe hydrate formation in porous media. The Avrami-Kolmogorov exponent evaluated
from these simulations varies substantially with the volume fraction occupied by the foreign particles.

I. INTRODUCTION

Natural gas hydrates are available in abundance in
underwater reservoirs: The amount of carbon bound in
natural gas hydrates is conservatively estimated to be
twice the amount of carbon to be found in fossil fuels on
Earth.1 Under conditions typical for the underwater hy-
drate reservoirs (temperatures ranging from 1 °C to a
few °C, and pressures in the range of 50 100 Bar), the
natural gas hydrates can be converted to the significantly
more stable CO2 hydrate in the presence of liquid CO2 or
aqueous CO2 solution, while natural gas is released. This
process is considered as a potential candidate for deposit-
ing the ever-increasing quantities of industrial CO2 , as it
may become economically beneficial due to the associ-
ated natural gas production. Besides offering a way to re-
duce the emissions to air of one of the most important
greenhouse gases, this process might also ease/solve the
energy problems expected when exhausting the oil re-
serves. One of the main obstacles of developing appro-
priate technologies for the exploitation of the natural gas
hydrate reserves is the lack of information on the kinetics
of the phase transitions involved. From an environmental
point of view the leakage of methane from hydrate reser-
voirs that are partly exposed at the ocean floor is a grow-
ing concern since the effect of methane as a greenhouse
gas is of the order of 25 times larger than the correspond-
ing effect of CO2 per molecule. These exposed hydrate
reservoirs are leaking due to a lower chemical potential of
methane in the surrounding seawater but the actual leak-

age rate is a function of the couplings of the hydrate dis-
sociation kinetics to the dynamics of chemical and bio-
logical ecosystems that consumes methane as well as the
hydrodynamics of the surrounding seawater.

Similar aspects arise when underground hydrate res-
ervoirs are in direct contact with liquid water without any
shales or other trapping mechanisms, or when hydrate is
in contact with a hydrocarbon phase which is under-
saturated with respect to water and hydrate will dissociate
in a similar fashion as the sublimation of ice towards air
on a cold winter day. Historically these types of hydrate
instabilities have caused rapid hydrate dissociations and
corresponding catastrophic Tsunamis. The Storegga slide
7000 years ago drowned the lowlands of Scotland2

.

Aquifer storage of CO2 is already a reality with the in-
jection of Million ton of CO2 from the Sleipner field into
the Utsira formation every year since 19963. The same
approach will also be applied for storing the produced
CO2 from fields outside the north of Norway. The low
seafloor temperature in these regions may result in re-
gions of CO2 hydrate formation and a corresponding
blocking of the flow. The formation of a hydrate film
will, on the hand, at the same time reduce the transport of
water and CO2 across the hydrate film and the film may
re-dissociate again if the solution content of CO2 above
the hydrate film falls below the thermodynamic hydrate
stability limit.
The dynamic of all these phase transitions are coupled
functions of the phase transition kinetics and the related
kinetics for transport of heat and mass. A plausible mod-
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eling strategy is therefore to apply advanced theoretical
concepts in order to evaluate the dominating effects and,
on the basis of this, develop simplified kinetic models ac-
cording to the dominating features of the kinetics as sam-
pled from the more advanced simulations.

In this work we therefore examine two mean field ap-
proaches for homogeneous and heterogeneous hydrate
growth and hydrate dissociation under different chemical
potential gradients between the hydrate and its surround-
ings. The first approach is the Phase Field Theory (PFT)
as applied to hydrate phase transitions4-13 and the second
approach is Cellular Automata (CA)14 which is also es-
sentially a phase field approach. One of the main differ-
ences between the two approaches is that CA uses a
Monte Carlo approach to evaluate the progress of the
crystal growth, in contrast to PFT which solves a set of
coupled differential equations in space and time as de-
rived from a free energy functional for the system.

The paper is structured as follows. In Section II, we
describe the phase field model and the cellular automata
model used in studying hydrate nucleation and growth,
and the molecular dynamics simulations used to investi-
gate the interface properties. In Section III the bulk
physical properties of the CO2 hydrate-aqueous solution
system are compiled. In Section IV we present our re-
sults: First, the equilibrium properties of the aqueous so-
lution – CO2 hydrate interface are investigated using mo-
lecular dynamics simulations. This is followed by pre-
senting the results of phase field calculations for the for-
mation and dissolution of CO2 hydrate in aqueous solu-
tions/porous media. Our findings are discussed in Section
V, followed by a summary of the results and conclusions
in Section VI.

II. Models, thermodynamics and inter-
face properties.

In section IIA we describe the phase field approach
while the Cellular Automata approach is described in sec-
tion IIB. Thermodynamic models for the two approaches
are described in section IIC. Molecular dynamics simula-
tions for the interfacial properties are discussed in section
IID.

A. Phase field theory

While density functional theory (DFT)15 utilizes the rela-
tionship between the change in structure during a phase
transition and the corresponding free energy changes,
PFT is based on a free energy functional for the system.
For a two-component system undergoing a phase transi-
tion from a fluid to a solid, or vice versa, the free energy
functional may be written as:
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In these equations the function , the phase field, is a
structuring order parameter which monitors the transition
between the disordered liquid and ordered crystalline
structured. and a conserved field, the coarse-grained CO2

concentration, c which is equal to the mole fraction di-
vided by the molar volume. Volumetric changes associ-
ated with the phase transition is neglected. In equation (1)
the phase field is taken to be zero in the solid hydrate
phase and unity for the fluid phases. The range of the
thermal fluctuations across the interface, associated with
a phase transition, is proportional to the width of the in-
terface and the parameters εφand εc are proportional to
the interface thickness for isotropic growth. f is the free
energy of the system per volumetric unit, which may be
written as:

 )(1()()(),(  pfpfwTgcf SL  (2)

The parameter w is proportional to the interface free en-
ergy and the function g() ensures the double well shape
of the free energy functional. The specific form g() = 1/4

2(1 )2 is chosen so as to ensure thermodynamic con-
sistency12,13 in the PFT formulation. The form of the in-
terpolation function across the phase transition boundary
is taken as p() = 3(10 15+ 62). The resulting dif-
ferential equations for minimization of free energy, and
constrained by conservation of mass is obtained by dif-
ferentiation of (1):
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where M denote mobilities and D are diffusivity coeffi-
cients. Subscripts L and S denote liquid and solid respec-
tively. The applied values are DL=1.010- 9 m2/s in the liq-
uid16 and DS=1.110-12 m2/s for the solid17 at 1 C. Same
values are adopted for the phase field mobility in equa-
tion (3). ζis an induced noise that mimics the effects of
the surroundings beyond the limitations of the simulation
box, with subscripts denoting the specific variable. Equa-
tions (1) through (4) require no empirical parameters
when interface thickness and interface free energy are de-
termined. These properties can be predicted using Mo-
lecular Dynamics (MD) simulations. Two approaches
have been successfully applied for simple systems like
hard spheres and weakly attractive spheres. The first ap-
proach estimates the reversible work18 involved in remov-
ing the interface between the two phases while the second
approach uses the relationship between interface free en-
ergy and the capillary waves at the interface19- 22. See also
section IID. The actual relationships are derived and dis-
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cussed in detail elsewhere23 and only the final equations
will be presented here:
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where d is the 10 – 90 interface thickness. Manipulations of
Eq. (5),23 gives a corresponding expression for the interface
free energy of the solid-liquid interface:
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Equation (7) is the common tangent equation for the equi-
librium condition. With appropriate values for d and

 from experiments or theoretical studies/molecular simu-
lations then equations (5) and (6) can be solved iteratively
for and w (which comes into f through equation (2)).

So far there is not a similar unique approach to predictions
of anisotropic growth, which typically requires one or more
empirical parameters. An example for a dendritic growth
model, which will be applied in our examples, is the fol-
lowing
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Here s0 is the anisotropic amplitude, n is the symmetry, is
the introduced orientation field and
=arctan[()y/()x] . The corresponding differential
equation to be integrated along with equations (3) and (4)
is:
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whereis the volumetric free (i.e. the integrand of equa-
tion (1)). Extensions to more than two phases and more
components are straightforward. Reformation of methane
hydrate into CO2 hydrate can still be modeled with only
one phase field describing the transition from fluid phases
over to solid hydrate and equation (1) may be extended to:
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where subscripts i and j denote the three components and
the free energy of the bulk is described as:
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For the solid phase free energy in equation (11) the free en-
ergy will vary between that of pure methane hydrate to-
wards that of pure CO2 hydrate as function of the concen-
trations of water, methane and CO2 in the hydrate. The
fluid region will have a small confined stable region close
to the state of pure water, corresponding to the solubility of
methane and CO2 into the aqueous phase. Similarly there
will be stable regions close to concentration regions for
fluid mixtures of methane and CO2 and small concentra-
tions of water corresponding to equilibrium solubility of
water into these mixtures. This simplified formulation re-
quires a bit caution in defining the mobility of the phase
field in equation (3) since it now depends on the source of
the components crossing the interface during the phase
transition. Extracting CO2 from supersaturated (with re-
spect to stability with hydrate) aqueous phase into hydrate
has a different mobility than extracting the CO2 from a
methane/CO2 phase. But this can be compensated for by
letting the mobility be a function of the concentrations so
as to reflect the origin of the phase transition molecules.
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The dynamics of the mass transport is similarly extended
from equation (4) to yield:
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with the obvious constraint on conservation of mass
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where x i are molefractions.

B. Cellular Automata

A cellular automata approach with Monte Carlo samplings
of crystal growth24,25 is briefly outlined below. An exten-
sion
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The basis of our model is Metropolis tests where the
change in free energy as response to change of phase, or
change in CO2 concentration or temperature is considered.
As input we use the free energy parameterised with respect
to phase, α, where the value 1 corresponds to solid and 0 is
fluid. Relative to the continuous PFT description this cor-
respond to the asymptotic values of =1 for α=0 and =0
for α=1 for crystal growth from solution. In the following
we consider growth of hydrate from solution. x is the mole-
fraction of solutes. The total volume is divided into discrete
cells. Every change in the system is divided into three steps
for every neighbouring cell around the one in considera-
tion. The first step is the solidification, then the mass trans-
port (diffusion) and finally the associated temperature
change according to the phase transition enthalpy change.
The criteria for solidification are that at least one of the
surrounding cells are solid and that:

  exp ( , ) 1 6xr F x T       (15)

where r is a random number between zero and 1 and the
subscript x on the free energy indicate the molar free en-
ergy as function of the mole-fractions and xF is the free

energy change of the phase transition.  is a characteristic
energy. In the second term the constant λ takes into account
the effects of the interface and the term  is given by:

n n
n

 (16)

where the sum over n is over all neighbouring cells and

n is a weight for a specific cell. Closest neighbours have

weight 2, next-nearest neighbours have weight 1 and more
distant cells have zero weight.

The diffusion of CO2 is done using a Monte Carlo imple-
mentation of Fick's law. At each time step one of the near-
est neighbours are drawn at random for each cell. The cur-
rent is given by:

(1 )c c x cj D     (17)

where ρx is proportional to the number density of CO2

molecules and δc is a random number with a Gaussian dis-
tribution centred at 0, runs if

 exp ( )cr f j  (18)

where 0 < r < 1 is a random number with a flat distribu-
tion, Dc is the diffusivity coefficient, ( )cf j is the change
in free energy due to the current jc. βis the characteristic
energy for the diffusion. In order to keep the volume of

each cell constant the CO2 current is compensated by a wa-
ter current in the opposite direction.

Due to latent heat the phase transition causes temperature
gradients in the system. Temperature diffusion is given by:

(1 )T T TJ D T    (19)

where DT is the thermal diffusion coefficient and δT is a
random number with a Gaussian distribution centred at 0, is
exchanged. In our system the heat transport is much faster
than the mass transport. Since equation (19) requires DT <
1 to be consistent, we must apparently choose Dc very
small. But this would slow down the simulation considera-
bly. To circumvent this we replace DTDT/m and run the
temperature diffusion m times. In addition we also need to
establish length and time scales since these are not inher-
ently defined in this model. Since the phase can only take
the values 0 (liquid) and 1 (solid), but nothing in between,
we interpret the size of a cell to be of the same magnitude
as the interface thickness between solid hydrate and an
aqueous solution. The time scale is connected to the length
scale by the diffusion rate.

C. Thermodynamics

The free energy density for the solid hydrate is calculated
as
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Here hydrate
j and w are the chemical potential of the

guest molecule of type j and water respectively. In general
we have for the molar free energy of the solutes in the liq-
uid phase:

   , lns s s s s s
s s

G x T P RT x x    (21)

where the infinite symbol indicates infinite dilution as the
reference state and subscript s denote solute indices. R is
the universal gas constant and denote activity coefficient
of the guest in an aqueous solution in the asymmetric con-
vention (CO2 is unity in the limit as x goes to zero). For wa-
ter we have:

   , ln (1 ) ( , , )pure
w w wT P RT x T P x    


(22)
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Here pure
w(T) is the chemical potential of pure water,. The

activity coefficient of water is obtained through the Gibbs-
Duhem relation:

   ln 1 ln 0j j j w
j s

x d x d 
 

   
 

  (23)

The thermodynamic properties can be estimated by consid-
ering the equilibrium between liquid and aqueous
CO2/CH4, c

L=c
aq. Aqueous chemical potentials for sol-

utes are given by the individual terms in Eq. (21) and the
fluid thermodynamics can be calculated by a proper equa-
tion of state. For the CO2 system we have used the equation
of state by Span and Wagner26. Saturation data have been
obtained from the model by Diamond and Akinfiev27. The
chemical potential at infinite dilution is found from mo-
lecular dynamics simulations, and for 274.15 K it is CO2=
-19.67 kJ/mole. This has been taken as a reference level for
the absolute thermodynamics, and Eq. (24) has then been
applied to obtain the temperature dependence of

CO2 .
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The activity coefficient has then been fitted to a polynomial
expansion in x.
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For the methane a SRK-equation of state28 has been used,
and saturation data have been extracted from the experi-
mental article of Lekvam and Bishnoi29. The solubility of
methane in water is much less than that of CO2, for the
methane the activity coefficient is assumed to be approxi-
mately equal to unity and thus ignored in the calculations.
The solubility data have been used to obtain an expression
of the chemical potential at infinite dilution.
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All coefficients in Eq. (24-26) are listed in Table 1.

Table 1: Coefficients in Eq. (24-26).
CO2 CH4 ln(CO2)

k0 2.9435110 4 -6.67663104 0.0
k1 -1.58764107 3.4285710 7 -1.74497
k2 6.61845108 -5.14493109 1.06389102

D. Interface properties

The interfacial properties needed to fix and w are
taken from experiment and atomistic simulations. The ex-

perimental value of the free energy of the CO2 hydrate –
aqueous solution interface is = 30 3 mJ/m2 , evaluated
from hydrate dissociation data in mesoporous silica.30 This
magnitude of falls close to that of the ice – water interface
(= 29.1 0.8 mJ/m2)31.

We used molecular dynamics simulations to evaluate
the interfacial density profiles. For this purpose we applied
the SPC/E32 model for water and the model of Harris &
Yung33 for CO2. The envelope of the interfacial density
peaks, which may by loosely identified as the spatial varia-
tion of the amplitude of the dominant density wave (i.e., a
constant times(z)), is fitted with the function

X(z) = A + ½ B{1 + tanh[(z z0) / (23/2)]},
(27)
where the interface thickness  is related to the 10% 
90% interface thickness d (the distance on which the phase
field changes between 0.1 and 0.9) as d = 25/2arctanh(0.8)
. Note that this interface profile is strictly valid if the
phase field decouples from the concentration field (i.e.,
chemical effects at the interface are negligible). In practice
Eq. (27) seems to approximate the interfacial profiles rea-
sonably well. A snapshot from the simulations plotted in
fig. 1. d shows some scattering when evaluated from the
density or charge density profiles for the two constituents
(CO2 or H2O). The average value is d = 0.85 0.07 nm.
Unless stated otherwise this value has been used to calcu-
late the model parameters of the phase field theory.

A snapshot of an MD simulation is shown in Fig. 1,
with the block of hydrate in the center, surrounded by the
aqueous phase. Note that the temperature is scaled down in
order to reflect that the freezing point of the water model
(SPC/E) is significantly lower than the freezing point of
real water.

Fig. 1. Snapshot from an MD simulation of CO2 hydrate in
contact with aqueous phase at 200 K and 150 bar.

The respective magnitudes of the free energy parame-
ters are2 = 1.231015 J/K·cm and w = 4.82 J/K·cm3.
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Since water will dominate the interfacial structure and
properties we approximately use the same interfacial free
energies and interfacial thickness for methane hydrate to-
wards liquid water.

A hypothetical model system: While the calculation of
the nucleation barrier and the growth rate are possible with
realistic physical properties (though in limited time window
for the latter case), a quantitative study of large-scale mor-
phologies or nucleation are practically impossible under
such conditions. To gain qualitative knowledge on the gen-
eral features of the heterogeneous nucleation and growth of
CO2 hydrate in porous media, we introduce a model system
that shows qualitative features similar to those of the CO2

hydrate – aqueous solution system, though providing a con-
siderably larger driving force for hydrate formation. In this
hypothetical system, we retain the free energy of the CO2

hydrate, while replacing the free energy density of the liq-
uid by the following expression:

fL(c) = (1 c)f1 + cf2 + f3 (c c1)2(c c2)2,
(27)

where f1 = 2736.19 J/cm3, f2 = 1437.12 J/cm3, f3 = 24
450 J/cm3, c1 = 0.03, and c1 = 0.97. The thermodynamic
properties of the hypothetical system are compared with
those of the real CO2 hydrate – aqueous solution system in
Fig. 2(a).

To reduce further the numerical difficulties in this
model system, we assume a broader interface (d = 3.0 nm).
Then, the relevant values of the free energy parameters
read as 2 = 3.631015 J/(Kcm) and w = 0.0692 J/(Kcm3).
In the simulations for the model system, the time and spa-
tial steps were chosen as t = 0.16and x = 4, respec-
tively.

III Hydrate growth simulations

The model has been implemented with both planar and
circular geometries for methane and CO2 hydrate. The tem-
perature is normally chosen to be 1C to obtain a high driv-
ing force without going into the region of ice. Most of the
simulations have been done at 150 bars to assure a high
driving force. We are assuming no flux boundary condi-
tions at the walls and the grid resolution used is 0.4 nm.
The time step is 1.610- 12 s. Initially we start with a super-
saturated water solution and a hydrate nucleus/film with ra-
dius/thickness 4 nm. The supersaturated solution is repre-
senting the meta-stable equilibrium between water and liq-
uid CO2/CH4. The movement of the front is tracked by fol-
lowing the =0.5 value. In Fig. 2 simulations of methane
hydrate growth is shown at 3 different pressures.

Fig. 2: Thickness of the methane hydrate film as a function
of time. Blue line is 150 bars, red line is 100 bars and green
line is 50 bars.

For high driving forces (as for CO2 hydrate and
for CH4 hydrate with circular geometry and high pressure)
the simulations follows perfectly a power lawt1/2 indicat-
ing a diffusion controlled process. Under conditions with
lower driving forces the simulations shows some deviation
from this initially, but the long time behavior converges
towards the same power law. Fig. 3 shows the interface ve-
locities for methane and CO2 hydrate with circular and pla-
nar geometries at 1C and 150 bars.

Fig. 3: Velocity of the interface as a function of time. The
Solid lines show the actual simulations, while the dashed
lines are extrapolations into experimental time-scales. Red
line is circular CO2 , blue line is planar CO2, green line is
circular CH4 and brown line is planar CH4.

Since the simulations yields the growth process to be de-
termined by the diffusion, three very important parameters
in the simulations are the composition in the growing hy-
drate, the initial mole fraction of the guest molecule in wa-
ter and the equilibrium mole fraction of the guest molecule
between the two phases. Solving simultaneously the equi-
librium equations in the two phases with respect to the
chemical potential of the components we can obtain the
equilibrium conditions at different pressures and tempera-
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tures. We find that as we go up in pressure more gas mole-
cules will be available in the solution, and less molecules
will be needed to keep the hydrate stable. The fact that the
growth rate increases with pressure is better accounted for
by this effect than changes in the driving force itself.

In contrast to isotropic growth where the two model pa-
rameters εand w are fixed through information on the in-
terfacial properties there is no similar theoretical relation-
ship to relate anisotropic crystal growth. On the other hand,
at the cost of a few empiric model parameters the phase
field approach have proven34,35 to be able to reproduce the
growth of many experimentally observed crystal structures.
The relative impact of these oriental effects on kinetic
growth rates and kinetic limiting contributions is an impor-
tant issue. For this purpose Eq. (8) applies for ε.

Fig. 4: Anisotropic growth (upper line) compared to iso-
tropic growth (lower line). The picture shows the dendrite
the end of the simulated time

In real systems orientation dependencies will evolve
naturally since different initial nuclei will have differ-
ent free energies de-pending on time after nucleation
and progress of the growth. This will induce gradients
in free energies and as a result smaller and less stable
cores may dissociate at the cost of further growth of
cores with lower free energy, and corresponding direc-
tional gradients in free energy. This is illustrated in
fig. 6 where a slab of pure CO2 is in contact with satu-
rated CO 2 solution. A number of initial hydrate cores
are put on the interface as illustrated in 6 (a). Fig.s 6
(b) and (c) shows the non-isotropic growth pattern at
the interface at two different times after the initial
state.

Fig. 6. Hydrate (yellow) growing at the interface between
fluid CO2 phase (inner red region) and saturated CO2 solu-
tion in water (outer red regions) at 150 bar and 1 C and at
two different times after initial state in (a). time step
in these simulations are 10- 14 s.

A simple porous system is generated by randomly
fill ing in spherical regions in which there is no flux.
In the example below these spheres are taken to be of
equal size but there is no limitation in this respect
and any type of size and geometries can be con-
structed. In fig. 7 we illustrate the hydrate growing
from saturated solution of CO2 at 150 bar and 1 C. In
particular we note that initiation of growth is favored
in in-clines between the particles due to favorable
gradients in free energies. It is also possible to extend
this type of approach to particles with more realistic
interface properties. This can be accomplished using
simulated interfacial free energies. Work along this
direction is already in progress32,33,
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Fig. 7. Simulated hydrate growth in micropores. Blue col-
our denotes solid material and yellow is hydrate. Time is
from left to right and downwards.

The advantage of the cellular automata approach is the
numerical efficiency. It is at least one order of magni-
tude faster. In fig. 7 we compare the results for a
growing film of CO 2 hydrate from the two concepts.
Results are in fair agreement within the limited time
scale of these simulations but the asymptotic behavior
deviates

Fig. 8 Comparisons between phase field theory and
(green) and cellular automata (red) for CO2 hydrate
growing from saturated aqueous solution of CO2 at
150 bar and 1 °C.

IV Discussion

There is a lack of experimental information to com-
pare the simulations to. Tohidi et.al.34 have indicated
an average growth rate of 55 micrometer per second.
Our results are not directly comparable since their ex-
perimental conditions are different and our simula-
tions are shorter in time. If we ex-tend our results un-
der the assumption that the rate is con-trolled by mass
diffusion the agreement with the experimental results
are in fair agreement when considering the differences
in thermodynamic driving forces.

With the Japanese research program MH21, aiming at
exploitation of hydrate reservoirs from 2016 several
scientific environments in Japan and elsewhere are
conducting reservoir simulations of possible
exploitation scenarios. One of the most limiting factors
of these simulations are the lack of reliable kinetic
models for the fluid/hydrate phase transitions.
Exploitation of hydrate reservoirs using CO2 represents
a win-win situation since there is a natural
thermodynamic driving force in the higher
thermodynamic stability of the CO2 hydrate relative to
the methane hydrate and the final state represents a long
term storage solution for CO2. The free energy
functional for this system is given by equation (10) and
the corresponding thermodynamics is also discussed.
More details on the thermodynamic models can be
found in Svandal et.al.39. Work is yet in progress on the
simulation of the reformation kinetics and a highly
preliminary result is presented in fig. 9 below.

Fig. 9. Time evolution of the phase field (black), the CO2

concentration (red), and the CH4 concentration (blue). The
five curves correspond to times t = 0.1, 0.5, 1, 1.5 and 2.7
ns.

V Conclusions

Phase field theory simulations have been applied to
model the growth of CH4 and CO 2 hydrates from re-
spective aqueous solutions of these hydrate formers.

φ
XCH4

XCO2
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Presently there are no experimental data available for
direct comparisons to the predictions presented here
and the main purpose of this pa -per has been to dem-
onstrate the approach and the corresponding parame-
terization. As expected relative to the differences in
solubility of the two components in water the kinetic
rates of CO2 hydrate growth is larger than that of CH4

hydrate. The rate of circular growth is larger than the
corresponding growth on a planar interface but in both
cases the kinetics is dominated by the mass transport
of solutes towards the growing front. We have also in-
vestigated the effects of anisotropy. The growth of den-
drites is faster than for isotropic growth and are ap-
proaching a constant rate. The phase field theory
simulations also shows the expected non-uniform
growth patterns at the interface between fluid CO2 and
saturated aqueous solution of CO2.

Work is also in progress towards simulations of hydrate
growth in porous media and a first simple approach for
solid material has been investigated in this work. As
expected due to free energy gradient hydrate initiation
and growth is favored in inclines. The agreement be-
tween phase field theory and cellular automata is
fairly good at small time steps but the slopes indicate
significant deviations at large times.
Phase field theory simulations have been applied to model
the growth of CH4 and CO2 hydrates from respective aque-
ous solutions of these hydrate formers. Presently there are
no experimental data available for direct comparisons to
the predictions presented here and the main purpose of this
paper has been to demonstrate the approach and the corre-
sponding parameterization. As expected relative to the dif-
ferences in solubility of the two components in water the
kinetic rates of CO2 hydrate growth is larger than that of
CH4 hydrate. The rate of circular growth is larger than the
corresponding growth on a planar interface but in both
cases the kinetics is dominated by the mass transport of
solutes towards the growing front. We have also investi-
gated the effects of anisotropy. The growth of dendrites is
faster than for isotropic growth and are approaching a con-
stant rate.
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