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Abstract

A phase-field theory is applied to model the growth of carbon dioxide hydrate and methane hydrate from a supersaturated solution in

water. Temperature- and pressure-dependent thermodynamics for the two systems are accounted for. Simulations of the growth of a

planar hydrate film and a circular hydrate nucleus are presented and the interface velocity has been extrapolated from the results to

experimental time scales. We discuss how pressure and temperature affects the growth rate and argue that the governing process for the

dynamics is the chemical diffusion of the guest molecule in the aqueous solution. We also present results from anisotropic simulations

and outline how this will affect the growth.

r 2005 Elsevier B.V. All rights reserved.

PACS: 2001:81.10.Aj; 81.10.Dn; 82.60Lf

Keywords: A1. Diffusion; A1. Gas hydrate; A1. Phase-field theory; B1. Carbon dioxide; B1. Methane

1. Introduction

Gas hydrates are crystalline structures in which water
forms cavities that enclathrates small non-polar molecules,
so-called guest molecules, like for instance CO2 or CH4.
Macroscopically the structure looks similar to ice or snow but
unlike ice these hydrates are also stable at temperatures above
0 1C. The enclathrated molecules stabilize the hydrate
through their volume and interactions with the water
molecules which constitutes the cavity walls. Hydrate can
form and grow from an aqueous solution of guest molecules
if pressure, temperature and concentrations of these mole-
cules are favourable. Historically the importance of hydrates
has been dominated by the industrial problems related to
hydrocarbon hydrate formation in equipment and pipelines
during processing and transport. Initial formation of hydrate
on the interface between methane and water will eventually
result in a closing film of methane hydrate characterized by a
very low rate of transport of methane and water across the
hydrate film. At this stage the hydrate growth will be

dominated by support of methane from the solution. During
more recent years the interest in hydrates has expanded in
other directions. The total amount of energy related to
hydrocarbons trapped in hydrate may be more than twice the
amount of all known resources of coal and natural
hydrocarbon sources. A thorough understanding of the
kinetics of hydrate is needed to exploit these resources.
Storage of CO2 in reservoirs is today one of the most
promising approaches for safe long terms storage of CO2 as a
means of reducing the emissions to the atmosphere. Relative
to the storage in reservoirs with low-temperature zones,
formation of hydrate may considerably reduce the rate of
leakage from the reservoir. The kinetics and mechanisms of
hydrate formation as well as hydrate dissociation is essential
in order to understand the potential leakage rates through the
hydrate. Knowledge on the rate-limiting mechanisms for the
kinetics will make it possible to establish simplified correla-
tions that can be implemented in reservoir modelling tools.

2. Phase-field theory

A phase-field theory has previously been applied to
describe the formation of CO2 hydrate in aqueous
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solutions [1]. Here a similar version is applied to model the
growth of CO2 and CH4 hydrate. The solidification of
hydrate is described in terms of the scalar phase field f and
the local solute concentration c. The field f is a structural
order parameter assuming the values f ¼ 0 in the solid and
f ¼ 1 in the liquid. Intermediate values correspond to the
interface between the two phases. Only a short review of
the model will be given here. Full details of the derivation
and numerical methods can be found elsewhere [1–4]. The
starting point is a free energy functional.

F ¼

Z
dr3

1

2
e2T jrfj2 þ f ðf; cÞ

� �
. (1)

With e a constant, T is the temperature and the integration
is over the system volume. In this paper we use c for
concentration with units moles per volume and the mole
fraction of CO2 is termed x and is dimensionless. Assuming
equal molar volume for the two components the following
relation: c ¼ x=nm can be applied, where nm is the average
molar volume. The range of the thermal fluctuations is on
the order of the interfacial thickness and, accordingly, e
may be fixed from knowledge of this thickness. The
gradient term is a correction to the local free energy
density f ðf; cÞ. To ensure minimization of the free energy
and conservation of mass, the governing equations can be
written as

_f ¼ �Mf
dF

df
, (2)

_c ¼ r Mcr
dF

dc

� �
, (3)

where Mc and Mf are the mobilities associated with
coarse-grained equation of motion, which in turn are
related to their microscopic counterparts. To reproduce
bulk fluid diffusion Mc ¼ Dxð1� xÞ=RT , where D ¼ Ds þ

ðDl �DsÞpðfÞ is the diffusion coefficient with Dl ¼ 1:0�
10�9 m2=s the diffusion coefficient in the liquid [5] and
Ds ¼ 1:1� 10�12 m2=s for the solid [6] at 1 1C. For
temperatures below 10 1C the diffusion coefficient in water
for methane and carbon dioxide are the same. The hydrate
diffusion is assumed to be the same for the two guest
molecules in the hydrate as well. The local free energy
density is assumed to have the form

f ðf; cÞ ¼ wTgðfÞ þ ½1� pðfÞ�f SðcÞ þ pðfÞf LðcÞ, (4)

where the ‘‘double well’’ and ‘‘interpolation’’ functions
have the forms gðfÞ ¼ 1=4f2

ð1� fÞ2 and pðfÞ ¼ f3
ð10�

15fþ 6f2
Þ, which emerge from the thermodynamically

consistent formulation of the theory [4]. The parameter w is
proportional to the interfacial free energy and can be
deduced from experimental measurements [7] or predicted
from molecular simulations of representative model
systems [8]. Work along these lines is in progress [9] for
the liquid water/hydrate interface. For this work the
applied value used was the experimental value for water/
ice reported [7] as 29.1mJ/m2 [7].

2.1. Fluid thermodynamics

The free energy density is calculated as

nm f L ¼ xmc þ ð1� xÞmw. (5)

Here mc and mw are the chemical potentials of the guest
molecule and water, respectively. In general we have

mc ¼ m1c ðTÞ þ RT lnðxgcÞ. (6)

Here m1c ðTÞ is the chemical potential at infinite dilution of
component c in water. R is the universal gas constant and
gc is the activity coefficient of the guest in an aqueous
solution in the asymmetric convention (gCO2

is unity in the
limit as x goes to zero). For water we have

mw ¼ mpurew ðTÞ þ RT lnðð1� xÞgwÞ. (7)

Here mpurew ðTÞ is the chemical potential of pure water. The
activity coefficient of water can be obtained through the
Gibbs–Duhem relation.

xd lnðgcÞ þ ð1� xÞd lnðgwÞ. (8)

The thermodynamic properties can be estimated by
considering the equilibrium between liquid and aqueous
CO2/CH4, mLc ¼ maqc . Where the aqueous part is given by
Eq. (6) and the fluid thermodynamics can be calculated by
a proper equation of state. For the CO2 system we have
used the equation of state by Span and Wagner [10], and
saturation data have been obtained from the model by
Diamond and Akinfiev [11]. The chemical potential at
infinite dilution is found from molecular dynamics simula-
tions, and for 274.15K it is m1CO2

¼ �19:67 kJ=mol. This
has been taken as a reference level for the absolute
thermodynamics, and Eq. (8) has then been applied to
obtain the temperature dependence of m1CO2

.

m1CO2
ðTÞ ¼

X2
i¼0

ki

Ti
. (9)

The activity coefficient has then been fitted to a polynomial
expansion in x.

lnðgCO2
Þ ¼

X2
i¼1

kix
i. (10)

For the methane a SRK-equation of state has been used
[12], and saturation data have been extracted from the
experimental article of Lekvam and Bishnoi [13]. The
solubility of methane in water is much less than that of
carbon dioxide, for methane the activity coefficient was
assumed to be approximately equal to unity and thus
ignored in the calculations. The solubility data have been
used to obtain an expression of the chemical potential at
infinite dilution.

m1CH4
ðTÞ ¼

X3
i¼1

ki

Ti
. (11)

All coefficients in Eqs. (9–11) are listed in Table 1.
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2.2. Hydrate thermodynamics

The thermodynamics of the hydrate is based on the model
by Kvamme and Tanaka [14] and van der Waals and
Platteeuw [15]. The free energy in the liquid was calculated as

nm f S ¼ xmHCO2
þ ð1� xÞmHw . (12)

The expression for the chemical potential for water in
hydrate with one type of guest molecule is

mHw ¼ m0;Hw þ
X

j

RTnj lnð1� yjÞ. (13)

Here m0;Hw is the chemical potential for water in an empty
hydrate structure. The sum is over small and large cavities,
where nj is the number of type j cavities per water molecule.
yj is the filling fraction of cavity j given as yj ¼ xj=
ðnLð1� xjÞÞ, where xj is the molar fraction with respect
to cavity j only. The chemical potential for the guest
molecule is

mHc ¼ Dginc
c;j þ RT ln

yj

1� yj

� �
. (14)

Here Dginc
c;j is the free energy of inclusion of guest molecule

c in cavity j. Assuming that the chemical potential in the
different cavity types are equal, an expression for the ratio
between the filling fractions was obtained. Requiring that
the specific mole fractions add up to the total mole fraction
ðxsmall þ xlarge ¼ xÞ, and solving a second-order equation,
an expression for the chemical potentials as a function of
the total mole fraction x was obtained. The total free
energies as a function of mole fraction, with temperature
1 1C and pressure 150 bar, are shown in Fig. 1. The main
difference between CH4 and CO2 hydrate is that while CO2

only occupies the large cavities, methane goes into both
large and small cavities. This allows for a higher guest
molecule concentration in the methane hydrate.

3. Hydrate growth simulations

3.1. Numerical results

The model has been implemented with both planar and
circular geometries for methane and carbon dioxide
hydrate. The temperature is normally chosen to be 1 1C
to obtain a high driving force without going into the region
of ice. Most of the simulations have been done at 150 bar to
assure a high driving force. No flux boundary conditions at
the walls were assumed and the grid resolution used was

0.4 nm. The time step was 1.6� 10�12 s. Initially a super-
saturated water solution and a hydrate nucleus/film with
radius/thickness 4 nm were assumed. The supersaturated
solution is representing the meta-stable equilibrium be-
tween water and liquid CO2/CH4. The movement of the
front was tracked by following the f ¼ 0:5 value. In Fig. 2
simulations of methane hydrate growth is shown at 3
different pressures. For high driving forces (as for CO2

hydrate and for CH4 hydrate with circular geometry and
high pressure) the simulations follows perfectly a power
law / t1=2, indicating a diffusion-controlled process. Under
conditions with lower driving forces the simulations show
some deviation from this initially, but the long time
behaviour diverges towards the same power law. Fig. 3
shows the interface velocities for methane and carbon
dioxide hydrate with circular and planar geometries at 1 1C
and 150 bar. Since the simulations yield the growth process
to be controlled by the diffusion, three very important
parameters in the simulations are the composition in the
growing hydrate, the initial mole fraction of the guest
molecule in water and the equilibrium mole fraction of the
guest molecule between the two phases. Solving simulta-
neously the equilibrium equations in the two phases with
respect to the chemical potential of the components, the
equilibrium conditions at different pressures and tempera-
tures was obtained. It was found that as the pressure was
increased more gas molecules were available in the
solution, and less molecules were needed to keep the
hydrate stable. The fact that the growth rate increases with
pressure is better accounted for by this effect than by
changes in the chemical driving force itself.

3.2. Anisotropy

In contrast to isotropic growth where the two model
parameters e and w are fixed through information on the
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Table 1

Coefficients in Eqs. (9–11)

m1CO2
m1CH4

lnðgCO2
Þ

k0 2.94351� 104 �6.67663� 104 0.0

k1 �1.58764� 107 3.42857� 107 �1.74497

k2 6.61845� 108 �5.14493� 109 1.06389� 102
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Fig. 1. Free energies of methane and carbon dioxide hydrate (dashed

lines) and the aqueous solutions (solid lines) as a function of the mole

fraction.
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interfacial properties there is no similar theoretical
relationship to relate anisotropic crystal growth. On the
other hand, at the cost of a few empiric model parameters
the phase field approach has proven [2,3] to be able to
reproduce the growth of many experimentally observed
crystal structures. The relative impact of these orientational
effects on kinetic growth rates and kinetic limiting
contributions is an important issue. For this purpose Eq.
(1) is extended with an orientation field [2], and the
constant e is assumed to be directional dependent,
expressed as

e ¼ e0 1þ
s0

2
cosðnW� 2pyÞ

h i
. (15)

Here s0 is the anisotropic amplitude, n is the symmetry, y is
the introduced orientation field and W ¼ arctan½ðrfÞy=
ðrfÞx�. The interface velocity for the dendritic growth
should theoretically approach a constant value. The results
from our anisotropic simulations yield a faster growth rate
than the isotropic approaching a linear behaviour as
expected. The simulations are unfortunately computation-
ally expensive and the results shown in Fig. 4 have not
diverged towards a steady growth rate yet.

4. Conclusions

Phase-field theory simulations have been applied to
model the growth of CH4 and CO2 hydrates from
respective aqueous solutions of these hydrate formers.
Presently there are no experimental data available for
direct comparisons to the predictions presented here and
the main purpose of this paper has been to demonstrate the
approach and the corresponding parameterization. As
expected relative to the differences in solubility of the
two components in water the kinetic rates of CO2 hydrate
growth is larger than that of CH4 hydrate. The rate of
circular growth is larger than the corresponding growth on
a planar interface but in both cases the kinetics is
dominated by the mass transport of solutes towards the
growing front. We have also investigated the effects of
anisotropy. The growth of dendrites is faster than for
isotropic growth and are approaching a constant rate.
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Fig. 2. Thickness of the hydrate film as a function of time. Upper line is

150 bar, middle line is 100 bar and the lower line is 50 bar.
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Fig. 3. Velocity of the interface as a function of time. The solid lines show

the actual simulations, while the dashed lines are extrapolations into

experimental time-scales. From the top down the lines are: circular CO2,

planar CO2, circular CH4 and planar CH4.
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Fig. 4. Anisotropic growth (solid line) compared to isotropic growth

(dashed line). The picture shows the dendrite at the end of the simulated

time.
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