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Foreword

One way we can interpret the Hochschild homology HH∗(A) of a commu-

tative k-algebra A is as the homology of the composition of the simplicial

circle S1 : ∆op → Fin with the non-pointed Loday functor X →
⊗

X A. A

motivation for studying the Hochschild homology comes from the relation it

has with K-theory. In particular, there is a map τ : K∗(A)→ HH∗(A), called

the Dennis trace map, that can detect some of the properties of the K-theory

of A ([Goo86]).

Pirashvili, in [Pir00], studies the particular case for X = Sn, which he

calls the n-th order Hochschild homology. The case for the simplicial torus,

X = T n is of particular interest, as we will see below. We we will refer to it as

iterated Hochschild homology. In this thesis we will study how the n-th order

Hochschild homology is related to the n-th iterated Hochschild homology.

While the n-th order Hochschild homology is understood, we cannot say

the same for the n-th iterated Hochschild homology. For some commutative

algebras A, the higher Hochschild homology factors through the stable homo-

topy category. For such algebras, we can write the n-th iterated Hochschild

homology as a tensor product of some i-th order Hochschild homology. As an

example the homology over T 2 is isomorphic the the tensor of the homology

over S1 ∨ S1 ∨ S2.

There is a topological version, THH, of the Hochschild homology, which

is also related via a Dennis trace map to K-theory

D : K∗(A)→ THH(A).

Rognes’ Red-shift conjecture ([Gui08]) claims that K-theory transforms some

n-chromatic type algebras to (n + 1)-chromatic type algebras. So, it comes

natural to study Kn(A), the iterated K-theory of an algebra and, conse-
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quently, THHn(A), the iterated topological Hochschild homology. Even

though the topological Hochschild homology does not capture the chromatic

shift, every such shift detected for K has been actually detected also in the

fixed points of the action of the circle on the topological Hochschild homology

([DGM13, Section 7.3]).

We will, therefore, study the iterated Hochschild homology and its equiv-

ariant structure as a toy model, in order to shed some lights on the limits of

the iterated topological Hochschild homology.

The thesis is structured as follows:

In Chapter 1 we will recall the basic notions in algebraic topology, homo-

logical algebra and simplicial methods required further on in the thesis.

In Chapter 2 we will give the construction for the higher Hochschild

homology with special consideration to the iterated Hochschild homology

and to some of its properties.

In Chapter 3 we will study the higher Hochschild homology over the

spheres. We will start by recalling some results from Pirashvili concerning

smooth finite type algebras A over a field of characteristic 0. The problem has

already been analysed for n an odd number; we will improve these results,

giving a description of the n-th order Hochschild homology of A for n even,

using the Greenlees spectral sequence.

In Chapter 4 we will see why the higher Hochschild homology of a sym-

metric algebra is stably invariant. Moreover, we will adapt Lundervold’s re-

sults ([Lun07]) to study the case of the dual numbers, in which case the

higher Hochschild homology is not a stable invariant. We will discuss in de-

tail the problem for the homology up to degree two. For higher degrees, the

lack of flatness conditions makes it difficult to get explicit formulas. However,

the unstability features will be made evident in every homology group when

working with homology with coefficients.

In Chapter 5, after recollecting some notions about group homology, we

will present the description of the homotopy orbits of some examples of

groups acting on T 2. In particular, we will focus on GL2(Z). We will also

be explicit about the infinite order cyclic subgroup of GL2(Z), generated by

B := ( 1 1
0 1 )
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since it is troublesome to study in positive characteristic.
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Chapter 1

Basic notions

In this chapter we give the basic notations, definitions and properties of the

tools that we are going to use in the rest of the thesis.

1.1 Some notions in algebra

Definition 1.1. Let k be a ring with unity. A (left) k-module (A,+) is

an abelian group together with an operation · : k × A → A satisfying the

following properties:

1. 1 · a = a,

2. (x+ y) · a = x · a+ y · a,

3. (xy) · a = x · (y · a),

4. x · (a+ b) = x · a+ x · b

for all x, y ∈ k and a, b ∈ A. A morphism of k-modules (also called k-linear

maps) is a group homomorphism f : A→ B such that f(x · a) = x · f(a).

A right module is defined similarly, except that the ring k acts on the

right instead of acting on the left.

If a k-module is equipped with a suitable multiplication, we call it a

k-algebra.
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Definition 1.2. Let k be a ring. A k-algebra A is a k-module together with

a product · : A× A→ A, satisfying:

1. (a+ b) · c = a · c+ b · c,

2. a · (b+ c) = a · b+ a · c,

3. (xa) · (yb) = (xy)(a · b)

for all a, b, c ∈ A and x, y ∈ k.

We say that a k-algebra A is commutative if a · b = b · a for all a and b.

We say that A has a unity if there exists e ∈ A such that a · e = e · a = a.

From now on, every time we introduce a ring k we mean a commutative

ring with unity; every time we introduce a k-algebra we mean a commutative

k-algebra with unity, except when explicitly stated otherwise.

Definition 1.3. Given two k-modules A,B we can construct their ten-

sor product A ⊗k B over k, defined as the unique (up to isomorphisms)

k−module with the following universal property: for each k-bilinear map

f : A × B → P , where P is a k-module, there exists a unique k-linear map

f̃ : A⊗k B → P such that the diagram

A×B

f
%%

// A⊗k B
f̃
��

P

commutes.

The existence of a tensor product between modules, together with its

basic properties (such as Proposition 1.4) can be found in [AM69].

Proposition 1.4. Let A,B be two k-modules. Then every element x ∈
A⊗k B has the following form:

x =
∑
finite

ai ⊗ bj

for some ai ∈ A, bj ∈ B. In particular, the set {a⊗b | a ∈ A, b ∈ B} generates

A⊗k B as a k-module.
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Notation

In general we will avoid to write the ring under the symbol ⊗ when it is clear

which ring we are tensoring over.

It will often happen that we have a module tensored with itself several

times. In such situations we will write A⊗n := A⊗ · · · ⊗ A.

Several times we are going to deal with k-linear maps ψ : A⊗n → A⊗m.

Such maps are determined by their behaviour on the generators of A⊗n and

A⊗m. In this situation we will write (a1, . . . , an) in place for a1 ⊗ · · · ⊗ an in

order to maintain a light notation.

Given a k-module M , there are several important k-algebras we can build

from it. The following definitions take into consideration some of them.

Definition 1.5. We define the tensor algebra of M as the k-algebra, whose

underlying module is T (M) := k⊕M ⊕M⊗2⊕M⊗3⊕ . . . . We write a gener-

ator of M⊗n, (m1, . . . ,mn) as m1 . . .mn. The multiplicative structure is the

multilinear extension of −·− : V ⊗n×V ⊗s → V ⊗n+s, given by concatenation:

(m1 . . .mn) · (m′1 . . .m′s) := (m1 . . .mnm
′
1 . . .m

′
s).

The symmetric algebra of M is the k-algebra whose underlying k-

module is S(M) := k ⊕ (M/ ∼) ⊕ (M⊗2/ ∼) ⊕ . . . , where the relations are

generated by (m1, . . . ,mn) ∼ (m′1, . . . ,m
′
n) if and only if there is a permuta-

tion σ ∈ Σn such that mσ(i) = m′i for all i. The product is, again, given the

multilinear extension of the concatenation.

The exterior algebra of M is the k-algebra whose underlying k-module

is E(M) := k⊕ (M/ ∼)⊕ (M⊗2/ ∼)⊕ . . . , where the relations are generated

by (m1, . . . ,mn) ∼ sgn(σ)(mσ(1), . . . ,mσ(n)) for a permutation σ ∈ Σn. Once

again, the product is given by multilinear extension of the concatenation.

If we add the hypothesis that the k-module M is graded, we can perform

another important construction on it.

Definition 1.6. We say that a ring k is graded if it is possible to write it

as direct sum of rings k = k0 ⊕ k1 ⊕ . . . such that ki · kj ⊂ ki+j for all i and

j.
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Similarly, for a graded ring k, a graded module over k is a k-module M

such that M = M0⊕M1⊕ . . . , where all Mi are k-modules and the following

inclusion must hold: for all i and j, ki ·Mj ⊂Mi+j.

Let M be a graded module, we define M ev :=
⊕

n≥0M2n and Modd :=⊕
n≥0M2n+1. The graded symmetric algebra of M is the k-algebra given

by the tensor product:

Λ(M) := S(M ev)⊗k E(Modd).

1.2 Chain complexes, chain maps and chain

homotopies

Definition 1.7. Let k be a commutative ring. A chain complex of k-

modules C∗ is a sequence of k-modules and k-linear maps of the form:

...→ Cn
∂n→ Cn−1

∂n−1→ . . .
∂1→ C0

∂0→ C−1
∂−1→ ...

such that ∂n ◦ ∂n−1 = 0, for every n. The maps ∂n are called boundary

maps. If it is clear which ones of them we are referring to, we will omit the

indices.

Proposition 1.8. Let C∗ be a chain complex such that ∂n is an isomorphism.

Then ∂n+1 is the 0 map.

Proof. If ∂n is an isomorphism then its kernel is trivial. By definition, we

have that Im ∂n+1 ⊂ ker ∂n. Hence, the image of ∂n+1 is 0.

On chain complexes we can perform several constructions. In particular

we have morphisms and equivalences.

Definition 1.9. Let C∗, D∗ be chain complexes of k-modules. A chain map

from C∗ to D∗ is a collection of k-linear maps f := {fn : Cn → Dn} so that

the following diagrams commute for each n:

Cn
fn

//

∂
��

Dn

∂
��

Cn−1 fn−1

// Dn−1
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We say that two chain maps f, f ′ : C∗ → D∗ are chain homotopic if there

is a collection of k-linear maps T := {Tn : Cn → Dn} so that:

∂Dn+1Tn + Tn−1∂
C
n = fn − f ′n

where ∂X is the boundary map of the chain complex X∗. We will call the

map T a chain homotopy between f and f ′.

This is an equivalence relation (see, e.g. [Hat02]), which we will denote

with f ∼ f ′.

We say that two chain complexes C∗, D∗ are chain homotopic if there

are chain maps C∗
f

�
g
D∗ such that g ◦ f is chain homotopic to IdC∗ and f ◦ g

is chain homotopic to IdD∗ .

Definition 1.10. Given a commutative ring k and two k-chain complexes

C∗ and D∗, we define the tensor product of chain complexes over the

ground ring k as

(C∗ ⊗D∗)n :=
⊕
i+j=n

Ci ⊗Dj

with boundary maps

∂C⊗D(ci ⊗ dj) := ∂C(ci)⊗ dj + (−1)ici ⊗ ∂Ddj.

This construction behaves well with respect to the relation of being chain

homotopic, as shown in the following proposition.

Proposition 1.11. Consider two chain maps C∗
f
//

f ′
// C ′∗ and a chain com-

plex D. If f ∼ f ′, then f ⊗ IdD ∼ f ′ ⊗ IdD.

Proof. We need to find a set of maps {T̃n} such that ∂C
′⊗DT̃ + T̃ ∂C⊗D =

f ⊗ IdD−f ′ ⊗ IdD.

Call {Tn} the maps realizing the chain homotopy between f and f ′. Define

T̃n(ci ⊗ dj) := T (ci)⊗ dj. With this definition, we get:

T̃ ∂(ci ⊗ dj) + ∂T̃ (ci ⊗ dj) =

= (∂Tci)⊗ dj + (−1)i+1T (ci)⊗ (∂dj) + (T∂ci)⊗ dj + (−1)iTci ⊗ (∂dj) =

= ((∂T + T∂)(ci))⊗ dj = (f − f ′)(ci)⊗ Id(dj),

as we wanted to prove.
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Theorem 1.12 (Künneth formula). Let k be a commutative ring and let C∗

and D∗ be chain complexes of k-modules. If Cn and Dn are flat for all n over

k and if the cycles ker(∂C) and ker(∂D) are flat over k as well, then there is

a short exact sequence

0→
⊕
p+q=n

Hp(C∗)⊗Hq(D∗)→ Hn(C∗ ⊗D∗)→

→
⊕

p+q=n−1

Tork1(Hp(C∗), Hq(D∗))→ 0.

Corollary 1.13. Under the additional hypothesis that Hn(C∗) or Hn(C∗)

are projective as k module for each n, there is an isomorphism⊕
p+q=n

Hp(C∗)⊗Hq(D∗) ∼= Hn(C∗ ⊗D∗).

Definition 1.14. We say that a chain complex C∗ is exact at Cn if Hn(C∗) =

0.

1.3 Simplicial Sets

Consider the category ∆ with, as objects, the finite ordered sets [n] := {0 <
· · · < n} and, as morphisms, the order-preserving functions between them.

Definition 1.15. The category SSet is the category with, as objects, the

covariant functors from ∆op → Set and, as morphisms, the natural trans-

formations between them.

Another way of defining a simplicial set is the following. A simplicial set is

a family of sets {Xn}n∈N together with functions of sets: di : Xn → Xn−1, sj :

Xn → Xn+1 for i = 0, . . . , n, satisfying the simplicial identities:

disj =


sj−1di for i < j,

Id for i = j, j + 1,

sjdi−1 for i > j + 1

didj = di−1di for i < j,

sisj = sjsi−1 for i > j.

16



We call face maps the maps di and degeneracy maps the maps sj.

More generally, a simplicial object in a category C is a functor ∆op →
C; a morphism between two such is a natural transformation between them.

Example 1.16 (Standard simplex). The standard n-simplex ∆[n] has as

set of m-simplices:

∆[n]m := ∆([m], [n]) = {[m]→ [n] ∈ ∆}

Face and degeneracy maps are defined by precomposition with the maps of

finite ordered sets di and sj, where di : [n−1]→ [n] omits the i-th coordinate

and sj : [n+1]→ [n] takes the value i twice. It will happen that we will refer

to simplicial sets as spaces.

A subspace A of a simplicial set X is a simplicial set together with a

map of simplicial sets i : A → X, such that in : An → Xn is an inclusion of

sets.

Example 1.17 (Boundary). The boundary ∂∆[n] of ∆[n] is the greatest

subspace of ∆[n] not containing the simplex Id[n].

Example 1.18 (Horns). The k-th horn Λk[n] is the greatest subspace of

∆[n] not containing dk ∈ ∆([n− 1], [n]).

Example 1.19 (Products). Let X, Y be simplicial sets. The product X×Y
is the simplicial set whose set of n-simplices is the cartesian product Xn×Yn
and whose structure maps are built componentwise:

di(x, y) = (di(x), di(y)), sj(x, y) = (sj(x), sj(y))

for x ∈ Xn and y ∈ Yn.

Remark 1.20. More generally, if I is a small category and X : I → SSet is

a functor, then the limit limI X is the space whose set of n-simplices is the

set limI Xn and whose structure maps come from functoriality.

Similarly the colimit colimI X is the space whose n-simplices are the ele-

ments of the set colimI Xn and with structure maps coming from functoriality.
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Example 1.21 (Simplicial spheres). The simplicial model for the n-sphere

in SSet is given by the quotient ∆[n]/∂∆[n]. Notice that an n-sphere has

one 0-simplex, no non-degenerate m-simplices for n 6= m > 0 and one non-

degenerate n-simplex.

Example 1.22 (Singular complex). Let X be a topological space. Let ∆n

be the topological n-simplex given by

∆n := {(t0, . . . , tn) ∈ Rn | t0 + · · ·+ tn = 1, ti ≥ 0 ∀i}.

The singular complex singX is the simplicial set whose n-simplices are

(singX)n := {f : ∆n → X | f is continuous}.

Example 1.23 (Classifying space). Let G be a group. The classifying

space of G is the simplicial set BG whose set of n-simplices is BGn := Gn

and whose structure maps are:

di(a1, . . . , an) :=


(a2, . . . , an) for i = 0,

(a1, . . . , aiai+1, ai+2, . . . , an) for 0 < i < n,

(a1, . . . , an−1) for i = n

sj(a1, . . . , an) := (a1, . . . , 1, aj, . . . , an).

Definition 1.24. A pointed simplicial set (X, x) is a simplicial set X,

together with a 0-simplex x ∈ X0. Let Y be another pointed simplicial set

with basepoint y. A morphism of pointed simplicial sets is a simplicial

map f : X → Y such that f(x) = y.

In order to keep the notation light, if it is not important which zero-

simplex of a simplicial set is its base point, we will omit it in the definition

of the pointed simplicial set.

Example 1.25 (Wedge sum). Let (X, x), (Y, y) be pointed simplicial sets.

The wedge sum X ∨ Y is the pushout of the following solid diagram:

point x //

y

��

X

��

Y // X ∨ Y
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Example 1.26 (Suspension of a space). Let X be a pointed simplicial set.

The suspension of X is the quotient:

ΣX :=
X × S1

X ∨ S1

Definition 1.27. We say that a map of simplicial sets f : X → Y is a Kan

fibration if for every commutative square of the form

Λk[n] //
� _

��

X

f

��

∆[n] // Y

there is a lifting, i.e. a map s : ∆[n] → X such that the resulting diagrams

commute. A space X is called fibrant if the unique map X → ∗ is a Kan

fibration.

Proposition 1.28. The underlying simplicial set of a simplicial abelian

group is fibrant.

Remark 1.29. The functor sing: Top → SSet, defined in Example 1.22

has an adjoint, called the geometric realization. The geometric realization

gives a recipe to build a CW -complex from a simplicial set.

Model Categories

SSet is a useful category for our purposes. We saw that we can realize them

as CW-complexes. We need, though, a way to describe homotopies.

Definition 1.30. Let X and Y be simplicial sets. We say that H : X ×
∆[1]→ Y is a simplicial homotopy from f to g, where f : X ∼= X×∆[0]

d0→
X ×∆[1]

H→ Y and g : X ∼= X ×∆[0]
d1→ X ×∆[1]

H→ Y .

We say that a map f : X → Y is a homotopy equivalence if there

exists g : Y → X such that there is a simplicial homotopy from IdX to gf

and one from IdY to fg.

Simplicial homotopies do not form, a priori, equivalence relations. In par-

ticular they do not satisfy the symmetry axiom. Moreover, for a general map
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of simplicial sets, it is unlikely to be a homotopy equivalence, even if its geo-

metric realization is. In order to solve this problem, we need to introduce the

notion of weak equivalence, that will coincide with the notion of homotopy

equivalence when we restrict to a certain class of spaces.

We will then give to SSet the structure of a model category.

Definition 1.31. Let C be a category with all small limits and colimits. We

say that C is a model category if it has three subcategories: cofC (called

cofibrations), fibC (called fibrations) and wC (called weak equivalences),

satisfying the following properties:

1. Let f : X → Y and g : Y → Z be morphisms in C. If at least two

among f , g, gf are weak equivalences, so is the third.

2. The subcategories cofC, fibC and wC are closed under retraction.

3. Consider the following commutative diagram:

X

p
��

f
// Y

q
��

Z g
//W

If p is a weak equivalence and a cofibration (usually called trivial

cofibration) and q is a fibration, then there is a lifting s : Z → Y

making the two triangles commute. If p is a cofibration and q is a

fibration and a weak equivalence (usually called trivial fibration),

then there is a lifting t : Z → Y making the two triangles commute.

4. For each morphism in C there are two functorial factorizations:

f = q(f)i(f),

f = p(f)j(f)

where q(f) is a trivial fibration and i(f) is a cofibration, and p(f) is a

fibration and j(f) is a trivial cofibration.

We say that an object c in C is fibrant if the map from c to the final

object in C is a fibration.
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The following result, stated and proven in [GJ09], gives a model structure

to SSet and underline the key role played by fibrant spaces for homotopical

purposes.

Proposition 1.32. The category SSet is a model category with the following

subcategories:

• f : X → Y is a fibration if it is a Kan fibration.

• f : X → Y is a cofibration if for each n, the underlying map of sets

fn : Xn → Yn is an injection.

• f : X → Y is a weak equivalence if for all fibrant simplicial sets K, the

induced function HomSSet(Y,K)→ HomSSet(X,K) is a bijection.

Proposition 1.33. Let f : X → Y be a map of fibrant spaces. f is a weak

equivalence if and only if it is a homotopy equivalence.

Definition 1.34. Let X be a fibrant simplicial set with a vertex x ∈ X0. The

n-th homotopy group of X with base point in x is the set of equivalence

classes πn(X, x) := {t : Sn → X | tn(∆[n]) = sn(x)}/ ∼, where t ∼ t′ if they

are homotopic relatively to the boundary.

The Moore complex

Given a simplicial set X, we can form the Moore chain complex Ch(X)

in the following way:

Ch(X) := {...→ Xn
∂n→ Xn−1 → ...→ X0}

with the maps ∂n given by ∂n =
∑n

i=0(−1)idi, where the di’s are the face

maps of the simplicial set.

There is another way of building a chain complex from a particular sim-

plicial set X.

Definition 1.35. Let X be a simplicial object in A∆op
, where A is an abelian

category. We define the normalized complex of X as the chain complex

Ch(X), given by

Ch(X) : . . . {...→ Yn
∂n→ Yn−1 → ...→ Y0}
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where Yn :=
⋂n
i=1 ker di, the intersection of the kernels of the last n face

maps. The maps ∂n are still given by the alternating sums of the face maps.

Notice that:

• The constructions we performed are always chain complexes, since

∂n−1∂n = 0 is a formal property of the alternating sums of the face

maps (indeed they satisfy the simplicial identities).

• The converse is, in general, not true: given a positive chain complex C,

it is not possible to determine a simplicial set whose chain complex is

C.

From the last remark we see that we cannot always reverse the process

that brings us from a simplicial set to the chain complex associated to it.

There are, however classes of simplicial sets with this property: for example,

the underlying simplicial set of a simplicial abelian group.

The following theorem, stated and proved in [DP61] describes how the

notions of chain complex and of simplicial abelian group are related to each

other.

Theorem 1.36 (Dold-Puppe Theorem). Let A be an abelian category. There

is an equivalence of categories A∆op ↔ Ch+(A), where Ch+(A) is the cate-

gory of the chain complex with zeros in the negative degree part and A-chain

morphisms.

In particular the functor A∆op → Ch+(A) takes a simplicial object of A

to its normalized chain complex.

Set is not an abelian category, but, for example, Ab is. So, if we consider

simplicial abelian groups, the previous theorem holds and it will be the same

for us to consider either the simplicial structure or the chain structure.

Notice that the Moore chain complex and the normalized chain complex

differ as chain complexes, but they are quasi-isomorphic, as described in the

following remarks. Let us consider the case of Ab.

Remark 1.37. As shown in [GJ09, Theorem III 2.4], the inclusion of the

normalized chain complex in the Moore complex for a simplicial abelian group

G,

Ch(G) ↪→ Ch(G)
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is a natural chain homotopy equivalence and therefore the homology of the

two chain complexes is the same.

Remark 1.38. Again in [GJ09, Corollary III 2.7] it is stated that, given a

simplicial abelian group G, there are isomorphisms:

Hn(Ch(G)) ∼= πn(G, 0).

These isomorphisms are natural in G.

1.4 The Hochschild homology and the Kähler

differentials

Let k be a commutative ring with unity and let A be a unitary, associative

and commutative k-algebra. Consider the following chain complex, called the

Hochschild complex:

Ch(A) := · · · → A⊗ A⊗n b→ A⊗ A⊗n−1 → . . . A→ 0

where the map b does the following:

b(a0, . . . , an) =
n−1∑
i=0

(−1)i(a0, . . . , aiai+1, . . . , an) + (−1)n(ana0, . . . , an−1).

The homology of this chain complex is called the Hochschild homology

of the algebra A. Several results on the Hochschild homology are listed in

[Lod98]; we will state the results we are going to use further on in the thesis

regarding this homology theory for algebras.

The Hochschild chain complex presents a wide acyclic subcomplex, namely

the one whose homology is trivial. This subcomplex is generated by the so-

called degenerate elements, the ones with ai = 1 for at least one i > 0.

We denote this subcomplex by D∗. The chain complex given, in degree n, by

A⊗A⊗n/Dn is called normalized Hochschild complex and is denoted by

Ch(A).

Proposition 1.39. ([Lod98, Proposition 1.6.5]) The complex Dn is acyclic

and the projection Ch(A) → Ch(A) is a quasi-isomorphism, i.e. it induces

an isomorphism in homology.
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Remark 1.40. Proposition 1.39 does not hold only for the Hochschild ho-

mology. In Theorem 1.36 we saw that every positive chain complex C∗ over

an abelian category A can be thought as a simplicial object in A. Hence in

C∗ there will be degenerate simplices which will be acyclic.

Example 1.41. Consider a field k, whose characteristic in not 2, and define

A := k[x]/x2. We want to compute the Hochschild homology of this algebra.

First of all, consider the normalized Hochschild complex. The module Ch(A)n

is generated by elements of the form (a+ bx, x, . . . , x). We identify different

cases:

• if n is even,

b(a+ dx, . . . , x) = (ax, x, . . . , x) + (ax, x, . . . , x) =

= 2(ax, x, . . . , x);

• if n is odd,

b(a+ dx, . . . , x) = (ax, x, . . . , x)− (ax, x, . . . , x) = 0.

Hence the Hochschild homology of A, denoted by HH∗(A) is given by:

HHn(A) =


A for n = 0

k{(1, x, . . . , x)} for n odd,

k{(x, x, . . . , x)} for n even

Definition 1.42. Let A be a k-algebra. The module of the Kähler differ-

entials of A is the left A-module Ω1
A|k, that is the A-module generated by

the k-linear symbols da, satisfying the following relations:

• d(λa+ µb) = λda+ µdb

• d(ab) = a(db) + b(da)

for all a, b ∈ A and λ, µ ∈ k.

The Kähler differentials are useful items since they give a concrete descrip-

tion of the first group of the Hochschild homology as stated in the following

proposition.
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Proposition 1.43. ([Lod98, Proposition 1.1.10]) Let A be a unital and com-

mutative k-algebra. There is an isomorphism Ω1
A|k
∼= HH1(A).

Proof. Notice that, by commutativity, the map b : A⊗ A→ A is the trivial

map. Hence HH1(A) = A/ Im(b), which is, A divided out by the relation

xy ⊗ z − x⊗ yz + xz ⊗ y = 0.

Consider the map HH1(A) → Ω1
A|k sending (x⊗ y) 7→ xdy. This is well-

defined by the construction of the Kähler differentials. Its inverse is the map

xdy 7→ x⊗y, which is a cycle. This is also well-defined, since xd(yz) 7→ x⊗yz
but xy(dz) + xz(dy) 7→ xy ⊗ z + xz ⊗ y. Therefore, the difference between

the two resulting terms is:

xy ⊗ z − x⊗ xy + xz ⊗ y,

which is a boundary, hence 0 in the quotient.

Under certain conditions we can improve this result.

Definition 1.44. Let k be a noetherian ring and A a commutative algebra

over k such that A is flat as k-module. We say that A is smooth over k if it

satisfies the following property: given a k-algebra C, an ideal I ⊂ C such that

I2 = 0 and a k-algebra morphism ϕ : A→ C/I, there is a lifting s : A→ C

such that

A
ϕ
//

s
!!

C/I

C

p
OOOO

commutes.

Example 1.45. The polynomial algebra k[t] over a field k is a smooth k-

algebra.

The following theorem is stated and proved in [Lod98, Section 3.4].

Theorem 1.46 (Hochschild-Kostant-Rosenberg). Let k be a field and A a

smooth k-algebra which is finitely presented. There is an isomorphism of

graded k-algebras:

ψ : Ωn
k|A → HHn(A)
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where Ωn
k|A := ∧nA(Ω1

k|A).

The isomorphism is called the antisymmetrization map and is denoted by

εn.

1.5 Spectral sequences

Spectral sequences are an important tool in algebraic topology. The main

source for this section is [McC01, Chapter 2].

We define differential bigraded module over a ring k as a collection

of k-modules {Ep,q}, for p, q ∈ Z, and differentials dr : Ep,q → Ep−r,q+r−1, for

a fixed r ∈ Z such that d2
r = 0. By this property, we are allowed to take the

homology:

Hp,q(E∗,∗, dr) := ker d/ Im d.

Definition 1.47. A spectral sequence is a collection of differential bi-

graded k-modules {Er
p,q, d

r}r∈N such that for all p, q, r there is an isomor-

phism Er+1
p,q
∼= Hp,q(E

r
∗,∗, dr). The pair {Er

∗,∗, d
r} is called the r-th page of

the spectral sequence.

We define a filtration F∗ of a graded k-module A∗ to be a family of

submodules {FpA∗} with p ∈ Z such that

A ⊃ · · · ⊃ FpA∗ ⊃ Fp−1A∗ ⊃ . . . .

We can obtain a filtration in each degree by considering FpAq := FpA∗ ∩Aq.
Collapsing the filtration, we get a filtered bimodule:

E0
p,q(A∗, F∗) := FpAp+q/Fp−1Ap+q.

Definition 1.48. We say that a spectral sequence {Er
p,q, d

r} converges to

a graded k-module A∗, if there is a filtration F∗ on A∗ such that

E∞p,q
∼= E0

p,q(A∗, F∗).
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Chapter 2

The higher Hochschild

homology

In this chapter we will give the definition of the higher Hochschild homology

of an algebra over a simplicial set. We will explore its properties and look at

the case of the simplicial set given by the n-fold product S1 × · · · × S1. The

idea comes from [Pir00]. He studies the pointed version of the Loday functor,

while we consider its non-pointed version.

2.1 The construction of the higher Hochschild

homology

Let Fin be the category with, as objects, the finite sets n := {1, . . . , n} ⊂ N
for all n ∈ N and, as morphisms, the functions of sets between them. Call

Fin’ the category of all finite sets. For each object S in Fin’ we choose

an isomorphism αS : S → |S|, whose restriction to Fin is the identity. We

have therefore built a skeleton for Fin’, that makes the following triangle

commute.

Fin �
�

//

Id ##

Fin’

��

Fin

(2.1)

Let A be a commutative and associative algebra with unity over a com-
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mutative ring k. Consider the functor:
⊗
•A : Fin → k-Alg, defined as

follows. On objects, ⊗
n

A := A⊗n.

On the morphisms, ⊗
ϕ

A :
⊗
i∈n

ai 7→
⊗
j∈m

bj

for ϕ : n→ m, where

bj :=


∏

i∈ϕ−1(j) ai for ϕ−1(j) 6= ∅,

1 for ϕ−1(j) = ∅

This can be extended by linearity on all A⊗n.

Proposition 2.1.
⊗

S A : Fin→ k-Alg is a functor.

Proof. We only need to check that the induced maps are k-linear and that

the product and the composition are preserved. Assume that X, Y ,Z are

objects in Fin.

Consider ϕ : X → Y . Then
⊗

ϕA is k-linear by the universal property of

the tensor product. As for the product, we have:⊗
ϕ

A :
⊗
x∈X

(axbx) 7→
⊗
y∈Y

∏
x∈f−1(y)

axbx =
⊗
y∈Y

∏
x∈f−1(y)

ax ·
⊗
y∈Y

∏
x∈f−1(y)

bx.

For the last equality we used commutativity of A and the fact that the

product is performed componentwise.

About functoriality: let Id : X → X be the identity in Fin. The induced

map is: ⊗
Id

A :
⊗
x∈X

as 7→
⊗
y∈X

∏
x=y

ax =
⊗
y∈X

ay.

Consider two morphisms ϕ : X → Y, ψ : Y → Z in Fin. We get:⊗
ψϕ

A :
⊗
x∈X

ax 7→
⊗
z∈Z

∏
x∈(ψϕ)−1(z)

ax.
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On the other hand,

⊗
ψ

A
⊗
ϕ

A :
⊗
x∈X

ax 7→
⊗
ψ

A

⊗
y∈Y

∏
x∈(ϕ)−1(y)

ax

 =

=
⊗
z∈Z

∏
y∈ψ−1(z)

 ∏
x∈ϕ−1(y)

ax

 .

Since the product is commutative, we can reorder the terms, obtaining that

the product rearranges exactly over x ∈ (ψϕ)−1(z), as we desired.

We have, therefore, a functor from Fin to k-Alg. We would like to extend

it to Fin’. In order to do this, we use the vertical arrow in (2.1) and compose

it with
⊗
•A. Since the triangle in (2.1) commutes, we can call without

ambiguity the composite functor
⊗
•A : Fin’→ k-Alg.

Remark 2.2. If we equip Fin with the unital coproduct
∐

, we see that⊗
•A behaves well with respect to it. Namely, there is a natural isomorphism⊗
n
∐
mA
∼=
⊗

n+mA.

Moreover, given a bijection ϕ : n → n, the map
⊗

ϕA is a natural

isomorphism of k-algebras.

This construction behaves well also with respect to products, in the sense

of the following proposition.

Proposition 2.3. Let X and Y be finite sets. There is an isomorphism

⊗
X×Y

A ∼=

(⊗
X

(⊗
Y

A

))
,

natural in A, X and Y .

Proof. We have:

⊗
X×Y

A =
⊗

(a,b)∈X×Y

A ∼=
⊗
a∈X

⊗
b∈Y

A =

(⊗
X

(⊗
Y

A

))

where the isomorphism is given by
⊗

(x,y) a(x,y) 7→
⊗

x

⊗
y(a(x,y)). One can

easily check naturality.
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Remark 2.4. The functor
⊗
•A preserves colimits. Namely, given a functor

F : J → Set, then ⊗
lim
→
F

A ∼= lim
→

(⊗
F

A

)
.

Indeed, in the category of commutative k-algebras, the tensor product is

given by the coproduct.

Remark 2.5. In Set it is possible to write each infinite set as as a colimit

in the following way. Let X be an object in Set; then

X =
⋃

S⊂X, S finite

S

that can also be described as the colimit of the diagram given by the finite

subsets of X, with morphisms given by the partial order induced by inclusion.

In this way it is possible to extend
⊗
•A : Set → k-Alg. The elements of

the k-algebra
⊗

X A for an infinite set X are strings (a1, a2, . . . ) of elements

ai ∈ A, where only finitely many of them are different from the unit in A.

We can compose
⊗
•A with a simplicial set X : ∆op → Set and get a

simplicial k-algebra
⊗

X A : ∆op → k-Alg. Hence, we can look at
⊗
•A as

a functor from SSet to simplicial k-algebras.

Remark 2.6. Proposition 2.3 and Remarks 2.2 and 2.4 apply also for
⊗

A :

SSet→ Sk-Alg.

A simplicial k-algebras B is, in particular, a simplicial abelian group.

Hence, in order to compute the homotopy groups of the underlying simplicial

set, we can consider the homology of the normalized complex of B.

Definition 2.7 (Higher Hochschild Homology). Let X be a simplicial set and

A a unitary, commutative, associative k-algebra. The higher Hochschild

homology of A over X is the homology of the normalized chain complex

Ch∗

(⊗
X

A

)
.

The following proposition is a reformulation of [DGM13, Lemma 2.2.1.3].
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Proposition 2.8. Let Y , Y ′ be simplicial sets and A a commutative k-

algebra. If Y
'→ Y ′ is a weak equivalence, then the induced map

⊗
Y A →⊗

Y ′ A is a weak equivalence too.

Hence we have the following.

Corollary 2.9. Let Y, Y ′ be two weakly equivalent simplicial sets. Then

there is an isomorphism

H∗

(⊗
Y

A

)
∼= H∗

(⊗
Y ′

A

)
.

Proof. Since
⊗

Y A and
⊗

Y ′ A are weakly equivalent fibrant spaces (because

they are simplicial abelian groups), the induced map in homotopy is an iso-

morphism. By Remark 1.38, we have the stated isomorphism.

Example 2.10. As first example, we consider the case for X = S1. S1 has

n + 1 n-simplices, so we can easily write (
⊗

S1 A)n = A ⊗ · · · ⊗ A (n + 1

factors).

In order to understand the chain complex structure, we need to study the

behaviour of the face maps. These are defined as

di(a0, . . . , an) =


(a0a1, . . . , an) for i = 0,

(a0, . . . , aiaj, . . . , an) for 0 < i < n,

(ana0, . . . , an−1) for i = n

The complex we get in this case is exactly the Hochschild complex, whose

homology Hn(Ch(
⊗

S1 A)) =: HHn(A) is the usual Hochschild homology.

Example 2.11. Another easy example is given when X is the trivial space

∗. The space ∗ has one n-simplex for each n ∈ N, so Cn(
⊗
∗A) = A. The

boundary maps behave as follows:

∂n =

Id for n odd,

0 for n even

Hence the homology of the complex is:

Hn

(⊗
∗

A

)
=

0 for n > 0,

A for n = 0
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As for the Hochschild homology, also for the higher Hochschild homology

it is possible to consider coefficients in an A-bimodule M .

We say that M is an A-bimodule if it is a left and right A-module with

maps µ : A×M → M and ν : M × A→ M , such that µ(a, xa′) = ν(ax, a′)

for all a ∈ A and x ∈M .

Definition 2.12. Let k be a commutative ring and let A be a commuta-

tive k-algebra. Given an A-bimodule M , we can define the Loday functor

L(A,M) : Fin∗ → k-mod as follows:

L(A,M)(n ∪ {0}) := M ⊗ A⊗n.

On a morphism ϕ : n∪ {0} → m∪ {0}, the functor L(A,M) acts as follows:

L(A,M)(ϕ) : (a0, a1, . . . , an) 7→ (b0, b1, . . . , bm)

where a0 ∈M , ai ∈ A for i > 0 and

bj :=


∏

i∈ϕ−1(j) ai for ϕ−1(j) 6= ∅,

1 for ϕ−1(j) = ∅

Remark 2.13. As we did for the functor
⊗
•A, we can extend the input of

the Loday functor to simplicial sets.

Let X be a pointed simplicial set; we will denote the homology of the sim-

plicial k-module L(A,M)(X) as H∗(Ch(
⊗

X A);M). The reason is explained

in the following remark.

Remark 2.14. Choosing M := A, we get

H∗(Ch(
⊗
X

A);A) ∼= H∗(Ch(
⊗
X

A)).

Example 2.15. Let X := S1. The higher Hochschild homology of an algebra

A over X with coefficients in the A-bimodule M is the standard Hochschild

homology of A with coefficients in M , i.e. H∗(A,M), as described in [Lod98].

By abuse of notation, we will often refer to L(A,A)(X) as
⊗

X A for a

pointed simplicial set X.
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Proposition 2.16. Let X and Y be finite pointed simplicial sets. Let A be

a k-algebra. There is an isomoprhism of A-algebras

⊗
X∨Y

A ∼=

(⊗
X

A

)
⊗A

(⊗
Y

A

)
.

The proof follows from Remark 2.4, since pushouts are colimits.

2.2 Iterated Hochschild homology

One of the spaces we are interested in is the n-dimensional torus, T n. There

are several models for T n in the category of simplicial sets, which are all

weakly equivalent. We will describe the two models that we are going to use

more often in this thesis.

Definition 2.17. Consider S1 as the simplicial set given by the quotient

∆[1]/∂∆[1]. We define the simplicial torus T n as the n-fold product S1 ×
· · · × S1.

Definition 2.18. Consider the simplicial set Tn := B(Zn), namely the clas-

sifying space of the group Z ⊕ · · · ⊕ Z (n copies of the integers). This is

another model for the n-dimensional torus.

Remark 2.19. We notice that Tn is fibrant. Indeed it is the classifying space

of an abelian group and therefore it is a simplicial group. On the other hand,

T n is not a fibrant space for n > 0.

Lemma 2.20. T n is weakly equivalent to Tn.

Proof. Since the geometric realization of BZ is homotopy equivalent to the

topological 1-sphere, BZ is weakly equivalent to S1. So we only need to show

that B(Zn) is weakly equivalent (hence, homotopy equivalent) to B(Z)n. By

definition of the classifying space BG of a group G, is the nerve of the grupoid

with one object and whose set of morphisms is G itself, with the composition

given by the product in G. We know that, given two groups G and H, there

is an isomorphism B(G × H) ∼= B(G) × B(H). Choosing G = H = Z and

iterating the process, we get the result.
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In the last part of the proof we saw that we can write B(Z)×· · ·×B(Z) for

Tn, which is, like T n, a product. This suggests us that we can use Proposition

2.3 to compute the higher Hochschild homology for X = T n (or X = Tn;

the two models for the simplicial torus are weakly equivalent, hence their

homology is the same).

Corollary 2.21. There is an isomorphism of algebras

π∗

(⊗
Tn

A

)
∼= π∗

(⊗
S1

· · ·
⊗
S1

A

)
.

given by the iteration of the isomorphism in Proposition 2.3.

This is why it is common practice to call the homology of an alge-

bra over the n-torus as the n-th iterated Hochschild homology. Indeed

Ch(
⊗

S1 A) is just the Hochschild complex of A.

For this reason, it would fit nicely if, taking the Hochschild complex were

an operation closed in some classes of algebras. This is the case for commu-

tative differential graded algebras.

Definition 2.22. A differential graded Algebra (or DG algebra) is an

algebra A over a field k together with a decomposition A =
⊕

i≥0Ai in k-

modules Ai, and a differential δ : Ai → Ai−1. We say that the degree of |a|
of a is equal to i if a ∈ Ai. The product µ in A needs to be such that the

image of µ|Ai×Aj is in Ai+j. The differential needs to satisfy two properties

1. δ(a · b) = δ(a)b+ (−1)|a|aδ(b), the so-called Leibniz rule;

2. δ2 : Ai → Ai−2 factors through the 0-module of k.

A DG algebra (A, δ) is said to be commutative (we will refer to it as CDGA)

if for every a, b ∈ A, we have: ab = (−1)|a||b|ba.

We need to equip the Hochschild complex of A, Ch(A) with a graded

product. This will be the shuffle product, sh : Ch(A)n × Ch(A)m →
Ch(A)m+n, given by

(a0, a1, . . . , an)×(b0, bn+1, . . . , bn+m) 7→
∑
σ

sgn(σ)(a0b0, aσ−1(1), . . . aσ−1(m+n))
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where the sum is performed over all the possible (n,m)-shuffles, namely a

permutation in the symmetric group over m + n letters such that σ(1) <

σ(2) < · · · < σ(n) and σ(n+ 1) < σ(n+ 2) < · · · < σ(n+m).

The following statement is [Lod98, Lemma 4.2.2].

Proposition 2.23. The Hochschild boundary b is a graded derivation for the

shuffle product, so the Hochschild complex is a differential graded algebra.

We say that a CDGA of the form (ΛV, δ) is called a free CDGA. In

[Lod98] it is shown that, in characteristic zero, every CDGA (A, δ) is equiv-

alent to a free CDGA (ΛV, δ). This is called a free model for (A, δ).

Remark 2.24. In [Lod98, Remark 5.4.14], it is given a free model for the

dual numbers, where V := kx ⊕ ky where |x| = 0, |y| = 1 with differential

δ(x) = 0, δ(y) = x2.
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Chapter 3

The homology over the spheres

In this chapter we will try to extend the result of Pirashvili in [Pir00], giving

a description of the algebra structure of H∗(
⊗

Sd A) for certain commutative

algebras A over a field k of characteristic zero. The main tool we are going

to use is the Greenlees spectral sequence.

3.1 The Hodge decomposition for the higher

Hochschild homology

We consider the functor A 7→
⊗

S1 A. Its homotopy groups have a decompo-

sition, called Hodge decomposition:

πn

(⊗
S1

A

)
∼=

n⊕
i=0

HH(i)
n (A).

This was obtained by Gerstenhaber and Schack in [GS87] and independently

by Loday in [Lod89]. The idea is to give the Hochschild complex the struc-

ture of a Hopf algebra. With such a structure it is possible to build some

orthogonal idempotents e
(i)
n , called eulerian idempotents. Using these it is

possible to decompose the Hochschild complex as a direct sum of complexes

Chn(A) =
⊕

iCh
(i)
n , with

Ch(i)
n (A) := e(i)

n Chn(A)

where Ch∗(A) is the Hochschild complex of A. Taking homology yields the

desired decomposition.
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In [Pir00] the first definition of higher Hochschild homology is provided.

Pirashvili developed a generalization of the Hodge decomposition for the

homology over the spheres Sd. Although he used a different approach, for

the case d = 1 the decompositions are isomorphic.

Pirashvili provided also some calculations for the case of smooth algebras

and for the case of truncated polynomial algebras, which we will now report.

Proposition 3.1. Let A be a smooth algebra of finite type over a field k of

characteristic zero. Then, for d an odd natural number, we get:

πn

(⊗
Sd

A

)
∼=


A for n = 0,

0 for n 6= dj,

Ωj
A|k for n = dj

where Ωj
A|k are the Kähler differentials defined in Chapter 1.

Proof. First of all we recall Pirashvili’s decomposition of the homology over

odd spheres. By [Pir00, Proposition 5.3], we have that

πn

(⊗
Sd

A

)
∼=
⊕
i+dj=n

HH
(j)
i+j(A). (3.1)

By [Lod98, Theorem 4.5.12], under these hypotheses onA, there is a canonical

isomorphism Ωn
A|k
∼= HH

(n)
n . The Hochschild-Kostant-Rosenberg Theorem

(Theorem 1.46) guarantees that HH
(j)
n for 0 < j < n is the trivial group,

since A is smooth.

Therefore if n = qd for some q, then πn (
⊗

Sd A) ∼=
⊕

i+j=qHH
(j)
di+j(A).

For i 6= 0 the summands vanish, while for i = 0 we get HH
(j)
j (A) ∼= Ωj

A|k.

If n is not divided by d, then in (3.1) all the summands present a positive

factor i and, by what we noticed above, all the groups vanish.

Remark 3.2. The isomorphism in (3.1) applies also when A is not smooth.

The only needed assumption is that k has characteristic zero ([Pir00, Propo-

sition 5.2]).
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Proposition 3.3. Let A be a smooth algebra of finite type over a field k of

characteristic zero. Then, for d an even natural number, we get:

πn

(⊗
Sd

A

)
∼=

A for n = 0,

0 for n 6= dj

The case n = dj for some j is not concretely given and we will try later

to relate it to HH∗(A) using a Greenlees spectral sequences, described in

[Gre16, Section 3].

We now consider the case of a truncated polynomial algebra. Let k be a

field of characteristic zero. We define A := k[x]/xr+1 for a positive integer

r. Consider a sphere Sd with d odd; since we are in the odd case, we want

to exploit (3.1). By [Lod98, Proposition 5.4.15] we know that HH2nA =

HH
(n)
2n A and that HH2n−1A = HH

(n)
2n−1A. By the Hodge decomposition as

in [Lod98], this implies that all HH
(m)
n are trivial, except for HH

(n)
2n A and

HH
(n)
2n−1A, which are isomorphic to k.

Moreover, in the case of characteristic zero, HHn(A) ∼= kr. Using the

decomposition in (3.1) we get that:

πn

(⊗
Sd

A

)
=


A for n = 0,

kr for n ≡ 0, 1 (mod d+ 1),

0 otherwise

Again we have a concrete description of the homotopy groups only for odd-

dimensional spheres. Unfortunately, it is not possible to describe explicitly

the homology groups of the even-dimensional spheres using a Greenlees spec-

tral sequence. It is possible, though, to consider an approximation of
⊗

Sd A

and to look at its homology.

3.2 Greenlees spectral sequence

Definition 3.4. Let k be a commutative ring with unity. A cofibre se-

quence of commutative k-algebras is a sequence S → R → Q of commuta-

tive k-algebras augmented over k, such that Q ∼= R⊗S k.
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We now state [Gre16, Lemma 3.1].

Lemma 3.5. Let S → R → Q be a cofibre sequence of connective commu-

tative algebras augmented over k such that:

• π0(S) = k,

• R is upward finite type as an S module,

• either πn(S) is flat over k for all n or πn(Q) is flat over k for all n.

Then there is a multiplicative spectral sequence

E2
p,q = πp(Q)⊗k πq(S)⇒ πp+q(R).

Remark 3.6. As Greenlees himself points out in his paper (referring to

[DGI06, Proposition 3.13]), the second condition is satisfied whenever πn(R)

is finite-dimensional for each n.

We notice that it is possible to use this spectral sequence to iteratively

compute the homology H∗(Ch(
⊗

Sd A)) over spheres of an algebra A satisfy-

ing the hypothesis, once we know the standard Hochschild homology of the

algebra A. The following example will clarify how we want to proceed.

Example 3.7. We consider the case of a k-algebra A with k a field of charac-

teristic zero. The cofibre sequence we choose is
⊗

S1 A→
⊗

D2 A→
⊗

S2 A.

We notice that S2 is the pushout of the solid diagram

S1

��

// D2

��

∗ // S2

(3.2)

By Remark 2.4, the diagram in (3.2) induces another pushout square:⊗
S1 A

��

//
⊗

D2 A

��⊗
∗A

//
⊗

S2 A

Hence
⊗

S2 A ∼=
⊗

D2 A ⊗(
⊗
S1 A)

⊗
∗A. Connectiveness is not a problem

in this case, since we are dealing with simplicial rings, that can only have
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positive nontrivial homotopy groups (this is, exactly, what it means to be

connective). The condition about π0(S) is met by the properties of higher

Hochschild homology, as described in [Pir00, Section 5] and it holds for any

sphere Sd and not just in the case of d = 1. We use Remark 3.6: since the disk

(of any dimension) is contractible, we get πi(
⊗

Dn A) ' πi(
⊗
∗A). Moreover

πi(
⊗
∗A) is trivial for i > 0 and it is isomorphic to A for i = 0, so the

finite-dimension condition of Remark 3.6 is satisfied and so is the second

hypothesis of the Lemma. So, the only things we will assume are the flatness

conditions: πi(
⊗

S1 A) is flat over A and so are all the homotopy groups of⊗
Sd A.

The important advantage we got is that we have a spectral sequence whose

(p, q)-term is the tensor product of two k-modules. We already know one of

them (either from the standard Hochschild homology or from the inductive

hypothesis); as for the other ones, it may be constrained by the fact that

the total complex should have trivial reduced homology, since the spectral

sequence converges to the homotopy of
⊗
∗A.

Now we look specifically at A = k[t] to deduce concretely the homology

over S2. Indeed for this algebra, the flatness conditions are satisfied (in par-

ticular all the homotopy groups are free over the ground ring A). We start

recalling that HH∗(A) is the free graded commutative algebra over k with

generators t and x with |t| = 0, |x| = 1. We insert them in the 0-th column

in the spectral sequence E2
p,q

q
...

3 0

2 0

1 x

0 t

0 1 2 3 4 p

Since all the groups in E2
0,q are trivial for q > 1, then all the groups in E2

p,q for

q > 1 are trivial too. Moreover, since E2
1,0 is not reached by any differential,

it needs to be trivial (and therefore the same happens to the whole column

above it), otherwise the homology of the total complex would not be zero.

So we get:
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q
...

...

2 0 0 0 0 . . .

1 x 0

0 t 0

0 1 2 3 4 p

Now x is contributing to the homology of the total complex, so we need to hit

it with a differential. The only differential that can do that is the one coming

from E2
2,0. We call y a generator for that group. There is nothing more in

E2
2,0, since no differential hits it and nothing should survive. The E2-page

with the new information becomes

q
...

...

2 0 0 0 0 . . .

1 x 0 xy

0 t 0 y

0 1 2 3 4 p

We still need to hit xy with a differential; the obvious candidate is y2. Indeed

d2(y2) = 2xy. Since our field does not have characteristic 2 all the elements

of E2
2,1 are hit by elements coming from E2

4,0.

Again, we get xy2, a generator we need to hit with a differential. Using

the same argument as before we get that the homology over the 2-sphere is

the polynomial algebra with two generators t, y where |t| = 0, |y| = 2.

Proposition 3.8. Let A = k[t], for k a field of characteristic zero. Then

π∗

(⊗
Sd

A

)
=

S(kt)⊗ E(kx) for d odd,

S(kt⊕ kx) for d even

with |t| = 0, |x| = d.

Proof. The case when d is odd is given by Proposition 3.1, once we note that

the Kähler differentials algebra Ω∗A|k has exactly one generator, whose degree

is one.

The case when d is even is performed with the same argument as above.

We use the Greenlees spectral sequence induced by the following cofibre
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sequence of simplicial sets: Sd−1 → Dd → Sd (for which we already noticed

that all the hypotheses are satisfied). Since d− 1 is odd, we can use the first

part of the proposition to build the 0-th column column of the Greenlees

spectral sequence.

q
...

d 0

d− 1 x
...

...

2 0

1 0

0 t

0 1 2 3 4 p

The first d−1 columns need to be composed by trivial groups, while the d-th

one has a generator y hitting x via the (d− 1)-st differential. We then get:

q
...

d 0

d− 1 x 0 0 . . . xy
...

...
...

2 0 0 0 . . . 0

1 0 0 0 . . . 0

0 t 0 0 . . . y

0 1 2 . . . d p

The term xy needs to be hit and d2(y2) = 2xy, exactly as for the case

d = 2.

In case the flatness conditions are not satisfied, we can look at approxima-

tions of π∗(
⊗

Sd A), considering π∗((
⊗

Sd A)⊗Ak) instead, whose homological

version is the higher Hochschild homology with coefficients. In this case, the
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pushout diagram is given by⊗
S1 A⊗A k

��

//
⊗

D2 A⊗A k

��⊗
∗A⊗A k

∼=
��

//
⊗

S2 A⊗A k

k

and since k is a field, every k-module is flat.

As an example, we analyse the case A = k[ε]/ε2 with k a field of charac-

teristic 0. First of all we consider Ch(
⊗

S1 A⊗A k)∗, the normalized complex

with coefficients. The n-th part of the chain complex has generators of the

form:

x = (aε+ b, ε, . . . , ε)⊗A (c) = (1, ε, . . . , ε)⊗ (bc) = (bc, ε, . . . , ε)⊗A (1)

for a, b, c ∈ k. We also notice that

ϕ : Ch(
⊗
S1

A⊗A k)n → k,

sending x 7→ bc ∈ k is an isomorphism of A-modules. The boundary map,

applied to x, yields:

∂(x) = (bcε, ε, . . . , ε)⊗A (1) + (−1)n(bcε, ε, . . . , ε)⊗A (1) = 0.

Therefore, we get that the chain morphism, induced by ϕ at each level of the

chain

. . . ∂ // Ch (
⊗

S1 A⊗A k)n
∂ //

ϕ

��

. . . ∂ // Ch (
⊗

S1 A⊗A k)0
//

ϕ

��

0

. . .
0 // k

0 // . . .
0 // k

0 // 0

is an isomorphism of chain complexes.

In each degree n, the homology of the second complex is freely gener-

ated as a k-module by the single element 1 ∈ k, corresponding via ϕ−1 to

(1, ε, . . . , ε)⊗A (1) ∈ (
⊗

S1 A⊗A k)n.
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The algebra structure of π∗(
⊗

S1 A ⊗A k) is inherited from the one of

π∗(
⊗

S1 A), given by the shuffle product. Precisely, as graded k-algebra,

π∗(
⊗

S1 A⊗A k) ∼= E(kx)⊗ S(ky), where |x| = 1 and |y| = 2.

So we can formulate an argument, which is similar to the inductive one

for the case A = k[t] to get π∗(
⊗

Sd A ⊗A k), described in the following

proposition.

Proposition 3.9. Let k be a field of characteristic 0 and let A = k[ε]/ε2.

There is an isomorphism of graded k-algebras:

π∗

(⊗
Sd

A⊗A k

)
∼= Λ(xk ⊕ yk)

where |x| = d and |y| = d + 1 and Λ(V ) is the graded symmetric algebra of

the graded module V .

Proof. We are going to use an inductive argument over the dimension of

the sphere d. The case d = 1 has been explained before. Assume that the

proposition holds for n− 1.

The first columns of the E2-page of the Greenlees spectral sequence are:

q
...

...
...

d(d− 1) xy
...

...

d y 0 0 . . . ϕy ψy

d− 1 x 0 0 . . . ϕx ψx
...

...
...

...

2 0 0 0 . . . 0 0

1 0 0 0 . . . 0 0

0 1 0 0 . . . ϕ ψ

0 1 2 . . . d d+ 1 . . . p

where ϕ is the generator of
⊗

Sd A ⊗A k that hits x, as ψ is the one hitting

y. In particular, dd(ϕ) = x and dd+1(ψ) = y. Notice that all the differentials

vanish, up to degree d, so the E2-page presents the same groups of the Ed-

page.
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Assume, now, that d is even. At the Ed-page the differentials behave as

follows:

dd(yk) = 0,

dd(xyk) = 0,

dd(ϕnyk) = nxϕn−1yk,

dd(ykψ) = 0,

dd(xykψ) = 0,

dd(xϕnyk) = 0,

dd(ϕnykψ) = nxϕn−1ykψ,

dd(xϕnykψ) = 0,

for n > 0 and k ≥ 0. Notice that

xyk = dd(ϕyk),

xϕnyk = dd(ϕn+1yk),

xykϕ = dd(ϕykψ),

xϕnykψ = dd(ϕn+1ykψ).

So, at the Ed+1-page appear just the generators yk and ykψ.

The d+ 1 differentials act on them as follows:

dd+1(yk) = 0,

dd+1(ykψ) = yk + 1.

Notice that yk = dd+1(yk−1ψ) and hence no generators survive the Ed+1-page.

For d odd, the roles of x and y are exchanged, as the roles of ϕ and ψ.

3.3 The homotopy of finite type smooth al-

gebra over even spheres

In the previous section we saw that there is a partial result regarding the ho-

motopy over even-dimensional spheres. Through Greenlees spectral sequences

we can extend the result of Pirashvili given in Proposition 3.1 and compute
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the homotopy groups πn(
⊗

Sd A) when d divides n for a finite type smooth

algebra A.

Lemma 3.10. Let k be a commutative ring and let F,G : k-mod→ k-mod

be functors such that there is a natural transformation

ϕ : F → G.

Let P be a projective k-module, which is a retract of the free k-module V .

If ϕ(V ) : F (V )→ G(V ) is an isomorphism, then ϕ(V ) : F (V )→ G(V ) is an

isomorphism.

Proof. Since P is a retract of V , there are maps i : P ↪→ V and p : V � P

such that p ◦ i = IdP . By naturality we get a commutative diagram

F (P )
F (i)
//

ϕ(P )

��

F (V )
F (p)

//

∼=ϕ(V )

��

F (P )

ϕ(P )

��

G(P )
G(i)

// G(V )
G(p)

// G(P )

and, by functoriality, F (p)F (i) : F (P )→ F (P ) is the identity, as G(p)G(i).

Hence F (i) is injective and so needs to be ϕ(P ). On the other hand, G(p) is

surjective and so needs to be ϕ(P ). Therefore, ϕ(P ) is an isomorphism.

Lemma 3.11. Let A be a commutative ring with unity and P a projective

A-module. Then for every positive integer n, the n-th degree part En(P ) of

the exterior algebra is projective over A.

Proof. For P to be projective means that there is a free A-module V such

that V = P⊕R for some A-module R. Hence there is a commutative triangle

P inc //

=
  

V

prP
��

P.

Since En(−) : A-mod → A-mod is a functor, the commutativity of the

induced diagram of exterior algebras is preserved. Moreover En(−) preserves

freeness (see e.g. [Eis95, Corollary A.2.3]). Therefore, En(P ) is a direct sum-

mand of the free A-module En(V ).
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The following lemma is a particular case of [Lod98, Proposition E.2(b)].

Lemma 3.12. Let k be a field and let A be a commutative smooth k-algebra

of finite type. Then the A-module of the Kähler differentials Ω1
A|k is projective

over A.

This result extends to the higher-dimensional differentials.

Corollary 3.13. Under the same hypotheses of Lemma 3.12, Ωn
A|k is a pro-

jective A-module for all n.

Proof. By definition Ωn
A|k = En(Ω1

A|k). We apply Lemma 3.11 to Ω1
A|k for A

as in Lemma 3.12, which is projective by Lemma 3.12.

We notice that the hypotheses of Lemma 3.5 are satisfied. Hence, we can

use a Greenlees spectral sequence to compute the homotopy of the even-

dimensional spheres.

In the proof we will witness an occurrence of the chain complex

· · · → Em(P )⊗ Sn−m(P )→ Em+1(P )⊗ Sn−m−1(P )→ . . .

. It is the dual version of the tautological Koszul complex, as described in

[Buc13]. The divided power algebra in Buchsbaum’s example is isomorphic

to the symmetric algebra, since we are in characteristic 0.

Proposition 3.14. Under the same hypotheses of Lemma 3.12, for d even

there is an isomorphism:

π∗

(⊗
Sd

A

)
∼= SA(Ω1

A|k)

where all the elements of Ω1
A|k are considered of degree d.

Proof. We do the case d = 2; the general case holds with the same argument.

Let a1, . . . , ar be the generators of A as k-algebra. Then da1, . . . , dar generate

Ω1
A|k as A-algebra.

Consider the Greenlees spectral sequence induced by the cofibre sequence

S1 → D2 → S2. Using the information we got in Proposition 3.1, we know

that E2
p,q = 0 for p even. Therefore, there is an isomorphism E2

2,0
d2→ E2

0,1 =
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Ω1
A|k since the homology of the E∞-page needs to be trivial. For convenience,

we replace E2
2,0 with Ω1

A|k, so that the map d2 is the identity. Hence, the first

three columns of the spectral sequence are:

q
...

...
...

n Ωn
A|k

...
...

...

2 Ω2
A|k

... Ω2
A|k ⊗ Ω1

A|k
...

1 Ω1
A|k 0 Ω1

A|k ⊗ Ω1
A|k 0

0 A 0 Ω1
A|k 0

0 1 2 3 4 . . . p

We define inductively Kn

Kn :=


A for n = 0,

Ω1
A|k for n = 1,

ker(Ω1
A|k ⊗Kn−1

d2→ Ω2
A|k ⊗Kn−2) for n > 1

The 2-differentials d2 : Ωj
A|k ⊗K1 → Ωj+1

A|k are surjective. Indeed

d2(dai1 . . . daij ⊗ dai) = dai1 . . . daijdai.

We claim that the spectral sequence collapses at the E3-page, i.e. there

are long exact sequences

0→ Kn
d2→ Ω1

A|k ⊗Kn−1
d2→ . . .

d2→ Ωn−1
A|k ⊗K1

d2→ Ωn
A|k

d2→ 0.

We prove the claim by induction on n. We already did the case for n = 1.

Assume the result holds for n−1 and that the image of one of the 2-differential

in the sequence is not onto the kernel of the next differential. Assume that the

sequence is not exact at Ωn−j
A|k ⊗Kj. Hence, there is a higher even differential

(notice that the odd differentials are all trivial) dm : Em
2j−2+m,n−j+2−m →

Em
2(j−1),n−j+1 hitting some nonzero element of the kernel of

d2 : Ωn−j
A|k ⊗Kj → Ωn−j+1

A|k ⊗Kj−1.
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Notice, though, that Em
2j−2+m,n−j+2−m is zero, since Ωn−j+2−m

A|k ⊗ Kj−1+m/2

belongs, by induction, to the long exact sequence

0← Ωα
A|k ← Ωα−1

A|k ⊗K1 ← . . . (3.3)

where α = n− (m/2) + 1.

Therefore, Ωn+1−m
A|k ⊗Km/2 does not survive in the E3-page. So we have

a contradiction. By the definition of Kn we have exactness also at Kn →
Ω1
A|k ⊗Kn−1 and hence the claim is proven.

Now we only need to prove that Kn
∼= Sn(Ω1

A|k). Let X be an A-module.

We can define Kn(X) inductively as X for n = 1 and as the kernel of the

natural transformation D : Id(−) ⊗A Kn−1(−) → E2(−) ⊗A Kn−2(−), that

is, the restriction of the natural transformation

D′ : •⊗An → (− ∧−)⊗A −⊗A(n−2),

acting as follows over X:

D′(X) : (x1, . . . , xn) 7→ (x1x2)⊗ (x3, . . . , xn).

We notice that, by construction, for all n, Kn(Ω1
A|k)
∼= Kn.

For every n, m > 1, we consider the functors Hm : A-mod → A-mod,

defined as

Hm(X) := Em(X)⊗A Kn−m(X),

Hm(f) : (x1 . . . xm)⊗ (xm+1 . . . xn) 7→
7→ (f(x1) . . . f(xm))⊗ (f(xm+1), . . . , f(xn))

where f : X → Y is an A-linear map and xj ∈ X. We define the natural

transformation ∂ : Hm → Hm+1 as the restriction of the natural transforma-

tion

∂′ : Em(−)⊗A −⊗A(n−m) → Em+1(−)⊗A −⊗A(n−m−1)

acting as follows over X:

∂′(X) : (x1 . . . xm)⊗ (xm+1, . . . , xn) 7→ (x1 . . . xm+1)⊗ (xm+2, . . . , xn)

where xj ∈ X. So, for each X we can form a sequence of A-linear maps

F0(X) ∂ // F1(X) ∂ // . . .
∂ // Fn(X)
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with

Fi(−) :=


Kn(−) for i = 0,

Id(−)⊗A Kn−1(−) for i = 1,

Hi(−) for i > 1

Moreover ∂ : F0 → F1 is the inclusion; ∂ : F1 → F2 is D and ∂ : Fi → Fi+1

is ∂ : Hi → Hi+1 for every i > 1.

We notice that there is a natural transformation ϕ : Sn(•) → Kn(•),
sending

ϕ(X) : (x1 . . . xn) 7→
∑
σ∈Σn

(xσ(1), . . . xσ(n)).

It is easy to check naturality and the fact that the output lies in Kn(X).

We consider, now, the application of the Fi’s to a free and finitely gen-

erated A-module V . First of all, we want to understand what Kn(V ) is. We

do it by induction on n. By construction, K1(V ) ∼= V ∼= S1(V ). So we start

with the case for n = 2. We have that K2(V ) is the kernel of the morphism

V ⊗ V → E2(V ) sending a ⊗ b to ab. In the free case, the kernel of this

morphism is generated by a⊗ b+ b⊗ a.

By inductive hypothesis, we have maps

Kn(V ) �
�

// V ⊗Kn−1(V )
∂(V )

// E2(V )⊗Kn−2(V )

V ⊗ Sn−1(V )

∼=Id⊗ϕ

OO

α
// E2(V )⊗ Sn−2(V )

∼=Id⊗ϕ

OO

(3.4)

where α is the unique map making the diagram commute. We notice that
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∂(V ) acts as follows:

∂(V ) : a1 ⊗

 ∑
σ∈Σn−1

(aσ(2), . . . , aσ(n))

 7→
7→(a1a2)⊗

 ∑
τ∈Σn−2

(aτ(3), . . . , aτ(n))

+

+(a1a3)⊗

 ∑
τ∈Σn−2

(aτ(2), aτ(4), . . . , aτ(n))

+ · · ·+

+(a1an)⊗

 ∑
τ∈Σn−2

(aτ(2), . . . , aτ(n−1))

 .

Therefore, the morphism α behaves as follows:

α(a1 ⊗ (a2 . . . an)) = (a1a2)⊗ (a3 . . . an) + · · ·+ (a1an)⊗ (a2 . . . an−1).

Choosing a basis for V , we can see that the kernel is generated by the elements

of the form

a := a1 ⊗ (a2 . . . an) + · · ·+ an ⊗ (a1 . . . an−1).

Choosing a basis for V , it is possible to see that we have an isomorphism

Sn(V ) ∼= kerα sending the generator (a1 . . . an) to a.

So we can complete the diagram (3.4) as follows

Kn(V ) �
�

// V ⊗Kn−1(V )
∂(V )

// E2(V )⊗Kn−2(V )

Sn(V ) ∼=
// ker(α) �

�
//

∼=(Id⊗ϕ)| kerα

OO

V ⊗ Sn−1(V ) α
//

∼=(Id⊗ϕ)

OO

E2(V )⊗ Sn−2(V )

∼=(Id⊗ϕ)

OO

The composition of isomorphisms Sn(V ) → ker(α) → Kn(V ) gives ϕ(V ).
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Indeed, on a generator of Sn(V ), the composition acts as follows:

(a1 . . . an) 7→a1 ⊗ (a2 . . . an) + · · ·+ an ⊗ (a1 . . . an−1) 7→

a1 ⊗

 ∑
σ∈Σn−1

(aσ(2), . . . , aσ(n))

+ · · ·+

an ⊗

 ∑
σ∈Σn−1

(aσ(1), . . . , aσ(n−1))

 =
∑
τ∈Σn

(aτ(1), . . . , aτ(n)).

We are now in the conditions of applying Lemma 3.10, to get that

ϕ(Ω1
A|k) : Sn(Ω1

A|k)→ Kn(Ω1
A|k)

is an isomorphism.

53





Chapter 4

Relation between T 2 and

S1 ∨ S1 ∨ S2

In the setting we have described - the higher Hochschild homology - we can

build another construction, induced from one on simplicial sets. In particular

we can study what happens when we perform an action of a group on them.

A case of particular interest is the one of the torus, which can be described

through different models, as we have seen in Section 2.2.

We are interested in studying the homotopy fixed points and the homo-

topy orbits of a group action on the torus. There are many groups acting on

the Torus, as we will see in Chapter 5.

The main tool we can use is the convergence of the following spectral

sequences, described in [GM95].

Theorem 4.1. Let X be a space and G a group acting on it. There are a

homotopy fixed point spectral sequence:

H−p(G, πq(X))⇒ πp+q(X
h(G)),

and a homotopy orbit spectral sequence:

Hp(G, πq(X))⇒ πp+q(Xh(G)).

In order to use this theorem we need to know the homotopy groups of the

space X, which, in our case, is
⊗

Tn A for a k-algebra A. As we will see, the
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case for n = 2 is particularly interesting for certain properties of the groups

acting on T2.

Lundervold, in his master’s thesis ([Lun07]), provided a tool to compute

the iterated Hochschild homology for CGDAs. In particular, for symmetric

algebras the homology over the torus splits into the homology of the cells, as

we will see in Proposition 4.4. Namely:

π∗

(⊗
T 2

A

)
∼= π∗

( ⊗
S1∨S1∨S2

A

)
. (4.1)

This generalizes to T n.

Via the Dold-Kan correspondence we can translate the simplicial A-

algebras to chain complexes without losing information about the homotopy.

So we get that

Ch

(⊗
T 2

A

)
is chain homotopic to

Ch

(⊗
S1

A

)
⊗A Ch

(⊗
S1

A

)
⊗A Ch

(⊗
S2

A

)
.

Notice that the first two terms are Hochschild complexes. Hence, the

homotopy groups of
⊗

T 2 A are given by

πn

(⊗
T 2

A

)
∼= Hn

(
Ch

(⊗
S1

A

)
⊗A Ch

(⊗
S1

A

)
⊗A Ch

(⊗
S2

A

))

and, assuming projectiveness of H∗(
⊗

Si A) over A for i = 1, 2, we can use

the strong version of the Künneth formula (Corollary 1.13) to get:

πn

(⊗
T 2

A

)
∼=

⊕
i+j+k=n

HHi(A)⊗A HHj(A)⊗A Hk

(⊗
S2

A

)
.

This formulation is particularly interesting, since we have a good knowl-

edge of the homology of an algebra over a sphere.

There is, actually, a stronger result for some particular algebras, as the

following proposition shows.
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Proposition 4.2. Let V be a graded module over a field k of characteristic

0. Let, moreover, X and Y be simplicial sets so that their suspensions are

weakly equivalent, i.e. ΣX ' ΣY . Then for every n, there is an isomorphism

πn

(⊗
X

S(V )

)
∼= πn

(⊗
Y

S(V )

)

where S(V ) is the symmetric k-algebra over V .

Proof. We notice that the symmetric functor S from the category of k-

modules to the category of commutative k-algebras is left adjoint to the

forgetful functor. In particular it preserves colimits. Hence,⊗
X

S(V ) ∼= S (k[X]⊗k V )

where k[X] is the free simplicial k-module over X. As described in [GJ09,

Section V.5], there is a weak equivalence k[X] ' Ω(k[ΣX]), where Ω(k[ΣX])

is the loop space of k[ΣX]. By hypothesis, ΣX ' ΣY . Hence, k[ΣX] ' k[ΣY ].

This gives the desired isomorphism in homotopy, since taking the loop space

of fibrant simplicial sets preserves weak equivalences.

Proposition 4.3. ([Hat02, Proposition 4I.1]) Let X, Y be CW-complexes.

There is a homeomorphism

Σ(X × Y ) ∼= ΣX ∨ ΣY ∨ Σ(X ∧ Y ).

In particular, the suspension of the torus ΣT n is homeomorphic to the

suspension of its cells.

Corollary 4.4. Let V be a graded k-module. Then there is an isomorphism

π∗

(⊗
Tn

S(V )

)
∼= π∗

⊗∨
i S

di
i

S(V )


where the Sdii ’s are the cells of T n.

Proof. By Proposition 4.3 we know that ΣT n ∼= Σ(
∨
i S

di
i ). Applying Propo-

sition 4.2 we get the result.
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4.1 A counterexample

We have seen that for symmetric algebras the higher Hochschild homology

factors through the stable homotopy. We can ask ourselves if this holds for

any commutative k-algebra A. Unfortunately, this is not true in the most

general sense. For example, considering the dual numbers k[ε]/ε2 over a field

of characteristic zero, the second homology group over T 2 and the one over

S1 ∨ S1 ∨ S2 do not agree.

We are going to use the free model for the dual numbers, described in

Remark 2.24.

Lundervold, in [Lun07] computed the second iteration of the Hochschild

homology for the dual numbers. His computation does not provide a deep

insight, so we will develop it in more detail. First of all, we need a general

result of Lundervold.

Proposition 4.5. ([Lun07, Corollary 1.3.9]) Let V be a graded k-module.

There is an isomorphism of graded k-algebras

H∗(Ch(Ch(ΛV, δ)))→ H∗(Λ(V ⊕ d1V ⊕ d2V ⊕ d2d1V ), δ′′)

where the differential δ′′ is given by:

δ′′(a) = δ(a),

δ′′(d1a) = −d1δ(a),

δ′′(d2a) = −d2δ(a),

δ′′(d2d1a) = d2d1δ(a).

The generators for Λ(V ⊕ d1V ⊕ d2V ⊕ d2d1V ) are x, d1x, d2x, y, d2d1x,

d1y, d2y, d2d1y. The differential di raises the degree by one, while d2d1 raises

it by two. By the graded commutativity, those generators satisfy (d1x)2 =

(d2x)2 = y2 = (d2d1y)2 = 0.

For convenience we will compute the following differential.

Lemma 4.6. We have: δ′′((diy)j) = −2jx(dix)(diy)j−1.

Proof. By induction on j.
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For j = 1 we have δ′′(diy) = −di(δ′′y) = −di(x2) = −2xdix. In the

general case:

δ′′((diy)j) = δ′′(diy(diy)j−1) = −2xdix(diy)j−1 + diyδ
′′((diy)j−1).

The result follows by induction.

We will now explicitly analyse the application of δ′′ to the generators of

Λ(V ⊕ d1V ⊕ d2V ⊕ d2d1V ).

(1)j,k := (d1y)j(d2y)k 7→ − 2jx(d1x)(d1y)j−1(d2y)k+

− 2kx(d2x)(d1y)j(d2y)k−1,

(2)j,k := y(d1y)j(d2y)k 7→x2(d1y)j(d2y)k + 2jxy(d1x)(d1y)j−1(d2y)k+

+ 2kxy(d2x)(d1y)j(d2y)k−1,

(3)j,k := (d1y)j(d2y)k(d2d1y) 7→ − 2jx(d1x)(d1y)j−1(d2y)k(d2d1y)+

− 2kx(d2x)(d1y)j(d2y)k−1(d2d1y)+

+ 2d2xd1x(d1y)j(d2y)k+

+ 2x(d2d1x)(d1y)j(d2y)k,

(4)j,k := y(d1y)j(d2y)k(d2d1y) 7→x2(d1y)j(d2y)k(d2d1y)+

− 2jxy(d1x)(d1y)j−1(d2y)k(d2d1y)+

− 2kxy(d2x)(d1y)j(d2y)k−1(d2d1y)+

− 2y(d2xd1x)(d1y)j(d2y)k+

− 2xy(d2d1x)(d1y)j(d2y)k.

When we multiply the generators by d1x or d2x and then apply δ′′, we
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get:

(d1x)(1)j,k 7→ − 2kx(d1xd2x)(d1y)j(d2y)k−1,

(d2x)(1)j,k 7→ − 2jx(d2xd1x)(d1y)j−1(d2y)k,

(d1x)(2)j,k 7→x2(d1x)(d1y)j(d2y)k − 2kxy(d1xd2x)(d1y)j(d2y)k−1,

(d2x)(2)j,k 7→x2(d2x)(d1y)j(d2y)k + 2jxy(d2xd1x)(d1y)j−1(d2y)k,

(d1x)(3)j,k 7→2kx(d1xd2x)(d1y)j(d2y)k−1(d2d1y)+

+ 2x(d1x)(d2d1x)(d1y)j(d2y)k,

(d2x)(3)j,k 7→ − 2jx(d1xd2x)(d2y)j−1(d2y)k(d2d1y)+

+ 2x(d2x)(d2d1x)(d1y)j(d2y)k,

(d1x)(4)j,k 7→x2(d1x)(d1y)j(d2y)k(d2d1y)+

− 2kxy(d1xd2x)(d1y)j(d2y)k−1(d2d1y)+

− 2(d1x)y(d1y)j(d2y)kx(d2d1x),

(d2x)(4)j,k 7→x2(d2x)(d1y)j(d2y)k(d2d1y)+

+ 2jxy(d1xd2x)(d1y)j−1(d2y)k(d2d1y)+

− 2(d2x)y(d1y)j(d2y)kx(d2d1x).

One can easily check that if j, k > 1 all the terms do not belong to

the kernel of δ′′ and there is no way of summing up generators to get an

element of ker δ′′. In particular one can start showing that all but the first

of the summands in δ′′(4)j,k do not appear anywhere else. Then, it results

impossible to replicate summands in the other images without using (4)j,k.

Something similar happens for j = 1 or k = 1. So what remains is just

the case for j = 0 or k = 0. By the symmetry between the expressions for

d1y and d2y it is enough to examine the case for j = 0.

(1)0,k 7→ − 2kxd2x(d2)j−1,

(2)0,k 7→x2(d2y)k + 2kxyd2x(d2y)k−1,

(3)0,k 7→ − 2kx(d2x)(d2y)k−1(d2d1y) + 2(d2xd1x)(d2y)k + 2x(d2d1x)(d2y)k,

(4)0,k 7→x2(d2y)k(d2d1y)− 2kxy(d2x)(d2y)k−1(d2d1y) + 2y(d2xd1x)(d2y)k+

− 2xy(d2d1x)(d2y)k.
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Again, multiplying by d1x and by d2x, we get:

d1x(1)0,k 7→ − 2kxd1xd2x(d2)j−1,

d2x(1)0,k 7→0,

d1x(2)0,k 7→x2d1x(d2y)k + 2kxy(d1xd2x)(d2y)k−1,

d2x(2)0,k 7→x2d2x(d2y)k,

d1x(3)0,k 7→ − 2kx(d1xd2x)(d2y)k−1(d2d1y) + 2x(d1x)(d2d1x)(d2y)k,

d2x(3)0,k 7→2x(d2x)(d2d1x)(d2y)k,

d1x(4)0,k 7→x2(d1x)(d2y)k(d2d1y)− 2kxy(d1xd2x)(d2y)k−1(d2d1y)+

− 2xy(d1x)(d2d1x)(d2y)k,

d1x(4)0,k 7→x2(d2x)(d2y)k(d2d1y)− 2xy(d2x)(d2d1x)(d2y)k.

In this situation we get some cycles. Specifically:

(α)j1 := d1x(d1y)j,

(α)k2 := d2x(d2y)k,

(β)j1 := 2(j + 1)d1x(y(d1y)j)− x(d1y
j+1),

(β)k2 := 2(k + 1)d2x(y(d2y)k)− x(d2y
k+1),

(γ)j1 := (j + 1)d1x((d1y)jd2d1y)− d2d1x(d1y
j+1),

(γ)k2 := (k + 1)d2x((d2y)kd2d1y)− d2d1x(d2y
k+1),

where |(α)ji | = 2j + 1, |(β)ji | = 2 + 2j, |(γ)ji | = 4 + 2j. Together with them,

among the cycles, we have their product with xn(d2d1x
m). Notice that such a

multiplication raises the degree by 2m. Since we are particularly interested in

H2(Λ(V ⊕d1V ⊕d2V ⊕d2d1V ), δ′′)), it is enough to consider the multiplication

by xn.

Notice that x(α)j1 = δ′′((1)j,0) and, similarly x(α)k2 = δ′′((1)0,k). Moreover,

x(β)j1 = −δ′′((2)j+1,0) and x(β)k2 = −δ′′((2)0,k+1). Hence, x(α)ji and x(β)ji
are in the image of δ′′. Since the multiplication by x commutes with the

application of δ′′, also xn(α)ji and xn(β)ji are in the image of δ′′ for every

positive integer n.

Proposition 4.7. H2(Ch(Ch(A, δ)) is isomorphic to k ⊕ k ⊕ k, with gener-

61



ators

[(β)0
1] = [2(d1x)y],

[(β)0
2] = [2(d2x)y],

[(α)0
1(α)0

2] = [d1xd2x].

Proof. By the calculations above, in H∗(Ch(Ch(A, δ)) the only elements of

degree 2 are just (β)0
i and (α)0

i · (α)0
l . Notice that if i = l then

(α)0
i · (α)0

i = (dix)2 = 0.

By definition, (β)0
i = 2(d1x)y − x(d1y), where the second summand is a

boundary, so [(β)0
i ] = [2(dix)y], as stated.

We now aim to study π2(
⊗

S1∨S1∨S2 A). It is not possible to write the sec-

ond homotopy group π2(
⊗

S1∨S1∨S2 A) as a direct sum of the tensor product

of its components since
⊗

S1∨S1∨S2 A is not flat over A.

First of all, we will examine π∗(
⊗

S1∨S1 A). The Tor spectral sequence

converges to it:

E2
p,q =

⊕
q1+q2=q

TorAp (HHq1A,HHq2A)⇒ πp+q

(⊗
S1∨S1

A

)
.

Remark 4.8. We immediately notice that since the Tor functor is computed

over the commutative ring A, for any A-bimodule M we get

TorA∗ (A,M) ∼= TorA∗ (M,A) ∼= A

as a graded algebra concentrated in degree 0.

It is easy, therefore, to compute the first two rows of the Tor spectral

sequence. Let q = q1 + q2. Then

E2
p,q =


A for p = 0, q = 0,

k ⊕ k for p = 0, q = 1,

0 for p > 0, q < 2
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For q = 2 there are three summands. Two of them are TorAp (k,A), while

the other one is TorAp (k, k), where k in both entries has the A-module struc-

ture described before. For k we have the following resolution:

. . .
·ε→ A

·ε→ A
·ε→ . . .

·ε→ A
·ε→ k → 0

where the maps are given by multiplication by ε. As we tensor this with k,

we get the following chain complex, where the boundary maps are 0:

. . .→k → k → · · · → k → k → 0.

Hence the homology of the chain is just the chain itself. Therefore the second

row of the E2-page is given by

E2
∗,2 =

k⊕3 for p = 0,

k for p > 0

where each ki is a copy of k with degree i.

One can easily go on using the same resolutions in order to get the E2-

page of the spectral sequence:

q

4 k⊕5 k⊕3 k⊕3 k⊕3 . . .

3 k⊕4 k⊕2 k⊕2 k⊕2 . . .

2 k⊕3 k k k . . .

1 k⊕2 0 0 0 . . .

0 A 0 0 0 . . .

0 1 2 3 4 p

We are now ready to compute some of the homotopy groups of (
⊗

S1∨S1 A).

π1(
⊗

S1∨S1 A) is isomorphic to k ⊕ k since it is the sum of the groups in the

second antidiagonal, and the only differential that can hit one of them is

zero. Similarly, the elements in the third antidiagonal sum up to k⊕3 and all

the differentials hitting it are 0. Hence, π2(
⊗

S1∨S1 A) ∼= k⊕3.

We will use this result to compute π2(
⊗

S1∨S1∨S2 A).

Proposition 4.9. Let k be a field of characteristic 0. For A := k[ε]/ε2 we

have that π2(
⊗

S1∨S1∨S2 A) is isomorphic to k⊕4.
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Proof. Again, we use the Tor spectral sequence:

E2
p,q =

⊕
q1+q2=q

TorAp

(
Hq1

(⊗
S1∨S1

A

)
, Hq2

(⊗
S2

A

))
⇒ πp+q

( ⊗
S1∨S1∨S2

A

)
.

We are only interested in the first three rows.

Using Remark 4.8 we can easily compute the first two rows of the spectral

sequence:

E2
p,q =


A for p = 0, q = 0,

k ⊕ k for p = 0, q = 1,

0 for p > 0, q < 2

The third row is:

E2
∗,2 = TorA∗ (A, k)⊕ TorA∗ (k ⊕ k, 0)⊕ TorA∗ (k⊕3, A) ∼= k ⊕ 0⊕ k⊕3 ∼= k⊕4

as a graded k-module concentrated in degree 0.

Therefore, the first rows of the spectral sequence are given by:

q

2 k⊕4 0 0 0 . . .

1 k⊕2 0 0 0 . . .

0 A 0 0 0 . . .

0 1 2 3 4 p

The elements in the second antidiagonal sum up to k⊕4 and no differential

hits them. Therefore, π2(
⊗

S1∨S1∨S2 A) is isomorphic to k⊕4.

The difference between H∗(Ch(
⊗

S1∨S1∨S2 A) and H∗(Ch(
⊗

T 2 A) for the

algebra A := k[ε]/ε2 is more evident when we consider the higher Hochschild

homology with coefficients in the field k.

As we saw in Proposition 3.9, the homology groups with coefficients in k

over the sphere Sd of A are projective k-modules. Hence, we can apply the

stronger version of the Künneth Formula to get:

Hn

( ⊗
S1∨S1∨S2

A; k

)
∼=

⊕
i+j+l=n

HHi(A; k)⊗HHj(A; k)⊗Hl

(⊗
S2

A; k

)
.
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To compute the homology of A over the torus with coefficients in k, we

can use Lundervold’s argument again. We get:

H∗(Ch(Ch(ΛV, δ)); k) ∼= H∗((Λ(V ⊕ d1V ⊕ d2V ⊕ d2d1V ), δ′′); k).

We notice that the differential structure of Λ(V ⊕d1V ⊕d2V ⊕d2d1V )⊗Λ(V )k

is particularly simple. Indeed, the Λ(V )-algebra structure of k is given by the

following composition:

Λ(V ) // k[ε]/ε2 ·ε // k ,

sending ax+ by 7→ aε 7→ 0.

Therefore, the chain complex considered with coefficients is

(Λ(d1V ⊕ d2V ⊕ d2d1V ), δ′′′)

with

δ′′′(dix) = 0,

δ′′′(diy) = 0,

δ′′′(d2d1x) = 0,

δ′′′(d2d1y) = d2xd1x.

Hence the homology is given by the quotient

H∗

(
Ch

(⊗
T 2

A

)
; k

)
∼= Λ(d1V ⊕ d2V ⊕ d2d1(kx))/ ∼

where ∼ is the equivalence relation generated by d2xd1x ∼ 0.

It is easy to check that for each n > 1 the homology group

Hn

(
Ch

(⊗
T 2

A

)
; k

)
6∼= Hn

( ⊗
S1∨S1∨S2

A; k

)
.
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Chapter 5

Homotopy orbits

We are now interested in the homotopy orbits of an A-algebra G obtained

via the functor
⊗
•A. The main tool we are going to use is the following

spectral sequence.

Hp

(
G, πq

(⊗
X

A

))
⇒ πp+q

((⊗
X

A

)
hG

)
. (5.1)

First of all we need to define the objects we are working with. The main

reference for the definitions and the results we are presenting is [Bro94].

5.1 Background on group homology

Let G be a group, written multiplicatively, the group ring Z[G] of G is

defined as the free abelian group generated by the elements of G. Z[G] has a

ring structure, where the product is the extension of the multiplication in G.

As an example, we can considerG = Z. The group ring of the integers Z[Z]

can be described as the Laurent polynomials over the integers: Z[t, t−1] :=

{a−nt−n + · · ·+ ant
n|aj ∈ Z, n ∈ N}.

Definition 5.1. Let M be a Z[G]-module. Let F∗ be a projective resolution

for G as a Z[G]-module. We define the homology of G with coefficients in

M , written H∗(G;M), as the homology of the chain complex F∗ ⊗Z[G] M .

We notice that, in the definition, the choice of the resolution appears irrel-

evant. It is actually the case, since any two resolutions are quasi-isomorphic,
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see, e.g. [Bro94, Theorem 1.7.5].

For how it is defined, the group homology can be expressed asH∗(G;M) =

Tor
Z[G]
∗ (G,M).

Remark 5.2. Let us consider M = Z equipped with the trivial action by

G, namely g · n = n. In this case we have Fq ⊗Z[G] Z ∼= Fq since every integer

can be carried on the left-hand side of the tensor product.

It is possible to give a topological interpretation of the homology of

groups. We say that a topological space X is a K(G, n) space (or an Eilen-

berg-Maclane space) if the only nontrivial homotopy group ofX is πn ∼= G.

There is a standard process to build a K(G, 1) space for every group G. It is

possible to build also K(G, n) spaces for arbitrary n and abelian G. We now

present a way to construct a K(G, 1) space for an arbitrary G.

Definition 5.3. Let G be a group; we define the classifying topological

space of G, denoted by |BG| to be the geometric realization of the simplicial

set BG. The universal cover of |BG| is called EG, the universal G-bundle.

Proposition 5.4. ([May99, Section 16.5]) The geometric realization of BG,

the classifying space of G is a K(G, 1) space.

The following proposition ([Bro94, Proposition II.4.1]), gives a topological

interpretation of the homology of a group.

Proposition 5.5. The homology of G with coefficients in M is the homology

of the complex C∗(EG) ⊗Z[G] M , where C∗(EG) is the cellular homology of

EG.

5.2 Groups acting on T 2

There are several groups (and simplicial groups) acting on the torus (we just

need to be careful for the choice of the model). We want to focus on discrete

groups acting on the model Tn := B(Z)× · · · ×B(Z).

Consider the group of endomorphism of Tn: HomSset(Tn,Tn). We can

manipulate this expression as follows:

HomSset(Tn,Tn) = HomSset(B(Zn), B(Z)n) ∼= HomGrp(Zn,Zn) ∼= Mn×nZ
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where the second isomorphism is given by the following lemma.

Lemma 5.6. Let G,H be groups. Then there is an isomorphism of groups

HomSset(BG,BH)
∼=→ HomGrp(G,H).

Proof. We recall that (BG)n = (g1, . . . , gn) and that the face and degeneracy

maps act as follows:

di(g1, . . . , gn) =


(g2, . . . , gn−1) for i = 0,

(g1, . . . , gigi+1, . . . , gn) for 0 < i < n,

(g1, . . . , gn−1) for i = n

sj(g0, . . . , gn) = (g0, . . . , 1, gj, . . . , gn).

We notice that the zeroth degree of a map f : BG → BH is determined

uniquely by a map f̃ : G → H. By induction we assume that the degree

n − 1 is uniquely determined by f̃ . We claim that the n-th degree of f is

uniquely determined by the (n− 1)-st degree of f and, hence by f̃ .

Since f is a map of simplicial sets, it needs to commute with the face

maps. In particular, we have a commutative diagram

(g1, . . . , gn−1) � fn−1
// (h1, . . . , hn−1)

(g1, . . . , gn) � fn
//

_
dn

OO

_

d0
��

(h1, . . . , hn)
_

dn

OO

_

d0
��

(g2, . . . , gn) � fn−1
// (h2, . . . hn)

that proves our claim, since by inductive hypothesis, the upper rectangle tells

us that hi = f̃(gi) for 1 ≤ i < n and the lower rectangle that hi = f̃(gi) for

1 < i ≤ n.

Remark 5.7. We obtained that every element in a group that acts on Tn

can be represented by a matrix of dimension n × n. Nevertheless, not all

matrices represent the action of an element of a group acting on T n. Indeed

if g ∈ G, then g ∈Mn×nZ. Since g is in a group, there should exist g−1 such

that gg−1 = g−1g = Id in Mn×nZ. Therefore we can restrict to the invertible

endomorphism, namely to GLn(Z) ⊂Mn×nZ.
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Moreover GLn(Z) acts on Tn as follows. Let x ∈ (Tn)1. It has the form

x = (x1, . . . , xn), for xi ∈ (BZ)1. Let M = (mi,j) ∈ GLn(Z). We define

M · x :=

(∑
k

m1,kxk, . . . ,
∑
k

mn,kxk

)
.

This determines the action on every degree of T2 by Lemma 5.6.

So every discrete group acting on Tn is a subgroup of GLn(Z).

Example 5.8. By what we just saw the group G := 〈B〉, for

B =

(
1 1

0 1

)

acts on T 2. We want to compute the homotopy orbits of the action of G on⊗
T 2 A, using (5.1). We will use the topological interpretation of the homol-

ogy of a group. In order to reduce the notation, we define Mq := πq(
⊗

T2 A).

We notice that G ∼= Z and, therefore, the universal G-bundle is homeo-

morphic to the real numbers R with the standard topology. One can easily

check that the cellular complex of R is

· · · → 0→ C1(R)→ C0(R)

where C1(R) is generated as Z[t, t−1]-module by one single element, which

we call e0
1. The same happens to C0(R) and we call its generator e0

0. We

choose the latter, so that the extremal points of e0
1 are mapped to e0

0 and to

te0
0. Hence the unique nontrivial boundary map sends e0

1 7→ e0
0 − te0

0. Since

the action of Z[t, t−1] on Ci(R) is free for i = 0, 1, then every element in

C1(R)⊗Z[t,t−1] Mq has a representative of the form 1⊗ y. The nontrivial map

of the complex C∗(R)⊗Z[t,t−1] Mq sends it to

1⊗ y 7→ 1⊗ y − t⊗ y = 1⊗ y − 1⊗ t · y.

We can deduce that

Hi(G;Mq) =


Mq/(t− 1) for i = 0,

M t
q for i = 1,

0 for i > 1
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The spectral sequence in (5.1) collapses at the E3-page and gives us that

πn

((⊗
T2

A

)
hG

)
=

M0/(t− 1) for n = 0,

Mn/(t− 1)⊕M t
n−1 for i > 0

The case for the 2-torus is particularly nice because GL2(Z) is an amal-

gamated product of dihedral groups ([Zie81, Theorem 23.1]). In particular

GL2(Z) = D12 ∗D4 D8, where the generators are the following

D12 =

〈
A =

(
0 1

−1 1

)
, R =

(
0 1

1 0

)〉
,

D8 =

〈
B =

(
0 −1

1 0

)
, R =

(
0 1

1 0

)〉
,

D4 =

〈
A3 = B2 =

(
−1 0

0 −1

)
, R =

(
0 1

1 0

)〉
.

This is quite helpful, since we have tools to deal with amalgamated products.

One of them is the following Mayer-Vietoris exact sequence, as shown in

[Bro94, Section VII.9].

. . .→ Hn(D4;Mq)→ Hn(D12;Mq)⊕Hn(D8;Mq)→
→ Hn(GL2(Z);Mq)→ Hn−1(D4;Mq)→ . . .

(5.2)

Hence, the homology of the three finite subgroups will give us the spectral

sequence converging to the homotopy orbits.

We notice that we can express the dihedral group D2n as the semidi-

rect product Cn n C2. In particular, C2 is a normal subgroup of D2n with

D2n/Cn ' C2. Hence, we have a Lyndon–Hochschild–Serre spectral se-

quence ([McC01, Theorem 8bis.12]), whose E2-page is

E2
p,q := Hp(C2;Hq(Cn;M))⇒ Hp+q(D2n;M)

for any Z[D2n]-module M .

Using this spectral sequence we can compute the homology of the dihedral

subgroups generating GL2(Z).
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Lemma 5.9. Let G = Cn = 〈g〉. A free resolution of G as Z[G]-module is

. . . // Z[G] N // Z[G]
g−1
// Z[G] N // Z[G]

g−1
// Z[G] 1 // G (5.3)

with N := 1 + g + g2 + . . . gn−1.

Corollary 5.10. Let k be a field of characteristic 0 and let M be a k-

module equipped with the trivial action by Cn. Then the homology of Cn

with coefficient in M is given by:

Hp(Cn;M)

M for p = 0,

0 otherwise

Proof. The homology of Cn with coefficients in M is the homology of the

chain complex

. . . //M
N //M

g−1
//M

N //M
g−1
//M // 0 .

We notice that the maps N is multiplication by n; so it is an isomorphism

since we are in characteristic 0. On the other hand, g − 1 is the 0 map.

Therefore, the homology is the one we described in the statement.

In [Lun07], Lundervold shows how GL2(Z) acts on π∗(
⊗2

T k[t]). In par-

ticular, a matrix

B :=

(
a b

c d

)
acts on the generators of π∗(

⊗2
T k[t]) as follows:

B(x) = x,

B(η) = aη + bβ,

B(β) = cη + dβ,

B(z) = det(B)z.

We also notice that

B(ηβ) = (aη + bβ)(cη + dβ) = adηβ + bcβη = det(B)ηβ

With this information we can proceed and compute the homotopy orbits

of the action of GL2(Z) on
⊗

T2 k[t]
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Proposition 5.11. Let Mr := πr(
⊗

T2 A) for A = k[t]. The homology of D4

with coefficients in Mr is

Hp(D4;Mr) ∼=

Mr for p = 0, r ≡ 0 (mod 4),

0 otherwise

Proof. We want to use the Lyndon-Hochschild-Serre spectral sequence, so we

start by calculating Hq(C2;Mr). The generator for C2 is the matrix

g =

(
−1 0

0 −1

)

which acts as follows on the generators of M∗:

g(x) = x,

g(z) = z,

g(η) = −η,
g(β) = −β,
g(ηβ) = ηβ.

We are now going to use the resolution in (5.3). If r is even, then the group

acts trivially on Mr. Hence, the homology is trivial for each p > 0 and it

is Mr for q = 0. On the other hand, if r is odd, then the action is the

multiplication by −1, meaning that N = 0, while (1− g) is an isomorphism.

Hence the homology is trivial for each q.

Notice that the homology

Hp

(〈(
0 1

1 0

)〉
;Hq

(〈(
−1 0

0 −1

)〉
;Mr

))

is trivial if r is odd or q > 0. So we will only focus on r even and q = 0. In

this case we have:

Hp(C2;Mr).

This time, C2 does not act trivially on z, but R(z) = −z. Moreover R(ηβ) =

−ηβ. We need to distinguish three scenarios.
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• if r ≡ 2 (mod 4), then the generators of Mr are zr/2 and zr/2−1ηβ.

Applying R yields:

R(zr/2) = −zr/2, R(zr/2−1ηβ) = zr/2−1 · (−ηβ) = −zr/2−1ηβ.

So, the action is given by the multiplication by −1, meaning that the

homology is trivial for each p.

• If r ≡ 0 (mod 4), then then R acts trivially on the generators, meaning

that the homology is trivial for positive p and it is Mr for p = 0.

Hence, the Lyndon-Hochschild-Serre spectral sequence has only one nontriv-

ial column (the first one) and we get that

Hp(D4;Mr) ∼=

Mr for p = 0, r ≡ 0 (mod 4),

0 otherwise

As we wanted to prove.

Proposition 5.12. Let Mr := πr(
⊗

T2 A) for A = k[t]. The homology of D8

with coefficients in Mr is

Hp(D8;Mr) ∼=

Mr for p = 0, r ≡ 0 (mod 4),

0 otherwise

Proof. The proof is very similar to the one of Proposition 5.11. The generator

of C8 is the matrix

g =

(
0 −1

1 0

)
which acts on the generators of M∗ as follows:

g(x) = x,

g(z) = z,

g(η) = β,

g(β) = −η,
g(ηβ) = ηβ.

74



For r odd, g − 1 is an isomorphism and hence the homology is trivial for

all q. For r = 0, g acts trivially on x, which is the only generator, so we

have Hp(〈R〉;M0) = M0 if p = 0 and Hp(〈R〉;M0) = 0 for positive p. If r is

even and positive, we have two generators: zr/2 and zr/2−1ηβ. On both of the

generators, the action is trivial. Hence there is nontrivial homology only for

q = 0 and r even and H0(C4;Mr) ∼= Mr.

Notice that we are in the same situation as we were in Proposition 5.11:

we need to compute Hp(〈R〉;Mr) for r even. The matrix R acts on Mr in the

same way it did in Proposition 5.11 and, therefore, we get that

Hp(D8;Mr) ∼=

Mr for p = 0, r ≡ 0 (mod 4),

0 otherwise

as we wanted to prove.

Proposition 5.13. Let Mr := πr(
⊗

T2 A) for A = k[t]. The homology of

D124 with coefficients in Mr is:

Hp(D12;Mr) ∼=

Mr for p = 0, r ≡ 0 (mod 4),

0 otherwise

Proof. The proof is the same as the one for Proposition 5.12. The action

changes but, given

g =

(
0 1

−1 1

)
1− g acts on the generators as in Proposition 5.12: it is 0 when r is even and

it is an isomorphism when r is odd.

We can use the results of Propositions 5.11, 5.12 and 5.13 to compute the

homotopy orbits of πr(
⊗

T2 AhGL2(Z)).

Proposition 5.14. LetMr := πr(
⊗

T2 A) forA = k[t]. The homotopy groups

of the homotopy orbits of the action of GL2(Z) on
⊗

T2 A are:

πn

(⊗
T2

A

)
hGL2(Z)

 ∼=
Mn for n ≡ 0 (mod 4),

0 otherwise
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Proof. For every r we will use the long exact sequence in (5.2). We can

distinguish two cases: r 6≡ 0 (mod 4) and r ≡ 0 (mod 4).

For r 6≡ 0 (mod 4) all the known homology groups in (5.2) vanish and,

therefore, Hp(GL2(Z)) = 0 for all p.

For r ≡ 0 (mod 4) the only nonzero homology groups are:

0→ H1(GL2(Z))→Mr →Mr ⊕Mr → H0(GL2(Z))→ 0.

We notice that the map i : H0(D4;Mr) → H0(D8;Mr) ⊕ H0(D12;Mr) is

induced by the maps C2nC2 → CnnC2 for n = 4 or n = 6. Hence, i applied

to x, zr/2 and zr/2−1ηβ gives

i(x) = (x, x),

i(zr/2) = (zr/2, zr/2),

i(zr/2−1ηβ) = (zr/2−1ηβ, zr/2−1ηβ).

So i is injective, meaning that H1(GL2(Z)) = 0 and H0(GL2(Z)) ∼= Mr.

The homotopy orbits spectral sequence is, therefore,

q
...

4j M4j 0 0 . . .
...

...

4 M4 0 0 . . .
...

...
...

...

1 0 0 0 . . .

0 M0 0 0 . . .

0 1 2 3 4 p

The E2-page is the same as the E∞-page since all the differentials are 0,

yielding the isomorphisms in the statement of the proposition.

This result can be easily generalized to any polynomial ring over a field

of characteristic 0.

Lemma 5.15. Let A and B be k-algebras and let X be a space. There is an

isomorphism, natural in X:⊗
X

(A⊗B) ∼=
⊗
X

(A)⊗
⊗
X

(B) .
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Proof. We consider the isomorphism at each degree n. Call

ϕn :
⊗
Xn

(A⊗B)→
⊗
Xn

(A)⊗
⊗
Xn

(B) ,

the candidate for being the isomorphism we are looking for. On generators

it acts as follows:

ϕn

(⊗
x∈Xn

(ax ⊗ bx)

)
=

(⊗
x∈Xn

ax

)
⊗

(⊗
x∈Xn

bx

)
.

Consider a map of simplicial sets, f : X → Y . We get a naturality square

and we need to check its commutativity:⊗
Xn

(A⊗B)
ϕn

//

(fn)∗
��

⊗
Xn

(A)⊗
⊗

Xn
(B)

(fn)∗⊗(fn)∗
��⊗

Yn
(A⊗B)

ϕn
//
⊗

Yn
(A)⊗

⊗
Yn

(B)

Choosing a generator
⊗

x∈Xn(ax⊗bx) in
⊗

Xn
(A⊗B), following the diagram

in the two directions gives ⊗
y∈Yn

cy ⊗
⊗
y∈Yn

dy

with

cy :=
∏

x∈f−1(y)

ax, dy :=
∏

x∈f−1(y)

bx.

A similar diagram shows that ϕ preserves the structure maps and, therefore,

ϕ is a natural isomorphism.

Corollary 5.16. Let X be a G-simplicial set. Then⊗
X

(A⊗B) ∼=
⊗
X

(A)⊗
⊗
X

(B)

as G-simplicial k-algebras. The action of G is diagonally.

We remark that, in general, given an action of a simplicial group G on a

pointed simplicial set X, it is not possible to lift the action to
⊗

X A⊗AM
for an A-bimodule M . Therefore, if we want to use homology with coefficient

we can only consider actions that fix the base point.
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