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Abstract 

This thesis investigates how remote sensing data can be used to assess the changing 

state of debris-covered ice. The principal study areas are the Manaslu Region in Nepal 

(papers I and III) and the Hohe Tauern National Park, Austria (paper II).  

Clean glacier ice is straightforward to semi-automatically classify using multi-spectral 

satellite imagery owing to the strong spectral signature of clean ice in the visible and 

near-infrared sections of the electromagnetic spectrum. Since the ablation zones of 

clean ice glaciers are at the pressure melting point, a change in terminus position or 

glacier area can be directly linked to a change in climate. Debris-covered ice is however 

more complicated to map and to interpret temporal change. Supraglacial debris is 

spectrally indistinguishable from the surrounding paraglacial terrain, and requires 

auxiliary data such as a Digital Elevation Model (DEM), thermal band data, or flow 

data. Object-Based Image Analysis (OBIA) provides a framework for combining 

multiple datasets in one analysis, while additionally allowing shape, contextual, 

hierarchical and textural criteria to be used to classify imagery. 

Paper I combines optical (Landsat-8), topographic (void-filled SRTM) and SAR 

coherence (ALOS PALSAR) data within an OBIA workflow to semi-automatically 

classify both clean ice and debris-covered ice in the challenging area surrounding 

Mount Manaslu in Nepal. When compared with manually delineated outlines, the 

classification achieved an accuracy of 91% (93% for clean ice and 83% for debris-

covered ice). The classification was affected by seasonal snow and shadows while the 

debris-covered ice mapping was influenced by the datasets being temporally 

inconsistent, and the mountainous topography causing inconsistencies in the SAR 

coherence data. The method compares well with other automated techniques for 

classifying debris-covered ice, but has two additional advantages: firstly, that SAR 

coherence data can distinguish active ice from stagnant ice based on whether motion 

or significant downwasting has occured, and secondly, that the method is applicable 

over a large study area using just space-borne data. 
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Paper II explores the potential of using high-resolution (10 m) topographic data and an 

edge detection algorithm to morphologically map the extent of debris-covered ice. The 

method was applied in the Hohe Tauern National Park, Austria, using a 10 m DEM 

derived from airborne Light Detection and Radar (LiDAR) acquisitions. Additionally, 

the end-of-summer transient snowline (TSL) was also mapped, which approximates 

the annual Equilibrium Line Altitude (ELA). 

Our classification was applied on three Landsat satellite images from 1985, 2003 and 

2013 and compared the results to the Austrian Glacier Inventories from 1969 and 1998 

to derive decadal-scale glacial changes. A mean rate of glacier area reduction of 1.4 

km2a-1 was calculated between 1969 and 2013 with a total reduction in area of 33%. 

The TSL rose by 92 m between 1985 and 2013 to an altitude of 3005 m. By comparing 

our results with manually delineated outlines an accuracy of 97.5% was determined. 

When a confusion matrix was calculated it could be seen that the results contained few 

false positives but some false negatives which were attributed to seasonal snow, 

shadows and misclassified debris. Our results correspond broadly with those found in 

other areas of the European Alps although a heterogeneity in glacier change is 

observable. We recommend that future glacier mapping investigations should utilise a 

combination of both SAR coherence data and high-resolution topographic data in order 

to delineate the extent of both active and stagnant glacier ice. 

Paper III investigates decadal scale changes in glacier area, velocity and volume in the 

previously undocumented Manaslu Region, Nepal. Between 2001 and 2013 the glacier 

area reduced by 8.2% (-0.68% a-1). Simultaneously, the glaciers lowered by -0.21 ± 

0.08 m a-1 and had a slightly negative specific mass balance of -0.05 ± 016 m w.e a-1 

although mass balances ranged -2.49 ± 2.24 to +0.27 ± 0.30 m w.e a-1 throughout the 

region. The geodetic mass balance for select glaciers covered by a Corona DEM 

between 1970 and 2013 was -0.24 ± 0.12 m w.e a-1 which became more negative (-0.51 

± 0.12 m w.e. a-1) between 2005 and 2013. Rates of surface lowering over debris-

covered ice increasing by 168% between 1970 – 2000 (0.40 ± 0.18 m a-1) and 2005 – 

2013 (1.07 ±0.48 m a-1). The rate of glacier melt varies due to presumed increases in 

debris thickness at the upper and lower boundaries of the ablation zone, while an area 



 ix 

of enhanced glacier downwasting corresponds to the presence of supraglacial lakes and 

exposed ice.  

The glacier velocity varies across the region. Many glaciers have stagnant sections 

towards the glacier termini, and a trend of ongoing stagnation is observable. No 

relationship exists between trends in glacier area and glacier volume or velocity, 

although a weak relationship exists between trends in the changes of volume and 

velocity. The rates of glacier area and velocity change appear to be similar, although 

the number of glaciers that had records of area, velocity, and volume was few. Our 

results are comparable to studies looking at mean surface lowerings and geodetic mass 

balances in other areas of the Himalayas, and point towards heterogeneous yet 

pronounced mass losses across the Himalaya region. 
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1. Introduction 

The Himalayas contain the largest concentration of ice outside of the Polar Regions. 

The water balance of Asia is highly dependent on the seasonal melting of glaciers and 

seasonal snow, feeding rivers such as the Ganges, Indus and Yangtze which indirectly 

support over one billion people (Immerzeel et al., 2010). The magnitude of climate 

change in high mountain environments such as the Himalayas is expected to be greater 

than the global average, which will have direct consequences for the Himalayan 

cryosphere (Eriksson et al., 2009, Shrestha and Aryal, 2011). Changes in the state of 

the glaciers can impact the local population in two ways. First, a change in the 

seasonality of Himalayan hydrology will influence the irrigation and use of water 

resources in the greater High Asia region (Immerzeel et al., 2010, Bolch et al., 2012). 

Second, the downwasting of glaciers can lead to the formation and growth of pro-

glacial lakes. Continued glacier melt can cause these lakes to expand to the point where 

they can breach; causing a Glacial Lake Outburst Flood (GLOF) (Bolch et al., 2008a, 

Schwanghart et al., 2014). Previous GLOF events in the Himalayas have destroyed 

hydro-electric power (HEP) plants, local villages, hiking paths, and transportation 

infrastructure (Richardson and Reynolds, 2000, Mool, 2011). In total over 6300 people 

are estimated to have been killed by GLOFs in central Asia since the 1500s (Carrivick 

and Tweed, 2016). 

The status of glaciers in the Himalayas is therefore of great importance. Our 

understanding of the Himalayan cryosphere has for a large time been severely limited 

by a lack of data. The inaccessibility and remoteness of Himalayan glaciers have 

resulted in very few glaciers being directly studied. Between 1977 and 1999 only 6.8 

km2 of 30,000 km2 of ice was sampled directly (Berthier et al., 2007). The lack of data 

is one of the causes of the now infamous glaciergate in which the 2007 

Intergovernmental Panel on Climate Change (IPCC) incorrectly stated that the majority 

of Himalayan glaciers would disappear by 2035 (Cogley et al., 2010). Although the 

number of direct measurements has subsequently grown due to an increase in interest 

in the Himalayan cryosphere (Bolch et al., 2012), the majority of measurements are 

still biased towards small, debris-free, and easily-accessible glaciers (Gardelle et al., 
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2013). Remote sensing has increasingly been used to study Himalayan glaciers. While 

some studies have addressed the entire mountain chain (Bajracharya and Shrestha, 

2011, Kääb et al., 2012, Dehecq et al., 2015), those that study glacier changes over 

longer time-spans are typically restricted specific catchments in the Everest Region 

(Bolch et al., 2011), the Tian Shan (Shangguan et al., 2015), and the Indian Himalayas 

(Bhattacharya et al., 2016)with a noticeable lack of research in the Central Himalayas. 

Ten percent of Himalayan glaciers are covered by supraglacial debris (Gardelle et al., 

2013), although this proportion varies across the Himalayas. A clear distinction can be 

observed between the northwards flowing glaciers on the Tibetan Plateau that are clean 

ice glaciers, and the southwards flowing glaciers in the Himalayas that are covered by 

supraglacial debris in their ablation zones. Supraglacial debris is derived from debris 

flow and rock avalanche material that accumulated in the ablation zones of the glaciers. 

Nagai et al. (2013) suggested that more effective diurnal freeze-thaw action on slopes 

located south of the mountain divide causes an abundance of weathered and mobile 

material. The mountain slopes on the north of the mountain divide are on the other hand 

characterised by a more continental climate. The winter temperatures are far below 

freezing point which impedes freeze-thaw processes., thus limiting the amount of 

mobile debris.  

1.1 Remote Sensing as a tool within glaciology 

Remotely sensed data, such as satellite imagery has increasingly been used to increase 

our understanding of glaciers over varying spatial and temporal scales. Multispectral 

imagery, such as Landsat, ASTER or Sentinel-2 can be robustly and efficiently used to 

extract glacier outlines for clean ice glaciers, allowing inventories to be created with 

minimal manual correction necessary. Snow and ice have very low reflectance values 

in the shortwave infrared spectrum and very high reflectance values in the visible 

spectrum (Figure 1). This characteristic is the basis for distinguishing glacier ice from 

the surrounding terrain using methods such as supervised and unsupervised methods 

(Li et al., 1998, Sidjak, 1999), band ratios (Andreassen et al., 2008, Bolch et al., 2010) 

and object-based classifications (Bajracharya et al., 2014a, Rastner et al., 2014). A list  



 3 

of commonly used band ratios and indices used for classification is given in Table 1. 

This has permitted mostly automated analysis of glaciers in clean ice regions such as 

Norway (Andreassen et al., 2012), western Canada (Bolch et al., 2010) and  Patagonia 

(Paul and Mölg, 2014).  

In regions that lack in-situ data, archives of remote sensing data can be used to quantify 

glacier change over several decades. Remote sensing has allowed spatially extensive 

monitoring of glacier parameters such as area , volume change, and velocity across the 

entire Himalayas (Bajracharya and Shrestha, 2011, Kääb et al., 2012, Dehecq et al., 

2015, Kääb et al., 2015, Nuimura et al., 2015). Data from many sensors is freely 

available, such as Landsat, Advanced Spaceborne Thermal Emission and Reflection 

Radiometer (ASTER), and most recently the European Space Agency (ESA) Sentinel 

missions. When archives of remote sensing data are combined it is possible to assess 

glacier changes over the last 60 years (Figure 3). The Landsat series in particular 

provides a valuable resource, with 30 m resolution imagery over much of the planet 

back to 1982 and coarser 60 m imagery back to 1972 (Wulder et al., 2012). Since the 

Landsat archive was made freely available in 2008, the amount of scientific work using 

Landsat satellite imagery has rapidly increased (Wulder et al., 2012). 

Clean glacier ice is spectrally distinct from the surrounding terrain (Figure 1 and 2) and 

can thereby be classified in a robust and efficient manner (Paul et al., 2015). Debris-

covered is however spectrally similar to the surrounding terrain (Figure 2), such as 

paraglacial material or moraines, and is therefore more complicated to delineate. 

 Index Acronym Custom Index Name Band Formula 

NDVI Normalised Difference Vegetation Index (NIR − Red) / (NIR + Red) 

NDSI Normalised Difference Snow Index  (Green − (SWIR) / (Green + SWIR) 

NDWI Normalised Difference Water Index  (Green − NIR) / (Green + NIR) 

LWM Land and Water Mask  (SWIR / Green + 0.001) × 100 

NIR/SWIR Commonly referred to as TM4/TM5  NIR/SWIR1  

Red/SWIR Commonly referred to as TM3/TM5  Red/SWIR1 

Table 1: Commonly used spectral custom indices used in the classification of glacier ice. 



 4 

 

Figure 1: Spectral profiles across clean ice and debris-covered ice on Schlaten Kees, Hohe Tauern 
National Park, Austria. Note that across clean ice (A – A’) there is a high degree of spectral difference 
between the red and shortwave infrared bands allowing band ratios or indices to differentiate clean 
ice from the surrounding terrain. There is essentially no spectral difference over debris-covered ice 
(B – B’) where debris-covered ice is spectrally similar to the surrounding terrain. SAR coherence is 
capable of distinguishing debris-covered ice however, with flowing ice resulting in a loss of 
coherence (red line). Background image is a 2013 Landsat false colour composite. 
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Figure 3: Past, present, and future optical satellite sensors. The exploitation of remote sensing archives allows time-series 
of data spanning more than 60 years. (Pope et al., 2014). (Repreinted under the Creative Commons Attribution-Non 
Commercial-No Derivatives License (CC BY NC ND). 

Figure 2: Supraglacial debris is spectrally similar to the surrounding terrain and paraglacial material an can therefore be 
complicated to differentiate between using optical imagery. Photo: Jeff Kargel. 
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1.2 Supraglacial debris and glacier mass balance  

Debris-covered ice is known to complicate the relationship between glaciers and 

climate (Scherler et al., 2011, Benn et al., 2012). Many studies have found that when 

supraglacial debris reaches a given thickness then the debris acts to insulate the glacier 

ice as opposed to amplifying melting (Table 2). Reznichenko et al. (2010) ran 

experiments on how debris-cover influences ice melt rates within a laboratory and 

found that a debris-thickness of 50 mm would offset melting for > 12 hours. Given 

diurnal temperature variations however, debris that is 50 mm thick will never reach a 

steady state heat flux and the underlying ice will be completely insulated. These 

findings however fail to account for the fact that debris-cover thickness is spatially 

variable and frequently punctuated by exposed ice and can contain supraglacial lakes 

and ice cliffs (Figure 4).  

Zhang et al. (2011) assessed the influence of debris-cover on a Tibetan glacier using 

both in-situ surveys and ASTER imagery and found that for 67% of the ablation area 

the debris-cover increased glacier melting, for 19% of the area the debris-cover 

insulated the underlying ice and for 14% of the area the melt-rate on the debris-covered 

ice equalled that on the clean ice. Some studies report that exposed ice can augment 

rates of ablation by an order of magnitude and that 20% of the total glacier ablation 

occurs through exposed ice and supraglacial lakes (Sakai et al., 2002, Immerzeel et al., 

2014).  

Additionally, the response of debris-covered glaciers varies from catchment to 

catchment with many glacier termini remaining stationary in recent years despite 

ongoing glacier downwasting (Scherler et al., 2011, Benn et al., 2012). Shukla and 

Qadir (2016) found areal shrinkages of 14 - 21% for glaciers in the Zanskar basin in 

the Ladakh Himalayas between 1977 and 2013 despite minimal terminus retreats (~2.5 

ma-1) using Landsat and ASTER imagery.  
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Glacier Country Latitude  

(oN) 

Elevation  

(m a. s. l.) 

Critical thickness  

(mm) 

Source 

Khumbu Nepal 27.57 5400 50 Kayastha and others (2000) 

Lirung Nepal 28.13 4400 80 Tangborn and Rana (2000) 

Rakhiot Pakistan 35.21 3400 30 Mattson and Gardner (1989) 

Barpu Pakistan 36.11 4000 25 Khan (1989) 

Kuldgilga Kagyzstan 39.30 5000 115 Demchenko and Sokolov (1982) 

Djankuat Russia 42.12 2700 70 Popovnin and Rozova (2002) 

Eliot USA 45.23 2200 40 Lundstrom and others (1993) 

Peyto Canada 51.41 2600 15 Nakawo and Young (1981) 

Dome Canada 52.12 2200 20 Mattson (2000) 

Athabasca Canada 52.12 2200 20 Mattson (2000) 

Bilchenok Russia 56.10 700 40 Yamaguchi and others (2000, 2007) 

Kaskawulsh Canada 60.46 1000 35 Loomis (1970) 

Isfallsglaciaren Sweden 67.54 1200 30 Østrem (1965) 

Table 2: Measured critical thicknesses on glaciers; critical thickness is thickness at which the debris insulates the 
underlying ice from melting.  Source: Reznichenko et al. (2010) 

Figure 4: Typical features of debris-covered glaciers. (A) Steep sections of ice (>40o) that meet shallower portions 
of the glacier (<25o) causing supraglacial debris to build-up and become entrained. (B) Exposed ice cliffs. (C) A 
supraglacial lake. (D) Stagnant lower reaches of a debris-covered glacier with vegetation growing. Photos: 
Benjamin Aubrey Robson and Pål Ringkjøb Nielsen. 
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Bolch et al. (2008b) found that the debris-covered area on glaciers in the Everest 

Region have remained stable, leading to small overall area reductions, while Benn et 

al. (2012) claimed that Himalayan debris-covered glaciers primarily lose mass through 

melting of clean ice close to the ELA, vertical downwasting beneath debris, melt 

around ice-cliffs and ponds, and calving. It may therefore not be sufficient to solely 

measure glacier area change in order to properly assess the health of glaciers. Despite 

this some authors have used stationary termini positions to conclude that debris-

covered glaciers in the Himalayas are in a balance and not losing mass (Ren et al., 

2006, Bahuguna et al., 2007, Mehta et al., 2011, Bahuguna et al., 2014, Bajracharya et 

al., 2014b). Both changes in glacier velocity and glacier volume can be used as more 

direct indications of glacier mass balance and are measurable with remote sensing 

techniques (Heid and Kääb, 2012b, Paul et al., 2015). There is therefore a need to assess 

glacier response across the Himalayas in order to understand the heterogeneity of 

glacier change. 

1.3 Mapping of debris-covered ice 

The presence of supraglacial debris poses a problem for glacier mapping. As already 

mentioned, supraglacial debris is spectrally similar to the surrounding terrain and 

paraglacial material (Figures 1 and 2) which prevents simple band ratio techniques 

from being able to spectrally identify the ice. Instead auxiliary data and additional 

analysis tools must be used to map the extent of the debris-covered ice. Many authors 

opt to use morphological parameters such as the slope or curvature derived from a 

DEM or thermal band data in combination with optical data to map debris-covered ice 

(Paul et al., 2004, Ranzi et al., 2004, Shukla et al., 2010, Bhambri et al., 2011a, 

Racoviteanu and Williams, 2012, Bhardwaj et al., 2014, Alifu et al., 2015). This can 

be problematic for two reasons. Firstly, in some glaciated areas of the world, such as 

the Himalayas, it can be very costly to obtain an up-to-date and high-resolution DEM 

(Bolch et al., 2007). Secondly, the thermal signature of the underlying ice is entirely 

dependable on the distribution, composition, and thickness of the debris-cover 

(Takeuchi et al., 2000, Reznichenko et al., 2010), and may not always provide a reliable 
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means for mapping glacier ice. Many automated techniques for glacier mapping have 

been put forward, but the majority of them have been trailed over small study areas. 

There is therefore a need for a transferable method for classifying debris-covered ice 

over large areas. 

This has led some authors to utilise flow data for mapping debris-covered ice based on 

the assumption that debris-covered ice will flow under its own weight. Smith et al. 

(2015) included velocity fields from Landsat 8 imagery in a workflow to map debris-

covered ice, while Atwood et al. (2010) and Frey et al. (2012) used Synthetic Aperture 

Radar (SAR) coherence data.  

SAR coherence data is produced by using two SAR scenes with a time-interval of 

approximately one month. Anything in the scene that has not changed, deformed or 

moved between the scenes maintains coherence, while anything that has moved or 

changed (such as a glacier flowing or melting beneath debris-cover) results in a loss of 

coherence. A strong contrast is therefore visible between active and flowing ice, and 

the surrounding terrain. SAR coherence data is therefore also capable of distinguishing 

stagnant glacier ice from active, flowing glacier ice. One problem associated with this 

is that glacier flow is not the sole cause for a loss of coherence. Vegetation change, 

surface water, landslides and mass movements can also result in a loss of SAR 

coherence. SAR coherence data cannot therefore be used solely to classify debris-

covered ice without the use of other data sources, such as optical satellite imagery, or 

a DEM (Frey et al., 2012). 
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2. Research Objectives 

This thesis addresses current research gaps concerning the study of debris-covered ice 

with the aim of improving our understanding of how debris-covered glaciers are 

responding to a changing climate, and the repercussions this will have on the 

population in the vicinity of the Himalayas. More specifically, this thesis assesses how 

remote sensing data can be used to identify and map debris-covered ice, and quantify 

its change over decadal scale time spans. The following research questions were 

focused on: 

1. What is the potential for using satellite imagery within OBIA to accurately and 

efficiently classify clean and debris-covered ice components over a large area 

without auxiliary ground data? 

2. How can OBIA be used to automate glacier change detection using multi-

temporal satellite imagery? 

3. What advantages does OBIA have for automated glacier mapping over 

traditional pixel-based techniques? 

4. How have the glaciers in the Manaslu Region responded to changes to the 

climate on decadal scales, and how do these changes compare with other areas 

of the Himalayas? 

5. How do trends in debris-covered glacier area relate to glacier velocity and 

volume trends? What implications does this have on glacier monitoring? 

  



 11 

3. Study Areas 

In this thesis, debris-covered and clean ice glaciers were investigated in two different 

geographical regions (Figure 5). The study area for two of the publications (Paper I 

and Paper III) was the Manaslu Region of Nepal while Paper II was conducted in the 

Hohe Tauern National Park in Austria. Both of these study areas contain supraglacial 

debris. The debris-covered glaciers in the Manaslu Region are important for water 

resources, with meltwater from the glaciers eventually flowing into the Gandaki River, 

a tributary for the River Ganges. The Manaslu Region also contains Thulagi Glacier 

which formerly-terminated in Dona Lake. The lake is currently dammed by an ice-

cored moraine (Pant and Reynolds, 2000). Dona Lake has been identified as one of the 

most potentially dangerous glacier lakes in Nepal in the event of a GLOF event (Mool, 

2011).  

The debris-covered glaciers in the Austrian Alps are less numerous and less critical in 

terms of geohazards or water resources when compared to the Himalayas. Unlike the 

Manaslu Region however, high-resolution elevation products are available based on 

airborne LiDAR data acquired over the entire Austrian Alps by the federal 

governments of Austria. This provides an excellent opportunity to test how high-

resolution elevation data roughly comparable to the TanDEM WorldDEM, which will 

soon be globally available at a resolution of 12 m, can be used in automated 

classifications of debris-covered ice based on the surface morphology. This will have 

implications for global-scale monitoring of debris-covered ice. 

3.1 Manaslu Region, Nepal 

The Manaslu Region of Nepal, in the Central Himalaya (Figure 5, and Figure 1; Paper 

I), covers 2350 km2 in total, 33% (788 km2) of which is covered by glaciers. The region 

contains a mixture of clean, debris-covered, stagnant, and lake terminating glaciers. 

The study area is located on both sides of the Nepali-Tibetan border, which is also the 

divide between the humid, monsoon-driven climate of the Himalayas to the south, and 

the more arid and continental climate of the Tibetan plateau to the north. The glaciers 
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flowing north onto the Tibetan plateau are generally clean ice, while the Himalayan 

glaciers flowing to the south are debris-covered in their ablation areas. The glaciers 

range in area from 5.6 to 32.0 km2, are typically 0.5 km to 1 km wide, 5 – 15 km long, 

and range in elevation from 3000 m a.s.l. to over 7000 m a.s.l. Climate data in the 

region is limited, yet the Nepali Department of Hydrology and Meteorology estimate 

maximum and minimum annual temperatures of 26.7 °C and 12.8°C with 1066 mm of 

annual precipitation at the Larke Samdo weather station, 84°38E, 28°39N, 3650 m a.s.l. 

(Department of Hydrology and Meteorology (Government of Nepal), 2014). Glaciers 

in the Himalayas typically receive up to 80% of their annual accumulation during the 

summer monsoon meaning that rates of glacier accumulation and ablation are 

simultaneously at their highest between June and September (Benn and Owen, 1998). 

Himalayan glaciers are therefore sensitive to small perturbations in the intensity of the 

summer monsoon temperature which can influence both rates of ablation and the 

proportion of rain to snow (Benn and Owen, 1998). Tibetan glaciers in contrast respond 

more to the ablation season temperature (Owen and Benn, 2005). 

3.2 The Hohe Tauern National Park, Austria 

The Hohe Tauern National Park (HTNP) covers approximately 1800 km2 between the 

federal states of Carinthia, Salzburg, and Taol in western Austria (Figure 5, and Figure 

1; Paper II). Approximately 10% of the HTNP is ice-covered, with glaciers ranging in 

altitude from 2000 to 3600 m a.s.l. with the majority of glaciers being found between 

altitudes of 2700 and 3100 m. The glaciers in the HTNP are a mixture of clean ice and 

debris-covered ice which includes Pasterze Glacier (17.6 km2), the largest glacier in 

the Austrian Alps. About 1.2 km2 of Pasterze Glacier is covered in supraglacial debris 

cover, which reaches a thickness of 47 cm towards the glacier terminus (Kellerer-

Pirklbauer, 2008). The majority of Austrian glaciers are less than 1 km2 and only five 

glaciers in the country are larger than 10 km2 (Paul et al., 2014). The climate in the 

Alps has changed considerably over the past decades and has warmed at a rate of 

approximately double the global average (Auer et al., 2007, Gobiet et al., 2014). This 

has led to a rapid retreat in small Alpine glaciers.  
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4. Background Methods 

4.1 Object-Based Image Analysis (OBIA) 

Object Based Image Analysis (OBIA) provides a framework for combining data 

sources as well as extracting information from imagery in a way that mimics our own 

perception of reality (Blaschke et al., 2014). OBIA is an emerging technology within 

remote sensing and image processing made possible by advances in computational 

power, and an increase in the resolution of imagery. As the spatial resolution of satellite 

imagery has increased, the relationship between the objects to be classified and the 

pixel sizes has changed (Figure 6). Objects (such as glaciers) are now represented by 

groups of pixels instead of individual pixels.  

The initial stage in OBIA is the segmentation of the image pixels into near-homogenous 

objects that resemble real world features. In many ways this is the most crucial (and 

time consuming) step in OBIA (Dragut et al., 2014, Rastner et al., 2014). Analysis 

conducted at the object level is thereby not affected by the ‘salt and pepper effect’ that 

often impacts traditional pixel-based image analysis (PBIA) techniques that arise due 

to pixel-base noise and variation.  

  

Figure 6: Relationship between objects under consideration and spatial resolution: (a) low resolution: 
pixels significantly larger than objects, sub-pixel techniques needed. (b) medium resolution: pixel and 
objects sizes are of the same order; pixel-by-pixel techniques are appropriate. (c) high resolution: pixels 
are significantly smaller than object, segmentation of pixels into groups of pixels and finally objects is 
needed (Blaschke, 2010). (Repreinted under the Creative Commons Attribution-Non Commercial-No 
Derivatives License (CC BY NC ND). 
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OBIA provides a methodological framework for computer-based interpretation of 

complex classes that are defined by a range of spatial, spectral, textual, and contextual 

properties derived from multiple data sources (Lang, 2008). This allows the image to 

be classified in a way that more mimics how the human eye interprets an image. For 

example, OBIA could understand that an iceberg is surrounded by water, that a lake is 

flat and surrounded by steeper slopes, or that a snow patch is less than 0.1 km2 and 

should not be mapped as a glacier. OBIA also includes many processing algorithms, 

such as edge detection and otsu automatic thresholding which can be implemented 

directly into the classification workflow. OBIA allows more robust image 

classifications and is therefore more suitable for classifying complex natural 

phenomena, such as glaciers.  

OBIA has to date been relatively underutilised within glaciology. Rastner et al. (2014) 

compared OBIA and PBIA in a selection of glacierised regions and found that OBIA 

outperformed PBIA by 3% for clean ice and by 12% for debris-covered ice. The 

International Centre for Integrated Mountain Development (ICIMOD) used Landsat 

TM data and the Shuttle Radar Topography Mission (SRTM) DEM to semi-

automatically map all glaciers across the Himalayas (Bajracharya and Shrestha, 2011, 

Bajracharya et al., 2014a). Robb et al. (2015) used OBIA to map glacial 

geomorphology in Iceland based on a LiDAR DEM, and by using a mixture of textural, 

spatial and spectral rulesets they obtained results with an accuracy of 77%. It is clear 

that given the advantages that OBIA offers in image processing and classification there 

is potential for further automation of glacier mapping. This thesis includes two 

publications that deal with different approaches for classifying debris-covered glaciers 

within OBIA employing auxiliary data. 

4.2 DEM generation from declassified Corona imagery 

Corona and Hexagon were American reconnaissance missions that operated between 

1960 - 1972 and 1973 – 1984 respectively. They were declassified in three stages in 

1995, 2002 and 2011 (Fowler, 2013, Maurer and Rupper, 2015), and are now an 

invaluable asset to glaciologists, allowing surface lowerings and geodetic mass 
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balances to be calculated over time-periods of more than 60 years. Processing these 

data are however time consuming. Corona imagery in particular contains severe 

panoramic distortions that must be corrected (Altmaier and Kany, 2002) and has little 

calibration information available and no fiducial marks, which makes triangulation and 

DEM generation difficult. The interior orientation must be mathematically determined 

by using several hundred tie points, while the exterior orientation can be set using 

Ground-Control Points (GCPs) to link the images to a geographic co-ordinate system. 

Corona and Hexagon imagery has found increasing use in assessing geodetic mass 

balances for glaciers (Bolch et al., 2011, Pieczonka et al., 2013, Maurer and Rupper, 

2015, Pieczonka and Bolch, 2015) as well as area changes across the Himalayas 

(Narama et al., 2010, Bhambri et al., 2011b, Schmidt and Nüsser, 2012, Chand et al., 

2016). 

4.3 Glacier Volume Change from DEM Differencing 

The change in glacier volume or surface elevation can be determined by comparing 

DEMs from different points in time. If assumptions are made about the density of snow 

and ice then the geodetic mass balance can be calculated (Cogley et al., 2011). 

Assumptions commonly made are that Sorge’s law applies; that density does not vary 

with depth (Bader, 1954) and that the ice that ablates or accumulates has a certain 

density. This is either a fixed density, normally between 850 – 900 kg m-3 (e.g. Bolch 

et al. (2011)) or different densities for the accumulation and ablation zones, with the 

accumulation zone commonly having lower densities of ~490 - 650 kg m-3 (Schiefer et 

al., 2007, Huss, 2013, Pellicciotti et al., 2015).  

DEMs can be derived from many sources such as airborne and space-borne optical 

imagery using photogrammetry (Bolch et al., 2011), inferometric SAR (InSAR) data 

(Pandey et al., 2016), LiDAR scanning (terrestrial, airborne or spaceborne) (Abermann 

et al., 2009) and topographic maps (Aizen et al., 2007, Bauder et al., 2007). Each data 

source has limitations associated with it. Optical data for example requires good visual 

contrast, which can be problematic over snow covered terrain. InSAR data is dependent 

on coherence between images, and certain radar bands can penetrate snow and ice by 
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up to 10 m (Rignot et al., 2001). LiDAR data can have problems with waveform 

saturation as well as range restrictions (Paul et al., 2015) while topographic maps, 

particularly old maps can be subjective, inaccurate, or surveyed at low scales (Bauder 

et al., 2007). 

 

4.3.1 DEM Co-registration 

Before DEMs can be compared they must be co-registered to ensure that observed 

elevation differences are not a result of poorly aligned elevation products. There are 

many methods available for the co-registration of DEMs, yet Paul et al. (2015) suggest 

the method by Nuth and Kääb (2011) to be most computationally efficient. This method 

compares elevation bias (dH) divided by the tangent of the slope (tanα) against the 

aspect (ψ), as shown in Eq (1): 

      (1) 

where a and b are the magnitude and direction of the co-registration shift, respectively, 

and c is the mean elevation bias between the DEMs divided by the mean surface slope. 

While this method removes planimetric elevation biases, many satellite derived DEMs 

contain along track and cross track elevation biases. These can be removed by fitting a 

polynomial equation to elevation differences over stable terrain.  

4.3.2 Calculating surface lowerings, volume changes, and geodetic mass balances 

The co-registered DEMs can be subtracted from one another to calculate changes in 

surface elevation. Inaccuracies in one or both DEMs in the differencing can however 

cause erroneous elevation values. To avoid surface and volume change results being 

adversely affected, elevation changes are often filtered. Many authors opt to exclude 

elevation differences that exceed the value of two or three times the standard deviation 

of elevation changes on stable terrain (Gardelle et al., 2013, Pellicciotti et al., 2015), or 

elevation differences that exceed known or realistic thinning or thickening rates (Wang 

and Kaab, 2015, Berthier et al., 2016). To avoid a systematic bias due to data coverage, 



 19 

data voids can be filled. Bolch et al. (2011) filled voids that were smaller than 10 pixels 

using a spline interpolation, while Gardelle et al. (2013) filled voids based on the mean 

elevation change by elevation bands.  

Mean rates of surface lowering can then be determined for each glacier. Changes in 

volume can be worked out by summing up the elevation changes at each pixel (SL) and 

multiplying by the pixel size (PS) squared: 

      (2) 

A change in volume is converted to a geodetic mass balance (B) by assuming a constant 

density of glacier ice (see 4.3),  and wate,r  (999.972 kgm-3) and dividing by the 

glacier area (S) (Cogley et al., 2011, Pieczonka and Bolch, 2015): 

       (3) 

4.4 Glacier velocity  

The velocity of a glacier is an important parameter which controls the flow of mass 

between the accumulation and ablation zones of the glacier, and both governs, and is 

governed by the glacier geometry (Kääb, 2005).   

The glacier discharge ( ) through a cross section at a given distance ( ) from the 

highest point on a glacier can be expressed as: 

     (4) 

where  is the net balance rate and  is the width at successive portions of the glacier 

surface (Benn and Evans, 2010). When  is divided by the cross sectional area,  

then the average velocity,  is derived. Measuring the long-term change in glacier 

velocity is therefore an appropriate means for assessing a change in glacier mass 

balance. 
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4.4.1 Determining glacier velocities with remote sensing 

Glacier velocity can be determined by measuring the displacement of surface features 

between successive imagery, commonly referred to as feature tracking. Optical satellite 

imagery such as from the Landsat or ASTER sensors have been extensively used to 

calculate velocities (Kääb, 2005, Heid and Kääb, 2012b, Sam et al., 2015). Feature 

tracking methods identify features such as crevasses, debris or dirty ice and calculate 

the displacement between them. Berthier et al. (2005) tracked features between SPOT5 

satellite images and found an accuracy of 1/5 of a pixel when compared to DGPS 

measurements. Although variations in the altitude of the Landsat sensor cause sub-

pixel noise, the larger spatial and temporal coverage of Landsat imagery compared to 

other sensors means it has been widely used in velocity calculations (Quincey et al., 

2011, Heid and Kääb, 2012a, Fahnestock et al., 2015). Lee et al. (2004) found that 

Landsat-7 imagery had image to image registrations accuracies of ~5 m, while Landsat 

8 and Sentinel 2 imagery can map displacements to a precision of 1-2 m (Fahnestock 

et al., 2015, Kääb et al., 2016).  

Pre-processing of images can help extract additional image matches. Heid and Kääb 

(2012a) evaluated different matching techniques for different glacierised regions and 

found that using orientation correlation (OC) enhanced the number of correct matches 

that could be extracted when working on debris-covered glaciers in the Himalayas. 

Using OC (also known as Normalised Cross Correlation Orientation, or NCC O) 

enhances the differences in pixel values and creates a normalised image of the gradient 

of pixel values. Unlike NCC, which operates in the spatial domain (using a reference 

window and searching for the same features in the second image), NCC O operates in 

the frequency domain (phase differences across the reference window are correlated). 

NCC O is more sensitive to the change in pixel values rather than the pixel values 

themselves and is hence not prone to mismatches due to changes in scene illumination.  

Feature tracking is sensitive to the spectral and spatial resolution of the data used (Sam 

et al., 2015), the temporal interval between acquisitions (Paul et al., 2015) and the 

accuracy of the image orthorectification (Kääb, 2005). Additionally, the size of the 
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reference template, i.e. the number of pixels that is considered a discrete “feature” to 

be tracked is also important. The template must be large enough that the features being 

matched are not noise artefacts but small enough to limit displacement gradients within 

the window (Heid and Kääb, 2012a). Some authors have developed methods that 

mitigate this problem. For example, Debella-Gilo and Kääb (2012) created an 

algorithm that compares the template size to the signal to noise ratio (SNR) to 

determine an optimum template size for maximum cross correlation coefficients while 

Ahn and Howat (2011) applied feature tracking to many input image derivatives such 

as gradients and principle components with many template sizes and found the most 

probable displacement based on stacking the data.  

Problems can arise if the DEMs used in orthorectification of satellite images by NASA 

or ESA before the images are distributed are of poor quality. If two satellite images are 

acquired from different positions, then poor orthorectification can lead to artificial 

horizontal displacements (Kääb, 2005). This bias is cancelled out of if the satellite 

images are acquired from the same row and path. 

In this thesis the NCC O algorithm was implemented within the open source software 

CIAS (Kääb and Vollmer, 2000).  

4.5 Uncertainty estimation 

The uncertainty of the results in this thesis is a key component since the first two papers 

deal with the accuracy of automated mapping of debris-covered ice and the third with 

decadal scale glacier changes and whether the observed changes are significant. We 

assessed the glacier mapping accuracies in two ways, percentage deviations from 

reference glacier outlines, and by computing a confusion matrix. The former is useful 

in comparing different classification methods but is influenced by the size of the 

glaciers and the total sample size. As the number of glaciers increases, the percentage 

deviation becomes a random error and not a systematic error (Nuth et al., 2013). A 

confusion matrix has the advantage of being able to differentiate between false 
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positives (objects mapped as glacier ice that in actuality were not), and false negatives 

(glacier ice that was not mapped).   

The accuracy of the volume and velocity results were determined by assessing the 

values over terrain that was assumed to be stable. In the absence of in-situ velocity 

measurements the velocity measurements over stable terrain can be used as a measure 

for uncertainty, with the assumption that the displacements should be zero. The 

standard deviation of these displacements can then be used for setting error budgets. 

The High Himalayas in reality does not have terrain that is completely stable and is 

frequently effected by rockfalls, debris flows, and other mass movements. When longer 

time-intervals are used for feature tracking the likelihood of displacements being 

registered on stable ground increases, making uncertainty estimates more troublesome. 



 23 

5. Presentation of Papers 

This thesis includes three articles. The first two articles address different approaches 

of automated mapping of debris-covered ice within OBIA. In Paper I, SAR coherence 

data is combined with optical and elevation data to map debris-covered ice in the 

Manaslu Region of Nepal based on whether the surface has moved or changed between 

two acquisitions. Paper II uses high-resolution elevation data to map debris-covered 

ice based on the surface morphology in the High Tauern National Park, Austria. 

Decadal changes in glacier area were determined by classifying Landsat images from 

2013, 2003, and 1985 and comparing the results with the first two Austrian Glacier 

Inventories from 1969 and 1998. Paper III investigates how debris-covered glaciers 

in the Manaslu Himalaya have responded to climate in the last decades in terms of 

glacier area, velocity, and volume and how these changes fit into the broader picture of 

Himalayan glacier change. 

5.1 Paper I: Automated classification of debris-covered glaciers combining optical, 
SAR and topographic data in an object-based environment 

In paper I we mapped debris-covered glaciers by integrating SAR coherence data 

(ALOS PALSAR) with optical (Landsat 8) and topographic (void-filled SRTM) data. 

This has some distinct advantages. Notably that only satellite-borne data is required 

allowing the method to be applied anywhere on the planet without the need for high-

resolution elevation data which often must often be derived from airborne or 

terrestrially surveyed data. Additionally, since SAR coherence data is sensitive to 

movement, it is possible to differentiate between active and stagnant ice, something 

that Bolch et al. (2007) and Ghosh et al. (2014) have previously highlighted is missing 

from other classification methods.  

Two classifications were performed, one based solely on the optical and topographic 

data (OBIA_OT), while the second classification used in addition the SAR coherence 

data (OBIA_OTS). Figure 2 (paper I) shows the entire methodology employed to 

classify debris-covered ice, clean ice and glacial lakes. Both OBIA classification 

outlines were then compared to each other, to manually delineated outlines, and to the 
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reference glacier inventory (the 2010 ICIMOD glacier inventory). We mapped 788 km2 

of glacier ice in the Manaslu Region, 15% (113 km2) of which is debris-covered. The 

OBIA_OTS method had an accuracy of 91% for mapping the entire glaciers, or when 

broken down, 93% accuracy for clean ice and 83% for debris-covered ice. When the 

SAR data was excluded from the classification procedure (OBIA_OT), the accuracy of 

the classification of debris-covered ice fell to 72%.  

The results show that the inclusion of SAR coherence data is clearly advantageous for 

mapping debris-covered glaciers. The OBIA_OTS method was able to classify debris-

covered glaciers even when the debris lithology varied considerably over the glacier 

surface (Figure 6; Paper I). There were some areas where the SAR coherence signal of 

glacier ice was indistinguishable from the surrounding terrain. For example a loss of 

coherence or little return to the sensor occurred at the termini of glaciers if vegetation 

or water were present, additionally no data was returned from some north-facing 

valleys. Both methods struggled with some of the steep tributary glaciers where the 

clean ice met the debris-covered ice.  

  

Figure 7: A comparison of other methods used to semi-automatically classify debris-covered ice. Note that the x-axis is 
logarithmic. The results from paper I are highlighted in red 
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The OBIA_OTS outlines compare well with the work of others Figure 7 shows how 

the accuracy of other methods compare to our OBIA classification. It can be seen that 

there are two methods that managed to classify a larger number of debris-covered 

glaciers with a high accuracy, Smith et al. (2015) and our OBIA method. Both methods 

utilised flow information. Our method used SAR coherence data to detect where ice 

had flowed or changed, while Smith et al. (2015) used Landsat derived velocity fields. 

This highlights that velocity or flow data is a transferable and reliable method for 

identifying debris-covered ice.  

5.2 Paper II: Decadal Scale Changes in Glacier Area in the Hohe Tauern National 
Park (Austria) Determined by Object-Based Image Analysis 

The upcoming TanDEM World DEM will provide 12 m resolution elevation data near-

globally. In order to assess how this can be used in debris-covered glacier 

classifications the glaciers in the HTNP, Austria, were classified relying on Landsat 

data and a 10 m DEM derived from airborne LiDAR data. An edge detection filter was 

applied on the DEM to segment the image into objects based on where a sudden change 

in surface slope occurred, assuming that this would correspond to the marginal and 

terminal moraines of the glacier. The objects were then classified as clean ice and 

debris-covered ice using fuzzy logic where objects are classified without exact Boolean 

thresholds (Benz et al., 2004). For example, if a given object met 4 out of 5 criteria to 

be classified for debris-covered ice, but had a value that was below the value of the 

fifth criterion, it could still be classified as debris-covered ice. Clean ice was classified 

using the band ratio between the NIR and SWIR1 bands and the NDSI with constraints 

on the altitude and slope. Pro-glacial lakes were excluded using the NDWI. Clean ice 

objects were then split further into two sub-classes (snow and bare ice) using a spectral 

difference segmentation on an intensity image of a RGB of the SWIR1, NIR and Red 

bands. The boundary between these snow and bare ice was interpreted as the Transient 

Snowline (TSL) which can be used as a proxy for the ELA (Chinn et al., 2005).  
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Unlike for the Himalayas, it was found that the debris-covered ice in the Austrian Alps 

exhibited a thermal signature. Thermal band data was therefore used in conjunction 

with the NDVI, slope and red spectral band to classify debris-covered ice. Contextual 

properties were used to include nearby, spectrally similar objects, and then objects 

classified as glacier ice that were smaller than 0.1 km2 or with very irregular shapes 

(compactness of objects ≥2.5) were assumed to be snow patches and subsequently 

removed. We applied this analysis on three Landsat satellite images, from 1985, 2003 

and 2013 and compared the results with the Austrian Glacier Inventories from 1969 

and 1998.  

In total, the glacier area reduced by 33% between 1969 and 2013 at a mean rate of 1.4 

km2 a-1 (Figures 6 and 7; Paper II). The rate of glacier loss has varied over the 44-year 

period, with the period between 1998 and 2003 having the highest ice losses per year, 

at 8.9 km2 a-1. The proportion of glaciers smaller than 1 km2 increased from 69% in 

1969 to 80% in 2013 (Figure 6, Paper II). The five glaciers that have supraglacial debris 

underwent less change in glacier area than the regional average, indicating the 

insulating effect of debris-cover on the underlying ice. The change in debris-covered 

glacier area is mixed, with the debris-cover of some glaciers increasing, while others 

lost debris cover. Between 1985 and 2013 the TSL rose by 92 m to an altitude of 3005 

m (Figures 13 and 15; Paper II).  

The results correspond well with the work of others working the European Alps (Paul 

et al., 2011, Carturan et al., 2013). Pronounced glacier losses across the European Alps 

are evident although the glacier response across the mountain chain is heterogeneous.  

The accuracy of the study was assessed by comparing the OBIA_2003 results with 

reference data from the Global Land Ice Measurements from Space (GLIMS) project  

(Paul et al., 2011) and by comparing the OBIA_2013 outlines to a set of manually 

corrected outlines (Man_2013). The percentage accuracies gave values for the 

OBIA_2003 and OBIA_2013 classifications of 93.9% and 97.5% respectively, which 

is in line, or exceeding the levels of accuracy obtained by others who classified clean 

glacier ice (Albert, 2002, Paul et al., 2002, Paul et al., 2013) . We obtained a user’s 
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accuracy of 94.1% which shows that there were few false positives (objects 

misclassified as glacier ice), but the producer’s accuracy (81.6%) shows that there were 

some false negatives (glacier ice that was not mapped). The false negatives are most 

likely caused by seasonal snow, shadows and misclassified debris-covered ice and 

show the importance of time of image acquisition and satellite azimuth. When we 

determined the percentage accuracy over the debris-covered ice, an accuracy of 86.6% 

was calculated. Although the sample size was considerably smaller than the debris-

covered ice studied in the Himalayas in paper I this shows that using high-resolution 

elevation data can produce results comparable to outlines generated from SAR 

coherence data.  

It has been demonstrated that our automated OBIA analysis is suitable for determining 

glacier change over decadal scales and that the methods are transferable between 

different satellite images. This shows great potential for future glacier inventories being 

semi-automated.  

5.3 Paper III: Decadal Scale Glacier Surface Lowering and Stagnation in the 
Manaslu Region of Nepal 

Paper III attempts to understand how glacier area, volume and velocity relate to each 

other by using remote sensing data while also quantifying glacier changes in a 

previously undocumented region of the Himalayas over decadal scales.  

A 1.8 m declassified Corona imagery from 1970 was compared to an ASTER DEM 

from 2005, the SRTM1 from 2000 and the 2013 SETSM (Surface Extraction with TIN-

based Search-space Minimization) DEM. Co-registrations were applied to the DEMs 

as outlined in 4.4.1. Glacier surface velocities were determined by feature tracking 

Landsat images from 2013/2014, 1999/2000 and 1993/1994 for 11 glaciers. Glacier 

areas were measured for 2013, 2005, 2001 and for select glaciers for 1970. 

Between 2000 and 2013 we found a mean surface lowering of -0.21 ± 0.08 m a-1, with 

the debris-covered ablation zones lowering at a mean rate of -0.35 ± 0.03. Over the 

entire study area, the geodetic mass balance was only slightly negative (-0.05 ± 0.16), 
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although the region contains a high degree of heterogeneity (Figure 4; Paper III), with 

geodetic mass balances ranging from -2.49 ± 2.24 to +0.27 ± 0.30 m w.e a-1.  

Our analysis shows evidence of increased mass losses. The geodetic mass balance 

between 1970 and 2013 for the three glaciers covered by the Corona DEM was -0.24 

± 0.12 m w.e a-1 which became -0.51 ± 0.12 between 2005 and 2013. Similarly, rates 

of surface lowering over debris-covered ice increased by 168% between 1970 – 2000 

(-0.40 ± 0.18 m a-1) and 2005 – 2013 (-1.07 ± 0.48 m a-1). In many cases the lowermost 

few kilometres of glacier tongue downwasted less. We interpret changes in the rates of 

melting beneath debris due to the build-up supraglacial debris and the presence of 

surface ponds and exposed ice (Figures 10 and 11; Paper 3). 

The glaciers that were covered by the Corona image shrank by -0.33% a-1 between 1970 

and 2013. Between 2001 and 2013 all the glaciers in the study area reduced in area by 

8.2% (-0.68% a-1). Twelve percent of the glaciers areas did not change by more than 

1% between 2000 and 2013. The clean ice glaciers in Tibet and the clean-ice 

components of debris-covered glaciers lost a greater proportion of area than the debris-

covered glaciers (-0.58% a-1 and -0.80% a-1 respectively as opposed to -0.09% a-1) and 

52% of debris-covered glaciers had an increase in the debris-cover between 2001 and 

2013. In many cases the losses that occurred for the debris-covered glaciers happened 

at the glacier margins while the glacier termini remained relatively stationary. The 

exception to this is Thulagi Glacier, a former lake-terminating glacier, that retreated 

~1.4 km between 1970 and 2013 and now terminates on land.  

When the glacier velocity is examined, it can be seen how there is also a large spatial 

variability across the Manaslu region (Figure 8; Paper 3). Over the whole region there 

was little change between 1993/1994 (34.9 ± 5.6 m a-1) and 1999/2000 (31.3 ± 3.2 m 

a-1), however between 1999/2000 and 2013/2014 there was a 1.2% a-1 reduction in 

measured velocity. The termini of many glaciers have become progressively less active 

(Figure 9; Paper 3). This corresponds to the same areas where the rates of surface 

lowering drop, suggesting an ongoing trend of glacier stagnation. 



 29 

When just the glaciers that had velocities measured (excluding the two near-stagnant 

glaciers: G084516E28729N and G084695E28384N) are examined, it can be seen that 

both the velocity and the glacier area have been reducing at approximately the same 

rate (-0.9% a-1 and -0.8% a-1 respectively) between 2000 and 2013. The same glaciers 

lowered by a mean of 0.59 ± 0.08 m a-1. There is no relationship between a change in 

area and the mean surface change (R2 = 0.002) or glacier area change and velocity 

change (R2 = 0.22). A weak relationship (R2 = 0.47) exists between glacier velocity 

change and mean surface lowering. Both the glacier area and mean surface lowering 

show increased rates of glacier losses between 2005-2000 compared with 2013-2005 

and 2013-2000.  

When we compare our results to the work of others it can be seen that our mean 

geodetic mass balance is in line with results from Langtang valley and the Everest 

Region (Bolch et al., 2011, Pellicciotti et al., 2015) while our regional downwasting of 

-0.21 ± 0.08 m a-1 between 2000 and 2013 agrees with the mean average for the entire 

Himalaya of -0.21 ± 0.05 m a-1 found by Kääb et al. (2012). The velocity results are 

comparable to findings from the Everest Region (Quincey et al., 2009), however our 

decadal area changes far exceed those found in the Everest Region by Bolch et al. 

(2008b) It appears that the glaciers covered by the Corona data in this study are not 

wholly reprehensive of the entire study area, and seem to be losing mass and shrinking 

at a faster rate than the regional average. Paper III demonstrates how different glacier 

parameters can lead to different interpretations, over half of the debris-covered glaciers 

underwent an increase in debris-covered area and 12% did not change in total area by 

>1%. Despite this, mass losses and velocity changes are negative, highlighting the 

complicated nature of how debris-covered ice responds to climate. 
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6. Conclusions and Future Perspectives 

This thesis has demonstrated that OBIA can be used effectively to quantify debris-

covered ice and determine its change over time. OBIA can exploit multiple data sources 

in one classification. Given that debris-covered ice is spectrally similar to the 

surrounding terrain, auxiliary data must be used in order to delineate its extent. Paper I 

has shown how SAR coherence data can be used to classify debris-covered ice based 

on whether objects have flowed or changed over an approximate one-month time-

interval. The method was applied to a sizable area (2350 km2) in the Himalayas and 

classified a selection of debris-covered and clean ice glaciers to an accuracy of 91%. 

However, SAR data is complex to process and is sensitive to the quality of the DEM 

used in phase unwrapping, which can be a problem in areas such as the Himalayas that 

typically lack high-quality elevation products. Additionally, mountainous terrain 

causes problems with shadow, layover, and foreshortening. Paper II classified debris-

covered glaciers using a LiDAR derived DEM to outline debris-covered ice using the 

surface morphology. The classification was applied to three Landsat images from 1985, 

2003, and 2013, which were compared to two Austrian Glacier Inventories from 1969 

and 1998 to derive decadal glacier area changes.  

Both methods achieved high accuracies and show promise for future application, yet 

one important difference distinguishes the classification that included SAR coherence 

data and that that did relied only on optical and topographic data. Methods that utilise 

SAR coherence data or motion data (such as Landsat velocity fields as in Smith et al. 

(2015)) measures ice that has flowed or changes (such as melting beneath the debris-

cover) and classifies it as debris-covered ice. Although stagnant ice continues to 

downwaste, the annual rates of this (< 1 m a-1) are much less than the surface velocities 

(> 10 m a-1) causing stagnant ice to not be classified. Using morphological parameters 

such as the slope and curvature on the other hand will classify ice that is not necessarily 

flowing or downwasting, meaning that the active ice and the stagnant ice are classified.  

For the Austrian Alps this is not a significant difference, given that only five of the one 

hundred and forty-five glaciers in the HTNP that were classified had debris-cover, 



 32 

however for areas such as the Himalayas or parts of the Andes then the distinction 

between active and stagnant ice can have large implications. Sub-debris melt in 

stagnant ice still contributes to water resources. In the case of lake-terminating glaciers 

such as Thulagi glacier, melt of stagnating ice can also lead to expanding moraine-

dammed lakes, increasing GLOF risk. A combination of both methods could be utilised 

to classify both the active and stagnant ice. ESA’s recent Sentinel program makes it is 

possible to access up-to-date and high-resolution SAR (Sentinel-1) and optical 

(Sentinel-2) data. Additionally, ESA provide a set of tools and tutorials to allow users 

to generate SAR coherence data (and other interferometric results) without the need of 

expensive specialist software. This increases the potential for combining both high-

resolution topographic data and SAR coherence data in one analysis to map the extent 

of both active ice and stagnant glacier ice. The use of multi-temporal SAR coherence 

data could be used to determine the ongoing stagnation of glacier termini. 

OBIA has many advantages over traditional pixel based approaches when it comes to 

glacier mapping. As well as efficiently combining data sources within one 

classification, OBIA allows the computation of many image-processing algorithms 

such as edge detection, otsu automatic thresholding and texture analysis. This means 

workflows can be automated and transferred between different data-sources and 

different study areas. The contextual and spatial characteristics of OBIA allow a degree 

of post-processing to be included semi-automatically in the workflow, for example 

removing small or irregularly shaped objects. OBIA also removes the ‘salt and pepper 

effect’ that is present in pixel-based classifications. Manual corrections will still be 

needed, but the amount of editing necessary is significantly reduced. OBIA has been 

shown to achieve higher accuracies working with both clean ice and debris-covered ice 

and the classification procedure is very adjustable on a step-by-step process (Rastner 

et al., 2014). 

OBIA does however have some disadvantages associated with it. It is more 

computationally expensive than pixel-based methods. In particular, image 

segmentation can take a considerable time to complete, and must often be repeated 

many times until a suitable segmentation is found since the overall results are highly 
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dependent on the initial segmentation. Most OBIA software requires training and is 

also expensive (such as eCognition, ERDAS Imagine Objective, and ENVI Feature 

Tracking) although open-source alternatives are now available such as Interimage 

(www.lvc.ele.puc-rio.br/projects/interimage/) or Orfeo Toolbox (www.orfeo-

toolbox.org).  

This thesis also investigated decadal area, volume, and velocity changes in the 

previously undocumented Manaslu Region of the Nepali Himalayas. Climate and 

topography vary across the Himalayas causing a heterogeneous trend in glacier change. 

Paper III shows that glacier change within the Manaslu region is inharmonious. Glacier 

area changes between 2001 and 2013 varied from -40.0% to +10.5%, glacier velocities 

changes from -84.2% to +29.7 and glacier surface lowerings from -1.39 m a-1 to +0.29 

m a-1. The regional averages compare well with work carried out in the Everest Region 

as well as the Langtang valley although our results show a less negative mass balance. 

The regional mean surface lowering between 2000 and 2013 (-0.21 ± 0.08 m a-1) 

conform well with the mean lowering between 2003 and 2008 of −0.21 ± 0.05 m a−1 

found by (Kääb et al., 2012). This suggests that the glaciers in the Manaslu Region are 

not downwasting as much as other areas in the Central Himalayas, yet conform to the 

regional trend of ongoing surface lowering and mass loss.  

Given the large archives of remote sensing data available, future work should focus on 

automating glacier velocity and volume measurements. Dehecq et al. (2015) created an 

automated pipeline calculating velocities over the entire Pamir-Karakoram-Himalaya. 

Similarly, Altena et al. (2015) used a knowledge based routine where glacier 

displacements were filtered based on if a continuous velocity was measurable between 

three images. Glacier volume change measurements can also be automated. Maurer 

and Rupper (2015) developed an automated pipeline for DEM extraction and image 

orthorectification of declassified Hexagon imagery called HEXIMAP which could lead 

to an increase in the usage of declassified imagery. When combined with near-global 

DEM products such as the SRTM, ASTER GDEM and ALOS 3D World then large-

scale glacier volume change analysis becomes possible. 
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It can be concluded that the glacier area, velocity, and volume all respond in different 

ways to climate. There was a weak relationship between trends in glacier velocity 

changes and glacier volume changes and the rates of reduction in glacier area and 

glacier velocity corresponded well. More work is however needed to assess the 

relationships between different parameters for debris-covered glaciers, both over a 

larger number of glaciers, and over a higher temporal resolution. Future change 

analysis of debris-covered glaciers should complement area change assessment by also 

including velocity or volume data.  
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Satellite imagery is increasingly used to monitor glacier area changes and create glacier inventories. Robust and
efficient pixel-based band ratios have proven to be accurate for automatically delineating clean glacier ice, however
such classifications are restricted on debris-covered ice due to its spectral similarity with surrounding terrain.
Object-Based Image Analysis (OBIA) has emerged as a new analysis technique within remote sensing. It offers
many advantages over pixel-based classification techniques due to the ability to work with multiple data sources
and handle data contextually and hierarchically. By making use of OBIA capabilities we automatically classify
clean ice and debris-covered ice in the challenging area surroundingMountManaslu in Nepal using optical (Landsat
8), topographic (void-filled SRTM) and SAR coherence (ALOS PALSAR) data. Clean ice was classified with a mean
accuracy of 93% whilst debris-covered ice was classified with an accuracy of 83% when compared to manually
corrected outlines, providing a total glacier accuracy of 91%. With further developments in the classification, steep
tributary sections of ice could be contextually included, raising the accuracy to over 94%. One prominent advantage
of OBIA is that it allows some post-processing and correction of the glacier outlines automatically, reducing the
amount of manual correction needed. OBIA incorporating SAR coherence data is recommended for future mapping
of debris-covered ice.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

Current and accurate glacier outlines are required for many
applications within glaciology, such as glacier area change analysis
(Bajracharya, Maharjan, & Shrestha, 2014; Nuth et al., 2013; Shangguan
et al., 2014), masks when determining glacier velocity (Berthier et al.,
2005; Kääb, 2005; Quincey, Luckman, & Benn, 2009) and volume change
estimations (Berthier, Schiefer, Clarke, Menounos, & Remy, 2010;
Gardelle, Berthier, Arnaud, & Kääb, 2013), as well as input and validation
data within glacier modelling (Pradhananga et al., 2014; Racoviteanu,
Armstrong, & Williams, 2013; Rees & Collins, 2006).

The status of glaciers within the Himalayas is of great importance.
Due to their remote location, many glacierised areas, such as the
Himalayas, are under-sampled when it comes to direct in-situ
glacier observation data (Berthier et al., 2007). Existing in-situ data is

often biased towards small to medium sized and debris-free glaciers
(Gardelle et al., 2013).Mass balancemeasurements are relatively sparse
with few records extending more than 10 years, (Bolch et al., 2012;
Pratap, Dobhal, Bhambri, Mehta, & Tewari, 2015a).

Changes in glacierised area have implications on the amount of ice
area exposed to melt, this influencing the discharge of many rivers
originating in theHimalayas that are important for irrigation andhydro-
electric power production (Bolch et al., 2012; Immerzeel, Van Beek, &
Bierkens, 2010). Additionally, the continued down-wasting and retreat
of debris-covered glaciers in theHimalayas can lead to the development
of moraine-dammed lakes, which can breach catastrophically produc-
ing glacial lake outburst floods (GLOFs) that disrupt downstream
populations and infrastructure (Richardson & Reynolds, 2000).

Remotely sensed data provide a means of increasing our under-
standing of these remote regions by permitting analysis at the regional
scale (Paul, Bolch, et al., 2013; Nuimura et al., 2014). Satellite imagery
has been widely used in the last decades for delineating glacier outlines
over large areas, often using automated or semi-automatedmethodolo-
gies such as band ratios and supervised classifications, with reported
accuracies of over 95% (Albert, 2002; Paul & Andreassen, 2009; Paul,
Barrand, et al., 2013). Global glacier inventories such as the GLIMS
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(Global Land IceMeasurements from Space) initiative and theRandolph
Glacier Inventory aim tomap land glaciers globally using optical satellite
imagery and assess their changes over time (Ranzi, Grossi, Iacovelli, &
Taschner, 2004; Pfeffer et al., 2014). The application of these techniques
has allowed glaciers to be mapped and analysed over large areas of the
Himalayas (Scherler, Bookhagen, & Strecker, 2011; Frey, Paul, & Strozzi,
2012; Bajracharya, Maharjan, Shrestha, Bajracharya and Baidya, 2014;
Nuimura et al., 2014).

Many glaciers within the Himalayas are heavily covered in debris.
Debris-cover on glacier-ice is an important component in glacier mass
balance and is known to complicate the response of the ice to climate
(Scherler et al., 2011; Zhang, Fujita, Liu, Liu, & Nuimura, 2011; Benn
et al., 2012; Pratap, Dobhal, Mehta, & Bhambri, 2015b), yet the relation-
ship is poorly understood. Debris cover can either insulate or amplify
glacial melting, depending on variables such as the debris thickness,
composition and the amount of precipitation (Takeuchi, Kayastha, &
Nakawo, 2000; Reznichenko, Davies, Shulmeister, & Mcsaveney, 2010;
Bhardwaj, Joshi, Snehmani, Sam, & Gupta, 2014b). For example Bolch,
Buchroithner, Pieczonka, and Kunert (2008a) reported that the debris
coverage on Khumbu Glacier increased as the total glacier area reduced.
The spatial distribution of debris over the glacier and the presence of
supraglacial lakes and exposed ice cliffs are therefore important factors
affecting how the glacier responds to changes in climate. In some cases,
debris cover may cause rates of ablation to increase by up to an order of
magnitude (Benn et al., 2012; Immerzeel et al., 2014; Juen, Mayer,
Lambrecht, Han, & Liu, 2014).

Although the delineation of clean ice is a robust and accurate proce-
dure, the automated classification of debris-covered glacier ice is not so
straightforward, due to the spectral similarity of glacier debris cover to
the surrounding terrain of rock or glacial moraines (Paul, Bolch, et al.,
2013; Huang, Li, Tian, Zhou, & Chen, 2014). Several methods have been
implemented to aid delineation of debris-covered ice. Morphological pa-
rameters such as the slope and curvature, aswell as thermal satellite data
have been used in both automatic and semi-automatic classification
methods (Paul, Huggel, & Kaab, 2004; Ranzi et al., 2004; Bolch,
Buchroithner, Kunert, & Kamp, 2007a; Shukla, Arora, & Gupta, 2010;
Bhambri, Bolch, & Chaujar, 2011; Racoviteanu & Williams, 2012;
Tiwari, Arora, & Gupta, 2014). To date however, most of these automated
studies have not focused on large-scale regions (N200 km2) but a small
number of glaciers (b5 glaciers) are analysed e.g. (Bolch et al., 2007a;
Bhambri et al., 2011; Racoviteanu & Williams, 2012; Bhardwaj, Joshi,
Snehmani, Sam, & Gupta, 2014a). A high resolution Digital Elevation
Model (DEM) significantly aids the automated delineations of debris-
covered ice through parameters such as curvature or slope (Tiwari
et al., 2014), yet DEMs over many mountainous areas often have high
uncertainty, with high-resolution DEMs often only available at great
expense (Bolch et al., 2007a). The majority of studies that delineate
debris-covered glaciers therefore have relied on some degree of manual
interpretation (Bajracharya & Shrestha, 2011; Sharma, Singh, Kulkarni, &
Ajai, 2013; Bhardwaj et al., 2014a; Nuimura et al., 2014; Shangguan et al.,
2014; Kääb et al., 2015). Paul, Barrand, et al. (2013) had 20 participants
manually map 24 glaciers and found differences in interpretation of up
to 30% over heavily debris-covered glaciers. One reason for this is the
high variability in the spatial coverage and composition of glacial debris
cover, which makes spectral and topographic delineations difficult
(Racoviteanu, Paul, Raup, Khalsa, & Armstrong, 2009).

Some recent studies have exploited the coherence pattern between
two Synthetic Aperture Radar (SAR) images in order to differentiate
debris-covered ice from surrounding terrain (Zongli, Shiyin, Xin, Jian, &
Sichun, 2011; Frey et al., 2012; Saraswat et al., 2013; Snehmani, Gupta,
Bhardwaj, & Joshi, 2014). Change over time or movement result in a
loss of coherence over the glacier, which can then be used as a guide
for the digitisation of debris-covered ice (Frey et al., 2012). Atwood,
Meyer, and Arendt (2010) automatically mapped debris-covered ice in
theWrangell Mountains and the Juneau Ice Field in Alaska, relying solely
on SAR coherence data. Complicated mountain topography however

makes this unfeasible in regions such as the Himalayas where layover
and foreshortening can cause no signal return to the sensor over sizable
areas (Frey et al., 2012).

Object-Based Image Analysis (OBIA) is a promising methodology
where near-homogenous objects are the basis of classifications instead
of pixels. This allows more possibilities when defining classification
rules, e.g. considering spatial characteristics or contextual information.
OBIA also permits multi-data integration meaning that it is possible to
fully exploit a combination of data sources, (e.g. optical satellite imag-
ery, SAR data, DEM). OBIA can therefore be used to semi-automatically
classify glaciers and distinguish between different surface types and
characteristics.

1.1. Objectives

Themain objective of this study is to test OBIA for accurately delineat-
ing debris-covered glaciers by combining SAR coherence datawith optical
and topographic data. The accuracy of the classification technique is
assessed by comparing the automatic outlines against both manually de-
lineated outlines and the most recent published glacier outlines available
at the timeof study. Formost of the study area the International Centre for
IntegratedMountain Development (ICIMOD) glacier inventory was used.
This inventorywas based on images acquired between 2007 and 2009 for
glaciers in Nepal. The glacier outlines in Tibet are from the ChineseGlacier
Inventory (CGI) based on aerial photography from the 1970s. Both glacier
inventories were incorporated into the Randolf Glacier Inventory 3.2 and
downloaded through the GLIMS database. (ICIMOD, 2010; Pfeffer et al.,
2014). For simplicity we refer to both glacier inventories as the reference
outlines for the duration of the paper.

1.2. Study area

We tested our classification in the Manaslu region of Nepal. The
Manaslu Region contains an assortment and range of glaciers found
and surfaces including (clean ice, heavily debris-covered, stagnant ice
and lake terminating ice. The region covers 2350 km2 in total. The
glaciers in the study area range in elevation from 3000 m.a.s.l. to
over 7000 m.a.s.l and cover a total area of 788 km2. They are typically
0.5–1 km in width and 5–15 km in length with areas that vary from
5.6 km2 to 32.0 km2. The glaciers on the southern side of the topograph-
ic divide are heavily debris-covered, while those north of the divide
are clean type glaciers, with minimal or no debris cover. Nineteen
debris-covered glaciers are analysed in the vicinity of Mount Manaslu
(8163 m), which lies between the districts of Gorkha and Manang in
Central Nepal, (Fig. 1). Ten clean-ice glaciers on the northern slopes of
Himlung, Ratna Chuli and Lugula Himal were also investigated. The
Manaslu Region is situated at the boundary between the maritime,
monsoon-driven climate found in Nepal, and the drier, more continen-
tal climate of the Tibetan plateau (Benn & Owen, 1998). Although
climate data is limited, the Nepali Department of Hydrology and
Meteorology estimate maximum and minimum temperatures of
26.7 °C and 12.8 °Cwith 1066mmof precipitation a year at theweather
station Larke Samdo, 84°38E, 28°39N, 3650 m.a.s.l. (Government of
Nepal, D. O. H. a. M, 2014). Glaciers in Nepal receive up to 80% of their
annual accumulation during the summer monsoon between June and
September (Ageta & Higuchi, 1984; Benn & Owen, 1998). Rates of
both accumulation and ablation are highest simultaneously during the
summermonsoon; small changes in temperature can therefore strongly
affect the balance between accumulation and ablation (Benn & Owen,
1998). Glaciers on the northern side of the mountain divide receive
much less precipitation, and as such respond primarily to changes in
ablation season temperature (Owen & Benn, 2005). A combination of
warmer summer temperatures and reduced precipitation over the last
few decades have caused increased rain and reduced snow, (Benn
et al., 2012) leading to a marked retreat of many glaciers within the
Himalayas (Bajracharya, Maharjan and Shrestha, 2014).
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The study area also contains Thulagi Lake (0.9 km2), (also referred to
as Dona Lake) situated in front of Thulagi Glacier (G084538E28524N);
which has been identified as one of themost potentially hazardous glacial
lakes in Nepal (Mool et al., 2011). An outburst flood could affect 160,000
people in the Marsyangdi river basin, damaging or destroying infrastruc-
ture relating to hydroelectric power generation as well as sections of the
Annapurna and Manaslu hiking circuits (Mool et al., 2011).

2. Background

2.1. Object-based image analysis

Object-based image analysis (OBIA) is a spatially explicit infor-
mation extraction workflow, combining image processing and GIS
functionalities (Blaschke, 2010). Traditional pixel-based methods only
consider the spectral characteristics of single pixels, often resulting in
a salt-and-pepper effect within the classification, thus requiring post-
processing or cleaning. This reduces the robustness of pixel-based
methods to adequately depict complex natural phenomena such as
glaciers. In addition, pixels may not always be clearly assignable to
one land cover type since each pixel can contain reflectance values
from multiple land classes. OBIA instead segments pixels into near-
homogenous objects, on which the analysis is conducted.

OBIA provides a methodological framework for computer-based in-
terpretation of complex classes that are defined by a range of spatial,
spectral and contextual properties derived from multiple data sources
(Lang, 2008). Today, OBIA or GEOBIA (geographic object-based image
analysis) is a relatively new and evolving methodology in remote sens-
ing andGIScience (Blaschke et al., 2014).Working on the object-level as
opposed to the pixel-level facilitates the combined use of spectral,
spatial, textural, hierarchical and contextual properties. Unlike single
pixels, image objects are defined by a large number of properties in
addition to just spectral values, such as shape, compactness and area
that can be applied during classification. This is especially useful when
working with high resolution (HR) imagery (spatial resolution b30 m)
or very high resolution (VHR) imagery (spatial resolution b4 m),
(Hoersch & Amans, 2012) where objects of interest are usually larger

than the pixel size, or when performing combined analysis of data
from various sources (e.g. optical, DEM, SAR, vector data) as the most
appropriate properties of image objects derived from multiple datasets
can be used for classification. Thismakes object-based approachesmore
intricate, especially when performing knowledge-based analysis. The
process of how scene complexity is broken down into meaningful
image primitives with object-based approaches is closely related to
how humans perceive an image (Blaschke & Strobl, 2001). Extracting
useful information from individual pixels can be significantly influenced
by the signals of surrounding pixels (Townshend et al., 2000). This effect
can be almost neglected when working with image objects because of
the reduced relevance of radiometric information of single pixels. For
the same reason, atmospheric and radiometric correction of images ap-
pears to be less important for object-based mapping tasks (Hölbling,
Friedl, & Eisank, 2015). A number of studies have shown that OBIA
outperforms pixel-based approaches within various applications such
as land use mapping and landslide delineation (Gao, Mas, Maathuis,
Zhang, & Van Dijk, 2006; Myint, Gober, Brazel, Grossman-Clarke, &
Weng, 2011; Moosavi, Talebi, & Shirmohammadi, 2014).

2.2. Classifying glaciers with OBIA

Initial studies have been conducted delineating debris-covered ice
within an object-based classification. Rastner, Bolch, Notarnicola, and
Paul (2014), for example compared pixel-based and object-based classi-
fication techniques with high reliance on slope and surface temperature
parameters over different clean and debris-covered conditions. They
found object-based classifications delivered marginally more accurate
resultswhen classifying clean ice, but significantlymore accurate results
when working on debris-covered ice. The International Centre for Inte-
grated Mountain Development (ICIMOD) used Landsat TM and SRTM
elevation data within OBIA to classify glaciers over the entire Himalayas
(ICIMOD, 2010; Bajracharya & Shrestha, 2011; Bajracharya, Maharjan
and Shrestha, 2014; Bajracharya, Maharjan, Shrestha, Bajracharya
et al., 2014), although the amount of manual correction required is
not known.

Fig. 1. Location of the glaciers studied (outlines derived from this study) within the Manaslu Region (28°N, 84°E), and the location of the Manaslu Region within Nepal.

374 B.A. Robson et al. / Remote Sensing of Environment 170 (2015) 372–387



2.3. Use of remote sensing data to classify glaciers

This study uses optical, topographic and SAR coherence data.
Due to the high spectral contrast between clean ice and the

surrounding terrain, optical images provide a reliable means of auto-
matically classifying clean ice. Band ratios have been found to be the
most consistently accurate way of classifying clean ice (Albert, 2002),
with a threshold applied to ratios of the Landsat TM bands TM4/TM5
or TM3/TM5 being the most accurate and robust (Paul, Bolch, et al.,
2013). Much work has been done mapping debris-covered ice using
optical data. Band ratios such as the Normalised Difference Vegetation
Index (NDVI), Land and SnowMask (LWM) and Normalised Difference
Snow Index (NDSI) (explained Table 2.) have been used to debris-
covered glaciers (Keshri, Shukla, & Gupta, 2009; Bajracharya,
Maharjan, Shrestha, Bajracharya et al., 2014; Bajracharya et al., 2015).
Brenning, Pena, Long, and Soliman (2012) on the other hand used the
diurnal variation in thermal data tomap glaciers. Most authors however
have combined SWIR, NIR and thermal band data for mapping debris-
covered ice (Shukla et al., 2010; Casey, Kaab, & Benn, 2012; Karimi
et al., 2012; Bhardwaj et al., 2014a; Tiwari et al., 2014; Alifu, Tateishi,
& Johnson, 2015). We investigated the potential of including thermal
data in our study; however the thermal signature was not consistently
visible over the study area.While somedebris-covered glaciers exhibited
a clear difference in temperature, formany of the debris-covered glaciers
there was no thermal signature visible through the glacier debris. We
therefore did not include thermal data in the classification.

As mentioned above, breaks in topographic data such as surface
slope and curvature can be used to distinguish the debris-covered
glacier tongue morphologically (Bolch et al., 2007a), while elevation
can constrain the altitudinal extent of classifications to exclude false
positives, such as declassifying any objects classified as glacier ice
found at low elevations.

The exploitation of interferometric coherence information
between two SAR images separated by a time interval provides a
means of identifying features that have changed in a landscape,
and as such is applicable to the study of features such as glaciers
and landslides (Catani, Farina, Moretti, Nico, & Strozzi, 2005;
Atwood et al., 2010; Strozzi, Ambrosi, & Raetzo, 2013; Joyce,
Samsonov, Levick, Engelbrecht, & Belliss, 2014). De-coherence can
relate to either motion occurring between when the images were
taken, or to changing surface conditions. It is therefore important
to distinguish glaciers from changing surface conditions, such as
snowfall, rock slides and vegetation changes (Snehmani et al.,
2014). The use of SAR coherence data is therefore appealing as it
provides a way to distinguish moving debris-covered glacier areas
that are optically similar to the surrounding non-glacier terrain.
The integration of SAR data with optical images and topographic
data in OBIA can provide valuable information for classification.

Optical or topographic data are incapable of differentiating between
active glacier-ice and stagnant glacier ice, something that Bolch et al.
(2007a) and Ghosh, Pandey, and Nathawat (2014) state as a weakness
in current methods for classifying debris-covered ice. SAR coherence
data allow the identification of active ice based on whether motion or
a change in surface conditions has occurred. There is some discussion
howeverwhether stagnant glacier tongues should be included in glacier
mapping. Many definitions of what constitutes a glacier specifically
mention that glaciers must be actively flowing (Benn & Evans,
2010; Cuffey & Paterson, 2010). However if one is interested in
GLOF hazards, then the identification and downwasting of stagnant
ice is very important (Richardson & Reynolds, 2000; Bolch,
Buchroithner, Peters, Baessler, & Bajracharya, 2008b). It is beyond
the scope of this paper to speculate whether stagnant glacier-ice
should be included or not in glacier mapping; however in this
study we only consider debris-covered ice that is active and has
flowed or undergone a change in surface conditions, and is therefore
detectable on SAR coherence data.

3. Data and methods

3.1. Data

Optical imagery from Landsat 8 (Green, Red, NIR and SWIR-1 bands)
acquired in October and December 2013was used. One Landsat 8 scene
fromOctoberwas used for debris-covered glaciers,while a second scene
from late December was used on the higher elevation, clean-ice and the
glaciers in the north of the study area which were affected by seasonal
snow in theOctober scene. In addition, a RapidEye image (5m resolution)
was used to manually correct the glacier outlines in order to later assess
the accuracy of the classification.

The elevation data used in the classification is a version of the SRTM
DEM that was void-filled with the 1:50,000 Finnmap topographic maps
of Nepal (available pre-processed online (De Ferranti, 2012)). The
ASTER GDEM was not used as it is considerably noisy; contains large
striping artefacts (Tachikawa et al., 2011; Rexer & Hirt, 2014) and
lacks a consistent timestamp that would have led to problems when
classifying with topographic derivatives.

Two coherence images were generated from four ALOS PALSAR
images acquired in 2007 with a time separation of 46 days. All the
data used in this study is shown in Table 1.

3.2. Methods

Two OBIA classifications were performed within Trimble eCognition
9.0: one based solely on the optical and topographic data (OBIA_OT),
while the second classification used in addition the SAR coherence
images (OBIA_OTS).

The workflow consists of three steps:

1. Pre-processing: The SRTM was bi-linearly resampled to 30 m resolu-
tion to match the resolution of the Landsat 8 image and a slope raster
generated. Custom indices and band ratios were created Table 2.)
within ArcGIS. The ALOS PALSAR images were processed in order to
create the SAR Coherence data. First, the interferometric processing
combined the pairs of Single Look Complex (SLC) images at HH-
polarization into interferograms using GAMMA Remote Sensing soft-
ware. Because of rugged topography in some areas, a simulated
phase image, which corresponds to the topographic phase was com-
puted from the void-filled SRTMDEMand then subtracted from the in-
terferometric phase. For coherence estimation an adaptive window
size varying between 3 × 3 and 9 × 9 pixels for a 1 range × 4 azimuth
looks interferogramwas used (Frey et al., 2012). The resulting terrain-
corrected and geocoded coherence images were combined with a
mask considering regions with layover and radar shadow as well as
the SRTM voids. The two coherence images were mosaicked into one
file for input into OBIA. All data was projected to UTM zone 45N.

2. Image segmentation: The initial image segmentation into near-
homogeneous objects is one of the most critical stages within OBIA
(Drăguţ, Csillik, Eisank, & Tiede, 2014). Image segmentation is a
bottom-up process that begins by grouping pixels into objects.
Additional object hierarchical levels can be created where individual
objects are merged. Different datasets (individual spectral bands,
topographic derivatives, etc.) can be used to segment the image, and
differentweighting factors basedon their importance in the segmenta-
tion can be assigned. As pointed out by Rastner et al. (2014), the per-
formance of OBIA is strongly influenced by the initial choice of
parameters during image segmentation. A trade-off had to be reached
when choosing a scale parameter for creating either too large and too
small objects The former can causemultiple classes to be grouped into
single objects, resulting in misclassifications, while the latter reduces
the functionality of using shape and contextual constraints in the clas-
sification. In both classifications, image objects were created using the
multi-resolution segmentation algorithm in eCognition based on three
hierarchical levels on the blue, green, NIR, panchromatic, red and
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shortwave infraredbands, aswell as the slope. Itwas found that having
multiple image object levels helped group non-glacier features togeth-
er, making it easier to exclude them from the classification. For the
classification that incorporated SAR data, the SAR coherence data
was also included and the weights of the optical and topographic
data were reduced. The scale parameter, which dictates the size of
objects, was chosen with assistance from the Estimation of Scale
Parameter 2 (ESP 2) tool (Drăguţ et al., 2014). The weighting factors
in segmentation are important so that one data source does not
dominate the creation of objects. We applied higher weightings to
the slope (×4), to SWIR1, SWIR2 (×3) as well as the SAR coherence
data, green, NIR, panchromatic and red channels (×2). The scale pa-
rameter, shape and compactness criterions used are displayed in Fig. 2.

3. Rule based classifications: Fig. 2 shows the workflow for the classifica-
tion procedure, including all parameters and thresholds that were
used, as well as the post-classification filtering. Various parameters
and parameter combinations (band ratios and indices, topographic
derivatives, spatial properties, etc.) were tested to determine the
most appropriate thresholds and parameters for classification. Some
thresholds were acquired from the literature (for example the SWIR/
NIR ratio, NDVI and slope) (Paul, Bolch, et al., 2013, Bajracharya,
Maharjan, Shrestha, 2014) while others were determined through
trial and error. Fuzzy logic classifications were used to identify lakes,
clean ice and debris-covered ice. Fuzzy logic relies on assigning mem-
bership functions to different criteria ranging from0 (non-member) to
1 (member) thereby allowing an upper or lower threshold to accom-
modate a range of values (Benz, Hofmann, Willhauck, Lingenfelder, &
Heynen, 2004). In addition, each classification rule could have a
weighting factor assigned, i.e. a higher weighting factor increases the
significance of that particular rule set in the classification.

The following classification procedure was applied:

3a. Mapping of water bodies and clean ice

Lakes and clean ice were delineated first as they were easiest to
classify and therefore could be masked out for the rest of the analysis.
Water bodies were classified using the NDWI, slope and elevation. Clean
ice was classified using the Landsat NIR/SWIR1 ratio, slope and elevation.

3b. Mapping of debris-covered ice

A third segmentation level was applied to all unclassified objects.
This was found to help group non-glacier objects. The following two
classifications were then performed.

i. Classification using only optical and elevation data (OBIA_OT)

Debris-covered ice was classified with equal weights applied to the
NDVI, NDSI and slope. The NDVI was sensitive to vegetation growth at
the glacier terminus, the NDSI as such was used to include patches of
dirty ice protruding through the debris. The NDSI was found to be
more effective for this than the NIR/SWIR ratio, which was less able to
delineate dirty ice. Similar to Bajracharya, Maharjan, Shrestha (2014),
the elevation was used to limit the altitudinal range where glaciers
could be classified, reducing false positives. The LWMwas also included
in the classification.

ii. Classification using SAR coherence data (OBIA_OTS)

The second OBIA classification procedure included SAR coherence
data and applied lower weights assigned to the NDVI (40%) and NDSI
(30%).

4. Classification refinement: The image objects classified as glacier ice
(both clean ice and debris-covered ice) were merged together, and
then objects were filtered by area and by the distance from the
clean ice. The image objects were then expanded into neighbouring
objects with similar spectral, topographic or SAR coherence charac-
teristics (as shown in Fig. 2). Some problems were caused by very
elongated but narrow objects that resulted in overestimations of
the glacier width, thus a criterion was set (Fig. 2) to exclude objects
that were adjacent to the debris-covered ice and had a high length/
width ratio. Lastly, object boundaries were smoothed by using the
pixel-based growing and shrinking commands within eCognition.
The classifications were then exported to shapefile (.shp) format.

5. Manual correction of glacier outlines: The shapefileswere divided into
drainage areas using the SRTM DEM. Due to the coarse resolution of
the DEM, some manual correction was necessary for the drainage di-
vides. The OBIA_OTS outlinesweremanually correctedwith reference
to high resolution Google Earth imagery, a RapidEye image from2012,
photographs from the field, and the SAR coherence images. Both the
classifications outlines were then compared to each other, to the
manually delineated outlines, and to the reference glacier inventory.

6. Comparison of glacier outlines and accuracy assessment: Originally it
was planned to compare the OBIA outlines only against the reference
glacier inventory for data verification, however such comparisons
were not straightforward due to the range in years that were used
when the reference inventory was produced. To assess the spatial
overlap between the reference and the classification, our OBIA out-
lines were therefore compared against both the reference outlines as
well as OBIA outlines that we manually corrected (OBIA_Man). For
comparison purposes the reference outlines were manually split into
clean ice and debris-ice by overlaying them on the Landsat images.
Unlike the reference glacier outlines; our manual outlines used the
SAR coherence data in addition to Google Earth and RapidEye imagery
in order to determine the extent of the glacier ice beneath the debris
cover. We mapped only active glacier ice that had undergone motion
or a change in surface conditions andwas therefore visible as a loss of
SAR coherence, or when signs of glacier motion such as a rough
texture were visible on the higher resolution images (Bhambri et al.,
2011). We therefore consider our manually corrected outlines to be
“truth” in this study. The OBIA outlines, both from optical and topo-
graphic data (OBIA_OT), as well as those from optical, topographic

Table 1
Data used in this study.

Date Sensor Scene ID Spatial resolution (m)

08.10.2013 Landsat 8 LC81420402013281LGN00 30 (15 pan-sharp)
26.12.2013 Landsat 8 LC81420402013361LGN00 30 (15 pan-sharp)
20.11.2012 RapidEYE 11240644 5
11.02.2000 SRTM SRTM3N28E084V2 90
19.08.2007 ALOS PALSAR Coherence image from pair: ALOS_511560560_20070704_20070819.cc 16 m × 13 m, geocoded to 1 arc-sec (~30 m)
05.09.2007 ALOS PALSAR Coherence image from pair: ALOS_512560560_20070721_20070905.cc 16 m × 13 m, geocoded to 1 arc-sec (~30 m)

Table 2
Custom indices used in the glacier classifications.

Index
Acronym

Custom Index Name Band formula

NDVI Normalised Difference Vegetation
Index

(NIR − Red) / (NIR + Red)

NDSI Normalised Difference Snow Index (Green − (SWIR) / (Green +
SWIR)

NDWI Normalised Difference Water Index (Green− NIR) / (Green + NIR)
LWM Land and Water Mask (SWIR / Green + 0.001) × 100
SWIR/NIR Commonly referred to as TM4/TM5 SWIR/NIR
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and SAR coherence data (OBIA_OTS) were compared with the man-
ually corrected outlines (OBIA_Man) and the reference glacier
inventory (REF) and percentages of deviation were used to assess
the accuracy. OBIA_Man and REF were also compared.

4. Results

A total of 19 debris-covered and 10 clean-ice glaciers were classified,
comprising in total 788 km2 of ice, 15% (113 km2) of which is debris-
covered. Fig. 3 and Table A.1 show the reference glacier inventory
areas (REF), the OBIA outlines using optical and terrain data (OBIA_OT),
the OBIA outlines using optical, terrain and SAR coherence data (OBIA_
OTS) and the manually corrected outlines (OBIA_Man). It is apparent
from Fig. 3 that the OBIA_OT method has the greatest variance of the
3 methods for mapping debris-covered ice. It also appears that the
OBIA_OT mapping becomes less reliable for the larger debris-covered
glaciers. Fig. 4 compares both the clean ice and debris-covered ice
areas derived from the OBIA method, the manual delineations and the
reference glacier inventory.

In terms of total glacier area (clean ice and debris-covered ice), our
method achieved an accuracy of 91% over the 788 km2 of glacier ice.
Of the 27 glaciers classified, 14 of which were mapped with accuracy
of 95% of more. While most comparable studies (for example Bolch,
Buchroithner, Kunert, and Kamp (2007b); Bhambri et al. (2011);
Rastner et al. (2014); Alifu et al. (2015)) assess accuracy over the entire
glacier due to the difficulty of classifying debris-covered ice as opposed
to clean ice, we present separate results and discussion for both clean ice
and debris-covered ice to quantify the difference between classification
techniques used in this study.

4.1. Delineation of clean ice

Due to the high spectral contrast between ice and rock, the SAR
coherence was not necessary when classifying clean ice. Comparison
of the outlines from this study revealed that the clean ice areas were

mapped with an accuracy of 85% against the reference data, and an
accuracy of 93% against themanually corrected outlines. This is approx-
imately in line with the accuracies found by other studies (Paul, Bolch,
et al., 2013). Visual inspection of the automatic outlines revealed
an accuracy of within ±30 m to individual outlines in most cases.
Errors arose due to shadow covering portions of the glacier and in
some cases narrow strips of rock surrounded by ice were classified as
glacier.

Large disparities were found when comparing with the automated
clean ice outlines to the reference outlines north of themountain divide
(Fig. 5). This can be explained as theywere created using aerial imagery
from the 1970s. On average the agreement with the reference outlines

Fig. 2. Flowchart showing the procedure followed to classify clean ice, glacial lakes and debris-covered ice. Rule sets that are in grey were used in the classification that used ALOS PALSAR
coherence data in addition to Landsat 8 optical and SRTM elevation data, while the other classification relied solely on the optical and elevation data. An explanation of the processing steps
is given in Section 3.2.

Fig. 3. Scatter plot comparing themanually corrected glacier outlines (OBIA_Man) against
the OBIA outlines using optical and topographic data (OBIA_OT), the OBIA outlines using
optical, topographic and SAR coherence data (OBIA_OTS) as well as the ICIMOD glacier
outlines (ICIMOD) for the debris covered portions of the glaciers in the Manaslu Region.
The total glacier area (clean and debris-covered ice) is shown, the clean ice wasmeasured
using the OBIA_OT method only.
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was 74% for these glaciers. Differences of glacier extent by between 500
and 1000 m at the glacier terminus are common.

4.2. Delineation of debris-covered ice

Debris-covered ice remains one of the most troublesome aspects of
remote sensing glaciology (Kääb et al., 2015). For debris-covered
glaciers, OBIA_OTS classification mapped to an accuracy of 83% against
the manually delineated outlines. The OBIA_OT classification is consid-
erably less accurate, and in particular is sensitive to lithological changes
in glacier debris, occasionally mapping individual glaciers as multiple
entities (Fig. 6). The mean accuracy falls to 72% when compared to the
manual delineations. This is a sizable error term, and shall be explored
in the following section.

Both OBIA_OT and OBIA_OTS fail to detect debris-covered ice in
some situations. Neither method fully classifies the steep tributaries of
clean ice that flow down gullies towards the glacier. The steepness of
these sections, often 25–50°, is greater than the threshold of 14–16°
used for debris-covered ice, this excluding them from the classification.
When the slope threshold was increased to accommodate these steep
sections, the classification included non-glacial debris adjacent to the
glacier terminus. If these steep tributaries of ice are not considered
and the accuracy assessment is carried out solely over the glacier
margins and termini, then the accuracy of mapping debris-covered ice
rises to 91% (Table A.2), over the entire glacier this increases to 94%.

On occasion there are areas where the reference outlines fail to map
debris-covered ice, for example the glacier termini are often not fully
mapped (as visible in Fig. 6D and Fig. 7). highlighting problems caused

Fig. 4. A comparison between the measured clean ice areas and debris-covered areas of the glaciers of theManaslu Region, Nepal. Three areas for each glacier are shown; the reference glacier
outlines (REF), OBIA_Man outlines, and the OBIA outlines. The debris covered outlines shown are OBIA_OTS areas while the clean ice areas are OBIA_OT outlines. Clean ice is easier to map au-
tomatically and as such OBIA_Man and OBIA_OTS agree well with each other for the debris-free glaciers in the north, it is also noticeable how the ICIMOD data is out of date and show consis-
tently larger glacier areas. Thedebris-covered portions of glaciers are harder tomapand as such therewasmore variationbetween the areasmeasured by the ICIMOD,OBIA_ManandOBIA_OTS.

Fig. 5. Comparison between the OBIA mapping of clean glacier ice and the 2010 ICIMOD Glacier inventory.
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by the spectral similarity of debris-covered ice to the surrounding ter-
rain for mapping debris-covered ice without additional data. Moreover,
some steep marginal moraines or paraglacial slopes are misclassified as
debris-covered ice (Fig. 6) by both classification techniques, although
glacier ice can extend into valley slopes by up to 100 m (Bernard et al.
(2014)).

4.3. Comparison of SAR coherence based classification (OBIA_OTS) to
spectral based classification (OBIA_OT)

The OBIA_OTS outperforms the OBIA_OT classification inmost cases,
especially on the glacier termini, where the glacier debris often becomes
more lithologically similar to the surrounding bedrock (Kääb et al.,
2015). When the OBIA_OT outperforms the OBIA_OTS classification it
does so by a mean of only 3.2% compared to the 18.2% that OBIA_OTS
outperforms the OBIA_OT. The SAR based classification occasionally de-
lineated what appeared to be avalanche or debris flow deposits which
flow out onto the glacier. Similarly, in a few situations (for example on
glacier G084374E28756N) the OBIA_OT classificationwas able to differ-
entiate between the debris-covered ice and paraglacial slopes better
than the OBIA_OTS classification. This is most likely explained by the
paraglacial slopes and glacier debris being more lithologically distinct
in the optical imagery compared with in the SAR coherence data.

The OBIA_OTS classification however was able to classify the glacier
on relativemotion andnot just based on thedebris lithology. Even in sit-
uationswhere the lithologywas sufficiently distinct between the debris
and rock, the heterogeneity of image objects based on optical data still
occasionally caused misclassifications towards the glacier margins.

Therewere someareaswhere the SAR coherence data had problems,
for example a loss of coherence over water (Fig. 8A), steep north-facing
valleys (Fig. 8B), or areaswhere no datawas received back at the sensor
(Fig. 8C). Problems can arise through orthorectification of the SAR data,

or areas with non-uniform patterns of SAR coherence, typically found
near the glacier terminus caused by vegetation or surface water.

5. Discussion

5.1. Use of SAR coherence data to classify debris-covered ice

SAR coherence data requires expertise knowledge and expensive
software in order to be processed (Frey et al., 2012). Therefore, it was
attempted to classify debris-covered ice based on optical and topo-
graphic data alone, especially since the data used for this (Landsat 8
and the SRTM DEM) are both freely available. When the SAR coherence
data is excluded from the OBIA, the accuracy of the classification falls by
12%. The spectrally based classification was sufficient on several of the
larger debris-covered glaciers, where prominent shifts in lithology or
vegetation represented the shift from debris-covered ice to stagnant
ice, moraine or rock. In some cases however, the termini of glaciers
were overestimated, with avalanche and debris flow deposits (Fig. 9)
as well as surface water leading to misclassifications of debris-covered
ice. In many cases the delineations of debris-covered ice from the spec-
tral classification varied by 30% ormorewhen compared to themanual-
ly corrected outlines as a result of similar spectral signatures of the
glacier debris and surrounding bedrock. The SAR coherence data also
permits the distinction between active ice from stagnant icewhen com-
bined with optical and topographic data, something stated as a weak-
ness in methods that only use optical and topographic data (Bolch
et al., 2007a; Ghosh et al., 2014). Although SAR coherence data has not
been usedwithinOBIA tomap debris-covered ice, it has been usedwith-
out additional data to automatically map ice in Alaska (Atwood et al.,
2010), in combinationwith optical data formanual delineations. For ex-
ample Frey et al. (2012) used SAR coherence data as a guide for manual
delineation over 9310 km2 of ice in theWestern Himalayas. Zongli et al.

Fig. 6.Comparison of themapping of debris-covered glacier ice. Themanually corrected outlines are comparedwith theOBIA_OTS classification (A), the OBIA_OT classification (B), and the
2010 ICIMODglacier inventory (C). In addition theOBIA_OTS classification is comparedwith the 2010 ICIMODglacier inventory (D). Notice how due theOBIA_OT classification is sensitive
to the debris lithology, and depicts the glacier as three sections.
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(2011) used SAR coherence data within a Maximum Likelihood classifi-
cation in China and pointed out problems of surface water also having
low coherence values. Huang et al. (2014) used both a backscatter coef-
ficient threshold (89.16% accuracy) and multi-polarimetric analysis
within a support-vector-machine (SVM) learning strategy. The latter
achieved accuracies of 98.29% although themethod ismore complicated
and was applied on only 1 glacier (83.6 km2).From the work conducted
in this study, it is clear that the inclusion of SAR coherence data within
OBIA greatly improves the automatic delineation for debris-covered
ice. In particular the lowermost portions of the debris-covered tongues
are often spectrally similar to stagnant ice and surrounding bedrock,
and therefore indistinguishable if solely using optical data.

It is important to note that despite the improvement that the coher-
ence data brings to the overall classification, it is not possible to classify
debris-covered ice based solely on SAR coherence data as was done in
Alaska by Atwood et al. (2010). This is because greater amounts of vege-
tation, steeper topography with unstable slopes and inactive debris-
covered ice, all of which contribute to a loss of SAR coherence, are more
widespread in the Himalayas than in Alaska (Frey et al., 2012). Optical
data can be used to exclude glacial lakes, vegetation growing in the prox-
imity of the glacier or on stagnant ice, while slope data can exclude steep
gullies and paraglacial slopes. There are some areas, however, where SAR
data was not received at the sensor due to the effects of steep topography
on the radar image, namely layover and shadow, as well as problems in
orthorectification in the absence of a high quality DEM. In areas where
no SAR coherence data was available, the classification relied solely on

optical and topographic data, an additional advantage of using multiple
data sources with OBIA. The use of SAR data acquired by a descending
orbit would reduce the areas of missing information, but the ALOS opera-
tion strategy was to operate the SAR sensor only at night and therefore
along ascending orbits. Other SAR sensors with short repeat intervals
and high spatial resolution, such as TerraSAR-X and Sentinel-1, could be
also considered for future studies.

5.2. Comparison with other debris-covered ice classifications

The accuracy of a glacier outline is dependent upon a number of fac-
tors, for example the presence of seasonal snow and shadows, the identi-
fication of topographic drainage divides and the presence of supraglacial
debris (Paul, Barrand, et al., 2013). Often the accuracy is provided as a per-
centage of the total glacier area as this is one of the only measures from
which to compare various studies on various glaciers. However, the rela-
tive accuracy is dependent significantly on the size of the glacier or study
area, and thus comparisons to other studiesmust also consider this. As the
study area or number of glaciers mapped increases, the error term
becomes more random and less systematic (Nuth et al., 2013). Care
must therefore be taken then when comparing accuacy assessments be-
tween studies, especially for studies that worked on a few large glaciers.

There are very few studies that have used OBIA to directlymap glacier
ice. Rastner et al. (2014) mapped glaciers in Everest Region of Nepal and
similarly found that OBIA mapped debris-covered ice 11.9% more
accurately than pixel based methods, with an overall accuracy of 88.5%,
however no separate accuracy is provided for clean and debris-covered
ice. ICIMOD have performed OBIA over large regions of the Himalayas,
including Bhutan (Bajracharya, Maharjan, Shrestha, 2014), Nepal
(Bajracharya, Maharjan, Shrestha, Bajracharya et al., 2014) and the entire
HinduKushHimalayas (HKH) (Bajracharya & Shrestha, 2011, Bajracharya
et al., 2015), however these classifications do not include SAR data, nor do
they include information on the amount of manual corrections that were
necessary.

By comparing to manually corrected outlines, we found an accuracy
of 91% for 29 glaciers over the entire glacier area, including an accuracy
of 83% over debris-covered ice.

Many studies of debris-covered ice mapping within the Himalayas
have used other semi-automatic methodologies and found accuracies
higher than those found in our investigation, yet these studies all mapped
considerably less than the 788 km2 of icemapped in this study. For exam-
ple Alifu et al. (2015) found an accuracy of N98% over two glaciers, Bolch
et al. (2007a) obtained an accuracy of 95% over less than 10 glacierswhile
Bhambri et al. (2011) also achieved 95% over 3 glaciers (226 km2). Our
study achieved higher total accuracies than Bajracharya, Maharjan,
Shrestha (2014) who obtained an accuracy of 91% over 2 glaciers while
Shukla et al. (2010) mapped one glacier (65 km2 (Kulkarni, Dhar,
Rathore, & Raj, 2006)) to an accuracy of 89.35%. Racoviteanu and
Williams (2012) had errors of up to 25%. Although some studies obtained
higher accuracies than us, their study areas were considerably smaller,
and any automatic method for mapping debris-covered ice should func-
tion over large areas. We therefore consider our method as favourable
and more robust due to its inclusion of SAR data which can be used to
distinguish active-ice from stagnant-ice and the surrounding terrain and
its application over a large study area.

5.3. Importance of image segmentation and classification parameters

Two of themost critical steps in the classificationwere the assigning
weights to the input data, and the parameters used in the image seg-
mentation. Assigning weights of importance for image classification of
the coherence data, optical data and topographic data had to be selected
carefully in order to exploit each dataset fully. Assigning a higherweight
to the optical data could cause a reliance on the lithological composition
of the debris cover at the expense of the SAR coherence or topographic
data, while weighing the topographic data higher could cause problems

Fig. 7. The OBIAmethod struggles most with the steep tributaries (A) where clean icemet
debris-covered ice, as well as the extent of the glacier termini. In some cases paraglacial
slopes or lateral moraines were also misclassified as debris-covered ice (B). Note in
addition the large disparity between the extent of the right hand branch of Ponkar glacier
in the OBIA classifications and the ICIMOD glacier inventory.
Photo: Pål Ringkjøb Nielsen.
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when the newer, optical data conflicted with the topographic data. The
end result varied considerably depending on the weighting factors, and
much time was spent trying to balance the data weight assignments as
well as possible.

Care is required to decide which parameter sets (such as slope or
NDVI) should be used in the classification. TheHimalayas are a very het-
erogeneous region, thus a parameter threshold in one area may not be
transferable to another area, as has been found by others (Bhambri
et al., 2011; Scherler et al., 2011). As few parameters as possible were
chosen in order to make the classification more transferable between
the different conditions in the Manaslu region. The parameters were
limited to a few initial band ratios and indices before the delineations
were expanded using contextual and relational properties.

Three segmentations were used in this study; a higher weighting fac-
tor on the slope helped to create larger objects over the gently sloping
debris-covered glacier tongues, and smaller objects over the surrounding
bedrock. This however caused someof the steeper glacier tributaries to be
fragmented between objects, making it more difficult to include them in
the classification. In particular some elongated features such as narrow
nunataks were too small to be adequately depicted by segmentation
andwere thereforemisclassified as clean ice. The classification procedure
was made simpler by using multiple hierarchical segmentations to build
large yet homogenous objects while minimising objects that included
multiple classes. This made the subsequent classification procedure
simpler.

5.4. Use of topographic parameters for classifying debris-covered ice

Several studies pointed to the importance of topographic parame-
ters in the classification. Rastner et al. (2014) and Bajracharya,
Maharjan, Shrestha (2014) both used the slope within OBIA to separate
debris-covered ice and the surrounding valley sides,while the slope and
curvature have been used in other methods such as cluster analysis or
supervised classifications to map debris-covered ice based on its
morphology (Paul et al., 2004; Ranzi et al., 2004; Bolch et al., 2007a;
Bhambri et al., 2011; Racoviteanu & Williams, 2012, Bhardwaj et al.,
2014a; Tiwari et al., 2014). The slopewas especially useful in separating
debris-covered ice from the surrounding bedrock, whilst the elevation

Fig. 8. An illustration of where the SAR coherence signal struggled. Dark shades illustrate a loss of coherence, and therefore that motion has occurred or the ground conditions have
changed. (A) The loss of coherence over water was indistinguishable from that of glaciers, (B) some steep valleys facing north showed a loss of coherence over the entire valley, making
it hard to depict glaciers, (C) some areas nodata at allwas returned (shown inwhite) due to the steep topography (D).Manyglacier termini howeverwere easy to distinguish basedon loss
of coherence. Panel E shows Manaslu Glacier, where the loss of coherence data couldn't differentiate between clean ice, very steep proglacial rock and water.

Fig. 9.Anexample fromSyanchaGlacier (G084564E28610N) of a debrisflow flowing onto
the glacier (shown in red square). Due to the spectral similarity of the debris-covered ice
and the debris flow, as well as a loss of coherence or no SAR data received, the debris flow
deposit was misclassified as glacier ice.
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was used in separating glacial lakes from clean ice, and eliminating spec-
trally similar objects such as scree slopes thatwere found in lower valleys.
There is a large potential to gain information by using the surface curva-
ture and the surface roughness to demarcate the debris-covered portion
of the glacier, as has been done in other studies (Paul et al., 2004; Bolch
et al., 2007a; Shukla et al., 2010; Bhambri et al., 2011; Bhardwaj et al.,
2014a). Such information has not been included as part of an object-
based classification of glacier ice before, and in particular could be useful
for including the steep glacier tributaries that were missed from the
classification. Edge detection of a break in slope or curvature could be
used in creating image objects depicting the debris-covered glacier
tongue. In this study the resolution of the SRTM DEM was not sufficient
to use either the curvature or the surface roughness; however the future
release of higher resolution DEMs such as the TanDEM-X Global DEM
could increase the ability of an automated OBIA classification.

5.5. Comparison between OBIA and pixel based methods

The use of OBIA has many advantages over standard pixel based
methods. The ability to include contextual information permits the
removal and subsequent reclassification of cloud and shadows that are
surroundedby glacier ice. This reduces the amount ofmanual correction
that is necessary. OBIA can efficiently break down an object into its
components, while the ability to assign classeswithin a hierarchy allows
sub- and supraclasses. This allows a “glacier” to be made up of “clean
ice” and “debris-covered ice”, or “glacial lakes” to be made up of “pro-
glacial lakes”, “supra-glacial lakes” and “marginal-glacier lakes”. Hierar-
chical ordering of classifications also enables temporary classifications
that can be used to expand classifications into troublesome areas.

Additionally, as OBIA permits the handling of optical, SAR and DEM
data simultaneously, classifications can use a combination of remotely
sensed data in order to determine a class, allowing an improvement of
the classification of debris-covered ice when compared to pixel based
methods. It should be noted though that pixel based methods are
simpler to perform than OBIA, both in terms of steps and technical
knowledge needed when classifying, as well as computational power.
Nonetheless, OBIA is recommended for future work on glacier invento-
ries and glacier areas estimations, butmostlywith either debris-covered
ice or when working on very large areas in order to reduce the amount
of manual correction necessary. The power of OBIA is to increase the
robustness of generating glacier outlines and provide the potential to
distinguish various subclasses of glaciers.

5.6. Future directions

Future studies could also explore the possibility of using the NIR or
Red spectral channels to separate clean ice from snow-covered ice,
thereby mapping the transient snow line (TSL). The highest altitude of
the TSL during an ablation season can be considered a proxy for the
equilibrium line altitude (ELA) of a glacier (Racoviteanu, Williams, &
Barry, 2008, Bishop et al., 2014). Kääb et al. (2015).

The disparity found between the various glacier outlines compared in
this study highlight the need for frequent, up to date glacier inventories.
Large differenceswere found for the glaciers north of themountain divide
as a result of the 40 year difference between the creation of the two inven-
tories. Remote sensing and GIS technologies, such as OBIA, facilitate the
automatic or semi-automatic creation of regular glacier inventories, how-
ever differences in arbitrary thresholds such as the upper elevation and
upper slope threshold cause significant differences in the upper bound-
aries of glaciers. This study used shallower slope thresholds than the
ICIMOD inventory in order to exclude false positives; thresholds selected
depend on the specific datasets used and also vary by location. Nonethe-
less, if multiple glacier inventories are used to assess glacier area changes
over time, problems can arise. For example, there is no clear consensus on
the upper bounds of the accumulation area, nor whether steep terrain
that contributes snow and ice to the glacier through avalanching should

be considered as a part of the glacier. It is interesting that some changes
between the reference glacier inventory and the outlines derived in
this study were due to differences in these upper delineations, and
could cause noise when assessing glacier area change between multiple
inventories. Through initiatives such as GLIMS and the Randolph Glacier
Inventory, a defined outline for the use of OBIA could be used to stream-
line the creation and maintenance of glacier outlines.

6. Conclusions

Remote sensing glaciology, and in particular large scale glacier map-
ping is hampered by glacier debris being spectrally indistinguishable
from the surrounding terrain. This study has shown that OBIA can be
used effectively for automated and robust mapping of glaciers; both
clean ice and debris-covered ice, and has many advantages over tradi-
tional pixel-based methods. OBIA permits the handling of multiple
data types including optical, SAR and elevation data, while hierarchical
and contextual capabilities allow rule sets such as excluding debris-
covered ice not adjacent to clean ice, including neighbouring objects
that are spectrally similar or determining an object's class by its
shape or area. These capabilities of OBIA reduce the amount of post-
processing required while enhancing the potential to enhance glacier
mapping to the various types of glacier surfaces (i.e. snow lines,
debris-cover type, lake detection etc.…).

We have shown that by combining SAR coherence data with optical
satellite imagery and topographic data in an OBIA, it is possible to
accurately map clean ice and debris-covered ice, even with course-
resolution elevation data, such as the 90 m SRTM DEM. However using
SAR coherence data within OBIA only classifies ice that has undergone
motion or a change in surface conditions, thereby excluding stagnant
glacier ice. Stagnant ice may not part of the active glacier, but is still
important when considering GLOF hazards.

This OBIAhowever has some restrictionswhen it comes to steep, un-
stable valley slopes, rock slides, flowing surface water, and vegetation.
In addition, the mountainous terrain in our study area results in SAR
data not always being retrievable due to shadowing and layover effects.
Nevertheless, over a large (788 km2) study area we semi-automatically
mapped the clean icewith an accuracy of 93% (7% error) and the debris-
covered portions to an accuracy of 83% (17% error) given an accuracy
over the entire glacier of 91%. This accuracy can be improved using a
higher resolution DEM, and/or by using temporally consistent data
within the classification, while if steep, tributary sections of ice can be
contextually included then the accuracy will rise to over 94%. We can
recommend the use of OBIA incorporating SAR coherence data with op-
tical imagery and topographic data for future studies in order to robustly
map heavily debris-covered glacierised regions at a large spatial scale.
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Abstract: In this paper, we semi-automatically classify clean and debris-covered ice for 145 glaciers
within Hohe Tauern National Park in the Austrian Alps for the years 1985, 2003, and 2013. We also
map the end-summer transient snowline (TSL), which approximates the annual Equilibrium Line
Altitude (ELA). By comparing our results with the Austrian Glacier Inventories from 1969 and 1998,
we calculate a mean reduction in glacier area of 33% between 1969 and 2013. The total ice area
reduced at a mean rate of 1.4 km2 per year. This TSL rose by 92 m between 1985 and 2013 to an
altitude of 3005 m. Despite some limitations, such as some seasonal snow being present at higher
elevations, as well as uncertainties related to the range of years that the LiDAR DEM was collected,
our results show that the glaciers within Hohe Tauern National Park conform to the heavy shrinkage
experienced in other areas of the European Alps. Moreover, we believe that Object-Based Image
Analysis (OBIA) is a promising methodology for future glacier mapping.

Keywords: glacier mapping; OBIA; landsat; change detection; Alps; snowline; classification

1. Introduction

Glacier change is among the best natural indicators of climate change [1]. The European Alps
have undergone a sharp decline in glacier area in recent decades [2–4] which can impact runoff [5],
hydro-electric power production [6], hazards such as rockfalls and debris flows [7], and tourism [8].
Due to the time-consuming nature of carrying out in situ glacier measurements, many recent studies
have opted for remotely sensed data to assess changes in glacier area [9], volume [10], and velocity [11]
over various portions of the European Alps. Remote sensing data, such as satellite images, allow
glacier area changes to be quantified at the regional scale, often using semi-automated methods.
The strong spectral signature of clean ice makes it easy to identify in the Near-Infrared (NIR) and
Shortwave-Infrared (SWIR) portions of the electromagnetic spectrum [12]. Band ratios and spectral
indices that use the NIR and SWIR spectral bands, such as the Normalized Difference Snow Index
(NDSI), are therefore well suited for semi-automatic mapping of clean ice, and have been used
extensively in the European Alps [4,13,14]. Clean ice reflects 25%–35% less visible radiation than fresh
snow, thereby allowing the end-of-season snowline or transient snowline (TSL) to be mapped [15].
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The TSL can be used as an approximation of the equilibrium line altitude (ELA), the altitude on the
glacier where the rate of accumulation equals the rate of ablation. The ELA is often used as a proxy for
glacier mass balance, so by mapping the TSL on a regional scale, information about the health of the
glaciers can be extracted [16]. The Global Land Ice Measurements from Space (GLIMS) initiative aims
to provide a framework for assessing glacier changes using remotely sensed data, and to construct a
global glacier inventory containing, among other information, data about the glacier size, the elevation
of the TSL and the presence of supraglacial debris.

Debris-covered ice (rockfall and avalanche material overlaying the glacier ice) remains a problem
in automated glacier mappings. The spectral similarity of supraglacial debris to the surrounding
terrain inhibits mapping debris-covered ice automatically by using only spectral information. Auxiliary
data such as thermal [17], morphological, [18] or coherence images between two Synthetic Aperture
Radar (SAR) images (henceforth referred to as SAR coherence data) [19,20] must therefore be used
in classifications. The mapping of debris-covered ice mostly requires manual mapping or correction
and, as such, takes up a significant amount of time and effort in glacier mapping. Object-Based
Image Analysis (OBIA) is a relatively new and emerging methodology within Geographic Information
Systems Science or GIScience [21]. By working at the object level instead of the pixel level (PBIA or
Pixel-Based Image Analysis), additional information such as spatial, contextual, hierarchical or textural
information can be used to assign objects to classes. OBIA also permits the handling of multiple
datasets (for example optical, topographic, SAR, vector) for classifying objects.

Little work to date has been done using OBIA to map glaciers. Rastner et al. [22] obtained very high
(94.5% and 98.6%) accuracies working in the clean ice regions of the Canadian Coast Mountains and
Greenland, respectively. The authors concluded that OBIA offered more advantages for applications
on debris-covered glaciers than on clean ice. The studies that have used OBIA for glacier mapping have
often focused on the delineation of debris-covered glaciers. Rastner et al. [22] obtained an accuracy
of 88.5% in the Everest Region of Nepal. Robson et al. [20] used SAR coherence data in combination
with optical and topographic data to map glaciers in the Manaslu Region of Nepal to an accuracy
of 91%. The International Centre for Integrated Mountain Development (ICIMOD) used OBIA to
assess decadal changes in Nepal [23] and Bhutan [24], as well as to map glaciers over the entire
Himalayas [25]. The only time OBIA has been used in the European Alps was by Eisank et al. [26], who
solely used the surface curvature to delineate cirque glaciers. To date, no work has been conducted
performing multi-temporal OBIA classifications to assess glacier change over time.

Two glacier inventories have been conducted in Austria, both based on aerial photography from
1969 (henceforth referred to as AGI_1969) and 1996–2002 (with most images acquired in 1997 and 1998,
henceforth referred to as AGI_1998) [27]. A 17% decrease in glacier area occurred between the two
inventories [9]. LiDAR campaigns over the Austrian Alps were conducted between 2006 and 2013 by
the regional governments [28–30]. The LiDAR dataset covers a range of years that has been collated
together. This is clearly a source of error and is discussed in Section 5.3.

Several authors have calculated glacier area changes by using the Austrian Glacier Inventories,
LiDAR data, or additional data. A change in glacier area of 8.2% was found for glaciers in the Ötztal
Alps between the LiDAR data (acquired in this case in 2006) and AGI_1998 [31] while Schicker [32]
used Landsat Thematic Mapper (TM) data to find an accelerating shrinkage of glaciers (13.3% between
1969 and 1985 and 21.8% between 1997 and 2003) for the Stubai Alps. Paul et al. [4] used 10 Landsat
TM scenes to map glacier ice over the entire European Alps which was then submitted to GLIMS.
Due to inconsistencies such as the interpretation of snow patches, no change assessment with the two
previous Austrian Glacier Inventories could be conducted; however, a difference of 30% or 2% per
year was found when the 2003 data were compared to the World Glacier Inventory (WGI) data from
1970 ˘ 15 years.

In this paper, we combine Landsat 5 and Landsat 8 imagery with a LiDAR-based DEM to map
glacier outlines and transient snowlines in the Hohe Tauern National Park, Austria, for the years 1985,
2003, and 2013 and assess the change. The Austrian Glacier Inventories from 1969 and 1998 were
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also used for comparison. We evaluate the potential of using high-resolution topographic data within
OBIA to semi-automatically delineate debris-covered ice based on breaks in the surface morphology.
Lastly, we create manually corrected glacier outlines with reference to the LiDAR DEM, SAR coherence
data, and the change in surface elevation between the LiDAR DEM and the SRTM (Shuttle Radar
Topography Mission). The SRTM DEM is a near-global (56˝ S to 60˝ N) elevation model acquired using
the Space Shuttle Endeavour in February 2000 [33]. The SRTM1 product can be downloaded for free
from the USGS Earth Explorer (earthexplorer.usgs.gov) and offers a spatial resolution of 1 arc-second
(approximately 30 m).

The objectives of this paper are two-fold:

(1) To semi-automatically assess the changes in glacier area in Hohe Tauern National Park in the
Austrian Alps by using Object-Based Image Analysis (OBIA).

(2) To assess the potential of using high resolution topographic data to detect debris-covered ice by
using edge detection of the surface slope. Although debris-covered ice is not of a major concern
in the Austrian Alps, other glacierized regions such as the Himalayas contain considerable
amounts of debris-covered ice and, as such, any semi-automatic methods would be beneficial for
estimating ice reserves and assessing glacier change.

2. Study Area and Data Used

Hohe Tauern National Park (HTNP) covers approximately 1800 km2 between the federal states of
Carinthia, Salzburg and Tyrol in western Austria (Figure 1). Approximately 10% (125 km2) of HTNP is
covered by glaciers [3], ranging in altitude from 2000 to 3600 m with the majority of glaciers situated
between 2700 and 3100 m. The glaciers present are a mixture of clean ice and debris-covered glaciers.
HTNP includes the Pasterze Glacier (17.6 km2) (Figure 2), the largest glacier in the Austrian Alps;
1.2 km2 of the Pasterzr Glacier is covered by supraglacial debris which reaches 47 cm in thickness
towards the glacier terminus [34]. The majority of Austrian glaciers are less than 1 km2 and only five
glaciers in the country are larger than 10 km2 [27]. Glaciers in the Austrian Alps can exist above ~2080 m,
and sometimes at lower elevations due to higher-than-average accumulation primarily because of
leeward accumulation caused by wind, or due to supraglacial debris insulating the underlying ice [8].

Figure 1. Location map of Hohe Tauern National Park (HTNP) within Austria.
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Figure 2. Pasterze Glacier, the largest glacier in Austria. Pasterze Glacier contains significant debris
cover on the southern part of the glacier tongue. Photo: Hanna Siiki.

The climate in the Alps has changed considerably over the past decades [35]. The annual mean
temperatures in the Greater Alpine Region have risen by about twice as much compared to average
global warming or the average rise in the northern hemisphere since the late 19th century [36].
For example, the Sonnblick Observatory (3106 m a.s.l.) in the HTNP, which is the highest observatory
in the world that is operated throughout the year, recorded an increase of approximately 2 ˝C since
1887 [37]. A major indicator of climate change in the Alps is the shrinkage and loss of volume of alpine
glaciers with short response times [38].

One hundred and forty-five glaciers in HTNP were selected from the 1969 Austrian Glacier
Inventory to assess glacier change; this was done to exclude snow patches and very small glaciers that
were found in the AGI_1969. In total this represented 181 km2 of the 207 km2 (88%) of ice present in
HTNP in 1969.

The data used in this study (Table 1) comprise three Landsat scenes from the end of the ablation
season (late August/early September) of 1985, 2003, and 2013 as well as a LiDAR-derived DEM from
between 2006 and 2013 resampled to 10 m resolution, which is freely available from the geodata portal
of Austria (www.geoland.at). Although it could have been possible to obtain a 1 m DEM from this
data, it is uncertain whether this large amount of data would have been stable within the eCognition
software and it was unlikely to produce significantly better results. Ideally, DEM data from each time
period would have been used in the classification. The SRTM DEM was available from February 2000,
but it was found that the morphology of the glacier termini was not sufficiently prominent in the
elevation model. This is suggested to be the result of the coarser 30 m resolution, meaning that a glacier
of 500–600 m width would be only ~15 pixels, as well as the acquisition being in the accumulation
season, when the glacier is more likely covered by snow. The LiDAR-derived DEM was therefore used
as the elevation source for all three classifications as well as for generating the topographic derivatives
(slope, curvature and aspect). The implications of this are discussed in Section 5.3. The change in
elevation between the LiDAR DEM and the SRTM was used as a reference when manually correcting
the 2013 outlines, along with an ALOS PALSAR coherence image (see Section 3.3). InSAR coherence
data (commonly referred to in the literature simply as SAR coherence data) is an image generated
from a pair of SAR images with a short interval between acquisitions. In our case we used two ALOS
PALSAR images separated by approximately two weeks. The interferometric coherence between the
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image pairs is used to determine which areas have undergone a change in surface conditions or motion,
and which areas have been stable. This has been used by others to delineate where debris-covered ice
is found [19,20].

Table 1. Data used in this study.

Scene ID Date Sensor Resolution (m)

LC81920272013247LGN00 4 September 2013 Landsat 8 30 (15 pan-sharp)

LT51920272003236MTI01 24 August 2003 Landsat 5 30

LT51920271985234KIS00 22 August 1985 Landsat 5 30

2006–2013 LiDAR 10

SRTM1N47E012V3 11 February 2000 SRTM 30

Track 637 Frame 930 01 July 2007 ALOS PALSAR 16 m ˆ 13 m, geo-coded to 1
arc-second (~30 m)

Track 637 Frame 930 16 August 2007 ALOS PALSAR 16 m ˆ 13 m, geo-coded to 1
arc-second (~30 m)

We used the SAR coherence data from 2007 only for data verification for two reasons: (1) because
the size of glaciers in the Austrian Alps compared to the Himalayas makes SAR coherence data
less suitable; and (2) we wanted to focus on assessing the potential of solely using high-resolution
topographic data to classify debris covered ice based on the surface morphology.

3. Methods

Three classifications were performed within Trimble eCognition 9.0 for the years 1985, 2003 and
2013. Before analysis, all data were re-projected to UTM zone 33N. Image segmentation is one of the
most critical stages in OBIA. As such, time was taken to find suitable segmentation parameters based
on statistical pre-evaluations; this was done with the help of the Estimation of Scale Parameter 2 (ESP 2)
tool [39]. In addition to choosing what datasets should be used to segment the data and create objects,
scale, shape and compactness parameters are also specified. Within the multiresolution segmentation
in eCognition, the scale parameter determines the size of the segmented image objects, the shape
parameter dictates the relative importance of the shape versus the color/pixel values (calculated from
the perimeter divided by four times the square root of the area) while the compactness decides how
compact or smooth the final objects should be. eCognition calculates the compactness as the length
and width divided by the area [40].

Running multiple hierarchical multiresolution segmentations was found to help group non-glacier
objects together (Figure 3). Two segmentations were run before clean ice was classified, while an
additional segmentation to create larger objects was performed before classifying debris-covered ice
(see Table 2). The transient snowline (TSL) was mapped using a spectral difference segmentation
performed on the second segmentation level (Table 2). A compact ruleset was applied that assigned
objects to the classes of snow, clean ice or debris-covered ice. In order to account for the differences in
bit depth between the Landsat 5 (8 bit–256 values) and Landsat 8 images (16 bit–65536 values), the
thresholds for classifications had to be altered slightly. This was particularly important for thresholds
for singular spectral bands, such as the red channel being used to map debris-covered ice. Fuzzy
thresholds help alleviate this problem. Following image segmentation, objects were classified. This was
done by assigning thresholds and fuzzy thresholds to the different classes, as detailed below.
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Table 2. Parameters used in image segmentation. The clean ice was classified at level 2, the TSL was
classified at level 2B, debris-covered ice was classified at level 3.

Segmentation
Level

Scale Parameter Shape Compactness Bands Used Purpose

1 3 (5 *) 0.3 0.6
Blue, Green, NIR, Red,
Slope, SWIR 1, SWIR 2,

Thermal
Input for level 2

2 5 (8 *) 0.8 0.6
Blue, Green, NIR, Red,
Slope, SWIR 1, SWIR 2,

Thermal
Classifying clean Ice

2B
Maximum

spectral
difference = 10

n/a n/a NIR Classifying transient
snowline

3 10 (12 *) 0.25 0.5
NIR, Red, Slope, NDVI,
canny edge detection

(slope) **

Classifying debris
covered Ice

*—Due to the increased bit depth, the scale parameter had to be increased for Landsat 8; **—As the topographic
data did not correspond well to the 1985 data, the edge detection was not included in this classification.

 

Figure 3. An illustration of the four segmentation levels within eCognition that were used within the
classification procedure. An overview of each level and what it was used for is given in Table 2.

3.1. Clean Ice and Transient Snowline (TSL)

Clean ice was classified based on the following rules outlined below. Literature was used to select
thresholds and is given when applicable; in other cases, the thresholds were found by trial and error.
Note that many thresholds are fuzzy thresholds, and therefore contain a range of values (denoted with
a dash). For example ě1.4–2 means objects were classified if they had values greater than 2, although
if other criteria were met, objects with values between 2 and 1.4 were also considered. This allowed a
degree of flexibility with the classification procedure.

‚ NIR/SWIR1 ratio ě1.4–2 (after [41,42])
‚ The Normalized Difference Snow Index (NDSI) with a threshold of ě´0.05–0.1 (after [43])
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‚ The Normalized Difference Water Index (NDWI) with a threshold <0.15–0.4. It has been
highlighted by others that turbid proglacial meltwater can be misclassified as clean ice (for
example [4]), and the NDWI was therefore used to exclude proglacial lakes.

‚ Constraints of altitude of ě2000 m and an upper threshold for the slope between 40˝ and 60˝.

‚ The classified image objects that bordered each other were then merged and clean ice smaller
than 0.02 km2 was removed from the classification.

Before the TSL could be classified, a spectral difference segmentation was performed. In this
process, image objects already classified as clean ice were merged based on the similarity in spectral
values (in this case the NIR spectral band), provided that neighboring objects did not vary in NIR
reflectance by more than 10 (or 1000 for Landsat 8). The image objects then roughly corresponded to
the boundary between snow and clean ice. It was found that the boundary between snow and ice was
clearly visible using a false color composite image of the SWIR1, NIR and Red bands. An intensity
image for these three bands was therefore generated with values ranging from 0 to 1. A threshold of
0.5 (or 0.38 for Landsat 8) was used to separate snow from clean ice.

3.2. Debris-Covered Ice

Due to the spectral similarity of debris-covered ice to the surrounding terrain, the classification
procedure could not rely solely on spectral information. Instead, a combination of topographic
parameters from the LiDAR DEM as well as the thermal band was used to delineate debris-covered
ice. A canny edge detection process was used on the surface slope (Figure 4), which helped highlight
where a break in the surface morphology occurred. This edge detection layer was then used in the
segmentation when creating object level 3. The resulting image objects were then classified with a
combination of fixed thresholds and fuzzy thresholds.

‚ ´0.05–0 ď NDVI values ď0.01–0.03. The NDVI has been used by others to take advantage of the
fact that debris-covered ice typically has less vegetation than the surrounding non-glacierized
terrain (for example [24]).

‚ Red channel ď59 (in the case of Landsat 8, 11000 was used). This was found to be useful in
excluding some paraglacial slopes.

‚ An upper threshold of the slope between 12˝ and 20˝. Surface slope has been extensively used to
delineate debris-covered ice, with a threshold of 20˝ being used previously in the European Alps
(for example, see [18])

‚ Thermal band ď12 ˝C. The thermal signature has often been used to differentiate debris-covered
ice (for example, see [17]). The strength of the thermal signature is, however, highly dependent on
the thickness and distribution of the glacier debris [44] and care should be taken to not overly rely
on the thermal signature. For this reason it was an advantage to include the thermal band as a
fuzzy membership function. That way objects that met all other criteria yet did not have a distinct
thermal signature could still be considered debris-covered ice.

‚ Normalized Difference Water Index (NDWI) ě´0.03. A threshold in the NDWI was included to
exclude marginal glacial lakes from the classification.

The classification was then expanded into neighboring objects (ě80% shared border) that had
a temperature of ď10 ˝C, or objects within 50 m of clean ice and 800 m from debris-covered ice that
were spectrally similar and that had slopes of 20˝–30˝. Image objects that were initially classified as
debris-covered ice but that did not border clean ice were then removed. Clean ice and debris-covered
ice were finally combined into one class and any objects smaller than 0.1 km2 or with very irregular
shapes (compactness of objects ě2.5) were removed, although during manual corrections some small
glaciers that were present in the reference datasets were included.
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Figure 4. Edge detection on the LiDAR-derived DEM was effective for identifying debris-covered
termini based on a break in surface morphology. (A) Shows the Landsat 2013 image with glacier
outlines overlaid; (B) shows the edge detection dataset. It can be seen that the edge detection can be
used in helping delineate the extent of debris-covered ice. The glacier outlines shown are the manually
corrected 2013 outlines (2013_Man).

3.3. Post-Processing

The glacier outlines were smoothed using pixel-based growing and shrinking tools within
eCognition before being exported as shapefiles. The glacier outlines were then divided by their
drainage divides; the same drainage divides as the AGI were used to maintain consistency. Individual
glacier shapefiles from the three OBIA classifications (1985_OBIA, 2003_OBIA and 2013_OBIA) were
then compared with the AGI data from 1969 and 1998.

3.4. Manual Delineation and Accuracy Assessment

The reference glacier outlines available through GLIMS were dated from images acquired in 2003.
Hence, in order to assess the accuracy of the OBIA_2013 outlines, it was necessary to create a set of
manually corrected outlines (2013_Man) that were assumed to be “truth.” These outlines were created
with the aid of different data sources (Figure 5), namely Google Earth imagery, SAR coherence data,
the profile curvature and hillshade models from the LiDAR DEM, and the difference in elevation
between the LiDAR DEM and the SRTM DEM (henceforth referred to as difference in elevation, or
ΔH). The comparison between these two DEMs meant that the spatial resolution of the LiDAR DEM
(10 m) had to be reduced to the spatial resolution of the SRTM (30 m). This understandably results
in a loss of information; however, since ΔH was only used for visual analysis and not quantitatively,
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we do not consider this a particular problem. The reason for using ΔH was that glacier ice, even if
debris-covered, is recognizable from the surrounding terrain by a change in surface elevation [42].

Figure 5. The glacier outlines (A) were manually corrected with reference to thermal data (B); SAR
coherence data (C); the profile curvature (D); difference in elevation between 2000 and 2006 (E); and a
hillshade model (F).

We evaluated the accuracy of our classifications in two ways. Firstly, we calculated simple
percentage deviations (between OBIA_2003 and 2003_GLIMS, and OBIA_2013 and Man_2013
respectively). Although this is not a highly sophisticated method for assessing the accuracy of an
image classification, it is widely used within the field of glaciology (for example [18,45]). In addition
we assessed the accuracy using a confusion matrix following the methodology described by [46].
Ten thousand random points were generated within the HTNP and were assigned to either be “glacier”
or “non-glacier” using the 2013_Man outlines. These points were then compared with the OBIA_2013
results and the following error terms were determined:

‚ User’s accuracy—This is an error of commission and shows the percentage of the final classification
that was a glacier.

‚ Producer’s accuracy—This is an error of omission and describes the percentage of actual glacier
area that was successfully classified.

‚ Overall accuracy—This considers both the user’s accuracy and the producer’s accuracy and shows
the percentage of points that were correctly classified.

‚ Kappa coefficient—This is a measure of agreement between the classifications and the ground
truth pixels, and of the classification not being due to random chance [47].

4. Results of Glacier Mapping

A total of 145 glaciers were mapped, representing 88% of the ice within HTNP in 1969. The results
of the mapping are shown in Table S1. The most recent classification (OBIA_2013) contains 120 km2

of ice. The average glacier size was 0.22 km2 with 33 glaciers (23% of total) being larger than 1 km2

and three glaciers (2%) being larger than 5 km2. Supraglacial debris is present on four glaciers, most
prominently on the Pasterze Glacier (1.1 km2) and Schlaten Kees Glacier (0.95 km2).

4.1. Decadal-Scale Changes in Glacier Area

Between AGI_1969 and OBIA_1985 there was a 3% decrease in glacier area from 181 km2 to
175 km2 with a mean loss of 0.4 km2¨ a´1. This rate of glacier loss increased to 1.2 km2¨ a´1 between
OBIA_1985 and AGI_1998 as the total glacier area decreased by a further 9% to 160 km2. An increase
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in the rate of glacier shrinkage happened between AGI_1998 and OBIA_2003, when the glacier area
was reduced by a further 28% to 115 km2 at a rate of 8.9 km2¨ a´1. In total this accounts for a loss in
glaciated area of 36% since 1969. Between OBIA_2003 and OBIA_2013, a growth of 5% (9 km2) was
observed at a rate of 0.6 km2¨ a´1. This is discussed in Section 5.1. In 1969, 69% of glaciers were smaller
than 1 km2, and this had increased to 80% by 2013 (Figure 6). Between 1969 and 2013, the glaciers in
the HTNP lost a total of 60.4 km2 (33%) of the glacier area at a mean rate of 1.4 km2 per year within the
HTNP. Between 1985 and 2013, the glacier area reduced by 54.6 km2 (31%) (Figures 7–10).

 

Figure 6. A cumulative distribution graph of the total glacier area against the size of individual glaciers
in 1969 and 2013. Note that the x-axis is logarithmic.

 

Figure 7. Total glacier area change between 1969 and 2013 over Schlaten Kees, Untersulzbach Kees,
Viltragen Kees and Obersulzbach Kees. The background image is a false color (SWIR1, NIR, Red)
Landsat image in order to help highlight snow and ice.



Remote Sens. 2016, 8, 67 11 of 23

Figure 8. Decadal changes around Großglockner, including the largest glacier in Austria, the Pasterze
Glacier, which includes a heavily debris-covered glacier tongue. The background image is a false color
(SWIR1, NIR, Red) Landsat image in order to help highlight snow and ice.

 
Figure 9. Percentage change in glacier area between 1969 and 2013 against mean glacier elevation.
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Figure 10. Percentage area change between 1969 and 2013 for individual glaciers within Western (A);
Central (B); and Eastern (C) portions of the Hohe Tauern National Park.

Some relationship exists between mean glacier altitude and the change in glacier area (R2 = 0.87),
with glaciers at lower altitudes losing larger proportions of their area than glaciers lying at higher
altitudes (as shown in Table S2 and Figure 9). The 16 glaciers with mean altitudes of <2600 m lost, on
average, 53% of their area between 1969 and 2013, compared to the 29 glaciers between 3000 and 3100 m
or the six glaciers higher than 3100 m which lost, respectively, 27% and 12% of their area. Three of
these glaciers appeared to have grown in size. These snow patches (<0.08 km2) are, however, located at
relatively high altitudes, indicating that these area growths are most likely artefacts of seasonal snow.
Smaller glaciers lost, on average, a greater proportion of area relative to their size than larger glaciers
(R2 = 0.60) (see Table S3 and Figure 11). The 69 glaciers with sizes <0.5 km2 lost, on average, 55% of
their area between 1969 and 2013, although there is a large spread in the data. Three glaciers lost >75%
of their area (IDs: 5070 (Klockerin Kees), 6063 (Mailfrosnitz Kees) and 6052 (Dorfer Kees)). One glacier
remained at a constant area (5058 (Walcher Kees)), while three underwent expansions of between 3%
and 33% (IDs: 5056 (Sandboden Kees), 5068 (Kaindl Kees) and 6082)). Glaciers that were between
5 and 10 km2 and >10 km2, in contrast, lost an average of 25% and 24% of their areas, respectively.
Glaciers which had a mean aspect towards the west-northwest (WNW) and south-southeast (SSE) lost
slightly more area than glaciers facing in other directions (Table S4 and Figure 12). The difference,
however, is not especially prominent at the regional level where glacier losses are more apparent on
smaller glaciers, regardless of aspect (Figure 10).

It is hard to assign any general trends to how the debris-covered portions of glaciers have changed
(Table S5), especially given that the classifications relied partly on one DEM from between 2006 and
2013. Nevertheless, changes to the spectral properties of the debris cover allowed the classification
procedure to map some changes in the area of the debris cover. The reliability of these changes is
discussed in Section 5.3. Information about the proportion of supraglacial debris is available from the
three OBIA classifications, but not from the two AGIs. The five glaciers that have debris cover shrank
by a mean of 22%, although the amount of debris cover varied. This is less than the mean reduction of
32% that occurred to glaciers within HTNP. While the amount of debris-covered ice on Ödenwinkel
Kees was reduced by 42%, and Obersulzbach Kees lost all of its supraglacial debris, and three glaciers
(Schlaten Kees, Unterer Riffl Kees and Pasterze Glacier) experienced an increase in debris-covered ice
of 39%, 45% and 22%, respectively. Figures 7, 8 and 10 show the decadal-scale changes.
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Figure 11. Percentage change in glacier area between 1969 and 2013 against glacier area as of 1969.
Note that the two largest glaciers are excluded.

 

Figure 12. Percentage change in glacier area between 1969 and 2013 against mean glacier aspect. Note
that no glaciers had a mean aspect towards the north (345˝–15˝).

4.2. Change in Transient Snowline Elevation (TSL)

Fifty-seven glaciers were larger than 0.2 km2 and had the TSL mapped in both the 1985 and 2013
images, 47 of which also had the TSL mapped in the 2003 image. The TSL itself varies considerably
over the region (Table S7 and Figure 13). The TSL varies by up to 199 m in elevation across the glaciers
on the 1985 image, and up to 108 m on the 2013 image (Figure 14). Glaciers with the highest TSLs
are those located on southerly exposed slopes (Table S8 and Figure 14), with glaciers facing the south
and south-southwest having mean TSL altitudes in 1985 of 2910 and 2900 m compared with glaciers
facing north-northeast (NNE) and north-northwest (NNW) which had altitudes of 2774 and 2814 m,
respectively. Note that there is a lack of data on glaciers with a northerly aspect due to shadows.
This is further discussed in Section 4.3. Given the variation of TSL elevation within HTNP it is not
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straightforward to report changes over the entire region between the three classifications. However,
the average altitude of the TSL in 1985 was 2913 m. This increased by an average of 159 m to 3071 m
in 2003, leaving very little snow on most of the glaciers before decreasing by 66 m to 3005 m in 2013.
In total, this represents a rise of 92 m between 1985 and 2013.

Figure 13. Snowline elevation as mapped for individual glaciers in 2013 within within Western (A);
Central (B); and Eastern (C) portions of the Hohe Tauern National Park.

 

Figure 14. Mapped transient snowlines (TSLs) from 1985 and 2013 against aspect. Note that no
snowlines were mapped with NWN aspects in 1985 or NWN and WNW in 1985, and these glaciers
were more effected by shadows which masked the TSL.
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4.3. Accuracy Assessment

In order to determine the accuracy of our OBIA classifications, we compare our glacier outlines
with reference data (Table S6). Our OBIA_2003 outlines were compared with the GLIMS outlines [4],
referred to henceforth as GLIMS_2003. OBIA_2013 outlines were compared with manually corrected
outlines (2013_Man, Section 3.3). Although in many cases there is no alternative measure to assess
classification accuracies, care needs to be taken when basing accuracy assessments on percentage
differences to reference data, particularly between different studies that focus on different samples of
glaciers. The relative accuracy is dependent on both the size of the glaciers and the total study area.
As the study area or number of glaciers being mapped increases, the error term becomes more random
and less systematic [45].

By comparing the total mapped ice for the 145 glaciers within HTNP, the OBIA_2003 classifications
had an accuracy of 94% compared with GLIMS_2003. Among these, 62% of the glaciers were mapped
with an accuracy of >90%, 39% of which were mapped with an accuracy of >95%. There were some
glaciers identified in GLIMS_2003 that were not mapped in our classification. This was either due to
the glaciers being smaller than the area threshold specified within the OBIA classification procedure,
or because of shadows. The OBIA_2013 glacier outlines were mapped to a mean accuracy of 98%, 51%
of the glaciers were mapped with an accuracy of >90% and 33% were mapped with an accuracy of
>95%. The errors associated with the mapping of these glaciers are mainly caused by shadows and
seasonal snow. In these cases these errors could mask changes in glacier area, and manual correction is
necessary. For many of the glaciers, though, especially the larger glaciers, the glacier outlines were
sufficiently accurate to see changes in glacier area over a decadal scale. It could be, however, that for
annual changes in glacier area it is necessary to manually correct glacier outlines for shadow, snow
and debris.

We also computed a confusion matrix for assessing the accuracy of OBIA_2013 (Table 3). The high
kappa value shows that the classification did not happen due to chance. The user’s accuracy shows
that there were few false positives (objects mapped as glacier ice that in actuality were not), but the
producer’s accuracy shows that the classification was affected by false negatives (i.e., glacier ice that
was not mapped). This is mostly due to problems such as shadows, seasonal snow, and the difficulty
of mapping debris-covered ice.

Table 3. User’s accuracy, producer’s value and overall accuracy from a confusion matrix. The values
were determined for the OBIA classifications of glaciers in 2013, assessed against the manually
delineated outlines (Man_2013).

User’s Accuracy Producer’s Accuracy Overall Accuracy Kappa

94.1 81.6 0.98 0.9

The reference data contained no information that distinguished between clean ice and
debris-covered ice. The entire region contained only 2.2 km2 of glacial debris (1.8% of the total
glacierized area). Nevertheless, if 2013_Man is compared to OBIA_2013 for just the debris-covered
portions of the glaciers, then a total accuracy of 86.6% can be stated. Although given that just four
glaciers had supraglacial debris, we maintain that it is more appropriate to consider the mapping
of glacier accuracy over the entire glacier rather than report separate accuracies for clean ice and
debris-covered ice. The accuracy of the debris-covered mapping for the 2003 and 1985 classifications is
most likely lower than for the 2013 classification, given that the input data (Landsat data and LiDAR
DEM) were not temporally consistent. This most likely explains the variations in the depicted debris
cover between the three classifications (Table S5). We therefore consider our mapping of glacier debris
in 2013 to be a fairly accurate assessment, but have less faith in the temporal trends in the supraglacial
debris depicted.
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In terms of the accuracy of our time series of decadal-scale change, several error terms must be
considered in addition to the classification accuracy. The 2013 image is slightly affected by seasonal
snow at higher elevations, which can cause an exaggeration of the glacier extent. Additionally, the
1998 glacier inventory (AGI_1998) is based on images from 1996 to 2002, making it harder to compare
to the other results.

The extraction of the TSL altitude relies on the accuracy of the DEM used in extracting the
snowline altitude. We used a 10 m DEM derived from LiDAR campaigns between 2006 and 2013 for
extracting the snowline elevation for all three classifications. Although it can be assumed since the
snowline approximately equals the annual equilibrium line, elevation changes here should be less
than in the ablation area, and this needs to be kept in mind when interpreting results. The choice of
satellite imagery also impacts the mapping of the TSL. Although the images we used were mostly
snow-free, some northern-facing glaciers were obscured by shadows, making it impossible to map
the TSL. Without in situ data (such as that used by [48] when working on changing snow and ice
faces), it is difficult to thoroughly assess the accuracy of the TSL mappings, also if considering the high
variability of TSL altitude within HTNP.

5. Discussion

5.1. Area Loss Compared with Other Areas in the European Alps

The glacier losses that we mapped within HTNP have been compared to other studies in the
European Alps. It should be noted that small-scale glacier advances have been reported between the
1960s and 1980s [1,49]. It may have been possible to better assess such glacier variations; however,
between the available datasets of 1969 and 1985, only a modest reduction in glacier area is visible.
Paul et al., (2011) found an approximate reduction in glacier area of 33% over the Austrian, French,
Italian and Swiss Alps between 1970 ˘ 15 years and 2003. This corresponds well with our results of a
decrease in 33% between 1969 and 2003 or 31% between 1985 and 2013. Carturan et al. (2013) found a
23.4% ˘ 3% reduction in glacier area between 1987 and 2009 in the Ortles-Cevedale Alps of Italy, while
Gardent et al. (2014) found a 25% reduction in area between the late 1960s and the late 2000s in the
French Alps. This is less than the 31% we found between 1985 and 2013.

Abermann et al. (2009) found an 8.2% reduction in area between 1997 and 2006 in the Austrian
Ötztal Alps, considerably less than the 24% reduction we found between 1998 and 2003. Paul et al.
(2011) found a reduction of 18% in area for glaciers in the Swiss Alps between 1985 and 1999 [50],
double the 9% reduction within HTNP between 1985 and 1998. This shows that there is a large spatial
heterogeneity in glacier area response to climate across the European Alps, although an evident trend
of a clear reduction in glacier size over the last decades is dominant.

A 5% increase in glacier area is found between 2003 and 2013. We have two explanations for this
apparent anomaly. The 2013 image contained some seasonal snow at higher altitudes, and optical
satellite imagery struggles to differentiate between snow and ice, so if seasonal snow obscures the
glacier margin, automatic methods are prone to misclassify this as glacier growth. Additionally, the
summer of 2003 was abnormally hot. The European heatwave of 2003 caused extreme glacier melt
in the European Alps at a rate of eight times the long-term average (1960–2000), and double the rate
experienced in the 1998 heatwave [51,52].

Pasterze Glacier, the largest glacier in Austria, contains two components, a northern, debris-free
part, and a southern, debris-covered part [53]. Our results showed that between 1985 and 2013,
the amount of debris cover on the Pasterze Glacier increased by 22% to 1.1 km2. It should, however,
be noted (as discussed in Section 5.3) that without corresponding elevation data, delineating
debris-covered ice is difficult. This can lead to some erroneous results, such as the amount of debris in
2003 being less than in 1985 and 2013. Nevertheless, Kellerer-Pirklbauer (2008) found a 40% increase in
the amount of debris between 1970 and 2008, which is in line with our findings.
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5.2. Use of OBIA for Glacier Mapping

By using OBIA we were able to map 120 km2 (as of 2013) of glacier ice, including both
debris-covered ice and clean ice, semi-automatically. OBIA offered many advantages over PBIA
techniques when applied to glacier mapping. Rastner et al. [22] highlight how OBIA provides
marginally higher (~3%) accuracies for mapping clean ice when compared to PBIA. Accuracy is,
however, not the only advantage of OBIA. OBIA allows classes to be defined by multiple characteristics,
and this allows, for example, proglacial lakes to be separated from glacier ice (a problem identified
by Andreassen et al. [54]) by including a classification threshold based on the NDWI in the ruleset.
Working at the object level additionally allows some post-processing to be included in the workflow,
for example smoothing object boundaries or eliminating some false-positive objects. This allowed
snow patches to be removed by size, mean elevation and shape, as well as removing debris-covered
ice that is not attached to clean ice. Snow patches can be a problem when comparing classification
results with old glacier inventories. OBIA allows the inclusion of vector data, allowing only ice masses
that were present in the glacier inventory to be delineated in the classification. This can help reduce
the amount of false positives that need to be removed with opportune post-processing.

OBIA offers significantly more advantages when applied to mapping debris-covered ice.
Debris-covered ice is difficult to identify based solely on spectral information [55,56], thereby additional
data sources such as a DEM or SAR coherence data should be used. OBIA allows these data sources to
be combined in the classification procedure. In this study we used the surface morphology, spectral
values and thermal properties to identify debris-covered ice. The morphology was used by performing
an edge extraction on the surface slope; this edge detection was then used in the segmentation of
image objects. This analysis could have been done using PBIA, but edge detection could have only
been used as a guide to manual interpretation as opposed to being a component in a semi-automated
workflow. Once the ruleset was generated for one scene, it could be applied to other imagery from
different dates, although due to changes in the sensor (Landsat 8 vs. Landsat 5) or differences in the
time of acquisition or scene illumination, small adjustments had to be made to the thresholds used
in the classification. The transferability of rulesets highlights the potential for OBIA being used for
creating more frequent and consistent glacier inventories.

The accuracy of semi-automated mappings of glacier ice is affected by a number of factors, such as
the presence of seasonal snow, shadows or the presence of supraglacial debris [57]. Additionally, given
the reported rapid shrinkage of glaciers in the European Alps, the range of years which the LiDAR data
were gathered (2006 to 2013) contributes to the uncertainty of mapping the debris-covered glaciers.

The transient snowline proved relatively easy to map due to the spectral difference between bare
ice and snow. Distinguishing between bare ice and snow is an established technique [48,58,59]. Our
analysis, however, was limited by having just three years’ worth of data. Although an overall rise in
TSL is observable between 1985 and 2013, three TSL measurements are not sufficient to establish a
temporal trend, given the large variability within each image. The 2003 dataset shows almost no snow
being left on the glaciers. Although this makes it harder to infer a trend from the three datasets, this
augmentation in TSL altitude most likely reflects the unusually hot summer of 2003 where extensive
ablation occurred for a prolonged period of time [51]. The snowline varies spatially within HTNP, with
glaciers that have a more southern aspect and therefore a higher radiation receipt being characterized
by higher snowlines [60]. Care needs to be taken when interpreting snowlines mapped from optical
imagery and interpreting them as a proxy for ELA. The mapped snowline is highly affected by the
image acquisition date, seasonal snowfalls and shadow [15,58]. It is therefore of great importance
that the satellite acquisition occurs as close as possible to the end of the ablation season in order for
multiple images to be comparable. The images we used were acquired from the end of August or
start of September, so it is likely that further ablation occurred between these dates and the period of
first snowfall.

When snowlines are mapped over decadal timescales, then the snowline altitude can be used
as a proxy for the ELA or glacier mass balance [61,62]. We, however, do not consider our snowline
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time series to be sufficiently long to infer any changes in glacier mass balance. We instead consider
our snowline mapping results to demonstrate the potential for semi-automatically delineating the
transient snowline from time series of optical satellite images using OBIA.

We believe that OBIA is, therefore, a suitable methodology for semi-automated mapping of
glaciers, including the delineation of debris-covered ice and the TSL. Once the classification rulesets had
been created in eCognition, it took less than 5 min to fully classify the entire study area. The adjustments
needed to adapt the rulesets for the different Landsat sensors took approximately 45 min before the
classification could be run again on a different image. The results had an accuracy of 92%, meaning
that only minor portions had to be manually edited. Once the classification ruleset has been generated,
OBIA offers a method for relatively efficient transferability to other images.

5.3. Topographic Data for Debris-Covered Ice

Topographic data have been widely used to map debris-covered ice by interpreting a change in
morphology at the glacier terminus [18,63,64]. To date, however, edge detection has not been used as a
processing step within a classification of debris-covered ice. Although the morphology can be used
to depict the glacier terminus edge, there is some discussion needed whether what can be detected
as a break of topography is active glacier ice, or whether it is stagnant ice. Stagnant ice can become
decoupled from the active flowing glacier ice [65]. However, it can still contribute to water resources
through melting. There is no clear consensus on whether stagnant glacier ice should be mapped as
part of the glacier, although with the exception of perhaps the Pasterze Glacier this is not of major
concern in the HTNP, it must be considered when working in areas of significant supraglacial debris
such as the Himalayas [66].

Edge detection proved a reliable method to extract the terminus position of debris-covered glacier
tongues. Only one DEM dataset derived from LiDAR data acquired between 2007 and 2013 was
available, meaning that a change in surface morphology could not be used to delineate changes in
debris cover. The DEM was used to assist creating image objects for OBIA_2003 and OBIA_2013, but
no DEM was available to correspond with OBIA_1985. This most likely explains the slightly dubious
results obtained for the debris-cover mapping, for example the Pasterze Glacier experiencing a decrease
and subsequent increase in debris cover. The classification procedure managed to depict changes in
supraglacial debris by variations in the spectral values, although ideally each OBIA classification would
have had a corresponding DEM in order to map changes in morphology at the glacier terminus. Future
LiDAR acquisitions could be used to accurately determine the shrinkage of debris-covered glacier
tongues on a multi-temporal basis by incorporating edge detection algorithms within the analysis. It is
not possible, however, to differentiate between debris-covered ice and ice-cored moraines by solely
using topographic data. It would therefore be advantageous for future work to incorporate either SAR
coherence data or surface displacement data derived from feature tracking of multi-temporal satellite
images [67].

6. Conclusions

We have demonstrated the use of Object-Based Image Analysis (OBIA) for robust mapping of
clean and debris-covered ice within Hohe Tauern National Park, Austria. By comparing our three
classifications (OBIA_1985, OBIA_2003 and OBIA_2013) with the two Austrian Glacier Inventories
(AGI_1969 and AGI_1998) we have determined the total loss and rate of glacier terminus retreat for
145 glaciers. Mean rates of glacier loss appear to have increased from a mean of 0.4 km2¨ a´1 between
1969 and 1985 up to a rate of 8.9 km2¨ a´1 between 1998 and 2003, although given the time intervals
we are working with, it is difficult to speculate that this represents an acceleration in glacier loss.
Our analysis contained only five time periods over a 44-year period, one of which was hampered by
seasonal snow. Care therefore needs to be taken in interpreting how the rate of glacier loss has changed
over this time. It can be stated, however, that the total area of ice reduced by 33% from 181 km2 in
1969 to 120 km2 in 2013. The year 2003 is showed as having a total ice area of 5% less than in 2013 at
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115 km2. We explain this as being due to a combination of some seasonal snow at higher altitudes in
the 2013 satellite image and the extreme heat of the summer of 2003.

While clean ice can already be robustly classified using PBIA methods, the inclusion of spatial
and contextual information helps remove false positives (such as snow patches or turbid-water) and
semi-automatizes post-processing procedures, thereby reducing the amount of manual corrections
needed. Additionally, the transferability of rulesets could further the development of semi-automated
glacier mapping procedures in other regions of the world.

The mapping of debris-covered ice can be greatly improved by using OBIA. Working at the object
level allows topographic as well as spectral and thermal data to be used in combination to delineate
debris-covered ice. Contextual and spatial information can be used to remove debris not connected
to clean ice, or expand the classification into spectrally similar objects. Additionally, the inclusion
of algorithms such as edge detection allow debris-covered ice to be mapped using breaks in surface
morphology, building on the work of others [18,63,68].

The future availability of relatively high resolution DEMs, such as the TanDEM-X Global DEM or
Sentinel-2 photogrammetric DEMs, could provide possibilities of using more up-to-date topographic
data to map debris-covered ice [69,70]. In particular, the use of multi-temporal high-resolution
stereo imagery, providing optical imagery and a DEM from the same acquisition, should be explored.
Additionally, although we have demonstrated that the use of OBIA in classifying clean ice is efficient
and accurate, the process still requires the careful selection of thresholds for band ratios and spectral
indices. OBIA allows the use of “automatic thresholds” where a threshold is determined that divides a
histogram into two subsets [71,72]. Such an approach has not been utilized within the field of remote
sensing glaciology, and has the potential to facilitate a fully automatic workflow for the classification of
clean ice. Given the prominent spectral signature of clean ice as opposed to fresh snow, future studies
could also map the TSL using automatic thresholds over a long timescale, providing an automatically
generated time series of transient snowline fluctuations.
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Table S1. Measured Glacier Areas within the Hohe Tauern National Park. The datasets from 1969 and 
1998 are from the Austrian Glacier Inventories. The datasets from 1985. 2003 and 2013 are from OBIA 
classifications. 

Glacier 
ID 

Glacier Name Glacier Area 

Total 
Change 

(1969–2013) 
(%) 

  1969 1985 1998 2003 2013  
4018 Leiter Kees 0.47 0.33 0.38 0.05 0.13 −72 
4020 Hohenwart Kees E 0.28 0.02 0.24 0.12 0.14 −49 
4022 Schwerteck Kees E 0.09 0.07 0.08 0.05 0.05 −49 
4023 Schwerteck Kees M 0.51 0.49 0.40 0.28 0.43 −15 
4024 Schwerteck Kees W 0.43 0.38 0.26 0.02 0.17 −60 
4025 Kellersberg Kees 0.18 0.16 0.12 0.03 0.11 −40 
4026 Hofmas Kees 1.17 1.12 1.09 0.82 0.88 −25 
4027 Pasterzen Kees 19.90 18.28 18.37 15.32 15.37 −23 
4028 Wasserfallwinkel 1.98 1.96 1.86 1.62 1.55 −22 
4030 Freiwand (Magnes) Kees 0.35 0.27 0.32 0.19 0.17 −51 
4034 Grosser Fleiss Kees 0.40 0.24 0.35 0.17 0.15 −63 
4036 Kleiner Fleiss Kees 1.27 1.12 0.96 0.77 0.85 −33 
4037 Zirknitz Kees 0.10 0.11 0.11 0.03 0.07 −29 
5008 Tischlerkar Kees M2 0.58 0.64 0.55 0.34 0.31 −46 
5012  0.05 0.07 0.04 0.00 0.04 −21 
5013 Grubenkar Kees 0.87 0.85 0.76 0.35 0.52 −40 
5019 Sparaenger Kees E 0.07 0.08 0.05 0.00 0.03 −56 
5021 Schlappereben Kees 0.79 0.75 0.68 0.07 0.62 −22 
5025 Schareck Kees E 0.41 0.43 0.33 0.05 0.30 −27 
5027 Schareck Kees W 0.20 0.20 0.16 0.03 0.12 −39 
5028  0.10 0.07 0.07 0.00 0.04 −58 
5030 Vogelmaier Ochsenkar Kees un. 1.28 1.21 1.11 0.61 0.62 −52 
5031 Vogelmaier Ochsenkar Kees ob. 0.40 0.42 0.39 0.22 0.26 −34 
5034 Pilatus Kees 0.47 0.30 0.47 0.13 0.13 −72 
5035 Hocharn Kees S 0.31 0.35 0.27 0.07 0.17 −44 
5036 Hocharn Kees N 0.75 1.05 0.74 0.47 0.50 −33 
5037  0.15 0.15 0.11 0.00 0.07 −52 
5038 Krummel Kees 1.03 1.09 0.93 0.53 0.68 −34 
5039  0.22 0.26 0.21 0.10 0.17 −22 
5040 Weissenbach Kees 1.24 1.40 0.87 0.36 0.52 −58 
5043 Brekogel Kees 0.62 0.57 0.39 0.00 0.23 −63 
5045 Spielma Kees E 0.39 0.37 0.27 0.19 0.22 −44 
5046 Spielma Kees W 0.14 0.14 0.07 0.04 0.08 −42 
5050 Fuscherkar Kees 1.27 0.14 0.89 0.47 0.81 −36 
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5051 Bockkar Kees 3.53 3.51 3.26 2.73 2.94 −17 
5053 Hochgruber Kees 1.84 1.90 1.75 1.36 1.43 −22 
5054 Teufelsmuehl Kees 0.77 0.76 0.60 0.47 0.61 −21 
5055 Boggenei Kees 0.29 0.10 0.27 0.06 0.13 −57 
5056 Sandboden Kees 0.77 0.76 0.72 0.23 0.79 3 
5058 Walcher Kees 0.98 0.87 0.78 0.64 0.98 0 
5061 Hirzbach Kees ob. 0.30 0.41 0.14 0.13 0.22 −28 
5063 Brach Kees 0.27 0.18 0.22 0.06 0.11 −60 
5066 Wielinger Kees 1.02 0.91 0.76 0.61 0.99 −2 
5067 Foschez Kees 0.23 0.19 0.15 0.07 0.14 −37 
5068 Kaindl Kees 0.45 0.48 0.38 0.32 0.51 13 
5069 Oberer Klockerin Kees 0.31 0.28 0.18 0.12 0.26 −17 
5070 Klockerin Kees 0.58 0.18 0.48 0.00 0.08 −86 
5071 Baerenkopf Kees 2.32 2.27 2.12 1.86 2.26 −3 
5072 Schwarzkoepfl Kees 0.71 0.63 0.63 0.03 0.23 −67 
5073 Karlinger Kees 4.41 3.98 3.78 2.66 2.99 −32 
5091 Unterer Riffl Kees 1.02 1.01 0.88 0.59 0.69 −32 
5094 Oedenwinkel Kees 2.26 1.77 2.06 1.38 1.52 −33 
5097 Soblick Kees 1.76 1.57 1.50 1.13 0.93 −47 
5113 Abreder Kees 0.22 0.20 0.14 0.04 0.06 −73 
5114 Kratzenberg Kees 0.36 0.42 0.31 0.11 0.15 −58 
5115 Watzfeld Kees S 0.18 0.15 0.09 0.06 0.07 −62 
5116 Watzfeld Kees N 0.55 0.46 0.35 0.22 0.20 −63 
5117 Habach Kees 3.57 3.69 3.29 2.21 2.12 −41 
5118 Suedliches Leiterkeesl 0.26 0.24 0.23 0.15 0.16 −40 
5121  0.35 0.35 0.27 0.11 0.24 −31 
5123 Untersulzbach Kees 3.96 3.75 3.72 2.97 3.01 −24 
5124 Untersulzbach Kees W 0.26 0.27 0.24 0.20 0.17 −32 
5125 Kaeferfeld Kees 2.79 2.86 2.49 1.92 1.78 −36 
5127  0.22 0.22 0.18 0.09 0.14 −38 
5128  0.49 0.54 0.44 0.25 0.29 −41 
5129 Obersulzbach Kees 12.17 11.96 11.01 9.49 8.96 −26 
5130 Oestliches Sotags Kees 2.69 2.86 2.45 2.04 1.84 −32 
5131 Grosser Jaidbach Kees 1.05 1.09 0.93 0.71 0.60 −43 
5132 Kleiner Jaidbach Kees 0.84 0.83 0.73 0.54 0.48 −42 
5136 Westliches Jaidbach Kees 0.78 0.73 0.71 0.55 0.49 −37 
5137 Schliefer Kees N 0.19 1.15 0.16 0.04 0.07 −63 
5138 Schliefer Kees M 0.07 0.06 0.06 0.02 0.05 −29 
5139 Schliefer Kees S 0.09 0.09 0.08 0.03 0.06 −37 
5140 Westliches Sotags Kees 0.67 0.70 0.49 0.22 0.30 −56 
5141 Krimmler Kees 5.50 5.16 4.88 3.60 3.39 −38 
5150 Seekar Kees N 0.20 0.20 0.18 0.09 0.13 −37 
5152 Keeskar Kees 0.98 0.94 0.88 0.61 0.54 −44 
5153  0.11 0.96 0.09 0.02 0.06 −52 
5154 Rainbach Kees 0.89 0.87 0.82 0.42 0.44 −51 
5156 Weisskar Kees S 0.33 0.30 0.31 0.20 0.18 −46 
5157 Weisskar Kees N 0.29 0.23 0.24 0.12 0.13 −54 
5158 Waldbergkar Kees 0.23 0.19 0.15 0.05 0.09 −63 
6033 Welitz Kees S 1.04 1.19 0.95 0.89 0.73 −30 
6034 Welitz Kees M 0.57 0.85 0.52 0.46 0.33 −42 
6039 Althaus Kees 0.78 0.88 0.69 0.45 0.42 −45 
6040 Umbal Kees 5.20 5.01 4.73 4.06 4.13 −20 
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6042 Gubach Kees S 0.25 0.20 0.17 0.04 0.11 −54 
6044 Malham Kees N 0.67 0.69 0.50 0.23 0.48 −29 
6045 Simony Kees 2.91 2.81 2.56 1.88 1.61 −45 
6046 Maurer Kees W 1.48 1.50 1.41 1.34 1.27 −14 
6048 Maurer Kees M 2.39 2.59 2.12 1.62 1.92 −20 
6049 Maurer Kees E 0.87 0.94 0.73 0.55 0.60 −31 
6052 Dorfer Kees 4.55 4.13 3.80 2.79 1.08 −76 
6053 Rainer Kees 3.63 4.01 3.51 3.39 3.36 −7 
6054 Mullwitz Kees 3.52 3.61 3.24 3.01 2.95 −16 
6055 Garaneber Kees N 0.54 0.46 0.38 0.27 0.28 −48 
6056 Garaneber Kees S 0.61 0.46 0.36 0.15 0.19 −68 
6058 Nill Kees 0.25 0.16 0.16 0.00 0.12 −49 
6063 Mailfrosnitz Kees 1.11 0.50 0.56 0.20 0.18 −84 
6064 Mailfrosnitz Kees N 0.14 0.08 0.06 0.00 0.08 −45 
6065 Hohe Achsel 0.10 0.08 0.08 0.00 0.08 −21 
6066 Frosnitz Kees 2.95 2.85 2.73 2.19 1.98 −33 
6067 Kristallwand Kees 0.36 0.37 0.27 0.18 0.17 −53 
6073 Knorr Kees E 0.26 0.17 0.15 0.07 0.11 −58 
6074 Knorr Kees W 0.19 0.09 0.14 0.05 0.06 −70 
6075 Karles Kees 0.60 0.61 0.48 0.33 0.32 −46 
6077 Schlaten Kees 9.68 9.59 9.32 7.88 7.74 −20 
6078 Viltragen Kees 2.47 2.43 2.13 1.64 1.57 −36 
6079  0.26 0.29 0.21 1.62 0.15 −42 
6080  0.18 0.19 0.14 0.00 0.16 −11 
6081 Noerdlicher Viltragen Kees 1.30 1.36 1.14 0.75 0.84 −36 
6082  0.11 0.12 0.09 0.05 0.14 33 
6083  0.10 0.17 0.11 0.00 0.09 −13 
6084 Gschloess Kees W 0.09 0.11 0.05 0.00 0.04 −57 
6085 Gschloess Kees E 0.10 0.10 0.09 0.03 0.07 −23 
6088 Daber Kees N 0.38 0.50 0.37 0.18 0.30 −19 
6092 Praegrat Kees 1.00 1.00 0.90 0.65 0.54 −46 
6095 Muntanitz Kees 0.49 0.46 0.40 0.15 0.25 −50 
6096  0.19 0.10 0.10 0.03 0.06 −67 
6097 Backtroeger Kees 0.41 0.37 0.27 0.20 0.23 −43 
6098 Gradoetz Kees 1.19 0.92 0.73 0.52 0.54 −55 
6099 Loames Kees S 0.36 0.24 0.24 0.05 0.12 −66 
6100 Loames Kees N 0.30 0.26 0.24 0.13 0.13 −58 
6102 Kalser Tauern Kees S 0.22 0.20 0.18 0.11 0.11 −52 
6104 Hinterer Kasten Kees ob. 0.06 0.05 0.06 0.00 0.05 −16 
6105 Hinterer Kasten Kees un. 0.08 0.04 0.07 0.00 0.06 −28 
6106 Vorderer Kasten Kees 0.56 0.42 0.50 0.24 0.24 −57 
6107 Laperwitz Kees 2.23 2.32 2.18 1.81 1.80 −19 
6108 Fruschnitz Kees 2.82 2.92 2.69 2.53 2.70 −4 
6109  0.08 0.08 0.05 0.00 0.04 −45 
6110 Teischnitz Kees 2.10 2.03 1.93 1.65 1.68 −20 
6112 Koednitz Kees 1.41 1.40 1.37 0.94 1.02 −27 
9001 Wildkar Kees 0.40 0.30 0.26 0.13 0.17 −58 
9002 Wildgerlos Kees E 0.63 0.40 0.39 0.24 0.24 −62 
9003 Wildgerlos Kees M 2.10 1.96 1.98 1.42 1.41 −33 

21007 Westlicher Tripp Kees 0.67 0.66 0.63 0.31 0.42 −37 
21011 Hochalm Kees 3.14 3.14 2.90 2.33 2.53 −19 
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21012 Findlkar Kees 0.74 0.77 0.43 0.07 0.30 −59 
21014 Grosselend Kees 2.92 2.91 2.47 0.88 1.83 −37 
21015 Kaelberspitz Kees 0.83 0.69 0.60 0.12 0.29 −65 
21016 Plessnitz Kees un. 0.25 0.23 0.12 0.00 0.07 −71 
21018 Plessnitz Kees mi. S 0.20 0.18 0.18 0.00 0.14 −29 
21021 Schwarzhorn Kees 0.09 0.09 0.07 0.00 0.07 −21 
21022 Kleinelend Kees 3.04 3.41 2.82 2.14 2.36 −22 
21023 Tischlerspitz Kees 0.48 0.43 0.42 0.16 0.21 −56 

TOTAL  181 175 160 118 124 −33 

Table S2. Total change in glacier area between 1969 and 2013 by different elevation classes. 

Mean Elevation (m) Glacier Area (km2) Change in Area (km2) Change in Area (%) 
 1969 2013   

<2600 6.12 2.89 −3.2 −53 
2600–2700 11.33 6.75 −4.6 −40 
2700–2800 47.09 30.64 −16.5 −35 
2800–2900 43.87 31.12 −12.8 −29 
2900–3000 39.13 26.60 −12.5 −32 
3000–3100 17.60 12.78 −4.8 −27 

>3100 10.61 9.39 −1.2 −12 

Table S3. Total change in glacier area between 1969 and 2013 by different size classes. 

Glacier Size (km2) Glacier Area (km2) Change in Area (km2) Change in Area (%) 
 1969 2013   

<0.5 19.26 8.66 −10.6 −55 
0.5–1 21.02 12.09 −8.9 −42 
1–2.5 41.36 26.92 −14.4 −35 
2.5–5 47.12 36.58 −10.5 −22 

5.0–10.0 20.38 15.26 −5.1 −25 
>10 32.07 24.33 −7.7 −24 

Table S4. Total change in glacier area between 1969 and 2013 by aspect. 

Aspect Glacier Area (km2) Change in Area (%) 
 1969 2013  

N 0 0 0 
NNE 0.26 0.17 −32 
ENE 6.11 4.09 −33 

E 32.78 22.16 −32 
ESE 43.38 31.28 −28 
SSE 13.78 6.69 −51 

S 9.82 5.77 −41 
SSW 37.45 28.48 −24 
WSW 17.41 12.65 −27 

W 14.24 8.56 −40 
WNW 0.59 0.25 −57 
NWN 0.58 0.31 −46 
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Table S6. Comparison between the 2003 OBIA classification outlines (OBIA_2003) and the 2003 
glacier outlines submitted to GLIMS (by Paul et al. (2011 (2003 GLIMS)). as well as a comparison 
between the 2013 OBIA classification outlines and the 2013 manually corrected outlines (2013_Man). 

Glacier 
ID Glacier Name 

OBIA_
2003 
(km2) 

2003 
GLIMS 
(km2) 

Accuracy 
(%) 

OBIA_2013 
(km2) 

2013_Man 
(km2) 

Accuracy 
(%) 

4018 Leiter Kees 0.05 0.15 34 0.16 0.13 84 
4020 Hohenwart Kees E 0.12 0.12 96 0.10 0.14 72 
4022 Schwerteck Kees E 0.05 0.04 76 0.02 0.05 51 
4023 Schwerteck Kees M 0.28 0.28 99 0.47 0.43 92 
4024 Schwerteck Kees W 0.02 0.04 45 0.14 0.17 80 
4025 Kellersberg Kees 0.03 0.03 92 0.11 0.11 99 
4026 Hofmas Kees 0.82 0.91 90 0.85 0.88 97 
4027 Pasterzen Kees 15.32 17.79 86 15.37 15.37 100 
4028 Wasserfallwinkel 1.62 1.62 100 1.52 1.55 98 

4030 
Freiwand (Magnes) 

Kees 
0.19 0.25 76 0.14 0.17 78 

4034 Grosser Fleiss Kees 0.17 0.14 84 0.14 0.15 98 
4036 Kleiner Fleiss Kees 0.77 0.80 96 0.85 0.85 100 
4037 Zirknitz Kees 0.03 0.03 100 0.04 0.07 62 
5008 Tischlerkar Kees M2 0.34 0.37 93 0.28 0.31 91 
5012     0.04 0.04 95 
5013 Grubenkar Kees 0.35 0.37 94 0.51 0.52 99 
5019 Sparaenger Kees E    0.02 0.03 55 
5021 Schlappereben Kees 0.07 0.07 100 0.56 0.62 91 
5025 Schareck Kees E 0.05 0.15 36 0.32 0.30 92 
5027 Schareck Kees W 0.03 0.03 100 0.08 0.12 68 
5028     0.03 0.04 74 

5030 Vogelmaier 
Ochsenkar Kees un. 

0.61 0.71 85 0.61 0.62 99 

5031 
Vogelmaier 

Ochsenkar Kees ob. 
0.22 0.24 91 0.32 0.26 81 

5034 Pilatus Kees 0.13 0.13 96 0.13 0.13 99 
5035 Hocharn Kees S 0.07 0.08 86 0.17 0.17 96 
5036 Hocharn Kees N 0.47 0.46 99 0.50 0.50 99 
5037     0.05 0.07 74 
5038 Krummel Kees 0.53 0.51 98 0.59 0.68 87 
5039  0.10 0.12 82 0.14 0.17 84 
5040 Weissenbach Kees 0.36 0.31 85 0.50 0.52 96 
5043 Brekogel Kees 0.00 0.04 0 0.21 0.23 90 
5045 Spielma Kees E 0.19 0.16 79 0.18 0.22 82 
5046 Spielma Kees W 0.04 0.03 56 0.05 0.08 59 
5050 Fuscherkar Kees 0.47 0.51 91 0.73 0.81 90 
5051 Bockkar Kees 2.73 2.74 100 2.79 2.94 95 
5053 Hochgruber Kees 1.36 1.40 97 1.43 1.43 100 
5054 Teufelsmuehl Kees 0.47 0.52 91 0.67 0.61 89 
5055 Boggenei Kees 0.06 0.07 77 0.08 0.13 63 
5056 Sandboden Kees 0.23 0.26 88 0.68 0.79 86 
5058 Walcher Kees 0.64 0.65 100 0.83 0.98 84 
5061 Hirzbach Kees ob. 0.13 0.13 94 0.11 0.22 50 
5063 Brach Kees 0.06 0.08 79 0.11 0.11 99 
5066 Wielinger Kees 0.61 0.57 92 0.77 0.99 77 
5067 Foschez Kees 0.07 0.07 99 0.09 0.14 64 
5068 Kaindl Kees 0.32 0.31 97 0.50 0.51 97 
5069 Oberer Klockerin 0.12 0.14 84 0.19 0.26 74 
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Kees 
5070 Klockerin Kees    0.03 0.08 38 
5071 Baerenkopf Kees 1.86 1.74 93 2.39 2.26 94 
5072 Schwarzkoepfl Kees 0.03 0.53 6 0.16 0.23 70 
5073 Karlinger Kees 2.66 2.87 92 3.04 2.99 98 
5091 Unterer Riffl Kees 0.59 0.71 83 0.41 0.69 60 
5094 Oedenwinkel Kees 1.38 1.37 99 0.86 1.52 56 
5097 Soblick Kees 1.13 1.19 95 0.82 0.93 88 
5113 Abreder Kees 0.04 0.06 65 0.05 0.06 86 
5114 Kratzenberg Kees 0.11 0.13 82 0.17 0.15 87 
5115 Watzfeld Kees S 0.06 0.07 75 0.05 0.07 75 
5116 Watzfeld Kees N 0.22 0.26 84 0.14 0.20 70 
5117 Habach Kees 2.21 2.41 92 2.05 2.12 97 

5118 
Suedliches 
Leiterkeesl 0.15 0.14 93 0.10 0.16 60 

5121  0.11 0.11 99 0.26 0.24 94 
5123 Untersulzbach Kees 2.97 2.74 92 2.85 3.01 95 

5124 
Untersulzbach Kees 

W 0.20 0.20 100 0.15 0.17 89 

5125 Kaeferfeld Kees 1.92 1.91 100 1.69 1.78 95 
5127  0.09 0.13 67 0.17 0.14 75 
5128  0.25 0.27 91 0.29 0.29 98 
5129 Obersulzbach Kees 9.49 10.02 95 8.63 8.96 96 

5130 
Oestliches Sotags 

Kees 2.04 2.09 98 1.69 1.84 92 

5131 Grosser Jaidbach 
Kees 

0.71 0.72 99 0.54 0.60 89 

5132 Kleiner Jaidbach Kees 0.54 0.56 95 0.42 0.48 87 

5136 Westliches Jaidbach 
Kees 

0.55 0.58 94 0.45 0.49 92 

5137 Schliefer Kees N 0.04 0.06 64 0.09 0.07 67 
5138 Schliefer Kees M 0.02 0.02 96 0.06 0.05 66 
5139 Schliefer Kees S 0.03 0.04 76 0.06 0.06 85 

5140 
Westliches Sotags 

Kees 0.22 0.24 95 0.35 0.30 81 

5141 Krimmler Kees 3.60 4.05 89 3.27 3.39 97 
5150 Seekar Kees N 0.09 0.09 93 0.13 0.13 100 
5152 Keeskar Kees 0.61 0.64 96 0.41 0.54 76 
5153  0.02 0.03 78 0.05 0.06 95 
5154 Rainbach Kees 0.42 0.52 81 0.44 0.44 99 
5156 Weisskar Kees S 0.20 0.24 83 0.15 0.18 82 
5157 Weisskar Kees N 0.12 0.12 100 0.12 0.13 90 
5158 Waldbergkar Kees 0.05 0.06 83 0.09 0.09 95 
6033 Welitz Kees S 0.89 0.82 91 0.73 0.73 100 
6034 Welitz Kees M 0.46 0.42 92 0.36 0.33 93 
6039 Althaus Kees 0.45 0.47 96 0.34 0.42 81 
6040 Umbal Kees 4.06 4.26 95 3.97 4.13 96 
6042 Gubach Kees S 0.04 0.05 86 0.10 0.11 85 
6044 Malham Kees N 0.23 0.22 92 0.30 0.48 63 
6045 Simony Kees 1.88 1.96 96 1.91 1.61 81 
6046 Maurer Kees W 1.34 1.26 94 1.33 1.27 95 
6048 Maurer Kees M 1.62 1.56 96 2.04 1.92 94 
6049 Maurer Kees E 0.55 0.53 97 0.65 0.60 91 
6052 Dorfer Kees 2.79 2.85 98 2.85 1.08 −64 
6053 Rainer Kees 3.39 3.24 95 3.24 3.36 97 
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6054 Mullwitz Kees 3.01 2.94 98 2.82 2.95 95 
6055 Garaneber Kees N 0.27 0.29 95 0.28 0.28 99 
6056 Garaneber Kees S 0.15 0.14 93 0.15 0.19 76 
6058 Nill Kees 0.00 0.05 0 0.14 0.12 88 
6063 Mailfrosnitz Kees 0.20 0.22 91 0.15 0.18 83 
6064 Mailfrosnitz Kees N    0.06 0.08 85 
6065 Hohe Achsel    0.07 0.08 92 
6066 Frosnitz Kees 2.19 2.16 99 1.88 1.98 95 
6067 Kristallwand Kees 0.18 0.21 86 0.19 0.17 90 
6073 Knorr Kees E 0.07 0.09 82 0.10 0.11 90 
6074 Knorr Kees W 0.05 0.05 99 0.05 0.06 80 
6075 Karles Kees 0.33 0.32 98 0.33 0.32 97 
6077 Schlaten Kees 7.88 8.28 95 7.67 7.74 99 
6078 Viltragen Kees 1.64 2.19 75 1.67 1.57 93 
6080  0.00 0.01 0 0.15 0.15 98 

6081 Noerdlicher 
Viltragen Kees 

0.75 0.82 92 0.18 0.16 86 

6082  0.05 0.06 76 0.87 0.84 96 
6083  0.00 0.02 0 0.09 0.14 67 
6084 Gschloess Kees W    0.09 0.09 97 
6085 Gschloess Kees E 0.03 0.03 97 0.04 0.04 91 
6088 Daber Kees N 0.18 0.18 97 0.08 0.07 95 
6092 Praegrat Kees 0.65 0.63 96 0.31 0.30 98 
6095 Muntanitz Kees 0.15 0.22 70 0.47 0.54 87 
6096  0.03 0.04 74 0.23 0.25 91 
6097 Backtroeger Kees 0.20 0.18 91 0.05 0.06 86 
6098 Gradoetz Kees 0.52 0.50 98 0.21 0.23 92 
6099 Loames Kees S 0.05 0.06 80 0.51 0.54 95 
6100 Loames Kees N 0.13 0.14 99 0.09 0.12 71 
6102 Kalser Tauern Kees S 0.11 0.12 92 0.10 0.13 77 

6104 Hinterer Kasten Kees 
ob. 

0.00 0.01 0 0.28 0.11 −65 

6105 
Hinterer Kasten Kees 

un.    0.06 0.05 88 

6106 Vorderer Kasten Kees 0.24 0.25 97 0.05 0.06 84 
6107 Laperwitz Kees 1.81 1.71 94 0.21 0.24 89 
6108 Fruschnitz Kees 2.53 2.57 98 1.66 1.80 92 
6109     2.65 2.70 98 
6110 Teischnitz Kees 1.65 1.64 99 0.04 0.04 88 
6112 Koednitz Kees 0.94 1.00 94 1.66 1.68 99 
9001 Wildkar Kees 0.13 0.13 100 0.90 1.02 88 
9002 Wildgerlos Kees E 0.24 0.27 90 0.15 0.17 90 
9003 Wildgerlos Kees M 1.42 1.56 91 0.24 0.24 99 

21007 
Westlicher Tripp 

Kees 0.31 0.32 98 1.54 1.41 91 

21011 Hochalm Kees 2.33 2.34 100 0.42 0.42 99 
21012 Findlkar Kees 0.07 0.09 80 2.37 2.53 94 
21014 Grosselend Kees 0.88 1.57 56 0.24 0.30 79 
21015 Kaelberspitz Kees 0.12 0.17 67 1.64 1.83 89 
21016 Plessnitz Kees un.    0.26 0.29 89 
21018 Plessnitz Kees mi. S    0.06 0.07 78 
21021 Schwarzhorn Kees 0.00 0.02 0 0.13 0.14 91 
21022 Kleinelend Kees 2.14 2.28 94 0.06 0.07 86 
21023 Tischlerspitz Kees 0.16 0.16 100 2.23 2.36 95 
4018 Leiter Kees 0.05 0.15 34 0.16 0.13 84 

TOTAL  116.45 124.05 94 120.54 123.60 98 
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Table S7. Transient snowline elevation for glaciers larger than 0.2 km2 for 1985. 2003 and 2013. 

Glacier ID Transient Snowline Elevation (m.) Total Change 1985–2013 (m) 
 1985 2003 2013  

6106 2808 2961 2846 −38 
5121 2900  2914 −14 
6095 2940  2962 −22 
6055 3080  3114 −34 
5128 3001 3075 3023 −22 
5140 2869 2984 2934 −65 
21012 2780  2877 −97 
6088 2677  2765 −88 
6034 3155 3170 3073 81 
21007 2740 3149 3021 −282 
6039 3000 3092 3046 −46 
4023 3028 2943 3063 −36 
5154 2841 2980 2960 −119 
5136 2914 2965 2933 −19 
6092 2858 2974 2890 −32 
5152 2789  2897 −107 
6049 2910 3096 3016 −106 
5054 3111 3186 3171 −60 
5091 3042  3015 27 
6033 3065 3213 3155 −90 
5056 2941 2847 2919 22 
6081 2731 2857 2780 −50 
4026 3049 3329 3205 −156 
5097 2682 2927 2836 −154 
5058 2750 2749 2907 −158 
5066 3087 3048 3046 41 
6112 3120 3251 3182 −62 
6052 2893 3111 3036 −143 
6046 2930 3101 3079 −149 
9003 2768 2832 2852 −84 
5053 2896 3106 3053 −157 
5094 2724 3045 2971 −248 
4028 2853 2965 2888 −36 
6078 2793  2979 −186 
6045 2836 3144 3072 −236 
6110 3223 3236 3188 34 
5125 2851 2899 2924 −74 
6107 2936 3178 3097 −161 
21014 2811  2870 −59 
5130 2827 3037 2934 −107 
6048 2917 3073 3026 −109 
6066 2879 3120 3000 −121 
5117 2793 3011 2906 −113 
5071 3051 3074 3058 −7 
21022 2770 2918 2910 −140 
21011 2893 3065 3004 −112 
6108 3125 3277 3245 −119 
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5051 2969 3055 3003 −34 
6054 2973 3202 3042 −70 
5073 2917 3078 3007 −90 
5123 2952 3139 3164 −212 
6053 2996 3262 3242 −246 
5141 2918  3002 −84 
6040 3004 3231 3124 −120 
6077 2846 3178 3089 −243 
5129 2879 3092 2924 −45 
4027 2941 3132 3041 −100 

Mean 2913 3071 3005 −92 

 

 

 

 

Table S8. Transient snowline elevation for glaciers larger than 0.2 km2 by aspect. 

Aspect 
Transient Snowline 

Elevation (m.) 
Total Change in Transient 

Snowline Elevation (m) 

Total Change in 
Transient Snowline 

Elevation (%) 
 1985 2003 2013   

N      
NNE 2774 2859  −85 100 
ENE 2848 2897 2915 −67 −2 

E 2823 2988 2945 −122 −4 
ESE 2887 3055 3020 −133 −5 
SSE 2811 3015 2923 −112 −4 

S 2910 3086 2967 −57 −2 
SSW 2900 3113 3022 −122 −4 
WSW 2861 3090 3006 −145 −5 

W 2878 2965 2942 −64 −2 
WNW 2711     
NNW 2814     
Range 189 231 108   

 





 

Paper III 

Camping by Thulagi Glacier, 4000 m a.s.l. Photo: Pål Ringkjøb Nielsen
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Abstract 

Despite ongoing mass losses over recent decades, many Himalayan debris-covered glaciers have had 

stationary termini and only modest changes in area. Here, we calculate changes in glacier area with rates 

of velocity and volume change for the glaciers in the Manaslu Region of Nepal between 1970, 2000, 

2005 and 2013. Between 2001 and 2013 the glacier area decreased by 8.2% (-0.68% a-1), simultaneously, 

the glaciers lowered by -0.21 ± 0.08 m a-1 and had a slightly negative geodetic mass balance of -0.05 ± 

016 m w.e.a-1 although mass balances ranged from -2.49 ± 2.24 to +0.27 ± 0.30 m w.e. a-1. Generally, 

the uppermost portions of the glaciers (> ~5635 m a.s.l.) have been gaining mass, while the lowermost 

portions have downwasted at a mean rate of 0.35 ± 0.03 m a-1 between 2000 and 2013. Three glaciers 

were investigated in more detail with a 1970 Corona DEM. The geodetic mass balance between 1970 

and 2013 was -0.24 ± 0.12 m w.e. a-1 which became more negative (-0.51 ± 0.12 m w.e. a-1) between 

2005 and 2013 with rates of surface lowering over debris-covered ice increasing by 168% between 1970 

– 2000 and 2005 - 2013. Simultaneously, the glacier velocities have decreased by a mean of -16.8% 

between 1999 and 2013. Over decadal scales the rates of change of glacier area and velocity are similar, 

while a weak relationship exists between trends in glacier volume and velocity. Our analysis 

demonstrates that the glaciers of the Manaslu Region have been simultaneously reducing in area, 

stagnating, and downwasting. Furthermore, the debris-covered tongues of 12% of the glaciers have 

remained relatively stationary (<1% change in area), we therefore suggest that future change assessment 

for Himalayan debris-covered glaciers include glacier volume or velocity results in addition to glacier 

area measurements. 

*Corresponding author: Benjamin Aubrey Robson, Department of Geography, University of 
Bergen, Fosswinkelsgate 6, N-5007, Bergen, Norway. 

Email address: benjamin.robson@uib.no  
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1. Introduction 
The Himalayas contain the largest concentration of ice outside of the polar areas. Glacial meltwater has 

many implications for the regional population such as irrigation and hydroelectric power production 

(Immerzeel et al., 2010, Bolch et al., 2012), and hazards such as glacial lake outburst floods (GLOFs) 

which have killed more than 6300 people in Central Asia since the 1500s and threaten hydro-electric 

power generation, tourism, and transport infrastructure (Richardson and Reynolds, 2000, Schwanghart 

et al., 2014, Carrivick and Tweed, 2016).  

Existing in-situ data in the Himalayas is extremely limited and tends to be biased towards small to 

medium sized and debris-free glaciers (Gardelle et al., 2013). A high level of uncertainty therefore exists 

when interpreting regional trends in Himalayan glaciers. Remote Sensing data allows systematic 

monitoring of glaciers worldwide over decadal scales, and has permitted large scale investigations of 

glacier area (Bajracharya et al., 2014a, Nuimura et al., 2014, Robson et al., 2015), glacier velocities 

(Heid and Kääb, 2012b, Dehecq et al., 2015) and glacier volume (or geodetic mass balance) (Bolch et 

al., 2011, Gardelle et al., 2012, Kääb et al., 2012). Trends in Himalayan glacier ice have been found to 

be heterogeneous and vary profusely from one region to another (Scherler et al., 2011, Kääb et al., 2012, 

Kääb et al., 2015). 

A significant number of glaciers in the Himalayas are covered by supraglacial debris. The effects of 

debris-cover on glacier mass balance are poorly known, and can act to either retard or exacerbate glacier 

melting depending on debris thickness, composition and distribution (Reznichenko et al., 2010, Zhang 

et al., 2011). In many cases, the terminus positions of debris-covered glaciers have remained relatively 

stationary over the previous decades despite significant glacier down-wasting and mass loss (Scherler 

et al., 2011, Benn et al., 2012, Nagai et al., 2013). This implies that other glacier parameters are needed 

to fully quantify glacier changes.  

2. Objectives 
The objectives of this paper are two-fold. Firstly, there is a need to assess how rates of glacier area 

change relate to glacier volume and velocity for debris-covered glaciers in the Himalayas, and whether 

glacier terminus position or area change are appropriate parameters to measure. Secondly, this paper 

investigates decadal scale glacier changes in the Manaslu Region of Nepal, a previously undocumented 

region in the Himalayas. This information will be used to better understand the heterogeneous response 

of Himalayan glaciers to climate across the mountain chain. 
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2.1 Study Area  
We conducted our study in the Manaslu Region of Nepal (Figure 1). Most studies addressing decadal 

scale geodetic mass balances of Himalayan glaciers have done so in the Karakoram in the west and the 

Everest Region in the east, with select studies in the Pamir mountains, Indian Himalaya and Bhutan 

Himalaya. We therefore chose to study the glaciers in the vicinity of Mount Manaslu in the Central 

Himalayas to help further our understanding of the heterogeneity of Himalayan glacier response. The 

study area contains an assortment of clean, debris-covered, stagnant and lake-terminating ice. We 

restricted our analysis to 36 glaciers that were mostly covered by the SRTM (Shuttle Radar Topographic 

Mission) DEM. The Manaslu Region covers ~2350 km2 of which 34% is covered by glaciers. Our study 

area extends across the Nepali-Tibetan border, which is also the mountain divide between the humid, 

monsoon-driven Himalayas and the arid Tibetan plateau (Benn and Owen, 1998, Maussion et al., 2014). 

While the glaciers north of the topographic divide are predominantly clean glaciers, those south of the 

divide are covered by thick supraglacial debris.  This difference in debris-cover is attributed to stronger 

diurnal freeze-thaw cycles found south of the topographic divide, where winter temperatures fluctuate 

more around freezing point (Nagai et al., 2013).  

The glaciers in the study area are typically 0.5–1 km in width and 5–15 km in length with areas that vary 

from 5.6 km2 to 32.0 km2. Mean annual temperatures range between 26.7oC and 12.8oC and the mean 

precipitation in the region is estimated to be ~1000 mm a year at Larke Samdo weather station, (84°38E, 

28°39N 3650 m a.s.l; shown on Figure 1) (Department of Hydrology and Meteorology (Government of 

Nepal), 2014). The Central Himalayas receive 80% of annual precipitation during the Monsoon season 

when rates of glacier accumulation and ablation are simultaneously at their highest (Ageta and Higuchi, 

1984, Benn and Owen, 1998). The glaciers situated on the Tibetan Plateau receive less precipitation and 

as such respond primarily to variations in the ablation season temperature (Owen and Benn, 2005).  

Of particular interest in the study area is Thulagi Glacier (GLIMS ID: G084538E28524N) (shown in 

Figure 1B) which is approximately 27 km2 in size and extends from ~ 4100 to 7500 m a.s.l. As Thulagi 

Glacier has melted, a moraine-dammed lake situated at the glacier terminus has grown which is now 0.9 

km2 in size. Pant and Reynolds (2000) found that the moraine damming the lake contained significant 

amounts of dead ice. Calving events from the glacier or downwasting of the moraine dam could have 

potentially caused a breach of the ice cored moraine and a GLOF (Richardson and Reynolds, 2000). A 
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2011 report by ICIMOD (International Centre for Integrated Mountain Development) identified Thulagi 

Glacier as one of the most potentially dangerous lakes in Nepal (Mool, 2011).   

Figure 1: (A) Location of the glaciers studied (outlines derived from Robson et al., (2015) within the Manaslu 
Region (28oN, 84oE), and (C) the location of the Manaslu Region within Nepal. Thulagi Glacier (B) 
previously terminated in Dona Lake (shown on the 1970 Corona image). Note that the 2013 SETSM DEM 
covers the entire study area and is therefore not shown. Larke Samdo weather station is shown as a red 
diamond. Background image: Rapideye image (20th November 2012) overlaying Landsat 8 (26th December 
2013). 
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3. Data and Methods 
Four DEMs were compared in order to determine the change in surface elevation. The most recent DEM 

is the 8 m resolution SETSM (Surface Extraction with TIN-based Search-space Minimization) DEM 

from 2013. The SETSM DEM was generated automatically from Worldview imagery by Ohio State 

University to aid humanitarian efforts following the April 2015 Nepal earthquake (Noh and Howat, 

2015b, Noh and Howat, 2015a). The DEM has a reported accuracy of ± 3.5 m for the Worldview 2 

DEMs and ±  4.0 m for the Worldview 1 DEMs (Noh and Howat, 2015b). An ASTER DEM from 2005 

was generated from the nadir and back-looking near-infrared bands with the free opensource software 

MicMac. The procedure used the RPC generation and jitter compensation methods presented in Girod 

et al. (2015) to output a more precise DEM than the AST14DMO product distributed by NASA. We 

also used the 30 m SRTM1 DEM from February 2000, although the coverage of the dataset was not 

complete, in particular the accumulation zones of many of the glaciers lacked elevation data.  

Lastly, two sets of Corona stereopairs were available that covered parts of the Manaslu Region. The first 

stereopair was from 1967 and covered Ponkar Glacier. Some portions of the ice were obscured by cloud 

in these images. The Corona images covering Ponkar Glacier were therefore only used for measuring 

the changes in glacier area and not glacier volume. The second Corona stereopair covered Thulagi, 

Scene ID Date of 
Acquisition Sensor Resolution Bands used Purpose 

LC81420402014284LGN00 10/10/2014 Landsat 8 30 (15 pan) Panchromatic Velocity 
LC81420402013281LGN00 8/10/2013 Landsat 8 30 (15 pan) Panchromatic Velocity 

LT51420402005291BKT00 18/10/2005 Landsat 5 30 SWIR1, NIR, 
Red Area 

LE71420402001304SGS00 31/10/2001 Landsat 30 (15 pan) SWIR1, NIR, 
Red Area 

LE71420402000350SGS00 15/12/2000 Landsat 7 30 (15 pan) Panchromatic Velocity 
LE71420401999283SGS00 10/10/1999 Landsat 30 (15 pan) Panchromatic Velocity 
LE71420401999283SGS00 10/10/1994 Landsat 7 30 (15 pan) Panchromatic Velocity 

LT51420401994357ISP00 23/12/1994 Landsat 5 30 SWIR1, NIR, 
Red Velocity & Area 

LT51420401993354ISP00 1/12/1993 Landsat 5 30 SWIR1 Velocity 
WV02_20131125_103001002A5FE600 25/11/2013 Worldview 2 8 Panchromatic Volume changes 

WV01_20140119_102001002B106000_ 19/1/2014 Worldview 1 8 Panchromatic Volume changes 

WV01_20131116_10200100250FF100 16/11/2013 Worldview 1 8 Panchromatic Volume changes 

WV01_20131116_10200100250E5100 16/11/2013 Worldview 1 8 Panchromatic Volume changes 

WV02_20131125_10300100298E5400 25/11/2013 Worldview 2 8 Panchromatic Volume changes 

WV02_20131117_1030010029470C00 17/11/2013 Worldview 2 8 Panchromatic Volume changes 
AST_L1A_00311042005050442 11/03/2005 ASTER 15 3N/3B Volume changes 
N28_E084_1ARC_V2 02/2000 SRTM 30 Elevation Volume changes 

DS1112-1007DF180 19/11/1970 Corona KH-4B 1.8 Panchromatic Volume changes 
& Area 

DS1112-1007DA185 19/11/1970 Corona KH-4B 1.8 Panchromatic Volume changes 
& Area 

DS1044-1086DA051_S1 08/11/1967 Corona KH-4B 1.8 Panchromatic Area 

DS1044-1086DA051_S2 08/11/1967 Corona KH-4B 1.8 Panchromatic Area 

Table 1: The data used in this study and the purpose of each data source. 
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Punggen and Hinang glaciers and was from 1970. This image was cloud free and contained sufficient 

image contrast to generate a DEM.  

All the Corona imagery was processed in ERDAS Imagine 2015. The Ponkar Corona image was 

processed with 28 Ground Control Points (GCPs), and 359 tie points (mostly automatically generated). 

The Thulagi Corona image was processed with 75 GCPs and 1837 tie points. Orthomosaics from both 

datasets were exported at 2 m resolution, while the DEM from the Thulagi Corona image was exported 

at 8 m resolution using the eATE (enhanced Automatic Terrain Extraction) tool. All the DEMs were 

registered to UTM zone 45 N.  

3.2 Pre-processing 
A combination of correlation masks and manual interpretation using the hillshade models was used to 

clean the DEMs. The DEMs were then set to the spatial resolution of the lowest DEM (30 m) using a 

median block statistics operation within ArcMap 10.3 following Paul (2008) and Gardelle et al. (2013), 

who suggested that coarser resolution DEMs cannot fully represent the elevation for areas with high 

curvature (such as ridges or mountain peaks) leading to co-registration problems.  

3.2.1. Planimetric DEM co-registration 
We used the method outlined by Nuth and Kääb (2011) to linearly coregister the DEMs by  minimising 

elevation biases on stable terrain. This method aims to minimise the residuals by fitting the elevation 

bias (dH) divided against the tangent of the slope (tanα) against the aspect (ψ), as shown in Eq (1) 

      (1) 

where a and b are the magnitude and direction of the co-registration shift, respectively, and c is the mean 

elevation bias between the DEMs divided by the mean surface slope. The co-registration process was 

iterated until the improvement of the residual standard deviation was less than 2%. The co-registration 

shifts are shown in Table 4. Figure 2 shows a graph of slope normalised elevation biases before and 

after planimetric co-registration. 

3.2.2 Along track and across track elevation bias correction 
A sixth-order polynomial was fitted to the elevation biases over stable terrain to account for both along- 

and across-track biases associated with Corona data (Figure 3) and a second order polynomial for the 

ASTER elevation biases. 

The mean surface lowering and total change in volume were then determined. Pixels were masked out 

that had (a) surface changes of more than 500 m or (b) elevation differences of greater than three 

standard deviations of the stable terrain elevation bias (after Gardelle et al. (2013)). Following Bolch et 

al. (2011) a spline interpolation was used to fill data gaps that were smaller than 10 pixels. The change 

in mass was calculated by assuming a density of 850 kgm-3 following Huss (2013). Sorge’s Law was 

assumed to hold true – that the density does not vary with depth (Bader, 1954).  
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3.2.3 Radar penetration correction 
The SRTM dataset was acquired in C-band which can penetrate into snow and ice by several metres 

(Rignot et al., 2001). Various estimates have been made of the magnitude of this penetration in the 

Himalayas, ranging from 1.4 – 3.4 m (Gardelle et al., 2013) to 8 -10 m (Kääb et al., 2012, Kääb et al., 

2015). In this study we opted to use the uniform value of 1.5 m over the entire accumulation zone which 

Pellicciotti et al. (2015) calculated for the Langtang valley in the Central Himalayas.  

3.3 Area changes 
Four Landsat images that approximately corresponded with the DEMs were used to assess the areal 

glacier change. The outlines created by Robson et al. (2015) for 2013 were used as a baseline. These 

outlines had been created semi-automatically using a combination of Landsat 8 imagery, a DEM and 

SAR Coherence data within an Object Based Image Analysis (OBIA) classification with additional 

manual corrections applied. We compared these to outlines from 1967/1970 (henceforth referred to as 

1970) generated with the Corona imagery, and 2001 and 2005 which were generated from Landsat 

imagery. Noticeable breaks in morphology, vegetation, exposed ice, or collapses in terminal moraines 

were all used as indicators when mapping the debris-covered ice.  

3.4 Glacier Velocity  
Prominent features on the debris-covered glaciers were tracked between sets of successive satellite 

images in order to determine the surface velocity. Features were matched using cross-correlation on 

orientation images (CCF-O). Oriented images allow the gradients in pixel values to be used instead of 

the raw values, thereby reducing the influence of differences in scene illumination and has been shown 

by Heid and Kääb (2012a) to outperform other image matching methods in a Himalayan setting. 

Landsat images from 2013/2014, 1999/2000 and 1993/1994 (Table 1) were used for determining glacier 

velocities. The free software CIAS, developed by the University of Oslo, was used for feature tracking 

(Kääb and Vollmer, 2000). The image pairs were referenced together within CIAS using a Helmert 

Transformation. Between 15 and 20 points on stable terrain were used to register the images together. 

Landsat 5 and 7 images were registered with RMSEs typically of 10-12 m, while Landsat 8 images were 

registered with RMSEs typically of less than 5 m.  

Displacements were filtered by direction and magnitude. A 3x3 moving window process was then used 

to remove displacement vectors that varied by more than 20% in magnitude or direction to the mean 

values.  Some manual filtering was needed for removing matches associated with snow, shadow or mass 

movements.  

Glacier centrelines were calculated automatically using the method of Kienholz et al. (2014) based on 

outlines from the  RGI (Randolf Glacier Inventory) and the SRTM that had been void filled with the 

1:50,000 Finnmap topographic maps of Nepal (available pre-processed online (De Ferranti, 2012)). The 
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centrelines were manually edited to adapt them to the older satellite imagery and the mean velocity was 

extracted along the centrelines. 

3.5 Uncertainty assessment 
3.5.1 – Glacier outline accuracy 
When the 2013 outlines were compared to manually delineated outlines, an accuracy of 91% was 

determined (Robson et al., 2015). We have no reference data in which to determine accuracies for these 

delineations, however Paul et al. (2013) estimated that the errors relating to the creation of glacier 

outlines are < 5% when working with clean ice, but errors of up to 30% can arise due to debris-covered 

ice, stagnant ice and shadows. In the absence of reference data, we cannot speculate on the accuracy of 

these manual delineations other than assuming they are of an accuracy approximately equal to the 2013 

outlines.  

3.5.2 – Glacier volume accuracy 
The accuracy of the elevation changes was assessed by determining both the stochastic errors and the 

systematic errors (or biases). The systematic errors ( ) between the DEMs was estimated by 

triangulating the DEM co-registration residuals (after Nuth et al. (2012)). The z residual (Table 4) shows 

the vertical biases between the DEMs but is most likely an overestimate as these triangulations include 

only the linear residuals and not the nonlinear adjustments made to the Corona and ASTER DEMs.   

Nevertheless, the z triangulations are < ± 15 m for the entire time series which is less than the 

magnitude of total downwasting over the 43-year period for many glaciers. The DEM with the highest 

systematic bias is the ASTER DEM, which can also be seen in higher standard deviations and DEM 

differencing uncertainties (Table 2). The Corona DEM has a standard deviations of 23.9 m against the 

SETSM DEM. Given the large time period between these datasets, and the image distortions associated 

with Corona data, these deviations are acceptable, although ~5 m higher than the standard deviations 

found by Bolch et al. (2011) or (Pieczonka et al., 2013).   

The stochastic errors were quantified by comparing elevations over non-glacier terrain. We consider the 

2013 SETSM DEM as a reference for the uncertainty analysis as it has the most spatial coverage. 

Elevation differences were calculated for 2638 randomly chosen points over non-glacier terrain which 

had slopes of less than 30o.  Extreme values (> ± 100 m) were not considered. The standard error (SE) 

was calculated which relies on the standard deviation over stable terrain (SDSTABLE) and the number of 

independent pixels included in the DEM differencing (n): 

        (2) 

where n considers the original number of pixels(Ntot), the pixel size (PS) and spatial autocorrelation (d): 

        (3) 
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We used a value of 400 m for the spatial correlation distance for the SETSM DEM and 600 m for all 

other DEMs based on the work of others (Bolch et al., 2011, King et al., 2016). The standard error (SE) 

and the z-residual from the triangulation of the DEM co-registrations ( ) was combined using the sum 

of root mean squares to calculate the DEM differencing uncertainty (e): 

       (4) 

The value of e was used in estimating error budgets. For DEM differences that included the SRTM,         

± 1.5 m was added for the clean-ice components of the glaciers.  
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SETSM  SRTM SETSM  ASTER ASTER  SRTM SRTM  Corona SETSM  Corona 

Mean 
deviation 
(m) 

StDev 
(m) 

e 
(m) 

Mean 
deviation 
(m) 

StDev 
(m) 

e 
(m) 

Mean 
deviation 
(m) 

StDev 
(m) 

e 
(m) 

Mean 
deviation 
(m) 

StDev 
(m) 

e 
(m) 

Mean 
deviation 
(m) 

StDev 
(m) 

e 
(m) 

2.1 8.9 0.7 -5.9 44.7 7.7 5.3 18.6 14.8 2.7 41.4 10.5 0.41 23.9 2.4 

Vector notation Dx Dy Dz 
 -2.6 20.7 7.7 
 -13.8 21.1 -2.4 
 9.6 -17.4 14,8 
 32 -15.9 10.5 

 38.1 23.9 8.1 
 79.4 -22.8 13.6 
 -45.8 -10.9 -7.8 
 -4.5 -57-6 -2.3 

 -30.4 -1.9 -15.2 

Table 2: The mean deviation , standard deviation and DEM differencing uncertainty (e), over stable (non-glacier) 
terrain from a sample of random points. 

Table 3: The co-registration shifts between the different DEMs that was necessary before 
DEM differencing. The second half of the table shows the triangulated residuals between the 
different DEMs. The residuals represent the systematic accuracy between the datasets (A = 
Corona, B = SRTM, C = ASTER, D = SETSM). All the residuals are in metres. 

Figure 2: Plots of slope normalised terrain elevation differences between the 2013 SETSM DEM and the 2000 SRTM DEM 
over stable (non-glacier) terrain  before co-registration (left) and after four iterations of co-registration (right). The co-
registration shifts that were applied are shown in red. 
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Figure 3: Elevation biases (dh) against along track ( ) distances over stable (non-glacier) terrain between the Corona and 
SETSM DEMs. A noticeable along track bias is observable. A sixth order polynomial was fitted to the trend and used to 
remove the bias. 

 

 

 

 

 

 

 

 

 

 

3.5.3 Glacier velocity accuracy 
The uncertainty of the velocity measurements was determined by measuring displacements over terrain 

that is assumed to be stable (Table 3). We restricted our error assessment to displacements on the terrain 

within 500 m of the terminus of Ponkar Glacier which was gently sloping, and shadow and snow free in 

all images. In all cases the standard deviations are <9 m, smaller than the 15 m pixel size for the 

2013/2014 and 1999/2000 imagery, and 30 m for the 1993/1994 images. The only results which are not 

significant are for the glaciers that appear to be largely stagnant (for example Baudha Himal Glacier 

(G084684E28407N) and Northern Fukang Glacier (G084425E28837N).  

  

2013/2014 1999/2000 1993/1994 

Mean Standard 

Deviation 

Mean Standard 

Deviation 

Mean Standard 

Deviation 

2.0 8.2 16.0 3.2 5.5 5.6 

Table 4: Mean and standard deviations of displacements on stable terrain 
for the velocity measurements. 
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4. Results 
4.1 Glacier Area 
The glacier area was measured for 36 glaciers for the years 2001 and 2013 (Table S1). Eight of these 

glaciers also had their area measured for the year 1970 with a total area of 200.7 km2. Between 1970 

and 2001 the glacier area decreased by -0.05% a-1, and a further -1.3% a-1 between 2001 and 2005 

followed by a -0.4% a-1 reduction between 2005 and 2013. In total this represented a 14.4% (-0.33% a-

1) reduction in glacier area between 1970 and 2013. When all glaciers were examined, a change of 8.2% 

(-0.68% a-1) was found between 2001 and 2013, leaving 386.4 km2 of glacier ice in the study area in 

2013. Despite being situated at higher elevations, the clean ice glaciers in Tibet and the clean-ice 

components of debris-covered glaciers lost a greater proportion of area than the debris-covered glaciers 

(-0.58% a-1 and -0.80% a-1 respectively as opposed to -0.09% a-1) between 2001 and 2013 and over half 

of the glaciers (52%) underwent an increase in debris-cover. The terminus position of many of the 

debris-covered tongues remained relatively stationary with 12% of the glaciers having area changes of 

<1%, with glacier area loss predominately occurring at the glacier margins and clean ice situated near 

the ELA. Some debris-covered glaciers however underwent strong retreats. Thulagi glacier lost a 

significant portion of its debris-covered tongue and retreated ~1.4 km onto land between 1970 and 2013. 

Similarly, the large eastern flowing debris-covered glaciers (Punggeon Glacier; G084595E28536N and 

Hinang Glacier; G084640E28489N) underwent terminus retreat over the same time period.  

4.2 Glacier Volume 
The largest spatial coverage of volume changes was obtained between 2000 and 2013 by comparing the 

SRTM and SETSM DEMs (Figure 4). There are however large gaps in data over the accumulation zones 

of many of the glaciers which will affect the clean ice results. In total, the 36 glaciers in the region lost 

0.33 ± 1.2 km3 of ice between 2001 and 2013 (Table S2), which equates to a mean surface lowering or 

-0.21 ± 00.8 m a-1. The debris-covered portions of the glaciers, located in the ablation zones, lost 

significantly more mass (0.95 ± 0.1 km3) equivalent to -0.35 ± 0.03 m a-1. Over the whole study area, 

the geodetic mass balance is only slightly negative (-0.05 ± 0.16m w.e. a-1), although the region contains 

a high degree of heterogeneity, with geodetic mass balances ranging from -2.49 ± 2.24 to +0.27 ± 0.30 

m w.e. a-1. 

Higher downwasting rates occurred between 2005 and 2013 (-0.51 ± 0.48 m a-1) (Table S3) while the 

geodetic mass balance also became more negative (-0.27 ± 0.55 m w.e. a-1) and even more so between 

2000 and 2005 (-1.30 ± 1.63 m a-1).  

The Corona DEM covered the three glaciers of most importance in the Manaslu Region. Rates of glacier 

downwasting have remained relatively stable over the 43-year period, from -0.49 ± 0.02 m a-1 between 

1970 and 2000 compared to -0.51 ± 0.48 m a-1 between 2005 and 2013. The rates of loss over debris-

covered ice increased by 26% from -0.65 ± 1.48 m a-1 between 2000 – 2005 to -0.82 ± 0.48 m a-1 between 
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2005 and 2013, and by 168% between 1970 – 2000 and 2005 – 2013 for the glaciers covered by the 

Corona DEM from -0.40 ± 0.18 m a-1 to -1.07 ± 48 m a-1. The mean geodetic balance for the three 

glaciers between 1970 and 2013 was -0.24 ± 0.12 m w.e. a-1 and -0.51± 0.12 m w.e. a-1 between 2005 

and 2013.  

4.3 Glacier velocity 
In general, the glaciers flowed fastest towards the transition from clean ice, and slowest towards the 

glacier termini (Figures 5 and 8). There is a large variation in glacier speed, Ponkar Glacier (ID: 

G084456E28737N) and Thulagi Glacier (G084595E28536N) flowed at mean velocities in 2013/2014 

of 47 ± 8.2 and 41 ± 8.2  m a-1, respectively, while Baudha Himal Glacier (G084684E28407N) and 

Northern Fukang Glacier (G084425E28837N) have mostly stagnant debris tongues with mean 

velocities of < 3 m a-1. 

When the mean velocities for the whole region are considered, the velocity varies only slightly between 

1993/1994 and 1999/2000 (31 ± 5.6 and 27 ± 3.2  m a-1 respectively). Overall the studied glaciers 

decreased in velocity by a mean of 16.8% (-1.2% a-1) between 1999/2000 and 2013/2014, and 25.3% (-

1.3% a-1) between 1993/1994 and 2013/2014.  

There is a large variety in rates of glacier change. Some glaciers have slowed dramatically, Kechakyu 

Khola Glacier (G084456E28737N), Suti Glacier (G084350E28675N) and Himal Chuli Glacier 

(G084684E28407N) have all slowed by -2.2% a-1 , -2.8% a-1 and -2.3% a-1 respectively between 

1993/1994 and 2013/2014. Other glaciers are depicted at having stagnated more, however these are 

glaciers that are flowing at such slow rates (< 3 m a-1) that these changes in velocity are of a small 

magnitude. Thulagi and Ponkar glaciers are depicted at having undergone slight accelerations in glacier 

velocity between 1993/1994 and 2013/2014 of 0.5% a-1 and 0.7% a-1 respectively, however if the 

velocities are examined only between 1999/2000 and 2013/2014 then Ponkar Glacier decreased in 

velocity by -0.8 % a-1  while Thulagi glacier accelerated by 2.1% a-1.  

Some general patterns can be extracted from the velocity data. The lowermost portions of the debris-

tongues can be said to typically undergo less deceleration in glacier velocity than the more active parts 

of the glacier found higher up (Figure 7). Some glaciers (for example G084456E28737N Eastern; Figure 

6C) have stagnant glacier tongues with low (< 10 ms-1) velocities. The steeper sections of ice, such as 

the tributaries found high up on the debris-covered tongues also slowed more than the flatter sections of 

the glacier (Figure 6). When traverse-profiles are considered (Figure 7) it can be seen towards the glacier 

terminus the deceleration in velocity becomes more pronounced towards the glacier centreline. 
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Figure 5: Mean annual Change in surface elevation for Thulagi, Punggeon and Hinang Glaciers, between 1970 and 
2013. 

Figure 4: Change in surface elevation for glaciers in the Manaslu Region between 2000 and 2013. Background: Landsat 8 
(26th December 2013). 
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Figure 6: Velocity and change in elevation profiles from G084350E28675N (A) G084456E28737N W (B) 
G084456E28737NE (C) and G084684E28407N (D). 
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  Figure 7: Longitudinal velocity profiles of Kechakya Khola Glacier 
(G084456E28737N).  Profile A-A’ occurs at the transition from clean ice to debris 
covered ice, while profiles B-B’, C-C’ and D-D’ occur progressively further down-
glacier where the ice flows slower and becomes more stagnant. The locations of the 
profiles are shown on Figure 7. 
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Figure 8: Annual surface velocity for the glaciers in the Manaslu Region for the year 2013/2014. Subsets are shown 
for (A) Ponkar Glacier and (B) Thulagi Glacier. Background: Landsat 8 (26th December 2013) 
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Figure 9: A comparison of ice velocities at Hinang Glacier (G084689E28511N) between 2000/2001 and 2013/2014. 
Despite no obvious changes in the extent of the debris-covered glaciers, the terminus has become noticeably more 
stagnant. Background: Landsat 8 (26th December 2013).  
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5. Discussion of results 
Our results show a heterogeneity of glacier change across the Manaslu Region. We should point out that 

a lack of data in the accumulation zones from the SRTM could introduce problems when using rates of 

surface lowering in the ablation zones as a means of assessing glacier change in such a heterogeneous 

area as the Himalayas. This is because small changes in surface lowering over the ablation zones could 

be compensated by varying amounts of accumulation higher up the glacier. Our regional averages are 

however in many cases distinct enough to infer changes to glacier health.  

Our results indicate the greatest rates of glacier downwasting occurred between 2000 and 2005 (-1.30 ± 

1.63 m a-1) however given the uncertainty surrounding radar penetration in the SRTM DEM and the 

noise in the ASTER DEM, these results are not significant. We can state however that rates of 

downwasting between 1970 – 2000 are in line with those between 2000 and 2013, with increased rates 

occurring between 2005 and 2013. The geodetic mass balance for the three glaciers covered by the 

Corona DEM is also seen as becoming increasingly more negative. Unfortunately, the lack of coverage 

over the accumulation zones of these glaciers by the SRTM meant that the geodetic mass balance could 

only be compared between 1970 – 2013 and 2005 – 2013. A similar trend is visible with glacier velocity, 

with little change occurring between 1993 and 1999, followed by a reduction in mean glacier velocity 

by 2013. We interpret our results to show an increased rate of mass loss and stagnation between 2005 

and 2013 compared with previous decades. 

A clear relationship exists (R2 = 0.90) between elevation and surface lowering over the entire study area, 

with glaciers thickening above ~5635 m a.s.l. The lower lying portions of the glaciers lost the most 

mass, although many glaciers were stagnant towards the lowermost 1 – 2 km of the glacier termini 

(Figure 6C). The clean ice glaciers situated in Tibet shows a clear, linear response to a change in 

elevation (Figure 10: line A). The same trend is visible in the clean ice components of the debris-covered 

ice (Figure 10: line C), the shallower gradient could reflect the more important role that monsoonal 

precipitation plays in glacier mass balance for the glaciers south of the topographic divide compared to 

those on the Tibetan plateau.   

The debris-covered ice shows a response that is more complex than the clean ice (Figure 10: line B). 

The gradient of the line is approximately equal to that the clean ice, however three noticeable deviations 

in the melt rate occur (Figure 10: 1-3). Two noticeable decreases in glacier melting occur at 3500 and 

4400 - 4800 m.a.sl. and an increase in melt rates between 3600 – 4100 m a.s.l.. We interpret the first 

of these (Figure 10: 1) to where the build-up of debris transported down-glacier becomes sufficient to 

offset glacier melting. A similar peak was found by Benn et al. (2012) when glacier mass balance was 

modelled for Ngozumpa Glacier in the Everest Region. The second reduction in glacier melt rates 

(Figure 10:3) occurs at the transition from steep clean ice (40o) to more gently sloped debris-covered ice 

(20o), an area where avalanche material becomes entrained as supraglacial debris. As the gradient of the 
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glacier decreases, supraglacial debris accumulates, thereby insulating the underlying ice from surface 

temperatures until glacier flow transports and re-distributes the debris.  

We speculate that the area of increased glacier melt between 3500 and 4100 m a.s.l. (Figure 10: 2) relates 

to where the surface slope becomes gentler and the glacier velocity decreases towards the snout are 

favourable for both supraglacial lake formation and the presence of exposed ice. Although many of these 

features are too small to detect on satellite imagery, some supraglacial lakes are visible on a 5 m 

RapidEye image from 2012 (Figure 11). Additionally, exposed ice was visible towards the snout of 

Ponkar Glacier during fieldwork in 2013 (Figure 11). Such processes were also found to increase glacier 

downwasting in the Everest region and in Langtang valley (Nuimura et al., 2012, Immerzeel et al., 2014). 

When just the glaciers that had velocities measured (excluding the two near-stagnant glaciers - 

G084516E28729N and G084695E28384N) are examined, it can be seen that the total area and the mean 

glacier velocity have been reducing at approximately the same rate (-0.9% a-1 and -0.8% a-1 respectively) 

between 2000/2001 and 2013 (Table 7). The same glaciers lowered by a mean of -0.59 ± 0.08 m a-1. 

There is no relationship between a change in area and the mean surface change (R2 = 0.002) or glacier 

area change and velocity change (R2 = 0.22). A weak relationship (R2 = 0.47) exists between glacier 

velocity change and mean surface lowering.  Both the glacier area and mean surface lowering show 

increased rates of glacier losses between 2005-2000 compared with 2013-2005 and 2013-2000. Our 

analysis is limited by the number of glaciers that it was possible to determine changes in glacier area, 

velocity, and volume.  

 

 

Table 7: A comparison in the rates of change of glacier area, velocity, and volume 
for 7 glaciers that had records of glacier area, velocity, and volume between 
2000/2001, 2005 and 2013.  

 2013 – 2005 2005 – 2000 2013 – 2000 

Glacier Area -0.6 % a-1 -1.3% a-1 -0.8% a-1 

Glacier Velocity   -0.9% a-1 

Mean Surface Lowering -0.48 ± 0.48 ma-1 -1.02 ± 1.63 ma-1 -0.59 ± 0.08 ma-1 
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Figure 10: A relationship exists between elevation and the magnitude of glacier elevation change. Different responses to 
elevation are visible for the clean glaciers on the Tibetan Plateau (line A) the debris-covered components of the glaciers (line 
B) and clean ice components of the glaciers (line C) of the glaciers south of the topographic divide.  Three deviations in the 
melt rate of debris-covered ice (1-3) are visible which are described in the text. 
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Figure 11: The lower stretches of the debris-covered tongues contained supraglacial lakes, as shown on a RapidEye image 
(20th November 2012) of Punggeon Glacier (A). Exposed ice (B) and supraglacial lakes (C) were visislbe on Ponkar 
Glacier during fieldwork in 2013. 
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When Thulagi glacier was studied in more detail it could be observed that in 1970 and 2001 the glacier 

still terminated in Dona Lake, however between 2001 and 2005 the glacier retreated onto land. The 

glacier lake has expanded from 0.50 km2 in 1970 to 0.93 km2 in 2013. During this time the glacier 

downwasted at a mean rate of -24.2 ± 6.8 m (-0.56 ± 0.03 m a-1), the highest rates in the Manaslu Region. 

The rates of downwasting over debris-covered glacier increased from -0.76 ± 0.18 m a-1 between 1970 

and 2000 to -0.89 ± 0.48 m a—1 between 2005 and 2013. The glacier underwent an acceleration in 

velocity of 9.4% between 1993 and 2013. We speculate that the rapid terminus retreat onto land over 

this time period caused the glacier to have a smaller ablation area allowing mass to build up in the 

accumulation area. This surplus mass could have then caused an increase in velocity. Thulagi glacier 

now terminates on land reducing the threat of a sudden breach of the moraine dam, however our results 

show that rates of downwasting have been increasing. Between 1970 and 2013 the debris-covered 

portion of Thulagi glacier lowered by -42.5 ± 6.8 m (-0.99 ± 0.03 m a-1), although parts of the terminus 

dropped by up to 70 m as visible from field photographs (Figure 5). This indicates that Dona Lake is 

likely to continue to expand in the coming years. Ongoing monitoring of Dona Lake is therefore 

important. 

  

Figure 12: A shows Thulagi Glacier as seen from the air in 1992 Note that at this time the glacier 
terminated into Dona Lake. (Photograph: Hiroji Fushimi). B shows the glacier in 2013 taken from 
approximately 1 km from the terminus (Photo: Pål Ringkjøb Nielsen). The glacier is now terminating 
on land and no longer calving. The red lines show trimlines and fracture lines from previous glacier 
extents. 
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5.2 Discussion of Uncertainties 
We calculated the DEM differencing uncertainties in terms of stochastic error and systematic error. The 

stochastic error was based on the standard error and the mean elevation difference on stable terrain. 

Magnusson et al. (2016) used a LiDAR derived DEM with multi-temporal aerial photographic DEMs 

to assess geodetic mass balance uncertainties and showed how standard methods neglect the spatial 

dependence of DEM errors, and as such typically overestimate uncertainties by between 2-4 times the 

actual uncertainty. We did not have access to such a precise and accurate DEM so it was not possible to 

perform a rigorous error assessment. It should therefore be considered that our uncertainty analysis is 

most likely too conservative.  

Even with our conservative error estimation, 64% of our surface lowering results are significant as well 

as 8 of the 10 regional averages. Only 30% of our geodetic mass balance results however were 

significant, with only the regional average from 1970 – 2013 being significant.  As stated by Gardelle 

et al. (2013), the largest component of the uncertainty is the estimation of the SRTM penetration. Values 

range from 1-10 m (Gardelle et al., 2013, Kääb et al., 2015, Berthier et al., 2016) which is considerably 

greater than the stochastic error. Additionally, there are other factors that were assumed such as a 

constant density of 850 kgm-3 across the entire glacier and that the glacier had a constant density profile, 

which could lead to additional errors.   

In the absence of a more rigorous method, we estimated uncertainties for our velocity results based on 

± one standard deviation. This assumes that no displacements have occurred on non-glacier terrain. 

Rockfalls and movements are common in the High Himalayas meaning our uncertainty estimates are 

most likely overestimates. Nevertheless, 94% of our velocity measurements are significant, in addition 

to all three regional averages. 

5.3 Comparison with other work 
In recent years, studies looking at the change in volume of Himalayan glaciers have become more 

common (Gardelle et al., 2012, Gardelle et al., 2013, Shangguan et al., 2015), although the number using 

declassified data such as Corona or Hexagon still number relatively few. Due to the differing climatic 

regimes across the Himalayas, it is not appropriate to compare our results with those from the Indian 

Himalaya, the Tien Shan, or the Karakoram. We therefore restrict our comparisons to the Central 

Himalayas and the Everest Region. Downwasting rates of -0.32 ± 0.08 m a-1 were calculated in the 

Everest Region between 1970 and 2007 (Bolch et al., 2011). This is less negative than our result of -

0.45 ± 0.03 m a-1 between 1970 and 2013. It is worth pointing out that such differences could be due to 

the years of acquisition. It is probable that between 2007 and 2013 the glaciers experienced a continued 

and perhaps accelerating rate of mass loss (Bolch et al., 2012). The evidence also suggests that the three 

glaciers covered by the Corona DEM are not fully representative of the Manaslu Region with rates of 

glacier change being more negative than the regional average. 
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When looking at shorter time periods, Kääb et al. (2012) found a mean annual surface lowering of -0.21 

± 0.05 m a-1  over the entire Hindu Kush Himalaya Region between 2003 and 2008, with some regions 

losing as much as -0.66 m a-1. The losses we found between 2000 and 2013 of -0.21 m a-1 therefore 

compare well with the regional average. Our results of geodetic mass balance between 2000 and 2013 

(-0.05 ± 0.16 m.w.e.a −1) is more positive than the results found by Gardelle et al. (2013) for western 

Nepal (−0.32 ± 0.13 m w.e.a −1) or the Everest region (−0.26 ± 0.13 m w.e.a−1) over roughly the same 

time period. Bolch et al. (2011) found a more negative mass balance of −0.79 ± 0.52 m w.e.a −1 between 

2002 and 2009 in the Everest Region. Our geodetic mass balance between 2005 and 2013 (-0.51 ± 0.12 

m w.e.a−1) is more comparable to these findings. Our mean geodetic mass balance between 1970 and 

2013 (-0.24 ± 0.12 m w.e.a−1) compares well with values reported for the Langtang valley between 1974 

and 1999 (–0.32 ± 0.18 m w.e.a−1) (Pellicciotti et al., 2015) as well as the Everest Region from 1970 to 

2007 (−0.32 ± 0.08) (Bolch et al., 2011).  

We found that an altitude of approximately 5635 m to represent the transition from areas losing mass 

and gaining mass. If this is taken as an estimate of the ELA then this is in broad agreement with the 

estimate of ~5600 m for the central Himalayas reported by (Bolch et al., 2012) and for Western Nepal 

of 5590 ± 138 m by Gardelle et al. (2013). 

When it comes to velocity, Quincey et al. (2009) found that the debris-covered glaciers in the Everest 

region flowed at ~20 m a-1, which is broadly in agreement of our mean result of 23 m a-1 in 2014. Kääb 

(2005) found that the debris-covered glaciers in Bhutan were flowing at higher rates of between 20 and 

50 m a-1. Towards the glacier terminus the glacier velocities drop off to almost northing over stagnant 

ice, something that has been observed also in Khumbu (Bolch et al., 2008).There is less work concerning 

changes in glacier velocity over time, and the work that does exist often find contradictory results of 

how glacier velocity has varied. Heid and Kääb (2012b) attribute negative mass balances to widespread 

reductions in glacier velocity globally, including a 43% reduction in velocity in the Pamir mountains 

between 2001 and 2010. Haritashya et al. (2015) found reductions in glacier velocity of Khumbu glacier 

between 2003 and 2008 of “between 10 and 20%” while Bhattacharya et al. (2016) found a 6.7% 

decrease from 1996 to 2013 in the Indian Himalaya. The reduction we measured of 16.8% between 1999 

and 2013 fits in-between these values. 

5.4 Future work 
A clear trend of ongoing glacier stagnation is occurring on many of the debris-covered tongues. Future 

automated or semi-automated glacier change analysis should attempt to include volume or velocity 

products to compliment glacier area change assessments. The Landsat 8 and Sentinel-2 sensors contain 

less sensor noise than the previous optical missions and can therefore be used for large area glacier 

velocity mapping (Fahnestock et al., 2015, Kääb et al., 2016). The high precision of this imagery could 

help automate future image matching and glacier velocity determination, although automated or semi-

automated methods for filtering displacements need to be improved and implemented. 
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Maurer and Rupper (2015) developed an approach that fully automatically processes declassified 

Hexagon satellite imagery (from the same mission program as Corona) and applied it to determining 

glacier volume change in the Bhutanese Himalayas. If such methods could be combined with automated 

DEM co-registration (e.g. Nuth and Kääb (2011)) and global or regional elevation datasets such as the 

SRTM (Schiefer et al., 2007), SETSM (Noh and Howat, 2015b), ALOS Global DEM (Shangguan et al., 

2015), ICESAT (Moholdt et al., 2010, Kääb et al., 2012) or TerraSAR World DEM (Jaber et al., 2014) 

data then there is a large potential for regional scale volume change analysis in the future.  

6. Conclusion 
Our study shows a varied glacier response to climate in the Manaslu region of Nepal. Twelve percent of 

glaciers had an area change of <1% between 2001 and 2013 and the debris-covered area increased for 

52% of the glaciers. When a subset of glaciers had trends in area, velocity, and volume compared 

however, the rates of reduction in glacier area and glacier velocity were near-identical, while glacier 

surface lowering showed strong mass losses. This shows that although glacier area change provides a 

straightforward measure for assessing glacier change, the glaciers in the Himalayas may be stagnating 

and downwasting despite relatively stationary glacier termini and modest reductions in area for some 

glaciers. Surface lowerings, geodetic mass balances and rates of glacier shrinkage have become more 

negative over the last decades with increased rates of loss between 2000 and 2005. Ice above 

approximately 5635 m a.s.l. has thickened slightly. Furthermore, our results add to the consensus of a 

heterogeneous yet clear trend of glacier downwasting across the Himalayas, with the changes in Manaslu 

region being in line with regional averages.  Future work should make use of the high temporal 

resolution of a combination of Landsat 8 and Sentinel 2 to investigate seasonal changes to glacier 

velocity, and compare trends in glacier area, velocity, and volume over a larger sample of glaciers. 
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