
 
Abstract— Natural gas hydrates are ice-like structures composed 

of water and gas (mostly methane) molecules. They are found 
worldwide and contain huge amounts of bound methane. Therefore, it 
represent potentially vast and yet untapped energy resources. 
Hydrates from carbon dioxide are thermodynamically more stable 
than methane hydrate over large regions of condition. Mixed hydrates 
of structure I, in which methane occupies the small cavities are more 
stable than methane hydrate over all ranges of pressures and 
temperatures. The exchange of originally bound methane in hydrate 
with carbon dioxide is a great way to achieve two goals, the in situ 
release of hydrocarbon gas and a cleaner environment through safe 
storage of carbon dioxide. The resulting hydrate is a mix. Carbon 
dioxide can only replace methane in large cavities due to its size and 
therefore it forms mix methane-carbon dioxide hydrate with methane 
in the small cavities and a maximum theoretical exchange of 75% of 
the in situ methane. An improved thermodynamic model is implicitly 
implemented in phase field theory to study the kinetic rates due to the 
exchange process. A thin layer of water between methane hydrate 
and carbon dioxide is implemented in addition to the initial methane 
for a more realistic representation of a reservoir situation in which 
hydrate saturation is always lower than 100%. The nucleation on 
water-carbon dioxide interface is expected to be very slow compared 
to the growth rate. To trigger the carbon dioxide hydrate formation 
four small regions of carbon dioxide hydrate are placed on the water-
carbon dioxide interface. The exchange process involves an initial 
dissociation of methane hydrate and the carbon dioxide will start 
forming hydrate. In term of Gibbs phase rule the system can 
theoretically reach equilibrium as limit if pressure and temperature is 
defined and the final hydrate is uniform. On the other hand the 
limited size of the system and the initial balance of masses of the 
three components methane, carbon dioxide and water will not make 
equilibrium possible in the model system. This implies also that 
kinetic rates of hydrate formation, hydrate reformation and 
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dissociation will depend on composition of surrounding phases and 
corresponding free energies. This is also the expected situation in a 
porous media like a hydrate reservoir, in which the hydrate is in a 
stationary balance with fluids and typically kept trapped by layers of 
clay or shale. Phase field theory is a tool for evaluation of kinetic 
rates of different phase transitions as well as the relative impact of 
thermodynamic control and mass transport control. Heat transport is 
very rapid compared to mass transport and is neglected in this work. 

Keywords—Phase field theory, Natural gas hydrate, 
Hydrodynamics, Hydrate exchange. 

I. INTRODUCTION

as hydrates are ice-like substances of water molecules 
encaging gas molecules called  guest. Natural gas 

hydrates are dominated by methane and most naturally 
occurring hydrates are formed from biogenic sources. They 
form under high pressure and low temperature conditions 
within the upper hundred meters of the sub-seabed sediments 
[1]. Gas hydrate mostly exist in two crystalline structures 
structure I (sI) and structure II (sII). There may also rarely 
found a third type structure H denoted as sH. These structures 
vary in composition and types of cavities that constitutes the 
hydrate structure depending on the size of the guest molecule. 
The scope of this work is on hydrates with carbon dioxide 
(CO2) and methane (CH4) as guests. These two components 
both form the structure I hydrate and special focus will 
therefore be on this particular structure. Using the explanation 
by Sloan [22], structure I is a cubic crystalline in shape and 
formed with guest molecules having diameter between 4.2 and 
6 Å, such as methane, carbon dioxide, ethane and hydrogen 
sulfide. One unit cell in it consists of 46 water molecules. It 
has two small and six large cages in one unit cell. The small 
cage has the shape of a 12 sided cavity with 12 pentagonal 
faces in each side and called pentagonal dodecahedron (512). 
The large cage has the shape of a 14 sided cavity (with 12 
pentagonal faces and 2 hexagonal) faces and called 
tetradecahedron (51262). If all the cavities are filled with guest 
molecules the mole percent of water would be about 85%. 
Normally, not all cavities may found be completely occupied 
with guest molecules. Due to this very high water content 
hydrates look like snow or ice. They are also sometimes called 
as ‘ice that burns’ as shown in Fig. 1. It is natural to assume 
that hydrate properties may little depend on guest molecules 
due to their low content, but it is not the case. The most 
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striking property of hydrate is that they can be formed and 
exist at temperatures higher than  if the pressure is high 
enough.  

Fig.1  ‘Ice that burns’, (Photo courtesy of: J. Pinkston and L. Stern 
/ Us Geological Survey). 

These gas hydrates are widely distributed in sediments 
along continental margins, and harbor enormous amounts of 
energy. Massive hydrates that outcrop the sea floor have been 
reported in the Gulf of Mexico [2]. Hydrate accumulations 
have also been found in the upper sediment layers of Hydrate 
ridge, off the coast of Oregon and a fishing trawler off 
Vancouver Island recently recovered a bulk of hydrate of 
approximately 1000kg [3]. Håkon Mosby Mud Volcano of 
Bear Island in the Barents Sea with hydrates is openly exposed 
at the ocean floor [4]. These are only few examples of the 
worldwide evidences of unstable hydrate occurrences that 
leaks methane to the oceans and eventually may be a source of 
methane increase in the atmosphere. 
Hydrates of methane are not thermodynamically stable at 
mineral surfaces. From a thermodynamic point of view the 
reason is simply that water structure on hydrate surfaces are 
not able to obtain optimal interactions with surfaces of calcite, 
quarts and other reservoir minerals. The impact of this is that 
hydrates are separated from the mineral surfaces by fluid 
channels. The sizes of these fluid channels are not known and 
are basically not even unique in the sense that it depends on 
the local fluxes of all fluids in addition to the surface 
thermodynamics. Stability of natural gas hydrate reservoirs 
therefore depends on sealing or trapping mechanisms similar 
to ordinary oil and gas reservoirs. Many hydrate reservoirs are 
in a dynamic state where hydrate is leaking from top by 
contact with groundwater/seawater which is under saturated 
with respect to methane and new hydrates form from deeper 
gas sources.  
Global energy needs and climate stress from greenhouse gases 
require new sources of energy and the management of CO2 
emissions. Natural gas hydrate provides a great solution being 
a potential source of energy and reduction of CO2 emissions. 
Methane can be recovered by number of ways like 
depressurization, heating and injection of another gas. The 
scope of this work deals with the kinetic rates of CO2 
injection into methane hydrate. This process is a favorable 
way to store a greenhouse gas (CO2) for long period of time 

and enables the ocean floor to remain stabilized even after 
recovering the methane gas [10]. Because, of the size CO2 can 
only fit into large cavities and it will force methane in large 
cavities to release. This exchange is a solid phase exchange 
and therefore in result the new hydrate formed is a mix 
CO2/CH4 hydrate which is thermodynamically more stable 
than CH4 hydrate over substantial regions of pressure and 
temperature.   
Gas hydrates have great capacity to store gases [5-7] and 
several investigations of potential for using hydrate phase for 
storage and transport have been conducted even though the 
hydrates are not stable when exposed to new surroundings like 
for instance air. The storage of CO2 in reservoirs has already 
been established as a feasible alternative for reducing CO2 
emissions into the atmosphere. Injection of produced CO2 
from Sleipner oil and gas field into the Utsira formation was 
the first industrial CO2 aquifer storage project. A number of 
studies conducted for the Utsira storage. See for instance Xu 
and Preuss [8] and references therein. There are regions in the 
northern parts of North Sea and the Barents Sea suitable for 
CO2 storage which contains regions of pressure and 
temperature conditions which are within the CO2 hydrate 
stability regions. Kinetic rates for CO2 hydrate formation, as 
well as dissociation of CO2 hydrate towards under saturated 
water is therefore important in reservoir modeling of CO2 
storage in those regions. There are also natural gas hydrates in 
those regions and storing CO2 in natural gas hydrate 
reservoirs may provide a win-win situation of safe long term 
CO2 storage in the form of hydrate and simultaneous release 
of natural gas.  
In our studies we are more interested in the type of CO2 
storage provided by the reservoirs that already contains natural 
gas hydrates. Mixed CO2 and methane hydrate, in which 
methane fills some portion of the small cavities, is 
significantly more stable than natural gas hydrates. Injecting 
CO2 into in situ natural hydrate results in the formation of 
CO2 hydrate by naturally replacing the originally bounded in-
situ hydrocarbons and therefore, at the same time releases the 
hydrocarbons. ConocoPhillips has currently in May 2012 has 
completed working on a field trial on the Alaska North Slope 
together with the US Department of Energy (DOE project 
MH-06553) as a major funding agency for the project. Now 
they are focusing in evaluating the extensive test data. It is 
believed that the data achieved by this trial will be helpful to 
experimentally justify the theoretical works like the one 
presented in this article. The aim is to investigate the release 
methane through CO2 injection.  
Theoretically, Phase field theory is the main tool to give a 
deep understanding into the kinetic rates involved during this 
exchange. This work has used the modified Phase Field 
Theory as illustrated by Qasim et al. [9]. This process strongly 
depends on the accurate thermodynamic model and therefore 
an improved thermodynamic model as in [15] is implemented 
along with modified Phase Field Theory.  

II. PHASE FIELD MODEL

Phase field theory model follows the formulation of 
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Wheeler et al. [11], which historically has been mostly applied 
to descriptions of the isothermal phase transition between 
ideal binary-alloy liquid and solid phases of limited density 
differences. The hydrodynamics effects and variable density 
were incorporated in a three components phase field theory by 
Kvamme et al. [12] through implicit integration of Navier 
stokes equation following the approach of Qasim et al.[9]. The 
phase field parameter  is an order parameter describing the 
phase of the system as a function of spatial and time 
coordinates. The phase field parameter  is allowed to vary 
continuously from 0 to 1 on the range from solid to liquid. 

The solid state is represented by the hydrate and the liquid 
state represents fluid and aqueous phase. The solidification of 
hydrate is described in terms of the scalar phase field 

 where  represents the molar fractions of 
CH4, CO2 and H2O respectively with obvious constraint on 
conservation of mass . The field  is a structural 
order parameter assuming the values  in the solid and 

 in the liquid [13]. Intermediate values correspond to the 
interface between the two phases. The starting point of the 
three component phase field model is a free energy functional 
[12], 

(1) 

which is an integration over the system volume, while the 
subscripts  represents the three components, is molar 
density depending on relative compositions, phase and flow. 
The bulk free energy density described as  

 . 
(2) 

The phase field parameter switches on and off the solid and 
liquid contributions  and  through the function 

 and note that  and . 
This function was derived from density functional theory 
studies of binary alloys and has been adopted also for our 
system of hydrate phase transitions. The binary alloys are 
normally treated as ideal solutions. The free energy densities 
of solid and liquid is given by 

 , (3) 

 . (4) 

The details of densities  and  can be found in Qasim 
et al. [14]. The hydrate free energy away from equilibrium 
is calculated using the following equation: 

 . (5) 

Here  is the free energy at equilibrium. The free energy 
gradients with respect to mole fraction, pressure and 
temperature are ,  and  respectively. Where subscript 
r represents any of the components of the hydrate: methane, 
carbon dioxide and methane. The detail calculations of the 
free energy gradients can be found in Kvamme et al. [15]. The 
free energy of the liquid  is discussed in the following fluid 
and aqueous thermodynamic section.  

The function  ensures a double well 
form of the  with a free energy scale 

 with , where  is the average molar 
volume of water. In order to derive a kinetic model we assume 
that the system evolves in time so that its total free energy 
decreases monotonically [13].  

The usual equations of motion are supplemented with 
appropriate convection terms as explained by Tegze et al [16]. 
Given that the phase field is not a conserved quantity, the 
simplest form for the time evolution that ensures a 
minimization of the free energy is 

 , (6) 

 , (7) 

where  is the velocity,  and 

 are the mobilities associated with 
coarse-grained equation of motion which in turn are related to 
their microscopic counter parts. Where 

 is the diffusion coefficient. The details are 
given elsewhere [12]. 

An extended phase field model is formulated to account for 
the effect of fluid flow, density change and gravity. This is 
achieved by coupling the time evolution with the Navier 
Stokes Equations. The phase and concentration fields 
associates hydrodynamic equation as described by Conti [17-
19] 

, 
(8) 

. 

Where  is the gravitational acceleration.  is the density 
of the system in hydrate ( ) and liquid ( ). The detail for 
calculating these densities are already given by Qasim et al 
[14]. Further 

. (9) 

is the generalization of stress tensor [17-20],  represents 
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non-dissipative part and  represents the dissipative part of the 
stress tensor. 

III. FLUID THERMODYNAMICS

The free energy of the fluid phase is assumed to have 

, (11) 

where  is the chemical potential of the ith component. 
The solubility of water is assumed to follow the Raoult’s law. 
The lower concentration of water in the fluid phase and its 
corresponding minor importance for the thermodynamics 
results in the following form of water chemical potential with 
some approximation of fugacity and activity coefficient: 

 , (12) 

where  chemical potential of water at infinite dilution 
and  is the mole fraction of water in the fluid phase. The 
chemical potential for the mixed fluid states is approximated 
as 

 , (13) 

where  represents CH4 or CO2. The details are available in 
Svandal et al. [21].  

IV. AQUEOUS THERMODYNAMICS

The free energy of the aqueous phase assumed as 

, (14) 

the chemical potential  of aqueous phase has the 
general form derived from excess thermodynamics 

. (15) 

 is the chemical potential of component  in water at 
infinite dilution,  is the activity coefficient of component 
in the aqueous solution in the asymmetric convention (   
approaches unity in the limit of  becoming infinitely small). 
The chemical potentials at infinite dilution as a function of 
temperature are found by assuming equilibrium between fluid 
and aqueous phases . This is done at low 
pressures where the solubility is very low, using experimental 
values for the solubility and extrapolating the chemical 
potential down to a corresponding value for zero 
concentration. The activity coefficient can be regressed by 
using the model for equilibrium to fit experimental solubility 
data. The chemical potential of water can be written as: 

, (16) 

where  is pure water chemical potential. The strategy for 
calculating activity coefficient is given in Svandal et al. [21]. 

V. RESULTS AND DISCUSSIONS

As an initial setup a structure I hydrate reservoir model is 
considered by inserting a thin water band between methane 
hydrate and CO2 liquid. This is a more realistic setup in 
comparison to the previous work [14]. The strip of water layer 
is shown as dark red strip around light red circular disk 
methane hydrate in Fig.2. This whole is then surrounded by 
CO2 liquid. It is believed that the CO2/CH4 exchange process 
will be faster due to higher diffusivity of CO2 in water and 
water in hydrate but all depends on the initial nucleation of 
CO2 hydrate on CO2 and water interface which is a very slow 
process. Therefore, four small regions of nucleation as CO2 
hydrate of size 1Å×1Å are considered on the water and CO2 
interface before running the simulation to let the things 
happen. These points are highlighted with white circles in 
Fig.2. The size of system is (150Å×150Å) with diameter of 
60Å for circular hydrate. The temperature (276.15 K) and 
pressure (83.0 bar) remain constant in the system. The 
temperature and pressure condition is well inside the stability 
region of the guest molecules. The molar density of CO2 
liquid is calculated using SRK equation of state. Hydrate 
density is calculated using the formulation by Sloan et al. [22]. 

Fig.2  Initial picture of CH4 hydrate, water strip and liquid CO2 
with 150Åx150Å size and a hydrate diameter of 60Å. 

The simulation is run to 15.376 ns. The initial mole fraction 
of methane in hydrate is 0.14 is considered with the 
assumption that all small and large cavities are occupied by 
methane. Fig. 3 shows the initial density profile on the center 
line of the hydrate system passing through the hydrate. Many 
up-coming figures only show the profiles on the center line of 
the 2D-hydrate system passing through hydrate.  
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Fig.3 Density profile at time zero. Points encircled are the 
nucleation points and therefore CO2 hydrate density. 

Methane hydrate initially starts to dissociate into the 
surrounding water. This is due to the driving force in terms of 
the change in chemical potential of methane in liquid phase 
and hydrate phase. This Phenomenon can be seen in Fig.4.  

Fig.4. Phase Field parameter profile showing initial methane 
hydrate dissociation. 

The CO2 starts penetrating into the methane hydrate as 
some empty spaces into the hydrate cavities are now available 
after some amount of methane has been released into the 
liquid phase. CO2 is assumed to only enter the large cavities 
of structure I due to its size. In Fig.5 both phase field 
parameter and CO2 profiles are plotted to exactly see the 
growth of CO2 in hydrate.  

Fig.5. CO2 growth in methane hydrate at 2.5 ns. 

Fig.6. Methane drop inside hydrate and increase in surrounding 
with time. 

Fig.6. shows the initial drop in methane concentration in 
hydrate. This is exactly can be seen in the methane flux profile 
in Fig.7. where dissolution rate drops quickly in first very few 
nano seconds.  

Fig.7. Methane dissolution rate. 

To calculate the movement of methane from solid phase to 
liquid, the velocity on the interface is determined by tracking 
the  values which is used to calculate the dissociation rate 
until 15.376 ns using the following equation from Sloan et al. 
[22]: 

. 

where  is the dissociation rate (moles/m
2
s),  is hydrate 

radius shrinkage rate (m/s),  is density of hydrate 

(kg/m
3
),  is molar weight of the guest (kg/moles) and  is 

Hydrate number. The initial value of flux was high due to the 
initial relaxation of a system into a physically realistic 
interface.   

Further, we give a figure (Fig.8) showing the mole fractions 
of methane and CO2 simultaneously. The figure shows mole 
fractions of both guests starts from the center to the wall of the 
system. Mole fractions of guests are given on three simulation 
times til 2.5 ns.  
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Fig.8. Methane and CO2 Mole fractions. 

All these evidently shows that CO2 grows inside hydrate 
and the difference in chemical potentials inside and outside 
hydrate is the driving force while in similar way methane 
releases and leaving space for CO2.  

Fig.9. shows direction arrows of velocity using velocity 
data in horizontal and vertical directions. The molecule 
movement outside the hydrate and towards the hydrate is 
clearly visible. 

  
Fig.9. Direction arrows of flow at 2.5 ns.

The hydrate size is reduced because of methane dissociation 
until 2.5 nano seconds and then it start increasing till 12.57 ns 
due to reformation with CO2 penetration. This phenomenon is 
best explained by assistance of Fig.10, which illustrates the 
reformation process of CO2 hydrate, where the kinetics of the 
liquid CO2 from its liquid phase transformation to solid phase 
at different stages is plotted.  

Fig.10. Hydrate reformation after initial dissociation due to CO2 

penetration starting after 2.5 ns till 12.57 ns. 

At the same time that is after 12.57 ns methane mole 
fraction also drops (see Fig.11) which initially was 0.14.  

Fig.11. Methane mole fraction after 12.57 ns, drop in methane 
mole fraction is visible inside hydrate and increase elsewhere. 

The in-out molecule movement is still continuing after 
12.57 ns. A significant activity on the interface can still be 
observed. This can be observed by Fig.12 as well.  

Fig.12. Flow profile after 12.57 ns, after full possible exchange. 

The density profile is also transformed and after 12.57 ns 
the density of CO2 liquid drop as methane has penetrated and 
may have free gas in few places. This can be seen in Fig.13 
and 14. 

Fig.13. Density profile after 12.57 ns, CO2 density in liquid drops 
as methane has released after dissociation.
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Fig.14. Density profile on whole 2D plane after 12.57 ns. 

The increase of CO2 concentration inside hydrate is visible 
through Fig.15. The CO2 concentration is plotted along with 
Phase field parameter. 

Fig.15. Combine plot of CO2 concentration and phase field 
parameter to see the hydrate reformation due to CO2 penetration in 
hydrate. 

The area encircled clearly shows the growth of CO2 
concentration inside hydrate and after 12.57 ns nearly 90 % of 
large cavities are filled with CO2. The hydrate at this time is 
not in stable condition and right after this time the hydrate 
starts dissociating again and in the matter of less than 3 ns the 
hydrate completely dissociates. The reason is the very low 
mole fraction of CO2 on the interface and access water. The 
CO2 exists in the range 0.3% to 0.8 % in water. Methane is 
even lower and is in the range of 0.1 % to 0.3 %. The 
corresponding chemical potential of CO2 in aqueous in the 
interface is from -3.2646E+04 j/mol to -3.4226E+04 j/mol 
respectively. On the other hand the mole fraction of CO2 
inside the hydrate has raised up to 0.108 which means the 
chemical potential of CO2 in hydrate is -3.18450E+04 j/mol 
which is quite high then the chemical potential of CO2 in 
aqueous in the interface. This difference of free energy 
triggers the dissociation of hydrate. Fig. 16 gives a comparison 
of mole fractions of CO2 and water at 12.57 ns.  

    Fig.16. Water and CO2 mole fraction comparison after 12.57 ns. 

The encircled regions shows a clearly that CO2 is very low 
in the interface in comparison to water. The methane is also 
very low in the same region as can be observed in Fig. 10. 
Once the dissociation starts the CO2 remain low as 
dissociation results more water and little CO2 to add in the 
interface. Fig. 17 clearly shows an even more drop in CO2 in 
interface after a very small time. 

    Fig. 17. CO2 mole fraction comparison 12.57 ns and 12.583 ns. 

The encircled region is zoomed to clearly show the decrease 
in CO2 mole fraction in interface. On the other hand the water 
content grows more with time as suggested by Fig. 18.

Fig. 18. Water mole fraction comparison 12.57 ns and 12.583 ns. 

Again, the encircled region is zoomed to explain the growth 
of water on interface. This means that with time the CO2 
drops and the water grows even more in interface and hence 
dissociation fasts with each passing time. That’s the reason 
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why it results in a very rapid dissociation of the whole 
hydrate. For instance, the phase field parameter profiles are 
shown in Fig. 19 at 12.57 ns and 12.796 ns to show the rapid 
dissociation process. 

  
Fig. 19. Phase parameter comparison 12.57 ns and 12.769 ns. 

The whole hydrate dissociates at 15.376 ns and phase parameter 
profile shows it in Fig. 20. 

Fig. 20. Phase parameter at 15.376 ns showing full dissociation. 

The CO2 and methane mole fractions are now very low in 
the previous hydrate region as expected, see Fig 21 and 
Fig.22. 

Fig.21. CO2 mole fraction after full dissociation.

Fig.22. Methane mole fraction after full dissociation.

Phase field simulation with more appropriate description of 
thermodynamic model as well hydrodynamic [9] has been 
applied to model the exchange of CH4 with CO2 from natural 
gas hydrate at more realistic conditions corresponding to 
hydrates reservoir then in [14]. The data attained is useful in 
the modeling and optimization for the production of methane 
from hydrate reservoir as well as sequestration of CO2. As 
expected it was observed that the mole fraction of CO2 in the 
hydrate phase increases, while that of CH4 decreases with 
increasing time. It is also observed that the insertion of water 
band around methane hydrate speeds up the exchange process 
and hence CO2 hydrate reformation.  After almost a 90 % 
exchange of CO2 with methane in large cavities the hydrate 
starts dissociating due to very low CO2 concentration in 
interface and high CO2 concentration inside the hydrate. The 
CO2 amount kept dropping during the dissociation and water 
kept rising on the interface which makes the dissociation very 
fast and in less than 3 ns the hydrates dissociates completely. 
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