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Summary

Households in sub-Saharan Africa face substantial health risk. This threatens their welfare

and predisposes them to poverty. Despite the high risk environment, they have little or no

access to social protection–a set of programs that aims to reduce health risk and provides

insurance against its effects, key of which are reductions in labor income and increases in

household health expenditure. In childhood, health risk may have additional effects; it lowers

cognitive abilities as well as educational attainment and these effects persist in adulthood,

working to permanently lower lifetime economic outcomes. Yet still, children from poorer

backgrounds face a disproportionately larger share of childhood health risk.

In this thesis, I examined the extent to which households are protected from the welfare ef-

fects of health shocks (illness and injury) in Zambia. I also evaluated some social protection

policies focused at the general population and specific groups such as children and individ-

uals from low socioeconomic background. This was achieved in three sub-studies, each of

which forms a separate paper. The first one assessed the effect of health shocks on house-

hold consumption, income, and health spending, as well as the extent to which households use

borrowing and selling assets as coping strategies in the absence of complete social protection

systems, during and after structural adjustment reforms (SAPs). Using data from four waves

of the living conditions monitoring survey (LCMS) in the period 1996–2006, it was found that

health shocks were associated with reduced consumption both during and after structural re-

forms. Although health shocks were substantially associated with reduced labor income in

both periods, the effect on health spending was much greater after the structural reforms. Mid-

dle income households were especially vulnerable. To cope with this risk, household employed

informal borrowing and selling assets as self insurance mechanisms.

In the second paper, the short and long term effects of an important social protection

policy–the user fee removal–on medical spending and overall utilization of health services

was evaluated. Heterogeneity in utilization response was also examined. Results show that



ix

the policy increased overall utilization of health services in the short term and these effects

were sustained in the long term. Apart from increasing overall utilization, the policy also led

to shifting of use from private to public health services. The greatest increase in utilization of

health services occurred among individuals whose household heads were either unemployed or

had no education. Further, although the policy reduced the proportion of individuals incurring

any spending, overall health expenditure was not affected in any significant way.

Third, and finally, the last paper investigated the determinants of childhood health risk,

specifically stunting and fever, between 2007–2014, a period of massive scale up of child

health interventions as countries braced themselves to meet the 2015 target of the Millennium

Development Goal on child health. It assessed whether or not the concentration of health risk

among children from poorer households reduced. Importantly, the factors or determinants that

could have been driving these changes were investigated. It was found that although the preva-

lence of stunting in the general population and in all quartiles, except the poorest, reduced,

inequality increased significantly. The determinants that contributed the most to the increase

in inequality of stunting were maternal height and weight, household wealth, birth order, place

of birth (home or facility), breastfeeding duration and maternal education. Socioeconomic

inequality in fever also increased and incidence of fever did not fall. The determinants that

contributed to the increase in the inequality of fever were household wealth, maternal educa-

tion, birth order, and duration of breast feeding.

I conclude that scaling up social protection programs that aim at providing insurance

against health risk would improve household welfare, especially if coverage does not only

focus on the poorest but also middle income households, who are found to be most vulnerable.

Regarding user fee removal, although this policy may reduce health risk, since it increased

utilization of health services, especially among individuals from low socioeconomic back-

grounds, it was not successful in reducing health expenditure risk. Other social protection

programs need to be considered if there has to be improvement in health spending insurance.

In the same vein, childhood health risk became more concentrated among children from poorer

households despite the massive scale up in child health interventions. Reducing inequality in

the determinants of childhood health such as facility deliveries, wealth, education, nutrition,

etc is key to reducing inequalities in childhood health risk. If inequalities of determinants are

not eliminated, increasing their coverage may not reduce child health inequality, and may, in

fact, increase it.



Chapter 1

Introduction

1.1 Background

Consumption of goods and services (such as nutritious food, education, housing, clean wa-

ter, etc.) is an important indicator of household welfare. However, the ability of households

to maintain adequate levels of consumption may be threatened by both covariate risk (e.g,

drought, earthquakes, floods etc–that is, risk which, when realized, affects all households at

once) and idiosyncratic risk ( e.g health deterioration, job loss, crop failure etc–risk whose

realization affects only one or a few households at any given time). A shock is said to have

occurred when risk is realized, resulting in welfare losses. By definition, idiosyncratic risk, un-

like covariate risk, can be insured more easily through appropriate social protection programs

[1]. Moreover, relevant social protection interventions can be used to reduce or minimize id-

iosyncratic risk, a sheer contrast with covariate risk which mainly relates to events beyond

human control.

Yet still, one type of idiosyncratic risk, namely, health (sickness, injury and death), poses

one of the most serious threats to household welfare [2, 3]. Unlike other idiosyncratic shocks

such as job losses which may only lower labor income, health shocks may lead to both re-

ductions in labor income [4] and substantial increases in health expenditure [5, 6], ultimately

lowering household consumption, in the absence of social protection. To maintain stable con-

sumption, especially if already at subsistence level, households may further employ a number

of informal self insurance or coping strategies such as selling assets, taking children out of

school and borrowing [7]. Informal coping strategies may have long term welfare conse-

quences [8], including keeping households in perpetual poverty and contributing to the inter-



2 Introduction

generational transmission of poverty. In childhood, health shocks may have additional short

and long term consequences. Parents may need to take time off work in order to care for their

sick children, resulting in lower labor income earnings in the short to medium term. In the

long term, health shocks may lower a child’s overall health status, cognitive abilities, as well

as educational attainment, and these effects are not only persistent over time, but they per-

manently lower lifetime incomes and other economic outcomes [9–12]. This implies that a

child’s health shocks may have welfare consequences on both her parents’ household and her

own future household.

Put together, the short and long term welfare losses that health shocks induce may be sub-

stantial, driving households into poverty or keeping them in perpetual destitution. This is

especially true if they face high vulnerability, the level of which depends on the magnitude

of health risk, availability of social protection (in terms of cost of insurance/social assistance,

coverage, and adequacy of benefits), initial consumption levels (poverty status), and the re-

sponsiveness of medical spending as well as labor income to health shocks.1 Households are

not vulnerable, and will not suffer welfare loss, if they do not face any health risk. For a given

level of health risk, a household with lower consumption levels (living at bare subsistence) is

more likely to be driven into poverty, and hence more vulnerable. Similarly, households are

more vulnerable when they face a high cost of insurance or social protection, e.g, high interest

rates from self insurance strategies such as informal borrowing. In the same vein, households

with higher increases in health spending and reductions in earned income are more vulnerable

because they may experience larger drops in consumption as a result. But even when health

expenditure and labor income risks are high, welfare may not be affected, and households are

thus not vulnerable, if social protection systems provide transfers that offset the downward

1One of the most commonly used benchmark for assessing household welfare is a nationally or internationally

defined consumption threshold, known as the poverty line. In this case, a household is said to be vulnerable

if its consumption has a high likelihood of falling below a poverty line when hit by a shock [13], given all

available insurance mechanisms, both public and private (formal and self/informal insurance). Formally, suppose

a household with consumption level of c > 0 faces a health shock, h, with non-zero probability, p. It insures the

health shock with an amount, d ≥ 0. This insurance covers both possible health spending increases, m, and labor

income losses, y, resulting from a shock. if the household suffers a loss of s as a result of the health shock, it

receives an insurance transfer of t, where 0 ≤ t ≤ s and s = s(m,y). If t = s, a household is fully insured. Given

a consumption level, z, which defines a poverty threshold, a household is said to be vulnerable, V (·), if;

V (·) = p× (c−d − s(m,y)+ t)< z (1.1)

In words, a household is vulnerable if the expected consumption after the shock is lower than the poverty thresh-

old, z. From this formulation, vulnerability depends on: 1.) the probability of experiencing the health shock,

2.) initial consumption level, 3.) the cost of insurance or social protection, d, 4.) the transfer amount to protect

households from the effect of shocks, t, and 5.) the size of the consumption drop, s(·), which in turn is dependent

on health spending, and labor income, both of which are determined by the severity/size of the shock.
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pressure on consumption.

It turns out that these determinants of vulnerability reinforce each other; households with a

higher concentration of health risk have lower levels of consumption (poorer), chiefly rely on

costly informal self insurance mechanisms, and have the least access to formal social protec-

tion. The concentration of health risk among poor households is seen across various measures

of socioeconomic status such as wealth [14], education [15, 16], and occupation [17–20]. This

disproportionate concentration of health risk on individuals of lower socioeconomic back-

grounds is termed socioeconomic health inequalities.

Of particular concern is the existence of large socioeconomic inequalities in child health

[21, 22]. While some inequalities in adult health across the socioeconomic distribution may

be attributed to differences in behaviors such as eating habits, smoking, exercise, etc., [23],

a substantial portion of inequalities in childhood health are determined by parental socioeco-

nomic background and health behaviors as well as the their environment [9]. Such inequalities

raise concerns because children have no control over these circumstances. Hence, the bulk of

socioeconomic inequalities in early childhood are regarded as unjust and unfair [14]. There is

need, as such, to not only reduce health risk in children but also wipe out the unfair concentra-

tion of this risk among children from poor backgrounds.

The question arises; how can the general population and specific subgroups be better pro-

tected from health risk and its effects? From our discussion of the determinants of vulnerabil-

ity, it is clear that policy may pursue three possible goals; (1) eliminate or reduce health risk,

(2) provide adequate insurance against the effect of health shocks; increased health spending

and reduced labor income, and (3) increase levels of consumption in order to improve house-

hold resilience to shocks. Social protection constitutes an important set of programs through

which these goals can be achieved. It reduces vulnerability in the general population and in

specific populations subgroups, through a system of transfers in cash or in kind [24]. These

programs can be classified as either contributory or non-contributory. For contributory pro-

grams, individuals contribute resources to a central fund, or provide labor, before they can

be eligible for benefits. On the other hand, eligibility for non-contributory social protection,

sometimes called social assistance, is based on assessed levels of vulnerability and borders on

concerns of reducing inequality. Generally, they do not require contributions or previous labor

market attachment from eligible recipients. The important thing for health shocks is that both

contributory and non-contributory social protection programs are used to achieve one or more
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of the three goals above.

Interventions in the health sector typically focus on the first goal–reducing health risk.

However, other social sectors interventions can also reduce health risk, for example, providing

free clean water, and improving sanitation in poor areas can prevent childhood diarrhea. Food

support programs for vulnerable groups (very poor or high health risk) can reduce malnutrition

and improve child health. Similarly, the second goal–providing insurance against the effects

of health shocks–is multi-sectoral. Protecting household from large medical spending (health

expenditure risk) may involve a robust health sector that either freely provides quality services

or manages a universal health insurance scheme that is sufficiently funded. Unlike health ex-

penditure risk however, providing insurance against income risk is beyond the health sector. It

requires well developed programs in other sectors e.g, social insurance (e.g pension, disability,

maternity and sick leave benefits) and labor protection programs. For the third goal–increasing

levels of consumption–robust economic and anti-poverty policies such as family cash benefits

may be required. Vulnerability is minimized if social protection interventions addressing these

three goals are well developed throughout the life of household members. As such, the life cy-

cle provides the best lens of visualizing the possible social protection programs available to

households, and why they are needed at each stage.

The first stage in the life cycle can be viewed to be the period when a child is still develop-

ing in her mother’s womb (in-utero). As is the case in early childhood, health shocks in-utero

can have long term consequences. Social protection programs at this stage thus seek to reduce

health risk of a developing child. Most interventions are in the health sector and aim at en-

suring quality maternal health care and nutrition so as to promote healthy development of the

child, and minimize in-utero insults.

In the immediate period following birth, children need care as they adjust to the new envi-

ronment. A number of social protection programs are implemented, one of which is maternity

protection. This is an important avenue of reducing childhood health risk. Specifically, mater-

nity leave may give a mother enough time to care for the new born and identify possible health

dangers in the first critical months of childhood. Although maternity leave is important in it-

self, making sure that it is a paid one (mother still drawing a salary) may prevent premature

return to work. Other benefits that seek to address any combination of the three goals of social

protection we have identified, namely, reducing health risk, insuring health risk, and increas-

ing consumption, may be available in childhood. They include free health care, cash transfers
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to families with children under certain ages, school child feeding programs, etc. Most of these

benefits are from non-contributory social protection systems and are designed to weaken the

dependency of child health and later life outcomes on parental circumstances.

After childhood, when an individual reaches a legal labor force age, they either get for-

mally employed or not. If they do, various social insurance and labor benefits are available

which provide both income and medical spending insurance as well as reducing health risk. If

they suffer a health shock, they may be protected from the risk of incurring substantial medi-

cal spending through access to social health insurance schemes or employer provided private

health insurance. For income risk, depending on the magnitude and duration of a health shock,

individuals may have access to sick leave, short term disability benefits, and long term dis-

ability benefits. Additionally, an individual may be entitled to unemployment benefits if they

are laid off before reaching retirement age. Such benefits, though not directly related to health

shocks reduce vulnerability by improving household resilience to shocks. At retirement, indi-

viduals may be entitled to cash benefits in the form of pension. This is important because old

age is normally associated with increased health risks.

Adults who either have been unemployed or are working in the informal sector may not

have access to income and medical spending insurance that comes with contributory social pro-

tection (disability benefits, pension, maternity benefits, health insurance etc). As such, their

only recourse is social assistance programs such as social cash transfer, food stamps, etc. By

increasing consumption and making it independent of health shocks, these programs may im-

prove resilience and reduce household vulnerability. Such individuals may also benefit from

free health services or universal health insurance provided to the entire population, regardless

of employment status. This may reduce health risk–improve health status–in addition to mini-

mizing health expenditure risk. However, these individuals, by virtue of being unemployed or

working in the informal sector, may still face substantial income risk. This is particularly im-

portant for countries in sub-Saharan Africa and south Asia where informal sector shares of the

labor market is as high as 90% [25].

The foregoing life cycle perspective shows that social protection may protect households

from health risk and improve welfare. As such, it has been heralded as a vehicle for achieving

a number of Sustainable Development Goals (SDGs), especially the three relating to poverty,

health, and inequality. The importance of social protection is also reflected in the Universal

declaration of human rights which says that “Everyone, as a member of society, has the right to
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social security...” [26]. Despite its importance, about three quarter of the world population do

not have access to comprehensive social protection, and the majority of these live in poverty

[27]. Informal self insurance (coping) strategies become key in households’ quest to protect

themselves from the effect of health shocks [28]. Although, such strategies may be viewed

as substitutes for social protection schemes (formal private or public insurance and social

assistance), these strategies may deplete the asset base of poor households, lead to long term

poverty, and threaten household capacity to cope with future shocks [29]. Hence, a more

important question in assessing vulnerability is not whether or not self coping strategies are

effective in insuring households against health shocks at any given time, but the extent to which

households rely on such potentially inefficient strategies when hit by health shocks.

Sub-Saharan Africa presents a particularly strong case of vulnerability; being the region

with the largest health risk, highest poverty rates, and yet having the lowest coverage of social

protection. Although the development challenges are complex, the high levels of vulnerability

have been partly attributed to the tightening structural adjustment reforms, implemented be-

tween the 1980s to late 1990s [30–32]. Among other things, the reforms led to introduction

of user fees for health services and associated reductions in health service utilization[33], re-

duction in social sector funding [34], and shutting down of companies which resulted in job

losses [35]. To reduce the extent of vulnerability, most countries started strengthening or im-

plementing poverty reduction and social protection programs in the early 2000s under Poverty

Reduction strategy papers (PRSPs), programs that came with debt relief and increased exter-

nal financial support [36]. Health interventions were substantially scaled up and there was a

resolve to remove user fees as a way of increasing utilization of health services, improving

health status as well as providing financial protection against health expenditure risk [37]. As-

sessing the extent of vulnerability–that is, how health shocks impact on welfare, the magnitude

of income and health expenditure risk, how households cope with health risk and how some

social protection policies have performed in terms of reducing this risk as well as providing

health spending insurance–is important in informing policy on the appropriate design of social

protection programs.

Using the case of Zambia, I pursue three tasks. First, I question whether, taken together, all

social protection systems sufficiently protect households from the welfare damaging effects of

health shocks. I examine the effect of health shocks on household consumption and the paths

through which they may be transmitted to consumption. Is it through reduced labor income or
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increased health expenditure? In other words, I attempt to quantify the magnitude of income

and health expenditure risk. I also assess the extent to which household employ some self

insurance strategies when faced with health shocks.

Second, I evaluate the effect of one important social protection policy, the removal of

user fees in public health facilities. The goal of the policy was to increase access to health

services by reducing financial barriers. Increasing utilization of health services may improve

health status, and reduce health risk. Additionally, removing user fees may lower household

medical spending, and hence, lower health expenditure risk. We ask whether the policy was

successful in increasing overall utilization of health service and reducing health expenditure.

Were these effects sustained in the long term? How did health seeking behavior of individuals

from different socioeconomic backgrounds respond to the removal of user fees?

Third, I assess changes in childhood health risk, specifically stunting and fever incidence,

during the period of massive scale-up of child health interventions. Was there inequality in

childhood health risk? or stated differently, was there a higher concentration of health risk

among children from poor backgrounds? Did this inequality change? What factors were

driving these changes?

1.2 Vulnerability in sub-Saharan Africa

As mentioned earlier, the extent of vulnerability depends on initial consumption levels or

poverty status of a household, the size of health risk, and the extent to which social protection

programs protect or insure households against income and health expenditure risk. House-

holds in sub-Saharan Africa are more vulnerable than those of other regions; they have higher

levels of extreme poverty, larger health risk and lower social protection. By discussing each of

these aspects, this section provides an overview of the extent of vulnerability in sub-Saharan

Africa relative to other regions of the world.

1.2.1 Poverty

Vulnerability in sub-Saharan Africa is underscored by the size of the population that is ex-

tremely poor–defined as living on less than $1.90 per day. Extreme poverty is a condition of

severe human material deprivation. It reflects substantial challenges in meeting basic needs

such as food, housing, safe drinking water, sanitation facilities, health care, education and in-
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formation. According to the latest estimates from the World Bank [38], the percentage of

people who live in extreme poverty in sub-Saharan Africa is more than twice that of south

Asia, and six times that of east Asia and the pacific region (Figure 1.1). Although the average

poverty headcount is 40% in sub-Saharan Africa, it ranges from as low as 8% in Gabon to as

high as 82% in Madagascar [38].

Figure 1.1: Percentage of the population living on less than $1.90 per day in 2012 (at 2011 PPP)**

**Authors own computation based on data from the World Bank [38]

Even within countries in sub-Saharan Africa, substantial inequalities exist. Taking an ex-

ample of the two most unequal countries in Africa, the consumption share of the poorest 60%

is only 15.2% in South Africa and 21% in Zambia [39]. Large income inequalities may sug-

gests substantial inequalities in access to services such as quality health care, education, clean

water, and housing.

1.2.2 Health Risk

In addition to high poverty levels and socioeconomic inequalities, sub-Saharan Africa faces

a disproportionately larger share of health risk than any other region in the world. It has the

highest mortality rates and the lowest life expectancy, with adult mortality rate (probability

of dying between 15 and 60) being more than twice the global average in 2013 (306 vs 152
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per 1000 population) [40]. Although sub-Saharan Africa population is 13% of the world total,

it accounts for 70% of people living with HIV [41], 88% of all malaria cases [42], 66% of

maternal deaths[43], and 48% of all child deaths [44]. It has a high level of childhood under

nutrition with more than 35% of children having an inadequate height for their age (stunted)

[45]. Sub-Saharan Africa is the only region in the world facing persistently high levels of

under-nutrition. For example, it is the only region were number of stunted children rose during

the period 1990–2014 [45]..

Apart from disease, sub-saharan Africa is experiencing a rising burden of injuries and non-

communicable diseases. The increase in injuries is mostly driven by the increase in road traffic

accidents.The regions has the highest burden of injuries for individuals aged 0 to 49 [46]. 2 In

2012, for example, injuries caused more deaths in Africa than any other region [47].

Within sub-Saharan Africa, there is substantial variation in health risk across different

measures of socioeconomic status. Both mortality and morbidity is concentrated on individ-

uals with lower income, lower educational attainment, whose occupations are involve manual

labor, and who live in poorer neighborhoods.

1.2.3 Social Protection

Sub-Saharan Africa has the lowest coverage of social protection of any form, with 81% of the

population not having access to social protection (Figure 1.2) [48]. Because of the large share

of informal employment, only 5% of the population receive social insurance or multiple social

protection and labor (SPL) benefits. In addition to the low coverage of social insurance and la-

bor programs, social assistance coverage is also very low. East Asia and the Pacific as well as

south Asia also face low coverage of social insurance and labor programs, although relatively

higher than sub-Saharan Africa. The higher coverage for these regions stems from larger cov-

erages of social assistance programs.

2 measured in disability adjusted life years (DALYs).The DALY quantifies the total health loss for a population

by combining a mortality measures (years of life lost (YLL)) and a morbidity measure (years of life lived in

disability (YLD)).
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Figure 1.2: Proportion of household with access to various forms of social protection.**

**Authors own computation based on data from the World Bank [48]

The limited coverage of social protection in sub-Saharan Africa implies not only high

income risk but also health spending risk when individuals are hit by shocks. In general,

household in sub-Saharan Africa face high health expenditure risk compared to household

in developed countries. The risk of impoverishment is higher in countries where household

share in Total Health Expenditure (THE) exceeds 15–20% [49]. In most sub-Saharan Africa

countries, this share is more than 30% (Figure 1.3). Although households in OECD countries

are wealthier, with median income of $38,000 dollars compared $990 in sub-Saharan African,

their contribution to THE is less than 20% in most countries (Figure 1.4). The two figure also

review that even within each group of countries, lower income countries are associated with

higher contribution of households to THE.
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Figure 1.3: GDP per capita against share of Household Health Expenditure (HHE) in sub-Saharan Africa coun-

tries, 2014**
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**Authors own computation based on data from the World Health Organization [50]

Figure 1.4: GDP per capita against share of Household Health Expenditure (HHE) in OECD countries, 2014**
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The high contribution of households to total health spending in sub-Saharan Africa in

spite of low income levels has raised concerns that there may be substantial financial barriers
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to health care access. In response, some countries have removed user fees for some or all

the services with a view to providing financial protection and increasing utilization of health

services. However, household health expenditure still remains high, even in countries, such as

as Zambia and Uganda, that have completely removed user fee for all primary public health

services (In red text in Figure 1.3 ).



Chapter 2

Setting of the study

2.1 Background

This study focuses on Zambia, a sub-Saharan Africa country located between latitudes 8◦ and

18◦ south of the equator, and longitudes 22◦ and 34◦ east of Greenwich. It is landlocked and

covers an area of 752,610km2–almost the size France and the UK combined. Cut across by a

number of valleys and bathed by several river basins, Zambia sits on a plateau with an altitude

of 1,000–1,600m above sea level.

Zambia’s population was estimated at 15.5 million in 2015, with an urban share of about

42% [51], making it one of the most urbanized countries in Africa. It is administratively

divided into 10 provinces which are further divided into districts. Districts are the key units of

decentralization where services such as health, education, etc, are delivered. The number of

districts was increased from 72 in 2013 to the current 105.

From independence in 1964, Zambia enjoyed strong economic growth. It’s per capita

income was higher and increased at a much faster rate than the rest of sub-Saharan Africa

between 1964 and 1974 (Figure 2.1, [52]). With an income per capital of about US$600 in

1974 [52], twice the sub-Saharan Africa average, Zambia was classified as a middle income

country. The government owned most of the industries and imposed substantial subsidies as

well as price controls on a number of essential products. In addition, education and health

were freely provided. In consequence, the country enjoyed relatively high standards of living

with low socioeconomic inequality.

Generally, Zambia’s economic model was characterized by an almost complete depen-

dence on copper export revenues and relatively underdeveloped agriculture sector with a large
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population involved in subsistence agriculture [53]. Being one of the largest copper producers

in the world, the country was able to sustain high growth as long as copper prices remained

higher. Copper earnings were used to provide subsidies to government industries, most of

which could not sustain themselves and it has been speculated that this might have been due

to price controls, low efficiency, and other management challenges [54]. Manufacturing In-

dustries also relied heavily on oil imports, which were financed primarily from copper export

earnings. The over reliance on copper revenue constituted a recipe for Zambia’s economic

woes as copper prices tumbled in 1974 and export earnings fell substantially. At the same

time, oil prices started rising pushing up the import bill. These two events gave rise to balance

of payment and fiscal challenges which led to heavy borrowing on the international market so

as to keep industries running and avoid laying off workers [54].

Figure 2.1: Income per capita between 1964 and 2015, Zambia and sub-Saharan Africa**

**Authors own computation based on data from the World Bank [52]

Even these efforts, balance of payment problems persisted, growth stalled, and Zambia had

become the most indebted country in the world, relative to its gross domestic product (GDP)

[54]. By the 1980s, Zambia’s per capital income fell substantially lower than the rest of sub-

Saharan Africa (Figure 2.1). The economic model, especially price controls, led to severe food

and other commodity shortages. To curb the problem, Zambia agreed with the IMF and World

Bank on a package of structural adjustment policies (SAPs) in 1983, which other countries in
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sub-Saharan Africa were also pursuing. The adjustment policies included removal of subsi-

dies and decontrol of prices. However, this worsened economic problems as prices of major

commodities rose sharply. Under pressure from the population, the government suspended the

SAPs and embarked on an Economic Recovery Program (ERP), reintroducing controls and

other measures [55]. This program resulted in a temporal recovery of income growth from

1986 (Figure 2.1). Nonetheless, the fundamental problem still remained unresolved; price

controls in the midst of high manufacturing costs resulting from high oil prices. This provided

a disincentive for production and culminated into food and commodity shortages. Faced with

civil unrest, the government went back to the IMF for more loans on condition that they imple-

ment a more comprehensive SAP package. However, these reforms were actually implemented

by a new government which came to power in 1991.1

2.2 Structural Reforms and Vulnerability

A comprehensive structural adjustment program was implemented between 1991 and 2002,

and involved a myriad of tightening reforms spanning the whole economy, including the

health sector. The reforms included liberation, privatization, removal of subsidies, decon-

trol of prices, and health reforms, notable of which was the introduction of user fees in 1993

[54]. In this case, individuals seeking health services were now required to pay at the point of

use. Exemptions were given to children under the age of 5 years, senior citizens over the age

of 65, and poor people. Although a significant proportion of the population was exempted,

mainly on account of age, most individuals that benefited were well off. For example, Masiye

et al. [56] conducted an exit patient survey in five provinces and found that 53% of the patients

were exempted from user fees and yet only less than 1% was on account of poverty. In ad-

dition to these reforms, the SAPs also restricted spending on social sectors such as education

and health in order to keep the government budget balanced [55].

Evidence suggests that even if there were isolated cases of success in a few indicators

resulting from SAPs, none of the 20 countries implementing adjustment reforms over the 1980-

1999 period were able to achieve reasonable economic growth and rectify policy distortions

[57]. On a micro level, it has been found that SAPs led to substantial increases in household

1SAPs were undertaken in many other sub-Saharan Africa countries. The only difference is that Zambia also

experienced an economic crisis triggered by the sharp decline in copper prices and increase in oil prices. Thus,

one can see from Figure 2.1 that from the 1980, when most countries were implementing SAPs, per capita income

in Zambia and the rest of sub-Saharan Africa were tracking each other closely.
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vulnerability with marked increases in poverty and inequality in Zambia [58]. By the time the

reforms were completed in 2002, 67% of the population was in poverty [35]. Liberalization

and privatization led to shutting down of a number of industries while those that continued

operating retained a leaner work force. Massive job losses resulted [35], and the size of the

informal sector increased from 20% in 1967 [59], to 83% by the end of the SAP period in

2002 [35]. The informal sector is characterized by high vulnerability because of lack of social

security benefits such as paid leave, pension and other benefits.

Similarly, the introduction of user fees was associated with declines in utilization of health

services [33]. Household health expenditure as a share of total health expenditure remained

at over 25% in the period 1995–2002 [50]. Health indicators also worsened. According to

the Demographic and Health survey [60], under five mortality rate increased from 191 to 197

per 1,000 live births between 1991 and 1996 and remained at 168 per 1,000 live births in

2001/2002.2. Similarly, stunting rates in children under the age of five years rose from 46%

to 53% over the 1991–2002 period. Adult mortality rate also increased, from 353 to 446 per

1,000 persons between 1996 and 2001-02. HIV prevalence was estimated at 15.6% in 2001-

02, one of the highest in the world. The high rate of HIV presents a special challenge by not

only increasing the burden of illness and mortality but also increasing the number of children

orphaned, some of whom have dropped out of school and/or are subjected to child labor.

Elsewhere in sub-Saharan Africa, SAPs were also associated with increasing food insecu-

rity and under-nutrition, rising ill-health, and decreasing access to health care [34]. Having

finished the reform process by 2002, and, cognizant of the welfare impact of SAPs, the gov-

ernment embarked on a program of poverty alleviation.

2.3 Social Protection and Poverty Reduction

Zambia, like other sub-Saharan Africa countries, started implemented three years plans known

as poverty reduction strategy papers (PRSP) in 2002 after the SAPs were completed [35]. The

overarching goal of PRSP was to reduce poverty by sustaining strong GDP growth rates that

result in job creation and increased tax revenue for spending in key social sectors.

The PRSP period was associated with strong growth, not only in Zambia, but the rest

of sub-Saharan Africa, with sharp increases in per capita incomes since 2002 (Figure 2.1).

2Note that under 5 mortality rates are averages of the 5 years proceeding the survey year while those for adult

mortality are calculated for the past 7 years preceding the survey
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For Zambia, this period also coincided with rising copper prices on the global markets and

the cancellation of it’s huge debt under the highly indebted poor countries (HIPC) initiative.

However, despite registering sustained GDP growth rates of over 7% between 2006 and 2010,

inequality and poverty rates have remained high. According to data from the World Bank [39],

Zambia has the highest income inequality in sub-Saharan Africa, only next to South Africa,

with the poorest 60% of the population consuming only 21% of national income. Poverty rates

have been unresponsive, remaining at over 60% [61]. As a matter of concern, the PRSP 2002-

2004, did not explicitly provide for social protection in spite of the high levels of household

vulnerability.

In light of this, the country developed a social protection strategy in 2004 and co-opted

it into the Fifth National Development Plan (2006–2010), as well as its successor, the Sixth

National Development Plan (2011-2016). The strategy is being operationalized in the National

Social Protection Policy (NSPP) which was approved in 2014. A working group, called social

protection Sector Advisory Group (SP SAG), was also constituted. Its mandate is to oversee

the implementation of social protection and draws on membership from government ministries,

departments, as well as cooperating partners involved in implementing various components of

social protection programs.

In the context of Zambia, social protection has been defined as “policies and practices

that protect and promote the livelihood and welfare of the people suffering from critical levels

of poverty and deprivation or vulnerability to risks and shocks”. Although social protection

programs are in place, severe organizational and financial challenges have inhibited the goal

of reaching meaningful coverage [62]. For example, only 1.6% of the population had access

to social insurance or social assistance schemes in 2010. To gain a deeper understanding of

the extent of vulnerability in Zambia, we discuss its social protection system in a little more

detail.

2.3.1 Contributory Social Protection

Zambia has a long history of social insurance schemes. However, their financing and adminis-

tration was substantially affected by the SAPs with assets of all pension funds dropping from

10% of GDP in the 1980s to 1.6% of GDP in the late 1990s [63]. Severe challenges in paying

out benefits emerged as a result, and have since persisted [64]. In the hope of improving de-

livery, the government revised the statutory instruments relating to pension and employment
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conditions and established the National Pension Scheme Authority (NAPSA) in 2002.

NAPSA administers benefits related to retirement, disability and death of workers for all

individuals joining the workforce since 2002 as well as those who were migrated from the

old schemes. Contribution is compulsory for all individuals employed in the formal sector.

However, benefits are only paid after a workers has made a minimum number of contributions,

or has worked for a specified number of years continuously, generally 15 years. An exception

is disability benefits which are given if one works for a minimum of 5 years but suffers a

major illness or disability that permanently renders them incapable of working. Before being

certified as incapable, the law entitles an individual to 90 days of paid sick leave on full pay

and an addition 90 days on half pay if they do not recover. Thereafter, they can be discharged

from employment, and would qualify for disability pension if they worked and contributed to

scheme for at least 5 years. In reality however, the granting of paid sick leave is normally at

the mercy of employers. In most cases, an employer, especially in the private sector, would

not be willing to pay an individual for a total of 120 days (6 months).

In terms of maternity protection, only unionized female workers who have served in an

organization for two years since recruitment or their last maternity leave, are provided with

paid maternity leave. The leave is up to 90 days. Otherwise, just like non-unionized workers,

they can take unpaid maternity leave, which can go up to 120 days. Restricting paid sick leave

to unionized workers only is a concern given that only 10% of the labor force is unionized

[65]. Therefore, for most workers, regardless of unionization status, taking up maternity leave

may imply forgoing income that may be critical for child nutrition and care. Just like sick

leave, liability of paying maternity leave benefits is on the employer. In the past, liability was

shared between the employer and the social security system. There are plans to introduce a

maternity protection social insurance scheme which will, among other things, expand coverage

of maternity protection and take up liability for paying benefits [66].

All employers are required to contribute to the Workers’ Compensation Fund Control

Board (WCFCB) to insure their workers against any injury or sickness that they may suf-

fer as a result of their job. In so doing, the liability of paying for any disability is shifted from

the employer to the social insurance scheme. The scheme compensates a worker for a disabil-

ity suffered during the course of work for a maximum of 18 months, after which, if they do

not recover, may be certified as permanently disabled and qualify for a lump sum payment or

a pension for life depending on the extent disability.
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These programs provide insurance against income loss. An important contributory social

protection program that insures individuals against health expenditure risk is health insur-

ance, which can either be voluntary or compulsory. Compulsory health insurance schemes are

normally implemented through government legislation which enrolls and mandates all spec-

ified individuals to contribute to the scheme. On the contrary, enrollment and contribution

to voluntary schemes–offered by private insurance companies or community based insurance

schemes–are optional. Zambia does not have a compulsory or social health insurance scheme.

Health insurance is offered by formal health insurance companies, were most of the insured

individuals are from the formal sector. In most circumstances, employers normally take out

group health insurance for their employees. Government efforts to introduce a national so-

cial health insurance scheme have been hampered by the size of the formal sectors, which

in general is too small to generate sufficient funds for health financing. Notwithstanding this

problem, plans to introduce a social health insurance scheme for the formal sector, and later

extending it to the informal sector, have reached advanced stages.

The critical thing however is that the penetration of social insurance and labor programs,

including NAPSA, WCFCB, maternity protection, and health insurance, is very low, with only

1% of the Zambian population being covered [48].

2.3.2 Non-Contributory Social Protection

Given that most of population is either in the informal sector or out of the labor force, social

protection can realistically be extended to the majority through non-contributory schemes such

as social assistance and empowerment programs. Social assistance refers to benefits that the

government extends to sections of the population that meet specified levels of vulnerability.

Such benefits include cash or in-kind transfers, fee waivers, subsidies, social spending on

health and education, etc. Empowerment programs on the other hand involve providing access

to services or work that would help individuals generate income, these include micro-credit,

food for work initiatives etc.

One of the most important fee waiver programs that the Zambian government implemented

was the removal of user fees for health services. The goal was to reduce financial barriers

in accessing health services, which would translate to increased utilization and, ultimately,

improvement in population health. In 2006, user fees were removed in 54 rural districts and

maintained in the other 18, designated as urban. The justification was that rural households
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are more vulnerable because of higher poverty levels. There are suggestions that utilization of

public health services may have increased following this wave of removal [67–69]. The user

fee removal policy was extended to the rural areas of the 18 previously unaffected districts in

2007. No previous study has investigated the effect of this wave of removals. In 2013, user

fees were removed in all public facilities throughout the country.

Despite the removal of user fees, household health expenditure does not appear to have re-

sponded as anticipated, even for individuals visiting public health facilities [70, 71], raising

concerns of the extent to which the policy could have provided financial risk protection. Look-

ing at how health care has been financed may give us a clue on how household contribution to

total health expenditure faired before and after the removal policy.

Health care financing can be viewed as having three components; (1) general government

health expenditure (GGHE), which is composed of government budget allocations to the health

sectors and external (donor) financing (2) Households health expenditure (HHE), which is out

of pocket spending by households excluding spending by private institutions and organiza-

tions, and (3) Other private health expenditure (oPvtHE), which is composed of spending from

private organizations, e.g non-governmental organizations (NGOs) and employers, through

local resource mobilization and external (donor) financing. National health accounts (NHA)

data from the World Health Organization [50] shows that household health expenditure (HHE)

as a share of total health expenditure (THE) actually rose in 2007, a year after the first wave

of user fees removals. Although the share of HHE has averaged 29% over the whole period,

1995–2014, it soured to more than 30% beginning 2007 (Figure 2.2).
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Figure 2.2: Health care financing in Zambia, 1995–2014**
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The high share of HHE can partly be attributed to the fact that the health system is poorly

funded, which forces individuals, even those who utilize public facilities, to seek services

and drugs from the private sector [72]. Inadequate funding of the health sector has resulted in

heavy reliance on external financing. The bulk of these external funds go to government health

budget support as official development assistance (ODA), forming part of general government

health expenditure (GGHE). Figure 2.3 shows that external financing of health services rose

substantially in the early 2000 from as low as 10% of THE to about 50% in 2010, before

dropping to just under 35% in 2011.3 This period of sustained increases in external financ-

ing coincides with the period of renewed global commitment to improve child health as well

as combating infectious diseases such as HIV and Malaria under the millennium development

goals (MDGs). It also coincides with the end of structural adjustment reforms (SAPs) and the

beginning PRSP implementation. Zambia experienced substantial increases in child health in-

terventions. Free HIV Treatment, through, Antiretroviral therapy (ART), was also introduced.

GGHE as a share of general government expenditure (GGE) responded favorably to the in-

crease in external financing rising from around 12% in 2001 to over 18% in 2005. Improved

external financing was associated with gains in key health indicators. According to the Demo-

3The drop was occasioned by the withdrawal of Swedish support due to a corruption scandal in the ministry

of health [73]
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graphic and Health survey [60], under five mortality rates dropped from an average of 168 per

1,000 live births in the period 1997-2002 to 75 per 1,000 live births in the period 2009–2013.

Stunting for children under the age of 5 years also reduced from 53% to 40% between 2002

and 2014. There was also a reduction in adult mortality rate, from an average of 459 in the

period 1994–2002 to 312 per 1,000 in the 2009–2013 period. HIV prevalence only dropped,

though marginally, from 15.6% in 2001-2 to 13.3% in 2013. Notwithstanding the positive

strides, these indicators still remain above the sub-Saharan Africa average. This is not surpris-

ing since increases in external financing was not matched by government funding. In fact, the

share of general government health expenditure (GGHE) in general government expenditure

(GGE) started dropping in 2006 and has since averaged 11%, falling short of the 15% target

set during the Abuja declaration of 2001.

Figure 2.3: General governement expenditure on health and external resources for health, 1995–2014
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Apart from user fee waivers for health services and increasing health care spending owing

to external financing, there are other non-contributory social protection schemes that have

gained impetus as a result of both government and external support. The four main schemes,

by coverage, are the public welfare assistance scheme (PWAS), the social cash transfer (SCT)

scheme, the food security pack (FSP), and the school feeding program.

The public welfare assistance scheme (PWAS) is the oldest and largest social assistance

scheme by coverage, operating in all 103 districts. Through in-kind support, PWAS aims
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at providing assistance to the most vulnerable population in meeting their needs for health,

education, shelter, and food. The scheme targets 2% of the Zambian population, according

to it’s definition of “the most vulnerable” although it reaches much smaller numbers [62]. A

program that was initially nested in the PWAS but has evolved to become independent, and

bigger, by expenditure size, is the social cash transfer (SCT) scheme.

As for 2016, the scheme provided a monthly unconditional cash transfers of sixty Zambian

Kwacha (ZMW 60) to eligible households, an amount deemed sufficient to provide a monthly

supply of basic food for very poor households. The pilot scheme was rolled out, in a staggered

way, to 19 districts in the period 2003–2013 [74]. The objective of this pilot was to assess

the effectiveness of different models of targeting the most vulnerable households. Each of the

19 districts implemented one of the following models: (1) The inclusive model (IM), which

targeted the poorest 10% among incapacitated and destitute households (2) The child grant

(CG), where households with children under the age of 5 years were targeted, (3) The multiple

categorical (MC) scheme, which targeted households with a disabled member, and household

headed by a female or elderly person with at least one orphan, and (4) The social pension

scheme, which provided a pension to all people aged over 60 years in a district.

Evaluations of the child grant and multiple category schemes showed that cash transfers are

effective in improving child health outcomes; reducing the incidence of sickness; improving

nutrition and education outcomes; increasing maternal health care utilization; and strength-

ening household resilience to a number of shocks [75–77]. A further evaluation of the four

targeting models recommended that the inclusive model (IM) was the most effective in iden-

tifying and selecting the poorest households [78]. The Inclusive Model (IM) was adopted,

with a slight modification, as the method of targeting beneficiaries in the scale up of the SCT

scheme following drastic increases in government funding. The SCT was scaled up to 31 more

districts and the number of households expected to be covered increased from 61,000 in 2013

to 185,000 household in 2015 [79], which translates to 7.4% of households in Zambia. 4

The food security pack (FSP) program is another important social assistance scheme. It

provides vulnerable rural household with farming inputs so as to reduce food insecurity. Some

of the eligibility criterion include having disabled members, orphans, females as household

heads, orphans, and terminally ill-patients. Since terminaly ill-patients may require the care of

household members who may need to take time off productive activities, the program provides

4The total number of households in Zambia is estimated at 2,500,000 according to the Living Conditions

Monitoring Survey (LCMS) 2015 [51].
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partial protection for health shocks of longer duration, which considering the high burden

of HIV, is important. The challenge is that the coverage of the program is low. In reality,

FSP is a prototype of the much larger farmer input support program (FISP). The aim of FISP

is to reduce poverty in general by improving the availability of subsidized inputs to viable

small scale farmers. However, evaluations have shown that in most cases, the benefits of FISP

accrue to the well off , and yet it gobbles as much as 73% of the agriculture poverty reduction

budget[80]. On the contrary, FSP, which is said to target the poor better, is only 5% of the

FISP budget. There are concerns that too much spending on a program that benefits the well

off explains the persistent levels of poverty and vulnerability in rural areas.

Education is another important avenue of improving population health, reducing vulner-

ability, and breaking the intergenerational transmission of poverty. There are two important

social assistance schemes that have been implemented in order to directly improve education,

particularly, school attendance. First is the removal of school fees for basic education (First

to ninth grade). Although this policy has been associated with remarkable increases in en-

rollment, measures of performance show that quality of education offered needs improvement

[81]. It is important to note that only quality education can meaningfully improve cognitive

and non-cognitive skills, which are critical to health production.

The second program designed to improve school attendance is the home grown school

feeding (HGSF) program which aims at minimizing hunger among school children. It is rec-

ognized that hunger may affect mental alertness, affect health, and lead to frequent absence

from school as children work or help their families in looking for food. Implemented as a joint

effort between the World Food Programme (WFP) and the Ministry of Education from 2003,

the scheme provides a meal to more than 800,000 children throughout the country each day. It

also provides a local market to farmers products [82].

In summary, social assistance programs have received unprecedented attention over the

past few years in Zambia. Social assistance can improve a households resilience to health

shocks. For example, households who received a cash transfer in Zambia reported using their

saving from the scheme to protect themselves against shocks [76]. However, although more

than 63% of the population live in poverty, only the poorest of the poor are targeted by vari-

ous social assistance schemes because of budgetary constraint. As a result, it is unclear how

resilient the large majority of household are to shocks of different kinds. In Zambia, the most

common and serious shock to a household is a health shocks [76, 83]. Given the limited
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coverage of social protection schemes, questions remain on what coping strategies household

employ when hit by shocks.



Chapter 3

Objectives, Rationale, and Conceptual Model

3.1 Objectives and Rationale

3.1.1 Overall Objective

To examine the extent to which households are protected from the welfare effects of health

shocks, and evaluate some policies meant to minimize vulnerability in the general population

and in specific groups such as children and individuals from low socioeconomic background.

3.1.2 Specific Objectives

This thesis consists of the three objectives, each of which is a sub-study translating into a

paper. The three objectives are:

1. Assess the effect of health shocks on household consumption, income, and health ex-

penditure, as well as the extent to which households use borrowing and selling assets

as self insurance strategies in the absence of complete social protection systems, during

and after structural adjustment reforms (SAPs).

2. Evaluate the short and long term effects of the user fee removal policy on health ex-

penditure and overall utilization of health services, and determine heterogeneity in the

utilization response.

3. Investigate determinants, and changes in inequality, of stunting and fever among chil-

dren below the age of 5 years over the period 2007–2014.
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3.1.3 Rationale

An investigation of the effect of health shocks, as we do in the first sub-study, is important

in determining the desirability and appropriate design of social protection policy [84, 85].

By examining heterogeneities, it is possible to determine which sections of the population

may require increased social protection. To be most useful, such an investigation needs to

consider how health shocks simultaneously affect multiple outcomes (consumption, health

expenditure, labor income, and self insurance strategies). The reasoning behind this assertions

is worth explaining. Since household economic welfare is determined by consumption of

goods and services, welfare losses may result if health shocks cause significant variations in

consumption. In this case, resources spent to protect households from the effect of health

shocks would improve household welfare. On the other hand, if households are able to protect

themselves from such shocks, social protection systems would be inefficient as they crowd out

self insurance mechanisms. If however households protect their consumption using inefficient

strategies that may affect their welfare in the long term, social protection may still be desirable

even if consumption does not move, or moves little. Reaching this conclusion may however

require more information. Since, health shocks affect consumption through increased medical

spending and reduced labor income, there may be need to assess if these variables respond

much more than consumption does in order to conclude that there may be self insurance,

which further raises questions on what type of self insurance mechanisms the household could

be employing. For example, once one finds that health shocks substantially increase health

expenditure (medical spending) and reduce earned income but that consumption does not move

or moves far less, suggesting self insurance, one may go on to assess the type of self insurance

strategies used in order to determine if protecting consumption is achieved at the expense of

household long term welfare.

Despite the importance of assessing the effect of health shocks on all these outcomes (con-

sumption, health expenditure, labor income, and self insurance strategies) simultaneously, we

are not aware of any study that has undertaken this task in sub-Saharan Africa. Previous stud-

ies have focused on the effect of health shocks on one or two these outcomes and the findings

are mixed [29, 86–92]. The other challenge with most of these studies is that they mostly fo-

cus on rural areas. It is not clear whether such findings would hold in urban areas or in the

general population. There is also a gap in understanding the effect of morbidity measures

of health shocks such as sickness and injury since most of the studies in sub-Saharan Africa
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have focused on one health shock measure, namely, death. Studies in Asia encouragingly

examine a number of health shocks, including morbidity shocks, and in the general popula-

tion [5, 7, 8, 93–96]. However, our discussion in Section 1.2 makes it clear that Asia and

sub-Saharan Africa may face different circumstances which makes it difficult to assume that

findings from Asia would carry over to sub-Saharan Africa.

Our study is the first to examine the effect of health shocks on all four outcomes simulta-

neously, in the general population and using a measure of morbidity, injury. Looking at the

general population also allows us to control for district effects in our model, effectively ques-

tioning whether social protection or risk sharing is well developed at the district level. Most

studies test the hypothesis of consumption insurance at the village level, e.g [8, 95]. How-

ever, in our case, and indeed in a number of sub-Saharan Africa countries, social protection

schemes, health services and other programs are delivered at the district level and not the vil-

lage. Moreover, districts are quiet homogeneous and it is thus possible to speak of risk sharing

networks within districts.

The second sub-study evaluates an important social protection policy which removed user

fees for health services. This was done with an objective of protecting households in two

dimensions. First, the removal of user fees would increase utilization of health services which

may ultimately reduce health risk or improve health. Second, the removal policy would reduce

health expenditure, and contribute to providing financial risk protection (reducing household

health expenditure risk). Although a number of studies have assessed the effect of the removal

of user fees, almost all these studies focused on changes in utilization of public health facilities,

and not in overall utilization of health services [33, 67, 97]. It is important to note that changes

in utilization of public health facilities may come as a result of switching from private to

public facilities which may imply that the policy only succeeded in crowding out private health

services. Given the financing challenges of government health services, such an outcome

would imply that resources would be better spent elsewhere. Moreover, if the changes in

utilization where due to switching, health improvements may not materialize as envisaged by

the policy.

Additionally, access to household data enables us, unlike previous studies, to examine

how the removal policy affected utilization of individual from different socioeconomic back-

grounds. This is important because the policy was meant to elicit a greater utilization response

from individuals who are likely to face substantial challenges in accessing health services.
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Previous studies have also not looked at the effect on household health expenditure, which

is clearly an outcome of policy interest. Exceptions to this are cross sectional studies from

Uganda [72, 97]. Our study is important because it uses a natural experiment to evaluate

these effects. Moreover, given the staggered nature of the removal policy, we are also able

to determine whether or not the observed effects were sustained in the long term. Previous

studies have suggested that effects of the removal policy are not sustained in the long term.

However, since most of these studies faced data or methodological limitations, the long term

effect of the removal policy remains uncertain.

Based on the premise that high health risk may negatively affect household welfare, reduc-

ing it is an important social protection goal. More important however is reducing health risk in

the most vulnerable populations, especially those who have no control on circumstances that

would improve or damage their health. One section of such a population is children. In short,

it is important to reduce inequality in childhood ill health. In order to reduce inequalities, it is

cardinal to examine not only factors that determine child health but also the factors that may

contribute to the changes in inequality at any given time. This is very important if policy has

to curb increases in inequality.

While it is known that the substantial increases in funding and scale up of child health

interventions, in the period leading up to the 2015 target for the Millennium Development

Goals (MDGs) was associated with improvements in child health, and rising inequalities, we

are not aware of any study that has examined the factors that could have been driving the

observed increases in childhood health inequalities. To undertake this analysis, we use two

important measures of childhood ill health, stunting and fever. Stunting is a broad measure

of child under-nutrition and may also represent an accumulation of health shocks both in-

utero and in early childhood. It is reported that nearly half of under-five deaths are related

to under-nutrition [45]. Fever on the other hand may encompass a number of illnesses such

as malaria, as well as bacterial and viral sickness. Our study may be important in informing

policy markers on what factors to focus on as they brace themselves to tackle inequality under

the post 2015 development agenda, the Sustainable Development goals (SDGs).
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3.2 Conceptual Models

Several conceptual models may be useful in understanding mechanisms behind the findings of

this thesis. The first model, human capital theory, relates to all the papers (Paper I, I, and III)

while the second one, theory of full consumption insurance, mainly relates to Paper I. Because

these are standard models, we do not show their formal setup and the testable implication.1

We state however that our empirical models can be shown to be reduced form specifications

from these models.

3.2.1 Human Capital Theory

Human capital theory is the main conceptual framework of this thesis. The basic idea in human

capital theory is that an individual can be viewed as having a specific stock of human capital

or capabilities, such as health, knowledge (education) and wealth, which, like any other capital

item, produces a flow of services (benefits) enabling one to be productive in the market sector

where they produce money earnings or in the household where they produce other commodi-

ties, e.g. child rearing, that feed directly into their utility function. An individual therefore has

an incentive to invest in human capital by, for example, utilizing health services or schooling.

The cost of investment is direct money outlays and the opportunity cost of time used in in-

vestment instead of earning. A decision maker weighs the benefits and costs of investment in

determining the optimal holding of the capital stock.

We first discuss the general life cycle model of health capital, or more precisely the adult

life cycle model of health capital. It is most useful for understanding health investment in

paper I (changes in medical expenditure following a shock) and in paper II (changes in both

utilization and medical spending induced by a perceived reduction in health investment cost).

It also helps us to appreciate how individuals (and policy markers) care about health stock, for

it’s on sake, and attempt to minimize shocks to it (Paper II and III) because shocks may affect

earnings (Paper I), or increase health investment costs, e.g health expenditure (Paper I and II),

both of which would make the lifetime budget constraint more binding, and lower their utility

or welfare through reduced consumption (Paper I). This motivates investments in health (Paper

I, II, and II).

1A formal discussion of the theory of human capital can be found in Becker [98] and Grossman [99]. Heckman

[100] discusses the childhood human capital model of capability formation and Cochrane [101] discusses the

theory of full consumption insurance.
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Although lower childhood health stock, and health shocks, may affect labor earnings of

adult care givers, the motivation in child health investment may not be for an immediate earn-

ings effect, but for childhood later life outcomes. We thus present a separate model of child-

hood health investment or production to appreciate how childhood health and inequalities may

be produced. This is also important in selecting appropriate variables for the model and under-

standing unobservable factors that may reinforce inequalities. Health inequalities may persist

because different observables (e.g health) and unobservables capabilities (e.g cognitive skills)

reinforce each other and are produced differently. Thus, for childhood, we consider a general

theory of human capital/capability production, which captures both health and other capabili-

ties, in children and their caregivers.

Life-Cycle Model of Adult Health Capital

Human capital theory has received so much interest since the pioneering work of Becker

[98], Ben-Porath [102], Mincer [103] and Becker et al. [104]. While it was clear from these

studies that health has an effect on earned income, it was Grossman who explicitly modeled

the demand for health capital [99, 105]. Since this work, important extensions have been made

[17, 106–108].

In modeling the demand for health, it is assumed that an individual derives utility from

consuming health and market goods. They solve an optimal demand or consumption path

for health and other market goods that maximizes their welfare subject to a lifetime budget

constraint. The consumption of market goods, through the budget constraint, partly depends

on earnings, which in turn is determined by, among other things, the optimal stock of health,

and shocks to it. Thus, Health is consumed and is also used to produce earnings, implying

a consumption and investment benefit of health. Consumption benefit because it enables the

consumer to enjoy ’pain’ free days and an investment benefit because less sick days gives the

consumer more labor time to work in the labor market and earn more. Apart from increasing

labor time, having a higher health stock also enables the consumer to be more productive and

hence increase his earnings further. Earnings, together with exogenous wealth, constitutes

life time income. Thus, health is clearly predicted to affect lifetime income–which through

the lifetime budget constraint also affects the consumption of market goods and services. A

reverse causality from income to health is also possible. Individuals with lower lifetime budget

constraints may be better able to buy market commodities for health investment. Alternatively,
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given their income levels, they can afford time to invest in health behaviors [17, 108]. In view

of the benefits of health and its possible effect on welfare/utility (consumption), a consumer

desires a higher health stock and invests in it.

The overall level of health stock at any given time period is determined by the previous

period’s health stock, health investment or repair, and depreciation of the health stock. The

first determinant of health implies that health production is a dynamic process so that lower

health stock (or health status) in the current period may lead to poorer health in the next

period. In this case, individuals with chronic conditions may be more likely to face health

shocks which lowers their stock further, or even drop it to zero (death).

In terms of health investment or repair, individuals undertake investments (one of which

is healthcare) in order to raise their health stock or repair it following a health shock. Health

shocks may temporarily or permanently lower the stock of health [106]. Generally, investments

in health may require both time and market inputs, e.g time to go to a health facility plus

payment for health services, time to exercise plus payment to the gym, etc. In a simple model,

health services are assumed to be the only inputs in the health investment function. In reality,

there are many other inputs. Regardless of the current levels of investment, a health shock will

increase utilization of health services and the associated spending. In the same vein, lowering

the cost of health services and the time required to get these services (e.g waiting times)–i.e.

reducing the cost of health repair–increases utilization of health services, which, according to

the model, increases health stock.

Other capabilities or forms of human capital such as education, cognitive and non-cognitive

abilities (e.g time preference) increase the efficiency of health investments. The model predicts

that Individuals with higher education, lower time preference (who are patient), or with more

perseverance will invest more in health and in a more appropriate manner, e.g, they will follow

a doctors prescription, not give up on medication, etc.

While health investments add to the stock of health, depreciation reduces it. Depreciation

of the health stock can be gradual or sudden, in which case a health shock is said to have

occurred. Specifically, health (the body) depreciates as a function of age as well as on how it is

used in (1) consumption, e.g. in consuming unhealthy foods, behaviors, etc, and (2) work, e.g.

physically unhealthy working conditions. All things equal, age is associated with lower health

stock levels. Individuals involved in occupations that strain the body or that are physically

damaging will have higher levels of depreciation [17, 108]. For example, they may be more
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prone to injuries or occupational diseases such as chest infections.2 Individuals with unhealthy

consumption and behaviors such as smoking, drinking or consuming rich foods will have

lower levels of health, all things equal [109]. This also implies that apart from health affecting

consumption through it’s effect on productivity and earnings, consumption may affect health.

3

Life-Cycle Model of Child Health

The key points in the preceding discussion also hold in childhood, but with two key differences.

First, most of the investment in childhood health is not done by children themselves, but their

parents or caregivers. Hence, differences in parental investments and circumstances largely

determine inequalities in childhood health, which persist later in life. Second, as mentioned

earlier, as opposed to investment in adult health which may be partly motived by both short

and long term earning effects, investments in childhood health is not motivated by a short term

earning effects, but on later life outcomes. To fix ideas, we informally discuss a simple model

of childhood capability (human capital) production [100].

Children posses a vector of capabilities, which include health stock, cognitive abilities, and

non-cognitive abilities, e.g time preference, self control, risk taking, etc. These capabilities are

produced by a child’s environment, her capabilities in the previous period, and her parents’ ca-

pabilities. Inequalities in childhood capabilities in the population are due to differences in the

level and effectiveness of parents’ capabilities as were as differences in environmental expo-

sure. Thus, some parents have disproportionately higher levels of capabilities which result in

inequalities in child capabilities. Not only are the parental capabilities unequally concentrated

in the population, but their effectiveness in producing child capabilities are also different. For

example, while a parent with a larger wealth capability may be able to produce higher child

health capabilities, it may also be the case that the effect, in terms of elasticity, of this parent’s

wealth capability on her child’s health may also be higher than that of a comparable parent.

2Case and Deaton [17] examined the effect of occupation on health. They found that a substantial amount of

life cycle differences in health between individuals in the top income quartile and those in the bottom quartile

were a result of low income individuals undertake physically taxing occupations. They further found that the

effect of income on health is dramatically reduced when the role of occupation is accounted for. It is thus crucial

to control for occupation in our empirical models
3van Kippersluis and Galama [109] modeled unhealthy consumption as a determinant of depreciation of the

health stock and showed that social-economic differences in health between wealthy and poor individuals may be

explained by the fact that wealthy individuals have lower unhealthy consumption as the health cost of unhealthy

consumption increases with wealth. Higher education and other cognitive as well as non-cognitive abilities are

also associated with lower health depreciation.
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The differences in the effect of wealth capabilities may be due to other unobservable parental

capabilities such as cognitive skills, time preference, self control etc. Thus, differences in

levels and effects of parental capabilities explain differences in child capabilities. There is

evidence of intergenerational transfer of capabilities from parents to children [110, 111].

An important aspect of this model is that inequalities in child capabilities may persist be-

cause children whose parents have more or higher capabilities gain a number of capabilities

at the right time—mostly in the early stages of their life cycle–and these capabilities reinforce

each other at any stage, and across different stages of the life cycle. Specifically, production

technology is assumed to be different throughout the life cycle of a child. Some capabilities are

more effectively and efficiently produced at certain stages of the child’s life cycle. For exam-

ple, health,measured as adequate height for age, may be more efficiently produced in the first

two years of life. Similarly, the productivity of inputs from parental capabilities (e.g income,

education, genes, etc,) and the environment (e.g community child care policies, breastfeeding

promotion) differ over the child’s life cycle, implying that it may require more inputs to pro-

duce the same capabilities if critical stages are missed. Beginning at birth when a child receives

an initial endowment of capabilities,4 child capabilities formed at any stage earlier in the life

cycle play a role in producing other capabilities at that stage or in later stages through cross

productivity, self-productivity and dynamic complementarity effects.5 These effects reinforce

inequalities produced by parental capabilities and the environments.

3.2.2 Theory of Full Consumption Insurance

Human capital theory clearly predicts that health shocks will affect earned income, medical

spending and ultimately consumption, by making the lifetime income constraint more binding.

On the other hand, the theory of full consumption insurance holds that idiosyncratic risk, like

health risk, should not affect household consumption when it materializes because households

dislike risk and seek ways of insuring against it, whether through social protection systems or

4 Child’s initial endowment of capabilities is determined by the production technology in-utero which is

governed by genetic expressions, parental investment during pregnancy (e.g diet, health behaviors, smoking etc)

and in-utero exposure to environmental insults.
5Cross-productivity effects imply that different child capabilities in any given period affect their ability to

acquire other capabilities in that period. For example children in better health may acquire cognitive skills more

easily. Self productivities imply that childhood capabilities developed in an earlier period (e.g non cognitive

skill such as risk taking) have a tendencies to reinforce capabilities in the next period (e.g health). Dynamic

complementaries suggest that capabilities produced in an earlier period increases the productivity of investments

in subsequent periods so that fully reaping the benefits of investment of child capabilities may require continuous

investment.
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self insurance strategies.

Specifically, the full consumption insurance theory says that individual household con-

sumption should not be responsive to idiosyncratic shocks (such as health related income

shocks) if, for any group of households, an arrangement exists that achieves a full Pareto

optimal allocation of risk [95, 101]. Such an arrangements may include: (1) complete markets

where individuals can trade all possible risks; (2) institutions such as insurance companies,

banks and other financial institutions (3) central planners such as governments ; and (3) In-

formal risk sharing arrangements ( for example at community level) or households’ own self

insurance or coping strategies. Such arrangements, for any given number of households, pro-

vides protection to households in a novel way: it is as if households surrendered all their

resources to a central planner who later redistributes them to households irrespective of their

current resources (which may have been affected by health shocks). This makes consumption

non-responsive to individual household health related income shocks [101]. In the absence or

inadequacy of these risk bearing arrangements, health shocks may affect consumption.

Thus, a fully functioning social protection system can be viewed as an insurance system

where individuals contribute to the central pool through taxes, levies, premium, e.t.c, and the

planner uses these resources to reduce population health risk and insure against its effects.

Reducing health risk would involve investing some of these resources in public health preven-

tion or curative interventions so that individuals suffer less health shocks and thus, avoid their

welfare effects. Insuring against the effects of health risk may involve the central planner or

government transferring resources that individuals contribute only to individuals affected by

health shocks so as to keep unchanged their welfare or consumption.

Clearly, our discussion of the insufficiency of the social protection system in Zambia makes

the possibility of, even modest, consumption insurance unlikely. Thus, we anticipate that,

since households dislike risk, they will adopt some self insurance strategies. If households

are constrained in the use of such strategies however, their consumption will ultimately be

affected, basically through two pathways, increased medical spending and reduced earned

income. Figure 3.1 shows that health shocks may affect consumption through their effect on

disposable income. Disposable income could be reduced via path 1 or path 2, or both. Path

1 is a reduction due to increased medical expenditure while path 2 is due to reduced labor

income.6

6There is also a possible direct effect of health shocks on consumption, known as state dependence, which we

do not show in this figure.
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Figure 3.1: Transmission mechanism of health shocks

Health Shock

Labor income

Medical Expenditure

Disposable Income Consumption

Path 1

Path 2

Path 3

However, whether or not consumption will be affected depends on the existence of for-

mal or, in there absence or inadequacy, informal risk bearing arrangements at each of the three

paths in the figure. Formal risk bearing arrangements include health insurance, disability insur-

ance or sick leave [5], financial institutions providing credit , social welfare programs such as

cash transfer. On the other hand, informal risk bearing arrangements community risk sharing

arrangements and self insurance strategies such as selling assets, informal borrowing, pulling

children out of school, shunning medical care, and within household labor substitution.
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Methods and Results

4.1 Methods

4.1.1 Overview

This thesis comprises three sub studies, or papers, corresponding to the three specific objec-

tives in Section 3.1.2. Methods used for each paper are summarized at the end of this chapter in

Table 4.1. More detailed information is in the respective papers. We provide brief descriptions

below.

4.1.2 Methods: Paper I

Data

We used data from the 1996, 1998, 2004 and 2006 waves of the living conditions monitor-

ing survey (LCMS) to assess the effect of health shocks on consumption, income, household

health expenditure, and coping strategies. The LCMS is the single largest and richest source

of nationally representative household data capturing both measures of health and household

living standards such as consumption, income, and production, among others. It uses a two

stage cluster sampling design. In the first stage, geographical clusters, called Standard Enu-

meration Areas (SEAs), are drawn. Each SEA is then stratified according to economic activity

or living standards to ensure representativeness. Households are then sampled using a system-

atic sampling method after which a questionnaire is administered by trained enumerators. Our

health information of interest was collected by asking whether any member of the household

was sick or injured in the two weeks prior to the survey. Only when a household reported any
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injury do we consider that household to have experienced a health shock.

In our data, food and non-food consumption have a reference period of one month. We

computed both totals and shares of food and non-food consumption. Health expenditure also

has a one month reference period and is not included in our measure of non-food consumption.

Similarly, all income categories, with the exception of farm income, have a one month refer-

ence period. We used this information to define two measures of income, unearned income

(sum of remittances received, grants received, and borrowing.) and non-farm earned income

(sum of wage and non-farm business income). We excluded farm incomes because they had a

one year reference period, which may reflect production way before the health shock occurred.

To account for inflation, all income and expenditure data were adjusted to the common base

year of 2006 by using the Consumer Price Index (CPI).

Lastly, we consider data on household self insurance strategies. In the surveys, households

were given a list of possible coping strategies and then asked whether or not they used any

of the listed strategies when faced with hardship. The question did not relate specifically to

health related hardships, but, like Sparrow et al. [7], we assumed that coping strategies for

hardships in general are also relevant for health related hardships. However, the 2004 data

for coping strategies was not available. Hence, we pooled all the surveys together for coping

strategies because using the 2006 data only for the period after 2002 would have not allowed

us to exploit cohort variation.

Empirical Strategy

Given that our data is from repeated cross-sectional surveys, our empirical strategy relied on

minimizing possible bias that may arise from the fact that individuals who experienced health

shocks may have been different in many unobservable ways to those who did not. First, we

used injury as our measure of health shock. Injury, unlike sickness or death has the advantage

of being unanticipated and accidental [112]. Sickness or death, as we saw from the human

capital model in Section 3.2.1, may be more likely for individuals with low health status, and

whose outcomes, e.g incomes, may have already adjusted, making it difficult to identify any

change following a shock [90].

Though unanticipated and accidental, injury is unlikely to be exogenous nonetheless. The

likelihood of injury may differ systematically by socioeconomic status, (e.g occupation,wealth,

education etc), demographics, and residence. We controlled for these and other factors in the
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regression model. Additionally, individuals with certain unobserved fixed effects such as risk

taking attitude may also be more likely to be injured. We control for smoking and alcohol

consumption given that these factors may modify risk taking altitude and injury is likely to

be very correlated with alcohol and smoking behavior. The remaining fixed effects can be

differenced out if one has access to panel data. Since we don’t have panel data, we took

advantage of the availability of repeated cross sectional data to minimize possible bias from

the remaining fixed effects. The strategy was to use head of household cohort effects as a

proxies for household fixed effects. 1 We also included fixed effects for the 72 districts. This

is important in accounting for the fact that injury may be more likely in certain districts than

others, e.g district with poor road infrastructure and where local safety laws are not strictly

enforced. In addition to being the center of local government administration, and distribution

of most services, social protection systems, especially social assistance programs are organized

around districts. Districts are also relatively homogeneous and households may come together

to form risk sharing groups. We can therefore talk of risk sharing within districts and postulate

that if social protection systems are well developed, health shocks should have no effect once

we control for district effects. We also controlled for district by year effects to account for time

varying district effects.

In the estimation, consumption and income was each broken into two components: food

and non-food consumption; and earned and unearned income. This is important because health

shocks may affect components of consumption or income differently. For example, a health

shock may reduce daily business income (earned) but increase unearned income if the affected

household is given some money to help in recovery by friends or family [5]. For consumption,

there may be substitution between food and non-food items depending on what consumption

items are of greatest urgency in promoting recovery. If consumption is combined, these effects

may cancel each other. Thus, our empirical model consisted of three systems of equations;

namely, consumption (food and non-food), income (earned and unearned), and self insurance

(coping) strategy systems. It is however important to consider the fact that the same unob-

servable factors, such as tastes and preferences, may be influencing food consumption and

non-food consumption. Similarly, unobservable factors that may influence one to sell their

1The reasoning is based on the literature on pseudo panel regression models. In this framework, as long as

one has access to repeated cross sectional data, a panel data can be formed by grouping all households based on

the birth cohort (year of birth) of the head of household and collapsing all the variables into averages of these

cohorts. Importantly, the cohort fixed effects averages the unobservable fixed effects of the heads of household,

and provided there are no composition changes overtime and the surveys are nationally representative, the cohort

fixed effect are consistent estimators of household fixed effects
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assets when hit by a shock may also influence their borrowing behavior. Thus, we simulta-

neously estimated each of the three systems of equation, that is, consumption, income, and

coping strategies, in a Seemingly Unrelated Regression (SUREG) framework. This allows

for interdependency in the unobservable factors of each system, and leads to efficiency gains

[113].

The effect on health expenditure was estimated using generalized linear models (GLM)

with the appropriate family and link chosen using the modified park test and box cox test,

respectively. These tests led us to choose a GLM Poisson model with log link. GLM has been

found to be a more appropriate way of modeling outcomes, such as medical spending, that

have a skewed distribution.

The problem with the above analysis is that we are controlling for household head cohort

effects and other household head characteristics while the health shock measure is for any

injury in the household, and not the household head. Thus, it may turn out that individual

specific observable characteristics were actually the ones driving the outcomes. We ran an

alternative model restricting injuries to the head of household to assess this possibility.

The analysis was conducted separately for the period before and after 2002. This is an in-

teresting comparison because the year 2002, as we have thoroughly discussed in Section 2.2,

marks an end to a period of numerous structural adjustment reforms (SAPs) spanning eco-

nomic, social and health sectors. For each sub-period, we estimated the models in the full

sample as well as in quartiles of per capita household consumption. In all models, we ac-

counted for survey design in order to get the correct estimates and standard errors. The full set

of controls in the regression models included year of birth cohort effects, district and district by

year effects, total household consumption, household size, dummy for any consumption of al-

cohol, dummy for any smoking, residence (urban/rural) and head of household characteristics

such as occupation, age, educational level, and marital status.

4.1.3 Methods: Paper II

Data

To evaluate the effect of the user fee removal policy in public facilities, we used data from

five waves (1998, 2002, 2004, 2006 and 2010 waves) of the LCMS. Prior surveys could not be

used because the number and boundaries of the districts were changed making it difficult to

isolated treated from untreated areas.



4.1 Methods 41

Our interest is on health service utilization and expenditure for individuals who reported

being sick or injured in the two weeks prior to the survey. Individuals who reported being sick

or injured in the two weeks prior to the survey were asked if they consulted any health facility,

and the type of health facility they consulted. From this information, we constructed three

measures of utilization and two measures of health expenditure.

Our main utilization measure was used to assess the change in overall use of health services

and was coded 1 if an individual reported consulting any health facility (private or public) and

zero if not. The other two measures were meant to assess switching between private and

public facilities. Specifically, our second measure took the value of 1 if an individual reported

consulting a public health facility and zero if not. The third measure of utilization was defined

to take the value of 1 if an individual consulted a private health facility and zero otherwise.

Health expenditure was defined at the extensive margin-whether or not somebody incurred

any spending–and the intensive margin–the amount of spending incurred given that they had

positive spending. Thus, our first measure of health expenditure was a dummy equal to 1 if

an individual incurred any spending while the second measure was conditional health expen-

diture.

Other variables of interest included distance to the nearest health facility; household size;

age and sex of the individual; and head of household age, sex, educational level, occupation,

and marital status.

Empirical Strategy

We defined the first wave of user fee removal in the 54 out of 72 districts in early 2006 as

treatment one (T1) and the individuals who lived in these districts as the T1 group. This

enabled us to identify the short term effect of T1 in late 2006 and it’s long term effect, in 2010.

The second wave of the removal policy which extended the removal of user fees in 2007 to the

rural areas of 18 districts that were previously unaffected was defined as treatment two (T2),

and the individuals who lived in these areas were designated as the T2 group. This wave of

removals enabled us to identify the effect of T2 in 2010. Since only urban areas of the 18

districts were unaffected by the removal policy, these areas formed our control group.

We applied difference-in-difference models with standard errors clustered at the district

level to identify the effect of the user fee removal policy. The models included fixed effects

for the 9 provinces to account for unobserved regional fixed effects that may have affected
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utilization and health spending. We also included province by year effects which capture time

varying unobserved regional effects. A full set of year effects was also included in the model

as well as other control variables as discussed in Section 4.1.3. The base year was 2004. Our

identification strategy relied on the common trends assumption which says that in the absence

of the removal policy, outcomes in the treated groups would have followed the same trend as

those in the control group, so that departure from trend is counted as the effect of the removal

policy. This assumption is more plausible if outcomes in treated and control groups followed

similar trends before the intervention. In our case, all pre-treatment outcomes in treated and

control groups appeared to follow similar trends. We also formally tested this assumption by

conducting placebo tests were pre-treatment interaction effects were included in our models

and checking that they were zero. We also carried out a number of robustness checks to ensure

that our results were not driven by other things happening other than the removal of user fees.

In the empirical set-up, the short and long term effects of the removal policy on all three

measures of utilization (overall, public, and private utilization) was assessed using linear

difference-in-difference models. We also investigated how overall and private health facil-

ity utilization of individuals from different socioeconomic backgrounds were affected by the

first wave of the removal policy (T1). To do this, we ran linear difference-in-difference mod-

els on the categories or sub-samples of each of our two measures of socioeconomic status,

occupation and education of the household head.

The empirical set-up for assessing the effect on health expenditure is not straight forward

because of the large number of zero expenditure and particularly right skewed distribution.

While one can use a logarithmic transformation and run ordinary least squares (OLS) regres-

sion on transformed data, this typically results in inefficient estimates due to the problem

of heteroskadasticity. Moreover, this transformation excludes zeros from the analysis which

could further introduce bias. Generalized linear models have been found to perform well in

dealing with skewness in health expenditure data. To deal with both zeros and skewness,

we combined the GLM and Probit models using the two part model (TPM). In the TPM, the

first part looks at the effect of the policy at the extensive margin using a probit difference-in-

difference. Due to the non-linearity of probit difference-in-difference, we computed marginal

effects appropriately as discussed in Frondel and Vance [114]. In the second part, the effect

of the policy on the intensive margin was assessed using GLM. In the GLM framework, one

has to chose the link function and family that best suits the data. We used the Box Cox test
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to chose the link function and the modified Park test to select the appropriate family. This

gave us the gamma family with logarithmic link. The effect on unconditional spending was

assessed by combining the extensive and intensive margins of the TPM. All standard errors

were estimated using a bootstrap procedure with 1,000 replications.

In all our models, standard errors were clustered at the district level.

4.1.4 Methods: Paper III

Data

To study childhood stunting and fever during the period of massive scale up of child health

interventions, we used data from the 2007 and 2014 waves of the demographic and health

survey (DHS). The DHS is the richest and largest household survey on health in Zambia, and

many other low income countries. In Zambia, it is conducted by the central statistical office

(CSO), MEASURE, and other collaborating institutions.

The DHS uses a stratified two stage cluster sampling design. Each province (9 in 2007 and

10 in 2014) is divided into two strata; urban and rural. From each stratum, SEAs are drawn

with probability proportional to the size of the SEA, which is the number of households in

that SEA. The second stage selects households using a systematic sampling method with all

household having the same chance of being selected. After selection, three types of question-

naires, namely, household’s, woman’s, and man’s questionnaire, are administered to eligible

members of the household by trained enumerators. We were interested in information on chil-

dren under the age of 5 years, which is captured in the household and woman’s questionnaires.

From this information, we constructed two dummy variables, fever and stunting, which are

our outcomes of interest.

To collect information on fever, mothers were asked if their child had fever in the two

weeks prior to the survey, to which they had to respond yes or no. On the other hand, stunting

information was based on measured heights (by trained interviewers) of all children under the

age of five years in eligible households. We classified a child as stunted if their height-for-age

z-score (haz) was less than two standard deviations of the reference population based on the

WHO 2006 growth standards.

Other variables used in the analysis included child’s birth weight, age in months, birth

order, place of delivery (facility or home) and duration of breastfeeding; mother’s height,

weight, educational level, age, and employment status; and household characteristics such as
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residence (rural/urban), access to improved water source 2, whether or not a household had an

improved toilet, household size, number of children under five years, and a wealth index. The

wealth index is computed using principle component analysis (the first principle component)

and is provided together with the data.

Empirical Strategy

We used random intercept (multilevel) linear models to examine the determinants of childhood

stunting and fever, and whether or not the neighborhood were a child lives is important in

explaining childhood ill-health. Thee models had two levels, the first of which was at the child

(individual level) while the second was the Standard Enumeration Area (SEA). We did not add

any covariates at the second level. Our interest was in computing the intra-cluster correlation

which helped us to assess whether unobservable factors that affect childhood ill-health at the

SEA level were as important as individual or household level factors. If SEA level variation

of unobservables is significant, one can conclude that there was spatial clustering in childhood

ill-health, a form of geographical inequality.

To quantify the extent of socioeconomic inequality in stunting and fever, we used the con-

centration index (CI). In our case, the CI measures the extent to which childhood stunting and

fever depends on the wealth of a household. It stretches from -1 to 1 and it is zero if there is

no dependence, and hence no inequality. If all the childhood ill-health is concentrated on chil-

dren from households with lower wealth, then the CI will be -1. It will be 1 if all the ill-health

is concentrated on the well off.

However, the standard CI understates the extents of inequality (the bounds may not be

-1 and 1) if the outcome measure is binary, as it is in our case. Thus we used a correction

method proposed by Wagstaff [115]. For each measure of childhood ill-health, we computed

the corrected CI for 2007 and 2014. Next, to compute the change in inequality between the two

periods for each measure of childhood ill-health, we subtracted the 2007 CI from the 2014 CI.3

The computation of the corrected CI and the change over the period involves multiple steps,

each of which introduces uncertainties. Hence, analytical standard errors from the last stage

would make confidence intervals appear narrower than they actually are. To guard against this,

standard errors were computed using a bootstrap procedure with 1,000 replications.

Having computed the change in CI of each childhood ill health measure, we wanted to un-

2The definition of “improved” is consistent with what is used in the DHS [60].
3We refer to the corrected CI simply as concentration index (CI)
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derstand which determinants had the greatest contribution to the change in the CI. To do this,

we decomposed the change in the CI between 2007 and 2014 for each measure of childhood

ill-health using the Oaxaca type decomposition [116]. In this approach, the contribution of

each determinant is due to two main sources. First is the change in the CI of the determi-

nant. If inequality of a determinant over the period 2007–2014 changes, as measured by its CI,

inequality of childhood ill-health will also change. Second is the change in the effect of the de-

terminant, measured as an elasticity. Whether or not the change in the effect of a determinant

will increase or reduce inequality dependents on how unequally distributed the determinant is

in the first place and whether or not the determinant is protective (associated with good child-

hood health). If the determinant is protective, e.g high school education, and it is unequally

concentrated on the well off, the increase in the effect of this determinant, though a good thing

in itself, will increase inequality in childhood ill-health. To put it all together, the change (be-

tween 2007 and 2014 ) in the CI of each measure of childhood ill-health can be written as a

weighted sum of three components, namely, the weighted sum of changes in the CI of determi-

nants, the weighted sum of changes in the effects (elasticities) of determinants, and the change

in the CI of unobservable determinants.

4.2 Summary of Findings

4.2.1 Results: Paper I

Health shocks had an effect on food and non-food consumption, earned income, health ex-

penditure, and the likelihood of employing self insurance (coping) strategies before and after

2002. This suggests that social protection systems in Zambia, at least at the district level, are

inadequate.

In the full sample, injury was associated with a 1.5 percentage point (pp) reduction in non-

food consumption share before 2002. However, different income groups were affected differ-

ently, with consumption of middle income households (second and third quartile) exhibiting

the most significant association. Additionally, the pattern of the effect in these households re-

flected substitution between food and non-food consumption. In the poorer quartile (second

quartile), household cut down food expenditure and increased non-food spending following a

health shocks. The opposite was true however for the third quartile.

In the period after 2002, injury was associated with a 6.6% reduction in total food con-
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sumption, and a 2.2pp drop in food share. As is the case with the period before 2002, the

association between consumption and injury was greatest in middle income households and

reflected substitution away from food consumption to non-food consumption.

In general, the associations observed in both periods for any injury in the household was

also maintained when injury was restricted to the head of household. However, with fewer

number of injuries in the model because of restricting injuries to household heads, standard

errors were less tightly estimated.

Turning to health expenditure and income, while injury was associated with a 24.5% in-

crease in household health expenditure in the full sample before 2002, injury almost doubled

spending after 2002 (98.1%). The effect on health expenditure was greatest in the two poor-

est quartile before 2002, but after 2002, all quartiles appear to have been equally affected. For

incomes, injury was associated with a 16.2% reduction in earned income in the full sample

before 2002, and the effect was the same after 2002, at 16.3%. As was the case with consump-

tion, the association between earned income and health shocks was strongest in middle income

households. Injury was not associated with unearned income in the full sample in both peri-

ods. However, it was associated with increased unearned income for the poorest households

before 2002.

Turning to self insurance strategies, injury was significantly associated with increased like-

lihood of informal borrowing and selling assets.4 Injury was associated with a 4.8pp increase

in the likelihood of a household borrowing money from informal sources, and this effect was

strong for households in all income groups except those in the richest quartile. Similarly, in-

jury was associated with an increased likelihood of selling assets by 5pp in the full sample.

Although large in all households, the effect of injury on selling assets was only significant

in households belonging to the two richest quartiles. Injury was not associated with formal

borrowing, except in the richest quartile.

4.2.2 Results: Paper II

Results show that both waves of the user fee removal in public health facilities, T1 and T2,

increased overall utilization of health services with a stronger increase for individuals from

lower socioeconomic backgrounds. There is also evidence of individuals shifting care seeking

from private to public facilities. In terms of health expenditure, the removal policy signifi-

4Note our discussion in Section 4.1.2, that we did not split the analysis into before and after 2002
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cantly reduced the proportion of individuals incurring any health spending but did not have

any significant effect on conditional spending. In fact, the removal policy exerted an upward

pressure on conditional spending and as a result, overall, or unconditional, health expenditure

was not affected. These effects were maintained in the long term.

Specifically, the first wave of user fee removals (T1) increased utilization of public health

facilities by 10pp in the short term (2006), of which 6.2pp was due to the increase in overall

use of health services (uptake effect) and 3.4pp was due to shifting care seeking from private

to public facilities (switching effect). The effect strengthened slightly in the long term (2010),

to 11.1pp (8pp uptake and 3.2 switching effect). The second wave of user fee removals in-

creased utilization of public health facilities by 13.7pp, of which 11.1pp was due to the uptake

effect and 2.7pp was a result of switching, although the switching effect was not statistically

significant.

The increase in overall utilization of health services (uptake effect) was greater for indi-

viduals whose heads of households had lower educational attainment. In fact, the increase in

overall utilization (uptake effect) was only significant for individuals whose household heads

either had no education (10.6pp) or who just had primary education (6.2pp). Similarly, over-

all utilization of health services increased significantly only for individuals from households

were the head was not employed. Although, the effect for individuals coming from household

heads who were either self or formally employed was positive, it was not significant.

On the contrary, switching from private to public facilities was greater for individuals

whose household heads had higher levels of education, although not statistically significant.

The effect was only significant for primary education (2.2pp), although lower in magnitude

compared to switching effect of secondary and college (3.4pp and 3.1 pp, respectively). Sim-

ilarly, the removal policy shifted care seeking from private to public facilities for individuals

whose household heads were formally employed (4.5pp) or farmers (7.7pp). There was not

switching for the unemployed and self employed.

Turning to health expenditure, the first wave of removals reduced the likelihood of incur-

ring any health expenditure by 26.6pp in the short term, but the effect was smaller in the long

term (19.3pp). The second wave of removals reduced the likelihood of incurring any health

spending by 8.7pp. Both waves of removals increased conditional health spending, although

these effects were not statistically significant. On the overall thus, both waves of the removal

policy did not affect unconditional health expenditure.
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4.2.3 Results: Paper III

In general, the neighborhood/community in which a child lived was important in explaining

childhood stunting and fever, with stronger effects for fever. The determinants that were as-

sociated with lower likelihood of childhood stunting were wealth; mother’s height, weight,

education level, and age; household size; and child’s birth-weight and age. Stunting was more

likely with longer duration of breastfeeding, higher birth order of the child, the child being

male, and higher number of children under five years in the household. Similarly, the deter-

minants associated with lower likelihood of childhood fever were wealth; mother’s education

level and age; higher number of children who are under five years old in the household; and

child’s age. On the other hand, mother being employed, longer duration of breastfeeding, child

being male, and household size, were associated with increased likelihood of fever.

Although stunting reduced between 2007 and 2014, it’s inequality increased significantly.

Fever incidence did not fall but it’s inequality also increased. Specifically, while the prevalence

of stunting dropped from 45.6% to 40% between 2007 and 2014, the concentration index

(CI) of stunting significantly increased from -0.093 to -0.135 suggesting that stunting became

more concentrated on the poor. Stunting prevalence reduced for all wealth quartiles except the

poorest. Similarly, the CI of fever significantly increased from -0.015 to -0.064. The incidence

of fever did not fall. In fact, it increased slightly from 18.4% to 21.6%.

The increase in the inequality of stunting was accounted for by both the increase in the

CI (inequality) of determinants (42.5%) and increase in their effects (35%), measured as elas-

ticities. The determinants with the greatest total contribution (increase in CI plus increase in

effect) were mother’s height and weight (37%), wealth (32%), birth order (27%), facility deliv-

ery (26%), duration of breastfeeding (13%), and maternal education (9%). For some determi-

nants, e.g mother’s height, weight, and birth order of the child, the two mechanisms (increase

in CI and increase in effect) reinforced each other to drive inequality of stunting up. Although

some determinants, such as wealth, maternal education, and facility deliveries, experienced

a slight reduction in measured inequality, which could have reduced inequality in stunting,

the effect of these determinants increased. Since these determinants were still unequally con-

centrated on the well off, the increase in the effect of these determinants disproportionately

benefited the well off. In other words, the reduction in inequality of these determinants was

too small to ensure that the increase in their effect on stunting is equally shared between the

poor and the well off. Given that longer duration of breastfeeding was associated with a high
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likelihood of stunting, it’s contribution to the increase in inequality was due to the fact that it

become more unequally concentrated on the poor.

For fever, almost all the increase (86%) in the inequality of fever was accounted for by the

increase in the effects of determinants of fever, while the other 14% being due to unobserv-

able determinants. The determinants with the greatest total contribution (increase in CI plus

increase in effect) to the increase in inequality of fever were wealth (99%), mother’s educa-

tion (32%), birth order (24%), and duration of breastfeeding (16%).5 The large contribution

of wealth was due to the substantial strengthening of the effect of wealth on fever in 2014, and

due to the highly pro-rich distribution of wealth, most of this benefit accrued to the better off.

This drove inequality in fever up. The same can be said of maternal education. Moreover, even

if almost all the increase in inequality of fever was accounted for by the increase in the effects

of determinants, some determinants’ contributions were both due to the change in their effects

and change in their concentration indices. This can be said of birth order whose contribution

to the increase in inequality of fever was due to the two mechanisms reinforcing each other.

5 Note that the sum of the contribution of these determinants is over 100%. This is because some determinants

worked to reduce inequality and hence had a negative percentage contribution. We reported these determinants

in the respective tables in the paper. We do not present them here because we are interested in what contributed

to the increase in inequality and not what caused inequality not to increase as much as it would have increased
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Table 4.1: Summary of Methods

Paper Data Sources Empirical Approach

Paper I Nationally representative house-

hold survey data from the 1996,

1998, 2004 and 2006 waves of the

living conditions monitoring survey

(LCMS). Individuals were asked

whether they suffered a sickness or

injury in the two weeks prior to

the survey. Expenditure on food,

non food, and health is based on

a one month reference period. For

self insurance (or coping), individu-

als were asked to chose, among the

alternatives provided, which strate-

gies they employ in times of hard-

ships

Used injury as a measure of health shock, controlled for cohort, regional, and regional

by time effects in additional to demographic and socioeconomic covariates. Assessed the

effect of health shocks on:

1. the components of consumption (food and non-food), income (earned and un-

earned) and coping strategies (selling assets, formal, and informal borrowing, ).

For each of the three systems of equation, i.e consumption, income, and coping,

fitted a Seemingly Unrelated Regression (SUR) separately for the period before

and after 2002 a

2. household health expenditure by fitting a generalized linear Poisson regression

model on medical spending separately for the period before and after 2002.

Paper II Nationally representative house-

hold survey data from the 1998,

2002, 2004, 2006, and 2010 waves

of the LCMS. Individuals were

asked on whether they utilized any

health services in the two weeks

prior to the survey and the type

of facility type (e.g government

clinic or private). All sick individ-

uals were also asked on the health

spending they incurred in the two

weeks prior to the survey.

Used difference-in-difference (diff-in-diff) regression models taking advantage of the nat-

ural experiment provided by the stepwise removal of user fees in public health facilities.

Estimated the effect of the removal policy on:

1. overall utilization of health services and switching between private and public

facilities. The effect on utilization applied linear diff-in-diff models. The short

term (2006) and long term effects (2010) were estimated. Heterogeneity in the

utilization response by education and occupation of the head of household was

also investigated.

2. household health expenditure. A two part model (TPM) was used were, in the

first part, the dependent variable takes the value of 0 or 1 depending on whether

somebody incurred any health expenditure. The second part looked at health

spending on condition that it was positive, and hence the dependent variable

was conditional spending. A probit diff-in-diff model was used for the first part

and a generalized linear Gamma regression model for the second part. Marginal

effects were reported and standard errors computed using a bootstrap procedure

with 1,000 replications. The first and second part of the TPM were combined to

assess the effect of the policy on unconditional health spending.

.

Paper III Nationally representative house-

hold survey data from the 2007

and 2014 waves of the demographic

and health survey (DHS). Height

measures were taken by trained

enumerators for all children under

the age of five. Using the 2006

WHO growth standards, we clas-

sified a child as being stunted if

their height-for-age was less than

two standard deviations of the ref-

erence population. Fever was col-

lected in the survey by asking the

parents if their child had a fever in

the two weeks prior to the survey

1. Used multilevel linear regression models to assess the determinants of childhood

ill-health (stunting and fever) and whether the community the child lived was

important in explaining childhood ill-health.

2. The Wagstaff corrected Concentration Index was used to quantify inequality in

childhood ill-health in 2007 and 2014. The change in the concentration indices

and their standard errors were computed. Given the multiple stages involved

in the computation, standard errors were estimated using a bootstrap procedure

with 1,000 replication.

3. The change in the CI over the period 2007–2014 was decomposed using the

Oaxaca type decomposition to assess which determinants had the greatest to-

tal contribution to the change in inequality. For each determinant, the change

in inequality was decomposed into change in the effect of the determinant and

change in the CI of the determinant.

a Data for coping strategies was missing for 2004. To allow for controlling of cohort effects, we did not split the analysis to pre- and post-2002.
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Discussion and Conclusion

5.1 Discussion

5.1.1 Discussion of Main Findings

Would increased social protection improve social welfare?

We have examined the effect of health shocks on consumption, assessed the extent to which

households are protected from increased health spending and reduced labor income when hit

by health shocks, and investigated the extent to which households may rely on informal self

insurance mechanisms in the absence of formal social protection. Now the question arises; do

our findings suggest that increased social protection in Zambia would increase social welfare?

This question is key yet daunting because determining the social welfare impact of social pro-

tection rests on comparing the costs and benefits of social protection programs. The economic

costs of social protection includes the direct and indirect costs of public funds used to reduce

risk and insuring them against its effects.

On the other hand, the extent of the drop in consumption, a key indicator of household

welfare, gives a direct measure of the welfare benefit of increased social protection [84]. An-

other way to assess welfare benefit is to examine the value that households place in preventing

a drop in their income or consumption, which is indicated by the extent to which they employ

self insurance strategies following a shock. This study focused on the welfare benefit, and not

costs, of social protection.

Traditionally, the benefit of social protection has been viewed to be large, the larger the

changes in consumption induced by shock related income fluctuations [84]. However, it is
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important to state that empirically deducing the welfare benefit of social protection from the

consumption response may be difficult since consumption may move for other reasons even

when households are protected. The strength of our study is that we also examined the path-

ways through which health shocks may affect consumption, which are health expenditure and

earned income. The results showed substantial income and health expenditure risk giving us

confidence that the consumption response we observed may have been due to health shocks.

As such, our study suggests that increased social protection would improve households wel-

fare in Zambia. Nonetheless, two issues arise on the extent to which social protection may

improve household welfare, given the observed consumption changes. First, even if the ef-

fect on consumption was practically large, it was not as much as what we would expect given

the large effects on earned income and medical spending. Second, consumption of the poor-

est quartile was not affected at all, suggesting that additional social protection measures for

the poorest 25% may not improve welfare. However, these two conclusions may lack the ap-

preciation that consumption fluctuations following a shock depend on level of household risk

aversion [85].

Households in high poverty situations, as is the case in Zambia, may be very risk averse,

and this aversion is worsened by the relatively high share of shocks they experience compared

to well-off households [117]. This means that they may do all they can, even using very

costly self insurance strategies, to prevent consumption fluctuations. Our results suggest that

this may be the case for Zambia. We find that households employ self insurance strategies

such as informal borrowing and selling assets. Informal borrowing is normally associated

with very high monthly interest rates, often as much as 100%. Such inefficient self insurance

mechanisms may contribute to the intergenerational transmission of poverty. Thus, a more

complete measure of the value of social protection accounts for risk aversion. It is the product

of the percentage drop in consumption induced by the shock (%Δc) and the coefficient of

relative risk aversion (ρ) [85, 118]. This measure implies that even if consumption does not

change much following a shock, welfare benefits of social protection may still be large if the

coefficient of relative risk aversion is high. Even in developed countries, consumption may

be found to be unresponsive to health shocks if households respond by using self insurance

strategies such as within household labor substitution to compensate for lost incomes. In

this case, as an alternative to using the product of the coefficient of relative risk aversion

and consumption change, a number of studies have used spousal labor responses, in terms of
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earnings, as a measure of the value of social protection [119].

While our results suggests that social protection will improve household welfare, we are

not able to determine whether or not social welfare will improve since we did not look at the

economic cost of social protection.

Does providing free health care protect household from health risk and its effects?

The government decided to provide free health care to the population by removing user fees.

As a social assistance program, providing free health care may reduce health risk and provide

insurance against its effects. The question is whether these objectives were met. Although we

were not able to say whether or not the policy reduced health risk since we did not investigate

its impact on health, we were able to examine the effect of the policy on utilization of health

services, a key pathway through which health may be impacted. The human capital theory,

as discussed in Section 3.2.1, predicts that increased investment in health, of which utilization

is part, leads to health improvements. Overall utilization increased, especially for individuals

from low socioeconomic backgrounds. However, whether or not this translated into reduced

health risk depends on many other things.

Among these things, the quality and completeness of freely provided health services is key

and it is determined by the adequacy of funding to the health sector. The concern however is

that there was no corresponding increase in general government health expenditure (GGHE)

after 2006 to meet the extra demand arising from increased utilization of health services (Fig-

ure 2.3, Section 2.3.2). Drug stock-outs after the removal of user fees have also been reported

[67]. It is thus unclear whether the observed increase in overall utilization could have been

accompanied by reduced health risk.

What is clear from our study is that the user fee removal policy was not successful in

providing insurance against health expenditure risk. The response of health expenditure to the

removal policy may be an important signal of completeness and quality of health services, as

well as whether or not health could be impacted. A field experiment of the user fee removal

that resulted in substantial reduction in household health spending in Ghana also improved

health for some sections of the beneficiaries [120]. In South Africa, were the contribution of

households to total health spending is 6% compared to 30% in Zambia (Figure 1.3, Section

1.2.3), the user fee removal policy improved health [121].

Our belief is that improving health and providing insurance against health expenditure risk
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depends on the adequacy of health financing. The Zambian health system faces severe financ-

ing challenges. On average, general government health expenditure (GGHE) as a percentage

of general government expenditure (GGE) has fallen below the abuja target of 15%, despite

the huge share of external financing. Moreover, over-reliance on external financing raises con-

cerns about sustainability of health care financing in Zambia. Alternative methods of financing

that are being explored, such as social health insurance, should carefully look at the adequacy

of finances raised and the extent to which household financial risk will be provided.

Can social protection policy help in curbing the increase in the concentration of health risk among

poor children?

We have found that childhood health risk became more concentrated on children from poor

families over the 2007–2014 period. Two mechanisms explained this outcome. First, determi-

nants of good childhood health such as income (wealth), facility deliveries, maternal education,

mother’s height and weight, etc, either remained or become more concentrated on wealthier

households while, at the same time, risk factors of childhood health, such as higher birth order

and extended breastfeeding duration become more concentrated on poorer household. These

finding are consistent with the human capital model of childhood capability formation which

predicts that parental capabilities and the environment are important drivers of inequality in

childhood capabilities (one of which is health). These findings naturally leads us to the con-

clusion that the bulk of childhood health inequalities are unjust, they are inequitable.

The second mechanism contributing to the increase in inequality was the strengthening of

the sensitivity of childhood health to it’s determinants. This finding is consistent with the life

cycle model of childhood capability formation which says that inequalities in childhood ca-

pabilities, such as health, is not only due to differences in levels of parental capabilities but

also the effects of these capabilities (Section 3.2.1). Although, this increase in the effect of de-

terminants (what can be viewed as capabilities) is good–at least for the determinants of good

childhood health, the benefits of this strengthening accrued more to children from wealthier

households, since health improving determinants were unequally concentrated on them to be-

gin with; this is a classical efficiency-equity trade-off. If so, what are the implications for

policy?

We envision two possible pathways of halting the increasing child health inequality corre-

sponding to the two mechanisms that generated them. The first policy intervention is to focus
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on reducing inequalities in determinants of good childhood health,such as income (wealth),

facility deliveries, maternal education, mother’s height and weight, etc. This can involve both

short and long term measures. In the short to medium term, cash transfer programs can be used

to improve incomes of poor households who have under five children. In this vein, the govern-

ment may consider reintroducing the child grant component of the social cash transfer (SCT)

model which was piloted, showed positive outcomes, but dropped in the scale up of SCT. Al-

ternatively, one of the criteria in the current SCT inclusive model (IM) could be “being among

the poor households with children under the age of 5". Cash transfer to poor families with

children may increase parental capabilities such as incomes. In the long term, there should be

a focus on improving educational outcomes of children who face challenges in schooling, es-

pecially girls since the are more disadvantaged and yet they are future mothers. There may

be need to scale up social protection schemes such as school feeding programs, that attempt

to improve school attendance of the most vulnerable. Although the current government policy

focus on basic education is critical, social protection programs, and social spending for edu-

cation in general, should extend to higher levels of schooling,. Our findings show that it is

higher levels of maternal education that are most associated with childhood good health. It is

also higher levels of education that result in higher parental incomes.

The second pathway of curbing the increasing childhood health inequalities is to reduce

the effect of determinants that are associated with poor childhood health. Results show that

longer duration of breastfeeding is associated with poor childhood health and it is concentrated

on the poor. Although controversial in the literature, the mechanism through which extended

breastfeeding leads to poor childhood health appears to be through inadequate complementary

feeding. Current programs such as complementary feeding counseling and support that pro-

vide feeding support to malnourished children may need to be scaled up. To do this, it may be

necessary to shift this program from being clinic/facility based to population based under, for

example the Food Security pack (FSP) scheme. Other social protection programs such as the

social cash transfer may also help in eliminating the mediating effect of insufficient comple-

mentary feeding in the association between childhood ill-health and breastfeeding duration.

With regard to birth order, it has been found that a large share of differences in childhood

capabilities (such as education and health) among siblings are due to the fact that parents tend

to invest less in higher birth order children (e.g last borns) [122] . Our findings of birth order

being a driver of the increase in inequality suggests that wealthier household are more able to
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invest equally in all their children than poorer ones. There are possible unobservable parental

capabilities, such as cognitive and non-cognitive skills, that may explain this relationship. It

is possible for example that wealthier households, despite having the same educational attain-

ment with poorer households, may have received higher quality education which improved

their other capabilities. This may suggest the role of not just improving educational attainment

for vulnerable household, but ensuring that it is of good quality.

5.1.2 Discussion of Findings in the Literature

Effect of health shocks on household consumption, income, health expenditure and self insurance

There is a rich literature on assessing the effect of health shocks in developing countries [5, 7,

8, 29, 86–96, 112, 123]. This literature has applied a wide variety of health shock measures

which include death, illness, self assessed health, Body Mass Index (BMI), injury/accident,

and Activities of Daily Living (ADL). The findings are mixed. With regard to the consumption

effect, a number of studies find that health shocks adversely affect household consumption

[5, 8, 29, 87, 96], while in other studies, this effect is restricted to subsamples or consumption

components [7, 29, 92, 93]. Still others do not find any effect [86, 90, 94, 95, 124], and

conclude that consumption is well insured.

In contrast to our study which focused on the general population, most studies from sub-

saharan Africa are based on rural populations or specific areas. For example, Beegle et al. [87]

used a 13 year panel from the Kagera region in Tanzania to assess the short and long term

effect of adult mortality on household consumption growth. They found that consumption

growth is affected in the first five years following death but households seem to recover after-

wards. Using the Ethiopian rural household survey, Asfaw and Von Braun [91] found that the

movement of a household head from healthy to unhealthy state substantially lowered the quar-

terly growth rate of total non-food consumption as well as purchased food consumption. In an

assessment of multiple shocks in 15 villages of Ethiopia, Dercon et al. [125] found that only

two shocks, namely illness and experiencing a drought, significantly affected levels of con-

sumption. On the other hand, Linnemayr [90] found no differences in consumption changes

between households affected by HIV mortality and those that were not .

With regard to the pathways through which health shocks may affect consumption, a vast

literature has assessed both income and health expenditure risk. An overwhelming number of

studies in Asia find that health shocks substantially increase health expenditure [5, 7, 93], with
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sickness almost doubling health expenditure [7, 93]. This is consistent with our finding that in-

jury almost doubled health expenditure in the period following structural adjustment reforms.

Apart from our study, we did not find any other study that examined the effect of health shocks

on household health expenditure in Africa. Perhaps more than any other outcome, studies in

Africa have examined the effect of health shocks on household income or labor force partici-

pation or production [88, 89]. Most of these studies are based on rural populations, and have

primarily focused on mortality. Using a two year panel of Kenyan rural households, Yamano

and Jayne [88] found that death of an adult household member substantially reduces crop and

non-farm income and these effects did not fade away within three years of death. Mahmoud

and Thiele [86] on the other hand used data from rural Zambia and found no evidence of an

effect of adult death on household income.

In contrast to studies from Africa, the literature from Asia has investigated income risk in

the general population and used a wider set of health shock measures. A number of studies find

that health shocks reduce earned income [5, 7, 93, 126]. Wagstaff [5] found that health shocks,

such as hospitalizations, did not significantly affect earned income in some specifications. He

reasoned that this was consistent with other household members adjusting labor supply when

one falls sick. The ability to adjust labor supply may have limited applications in countries,

like Zambia, which have strong labor market rigidities and limited economic opportunities.

In terms of self insurance (coping) strategies, Mitra et al. [94] found that consumption in-

surance is achieved through self insurance mechanisms such as borrowing, selling assets, and

decreased education expenditure. Other studies suggests that an increase in within household

labor supply is an important means of insuring consumption against health shocks [124] while

others point to the importance of access to microcredit and microfinance institutions [8, 127].

Additionally, access to health insurance is found to help in maintaining investment in child-

hood human capital in the period of adverse health shocks [124]. In general, health shocks are

found to substantially increase the likelihood of depleting assets and borrowing [7, 93, 94].

Tran [128] finds that poorer household are less likely to use these coping strategies because of

limited resources and hence they recover more slowly when hit by shocks. This corroborates

our findings which showed that the likelihood of selling assets or borrowing were lower, the

poorer the household.
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Effect of removing user fees for health services

There are broadly two strands of literature assessing the impact of user fees on utilization of

health services. The first strand focuses on the impact of introducing user fees while the other

looks at the effects of removing them. Most studies that have assessed the impact of introduc-

ing user fees have compared levels of utilization in a few government health facilities, before

and after the introduction of fees. Results show that the introduction of user fees markedly

reduced utilization in Burkina Faso [129], Zambia [33], Papua New Guinea[130], and Kenya

[131, 132]. On the other hand, Mwabu et al. [133] used cross sectional household data from

Kenya and found that the introduction of user fees dramatically lowered utilization of public

facilities. The challenge is that the nature of the policy change could not allow Mwabu et al.

[133] to adopt a quasi-experimental study set up, which is important in separating the effect

of user fees from other things that may have affected utilization, e.g seasonal diseases like

malaria or any other fever. Contrary to these findings, studies in Niger [134] and Cameroon

[135] found that the introduction of user fees, when accompanied with quality improvements,

actually increase utilization. Van Der Geest et al. [136] found that the reason why most peo-

ple criticized the introduction of user fees in Zambia was because they believed that it did not

improve quality of care, taken to be availability of drugs.

This literature however has a number of shortcomings which casts doubt on the validity of

findings. The shortcomings identified include use of routine/facility data–widely perceived to

be of poor quality, statistical methods deemed inadequate to account for possible sources of

bias, and use of a few observational points or health facilities [137]. The quality of routine

data in most developing countries is regarded as very low because of both genuine challenges

in ensuring data quality and systematic falsification [138–140].

The second strand of literature assesses the impact on utilization of removing user fees,

as opposed to introducing them. Again using routine/facility level data, the removal policy

in Niger [68] and the first wave of the removal policy in Zambia [67, 68] was found to have

increased utilization of public health facilities. These studies were however not able to assess

the impact of the removal policy on overall utilization of health services, and not just that of

public facilities. Moreover, the nature of the data–facility records–did not permit an analysis

of how different socioeconomic groups may have been affected by the removal policy, an

important aspect that this thesis has explored. In Uganda, studies using household level data

also find increases in utilization [72, 97], but, unlike the case of Zambia, the nature of the
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policy change, where user fees were removed countrywide, did not enable these studies to

tease out the effect of user fee removal from other concurrent factors.

With regard to protection from health expenditure risk, there is a near absence of studies

that attempt to assess the effect of the removal policies on health expenditure except for studies

from Uganda [72, 97]. This is partly justified because such an analysis requires household

level data, yet most studies use facility level data. To this end, there has been a gap in the

literature–which we have attempted to fill– because the other objective of the user fee removal

policy, apart from reducing health risk, via increases in utilization, is to improve financial risk

protection. The studies from Uganda, that were able to examine the effect of the removal policy

on health expenditure found that the policy did not significantly affect health expenditure [72,

97]. Although these studies were purely descriptive, their findings are corroborated by our

results. They explained that the inability of the user fee removal policy to lower medical

spending might have due to the fact that households may have being incurring substantial

expenses in the private sector due stock-outs of drugs and reagents in public facilities [72, 97].

In Zambia, a qualitative study has suggested that this may have been the case [70].

Changes in childhood health inequalities in the run up to 2015

Substantial improvements in child health in the period leading up to 2015, the target year for

the MDG on child health, have been documented [141]. However, a rich literature has shown

that children from poorer backgrounds have either experienced worsening health or no im-

provements in most countries [22, 142, 143]. In other words, inequalities or concentration of

poor health among children from poor households have persisted or even worsened, despite

some improvements [144]. One particular child health outcome which has experienced wors-

ening inequality is stunting World Health Organization [144]. Bredenkamp et al. [22] assessed

53 countries and found that inequalities in stunting only reduced in 11 countries, increased in

11 others and did not change in the rest of the 31 countries over the 1990–2011 period. In

Ethiopia, inequalities in under five deaths increased between 2000 and 2011, although dis-

parities in health intervention coverages were either falling or constant [142]. Similarly for

Zambia, while we found rising child health inequality, substantial increases in intervention

coverages and accompanying improvements in child health have been documented [145]. The

key message that has been highlighted in the literature is that almost all measures of child

health, including fever and diarrhea incidence, remain concentrated on the poor globally [146].
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The worsening inequalities, despite substantial increases in coverage of health interven-

tions, suggests that halting inequalities is beyond the health sector [147], and one needs to

understand what other determinants drive these disparities. Consistent with our study, changes

in child health socioeconomic disparities have been attributed to changes in the distribution or

inequality of determinants [116, 148, 149], such as wealth/income, maternal education, and

unobserved community level effects. These studies also review that the increase in the sensi-

tivity of child health to its determinants, or similarly, the increase in the effect of determinants,

has contributed to the increase in child health inequality. The increase in the sensitivity of de-

terminants disproportionately benefit the well off if their distribution favors them in the first

place. Inequalities in determinants, such as income, have continued to widen [150], and policy

needs to focus on narrowing them if child health inequality is to reduce appreciably.

5.1.3 Discussion of Methodological Limitations

Although we have taken a number of steps to ensure validity of our results, endogeneity prob-

lems may still arise. Endogeneity occurs when the covariates/independent variables of interest

that are included in the model are correlated with unobservable factors which, due to their un-

observability, appear in the error term of the model. In other words, endogeneity is the bias

that arises when the included covariates are correlated with error term in the model. This

may lead to downward or upward bias depending on whether or not the included covariates

are negatively or positively correlated with error term and outcome variable. In most cases, it

may be difficult to pin down the overall direction of bias because there are multiple sources

of endogeneity, some of which may exert downwards and others upward bias. The problem

with endogeneity is that it does not only leads to bias, but this bias does not diminish even

with larger samples. In other words, the estimators would be both biased and inconsistent.

We are interested in discussing how endogeneity may have affected our findings. We do this

for each of the key sources of endogeneity, namely, omitted variables, sample selection bias,

non-random missingness, simultaneity, and measurement error. We also highlight some of the

steps taken to minimize endogeneity.

Omitted Variable bias (Confounding)

Drawing from empirical studies and our conceptual models, we attempted to include all vari-

ables in the data that may be correlated with each other and the outcome at the same time.
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As discussed in our conceptual models however, some variables, such as cognitive ability,

non-cognitive abilities (time preference, risk attitudes, perseverance, motivation, etc ), are not

observable. We mentioned, for example, in Paper I, that unobservables such as risk attitudes,

are likely to be correlated with both the likelihood of suffering injury and the dependent vari-

ables (outcomes), e.g income. If one has access to panel data, these unobservables could be

differenced away because they are assumed to be fixed in the short to medium term. To control

for some of these unobservables in the absence of panel data, we included a number of fixed

effects, e.g birth cohort, regional, and time effects, in the regression models of paper I. We also

included a rich set of covariates. In paper II, the difference-in-difference estimator takes care

of these fixed effects and we discussed a number of robustness checks such as estimating the

models with and without covariates. The fact that findings were broadly unchanged in mod-

els with and without covariates reduces the likelihood that results may have been driven by

unobservables. Importantly, we could not reject the hypothesis that control and treated units

followed common trends, a key identifying assumption of the difference-in-difference model.

In paper III, we opted to use a survey, the demographic and health survey (DHS), which has a

richer set of covariates, especially health, than a widely used alternative, the living standards

monitoring survey (LSMS). Failure to include a rich set of covariates may lead to overestimat-

ing the contribution of socioeconomic variables on child health inequality.

Sample selection bias

Sample selectivity bias occurs when some observations in the outcome/dependent variable are

missing systematically, e.g for a sub-populations, but not for covariates/independent variables.

Sample selectivity may induce a downward bias on our estimators. This is potentially a prob-

lem for income in paper I where a significant fraction of the population has zero earned income.

Earned income was captured for a period of 1 month prior to the survey. However, for many

households, farming is the only sources of income, which only comes periodically [6]. The

extent of bias in our estimator depends on whether or not we view the estimated effect to be

applicable to non-farm earned income only or a broader measure of earned income (both farm

and non-farm). In the former case, sample selectivity issues may not arise. However, if we say

that we estimated the effect of injury on broader earned income, then our estimator is unbiased

only if the unobservable factors that determined occupational choice (farming, business, for-

mal employment, etc), such as cognitive abilities, are independent of the unobservables that
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determined earned income. Such an assumption may be implausible. However, in develop-

ing countries were there are significant inequalities of opportunities, selection to occupations

may be due to exogenous factors such as kinship rather than unobservables, e.g cognitive abil-

ities. Once individuals sort into occupations, earnings may be determined by factors such as

cognitive and non-cognitive abilities, as opposed to kinship. This is however still subjective

to debate. To be clear thus, if our objective is to look at the effect of injury on broader earned

income regardless of occupation, we have potentially underestimated the effect.1

Since all our papers are based on survey data, sample selection bias may also arise due to

non-coverage error [152], a form of non-sampling error where a portion of the population has

a zero probability of being included in the sample. Unlike the preceding case were a section of

the population has missing data on the outcome variable only, data is missing for all variables

in this case. 2 This problem may be minimal in this thesis as the sample frames used by the

central statistical office (CSO) in all the surveys were based on the census listing of households

and a complex survey design was used to ensure that all individuals have a non-zero probability

of being included. This sampling procedure however results in unequal selection probabilities

and clustering which affects standard errors. Hence, we accounted for complex survey design

in all our papers.

Another form of non-sampling error which may lead to sample selectivity is when data

are not collected on a significant portion of sampled households due to a number of practical

challenges. However, this problem is likely to be minimal because response rates are very high

in both LCMS and DHS data, which is in part attributed to vigorous training and supervision

of field staff [153].

Non-random missingness

Missing values for independent variables can significantly reduce the sample size on which the

model is estimated. If the sample becomes too small, standard errors may be imprecisely esti-

mated, leading to a type two error, a case were you fail to detect the effect too often even when

it exists. The concern of endogeneity only arises when values of the independent variables are

not missing at random. In this instance, bias may arise if the unobservables that determine

1The size of the potential underestimation can be shown to be product of the inverse mills ratio and correlation

between the error term in occupation choice equation and the earnings equation. A bivariate distribution for the

two error terms is assumed. See discussion in Heckman [151]
2Thus, one cannot compute the inverse mills ratio which makes this form of bias difficult to address
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outcomes are correlated with whether or not a value of the independent variable is observed.

Although missingness was not a big problem in our case due to the type of surveys used, we

assessed whether it was reasonable to assume that values of some independent variables were

missing at random. To do this, we defined a dummy variable equal to 1 if a household had

missing data on the independent variable of interest and zero otherwise, we then ran a linear

probability regression model of this dummy variable on the each outcome variable, first with-

out other independent variables and then controlling for other variables. Overall, we found no

evidence that any missingness was systematically related to the outcome variables.

Simultaneity Bias

In a regression analysis, we model an outcome as being determined by a covariate. The covari-

ate is assumed to be exogenous, or affected by things outside the model, and hence sometimes

called an independent variable. When there is simultaneity however, the covariate is also de-

termined by the outcome. In other words, the outcome and covariate are jointly determined,

possibly by other things which we put in the error term as unobservables. This induces an en-

dogeneity problem because the unobservables that determine the outcome, which are in the

error term, also determine the covariate. While simultaneity is a problem in both panel and

cross-sectional studies, it may be more likely in cross-sectional studies because there is no way

of telling that the covariate occurred first, and hence caused the outcome.

We can not rule out simultaneity. In paper I, the effect of health shocks on health expendi-

ture may be biased if households who suffer a health shock had higher health expenditure even

before the shock, probably because they had lower stocks of health, e.g chronic conditions,

as predicted by the human capital model in Section 3.2.1. In this case, chronic conditions in-

dependently increase health expenditure relative to those who do not have them. At the same

time, the arrival of the health shock, made more likely by the chronic condition increases

health spending. However, such feedback effects are unlikely in our case because our mea-

sure of health shocks, injury, as opposed to sickness, is not likely to depend on whether or not

somebody has a chronic condition.

There is also a possibility of simultaneity between injury and consumption/income out-

comes in paper I. These outcomes may affect the likelihood of injury either positively or nega-

tively. Our results suggest that if this reverse causality is present, then for any two households

that are the same in all observables ways, such as occupation, education, unobserved regional,
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cohort and time effects, residence, etc, but differ only in terms of consumption and earned in-

come, a household with a lower value of consumption and earned income is more likely to

experience injury. It is difficult find a reason why lower earned income would result in more

injuries for observationally identical households. One possibility could be that incomes affect

travel habits, e.g type of transport, and time spent traveling, and hence road injuries. However,

socioeconomic characteristics such as education, occupation, residence etc, may play a much

more influential role in governing such habits. Yet still, reverse causality cannot be ruled out.

Measurement error

Another possible source of endogeneity in our study is measurement error in outcomes and

covariates. In household survey data, like ours, inaccurate information may be captured de-

pending on, among other things, the order of the questions and responses, which may, for

example, lead to starting point bias in selecting responses; the way in which an interviewer

asks questions; whether or not the respondents wants to give an answer that is socially desir-

able; the presence of another family member during the interview; the capacity of the respond

to remember (recall) events or expenditure/income, which in turn depends on the length of the

reference period; telescoping, in which case events are reported to be within the reference pe-

riod when they actually occurred outside that period; the level of disaggregation used to collect

expenditure/income; length of the questionnaire, which may lead to respondent fatigue; and

data entry errors. 3

This thesis was based on secondary data which makes it hard to assess the extent of these

problems. However, the data are from household surveys whose data collection methodology

has been tested for decades and designed to minimize some of these errors. For example, we

used self reported health shocks (illness, injury, and fever) in all papers which have a reference

period of two weeks. Short reference periods, of less than a month, for self reported health

status, have been found to be suitable in capturing acute health shocks [155].

Nevertheless, many of the problems mentioned above may still be present despite the level

of reliability of these surveys. This makes it difficult to rule out measurement error, which for

dummy variables, is termed misclassification. Misclassification in independent variables may

lead to downward bias, technically termed attenuation bias [156], if the measurement error–

unobservable factors that cause one to make systematic mistakes-e.g forgetting, is correlated

3See Kasprzyk [154] for a detailed discussion of the sources of measurement error
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with the misclassified independent variable–in our case injury or sickness. In the presence of

attenuation, we may have underestimated the effect of health shocks, or the removal of user

fees. If measurement error is present in our study but is not correlated with the mis-measured

injury or sickness, then our estimators are still consistent. However, the standard errors would

be larger, implying that even though our estimated effects may be fine, we may be saying that

these effects are insignificant when in fact not.

Measurement error in outcomes variables, which in our case includes expenditure, income,

utilization, childhood height, and fever, have traditionally been considered a less serious prob-

lem [157]. Measurement errors in expenditure and income information is very common. Nor-

mally, there would be problems remembering expenditures, especially when the reference

period is too long or if items, for any expenditure or income category, are not disaggregated

enough. Less disaggregated expenditure, for example, have been found to yield much lower

expenditures [158–160]. Our data is based on very disaggregated expenditure and income

items which may minimize measurement error. Moreover, the reference period for income

and expenditure variables we used is one month. It has been established that one month refer-

ence periods for incomes and expenditures perform very well [161].

Importantly, if measurement error in the outcome variable is present, it generally does not

cause the estimators to be inconsistent, although the standard errors are inflated. An excep-

tion is when measurement error in the outcome variable is correlated with the independent

variables. In this case, the estimator would be biased. This situation would imply that house-

holds who experience injury would consistently give wrong information on expenditures and

incomes compared to households who did not. It is difficult to imagine why or whether this is

possible.

Seasonality

Seasonality occurs in the data when a pattern repeats itself at a particular time period or season,

although it may vary in size over time [162]. Assessing seasonality in the data is important

because surveys conducted in different seasons of the year may show changes in outcomes that

are purely due to weather patterns or major calender events such as new year celebration or

Christmas. This is especially important if the time dimension of the data is long.

In paper I, we had two sub-samples, pre-2002 (LCMS 1996 and 1998) and post-2002

(LCMS 2004 and 2006). Starting with the post-2002 subsample, both the 2004 and 2006



66 Discussion and Conclusion

surveys were conducted in December, which means seasonality is not a problem. For the pre-

2002 subsample, the 1996 survey was conducted from September to November, just before

the rainy season, while the 1998 survey was conducted in November and December during the

rainy. Since the surveys are very close, and the periods are overlapping, seasonality may not be

problem. To be sure, we would need to include a dummy that captures differences in the time

when each survey was conducted, however, the overlapping periods makes this impractical.

For paper II, since all outcomes were conditional on incidence of reporting illness/injury,

we are concerned with seasonality in the incidence of reporting illness/injury and this will typ-

ically reflect in disparate difference across surveys. It turns out that there were no substantial

differences in the incidence of reporting illness/injury across different years in all surveys we

used (LCMS 1998, 2004, 2006, and 2010) hugely because they were conducted in the same

period, rainy season, except for the 2002 survey, which covered the whole year. The incidence

of sickness/injury were 9%, 12% , 8%, 7%, and 11% in 1998, 2002, 2004, 2006, and 2010, re-

spectively. Perhaps an important problem would be a case were treated and control areas were

surveyed at different times raising differential likelihood of reporting sickness. We conducted

this check in the paper and found that there was no differences in likelihood of reporting sick-

ness or injury between treated and control. Thus, the problem of seasonality is likely to be

minimal.

In paper III, we may not worry about seasonality for stunting because we do not expect

heights to exhibit disparate changes within any given year. Seasonality is a concern nonethe-

less for fever. The 2007 DHS was conducted from April 2007 to October 2007 while the

2014 DHS was conducted from August 2013 to April 2014. The overlapping periods made it

hard for us to define seasonal dummies. If the data had the month in which each household

was surveyed, we could have included 11 month of year dummies to minimize the possible

seasonality. However, such information was not available.

5.2 Concluding Remarks

Households in Zambia, like most of sub-Saharan Africa, live in highly risky environments,

were a plethora of shocks such as job loss, health (illness, injury, death), droughts, crop failure

etc, threaten their daily survival , which is already at subsistence level. Of all the shocks that

household face, health shocks are the most frequent and pose one of the most serious threats



5.2 Concluding Remarks 67

to household welfare. Typically, they may affect a households’ capacity to earn income and

substantially raise health expenditure. Thus, to protect household from health shocks and their

effect, policy has three instruments at its disposal; (1) improve health or reduce the incidence

and severity of health shocks, especially among the most vulnerable such as the poor and

children (2) provide income protection or insurance against the labor incomes effects of health

shocks, and (3) provide free health care or health insurance to protection household from high

health expenditures.

The first sub-study of this thesis, Paper I, examined whether or not health shocks had an

effect on household welfare, as measured by household consumption. It then moved on to

examine possible sources of this effect, was it through reduced labor income or increased

health expenditure or both? In so doing, it implicitly evaluated how successful the policies

that used instrument two and three could have faired in providing protection. The paper then

questioned whether households could have been using some self insurance mechanisms to cope

with emanating risk from increased health spending and reduced income. This is important

because self insurance mechanisms may have long term effects.

In the second sub-study, paper II, we evaluated the user fee removal policy, which relates to

instrument one and three. We evaluated how the policy affected utilization of health services,

envisaged to lead to health improvements (instrument one). We also assessed the extent to

which the policy may have reduced health expenditure (instrument three).

The third sub-study relates to instrument one; improving health or simply reducing health

risk. It first assessed the determinants of childhood ill-health in 2007 and 2014, and ques-

tioned whether the scale up of child health interventions during this period was successful in

reducing ill-health among children of lower socioeconomic backgrounds. The focus is on how

childhood socioeconomic inequality in ill-health changed during this period and what factors

could have accounted for this change.

We found that health shocks pose a significant risk on household welfare as measured by

consumptions. Health shocks are associated with substantial increases in health expenditure

and reductions in earned income. The effect appeared to be greater in middle incomes house-

holds. We also found that the user fee removal policy did not affect health expenditure in any

significant way. To cope with the increased risk, households engaged in self insurance mecha-

nism that include informal borrowing and selling assets, potentially perpetuating poverty and

contributing to the intergenerational transmission of poverty.
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Although the user fee removal policy had the encouraging result of increasing utiliza-

tion of health service, especial among individuals of low socioeconomic background, find-

ings on health expenditures suggest that more needs to be done to protect households from

health expenditure risk. Since health expenditure risk is high in all income quartiles, such a

policy should seek to cover the whole population. The implication is that the proposed so-

cial health insurance, which will only cover the formal sector, although welcome, should be

quickly scaled up to the informal sectors, who constitute more than 85% of the labor force.

There is also need to scale up income protection policies to protect household from the

effects of health shocks on earned income. Given that the formal sector is small, income

protection can realistic be scaled up using social assistance mechanism such as cash transfers.

Currently, these schemes focus on the poorest of the poor. Our findings show that middle

income households remain the most affected by health shocks. It is important to realize that

most middle income household in Zambia are actually poor. This is because they are in the

bottom 75% of per capita consumption, implying that the majority are among the 60% of the

population that live in poverty. Hence, current social assistance programs, such as the social

cash transfer scheme, may need to improve coverage beyond the poorest of the poor.

Childhood ill health and health shocks over the 2007–2014 period became more concen-

trated on children from poorer households. Our results suggest that halting the increases in

childhood ill health inequality depends on improving levels of, and reducing inequality in,

determinants such facilities deliveries, wealth, maternal education, maternal nutrition, com-

plementary feeding (for breastfed children), and child care (related to birth order effects).

Social protection policies thus should not just be restricted to scaling up social cash transfer

and health programs. Attention also needs to be paid on education, especially for girl children

who are normally disadvantaged, and yet they are future mothers.
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Abstract

Zambia removed user fees in public health facilities in 54 out of 72 districts in
2006. The removal was extended to rural areas of previously unaffected districts
in 2007. The natural experiment provided by the step-wise implementation
of the removal policy as well as five waves of nationally representative house-
hold survey data for the period 1998–2010 enables us to investigate short and
long term effects of the removal policy on health care utilization and household
medical spending. The question is whether free health care increased overall
utilization (uptake effect) or merely led to a shift in care from private to public
facilities (switching effect). We also examine socioeconomic heterogeneity in the
effect of the removal policy on health care utilization.

Using difference-in-difference models, we find that the first wave of user fee
removals increased utilization of public health facilities in the short term by 10
percentage points (pp), of which 6.2pp was a result of the increase in overall use
of health services (uptake effect) and 3.4pp was due to switching from private
facilities. The effect remained strong at 11.1pp in the long term (8.0pp uptake
and 3.2pp switching). Overall use of health services (uptake) increased signifi-
cantly more for individuals whose heads of households were unemployed or had
no or less education. Switching on the other hand was driven by individuals
who were either formally employed or engaged in farming. The second wave of
removals increased utilization by 13.7pp (11.1pp uptake and 2.7pp switching).
The probability of incurring any spending reduced significantly for both waves
and remained significant in the long term. However, this effect was dampened
by an upward pressure on conditional medical spending (spending for those with
positive amounts). As a result, the removal policy did not significantly affect
total (unconditional) medical spending.

Keywords: User fees; utilization; medical spending; long term; heterogeneity;
Zambia
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1 Introduction

Low income countries have continued to face substantial health care financing chal-

lenges (World Health Organization, 2010; James et al., 2006). This is worsened by

often large informal sectors which limit their capacity to implement workable social

health insurance schemes (Wagstaff, 2010) or generate sufficient revenue from taxes

to finance their health systems (Bitran, 2014). Needless to say, limited financing has

resulted in inadequate services on one hand and poor quality services characterized

by drug shortages, understaffed health facilities and low staff motivation on the other

hand.

Amid these health care financing challenges, low income countries have been urged

to remove user fees on grounds that they are significant barriers to health care access

for the majority of individuals in these countries who, because of the depth and sever-

ity of poverty, experience more health shocks and have limited resources to pay for

health services. It is understood that, by increasing medical spending and affecting

labor market participation, health shocks have detrimental long term consequences

on household income and welfare (Gertler and Gruber, 2002; Islam and Maitra, 2012;

Cai et al., 2014; Dhanaraj, 2016). Removing user fees may thus be desirable if it

protects household incomes or increases utilization of health services, which in turn

may reduce the severity of health shocks or improve health outcomes (Tanaka, 2014;

Powell-Jackson et al., 2014).

The push to remove user fees has now gained significant momentum (World Health

Organization, 2010; Meessen et al., 2011). So far, this enthusiasm has been based on

studies that find that user fees negatively affect utilization (Asfaw et al., 2004; Masiye

et al., 2010; Mwabu et al., 1995; Xu et al., 2006; Blas and Limbambala, 2001). This

literature parallels studies showing that introduction of user fees, when accompanied

with quality improvements may increase utilization (Barber et al., 2004; Litvack and

Bodart, 1993; Soucat et al., 1997). However, a number of limitations in both strands

of literature have been highlighted (Dzakpasu et al., 2014; Lagarde and Palmer, 2008).

Most of these studies rely on administrative data which is generally of poor quality

in low income countries. The low quality of administrative data is attributed to both

genuine challenges in ensuring data quality and systematic falsification (Sandefur and

Glassman, 2015; Lim et al., 2008; Ashraf et al., 2014). Some studies, given the nature

of policy changes being investigated, have only been able to conduct before and after

studies without a control group–see for example Mwabu et al. (1995); Xu et al. (2006).

This makes it difficult to separate the effect of user fees from other concurrent events.
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Yet others, e.g., Asfaw et al. (2004), do not have access to user fee policy changes at all.

Policy changes may provide plausibly exogenous sources of variation in utilization and

enable one to determine the overall impact of a policy and it’s heterogeneous effects.

As a result of these challenges, even though the removal of user fees is championed as

a vehicle to benefit the poor, it still remains unclear whether or not this policy benefits

individuals in lower socioeconomic positions more than it does those who are better

off.

A few studies that have evaluated some form of user fees using experimental designs

yield more internally valid findings (Cohen and Dupas, 2010; Thornton, 2008; Kremer

and Miguel, 2007). These studies find lower uptake of interventions in arms with

some form of user fees compared to controls. The key limitation of these studies

however is that they mainly focus on interventions relating to prevention or vaccination

which have lower private valuations, and hence, willingness to pay. It is unclear how

utilization would respond in the real world were health seeking behavior is mainly

driven by immediate treatment needs, rather than prevention. Recently, a randomized

experiment in Ghana where user fees were removed by providing insurance to the

intervention arm showed a significant increase in utilization in covered facilities and

a drop in medical spending (Powell-Jackson et al., 2014). The challenge however is

that experimental studies may lack external validity when one has to imagine large

and complex national scale interventions with system wide implications (Acemoglu,

2010). It is important to note that these studies give us partial equilibrium effects,

which may not be very informative of the impact of complex nation-wide interventions

where general equilibrium effects may dilute or even reverse what would otherwise

be significant findings in experimental settings (Acemoglu, 2010). For example, a

national scale removal of user fees in public health facilities may lead to lowering of

prices associated with private health facilities which may change the expected effect

on utilization. Similarly, while individuals may have more substitution possibilities in

small studies so that elasticity of an intervention is high, this may not be the case for

an intervention implemented at national scale.

An important issue relates to the long term effects of user fee removal. It is unclear

whether the widely observed short term effects of user fee removals are sustained in

the long term. It is possible that capacity constraints, for example in terms of health

workers, may affect quality of health services so that the initial increase weans off in

the long term. A study in Zambia and Niger documents that increases in utilization

following the removal of user fees were eroded 18 months after the policy (Lagarde
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et al., 2012). On the contrary, evidence from Uganda suggests that utilization of

health services remained high in the long term (Nabyonga Orem et al., 2013). This

finding is consistent with an experimental study from Kenya suggesting that a one

off subsidy of health services may sustain utilization in the long term if individuals

experience the benefits of such health services (Dupas, 2014).

Similarly, while it is interesting to know whether or not utilization increased in

public facilities, it is even more important to know whether this was a result of an

increase in overall use of health services (uptake effect) or simply a result of switching

from private to public facilities (switching effect), or indeed both. Switching may

not generate improvements in health if one assumes that quality of care in public

and private facilities is the same. Although it has been argued that private facilities,

in their profit maximizing quest, may have pervasive incentives which are potentially

harmful to health, there seems to be no apparent differences in quality between private

and public facilities (Basu et al., 2012; Powell-Jackson et al., 2015). However, if quality

of care is the same but pervasive incentives in private health facilities unnecessarily

increase the cost of services, then by eliminating inefficiency in the use of resources,

switching may improve social welfare.

Although most of the studies on user fee removal have focused on utilization, per-

haps with a view that medical spending falls automatically, there is ample evidence

in the health insurance literature suggesting that some form of free care, while in-

creasing utilization, may not reduce health spending (Liu and Zhao, 2014; Fink et al.,

2013; Wagstaff et al., 2009; Nguyen, 2012; Ataguba and Goudge, 2012). Some studies

actually find that health insurance may even increase financial risk and catastrophic

spending (Wagstaff and Lindelow, 2008). It is true, however, that removal of user fees

is different from insurance because it eliminates, at least in theory, all health service

related spending such as consultation, drug purchases, and examinations while health

insurance normally involves some form of cost sharing. In practice, even with the re-

moval of user fees, spending related to health services may still exist, or even increase.

This may be due to increases in incidence of informal payments and spending on drugs

in the private market. In Uganda, for example, Xu et al. (2006) and Nabyonga Orem

et al. (2011) found no evidence of reduced spending following removal of user fees.

They reasoned that drug shortages in public health facilities may have forced individ-

uals to rely on the private market which may have pushed medical spending on drugs

upwards. The major drawback of these two studies is that they are based on a before

and after design without a control group. This makes it difficult to determine the
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extent to which the observed changes are attributable to the removal of user fees.

The widespread incidence of informal payments in low income countries is well

documented (Lindkvist, 2013; Barber et al., 2004; Falkingham, 2004). Health workers

may even reduce effort in order to create a market for such payments (Lindkvist,

2013). Given that user fees may increase health worker motivation (Meessen et al.,

2007), one may view informal payments and user fees as substitutes. Evidently, a

system of user fees has been shown to minimize informal payments and provide better

financial protection in Cambodia (Barber et al., 2004). In Zambia, there is anecdotal

evidence of the existence of informal payments after the removal of user fees (Hadley,

2011). A national health expenditure survey conducted in 2013 after the nationwide

removal of user fees showed that an appreciable proportion of individuals still incur

positive spending (Masiye et al., 2016).

The preceding discussion shows that it is not immediately apparent that removal

of user fees reduces medical spending.

The dearth of evidence on the effect of user fees motivated Ridde and Haddad

(2009) to conclude that “African public health officials and decision makers are worried

about the relationship between abolishing user fees and health care financing, and

much remains to be done to provide them with the evidence they require.”

By combining several waves of huge nationally representative household survey data

in Zambia for the period 1998–2010 and the natural experiment provided by the step-

wise implementation of the removal policy, we overcome some of the methodological

and data challenges of the literature attempting to study complex user fee policy

interventions implemented at national scale. Our identification strategy exploits the

fact that in April 2006, the government of Zambia removed user fees in all public

health facilities in 54 out of 72 districts classified as rural. The removal of user fees

was extended to rural areas of the remaining 18 previously unaffected districts in June

2007 (MoH, 2007). Thus, only urban areas of the 18 districts remained unaffected

by both waves of the removal policy. Our empirical approach relies on difference-in-

difference (DD) models. Multiple pre-treament periods enable us to assess the validity

of our identifying assumption and carry out a number of robustness checks.

This study contributes to the debate on free health care in general, and removal

of user fees in particular, in at least five ways. First, our data enables us to examine

whether or not the removal of user fees affected overall utilization of health services.

Previous studies in Zambia have only examined the effect on utilization of public health

facilities and found that there was a substantial increase following the first wave of

5



removals (Masiye et al., 2010; Lagarde et al., 2012; Onde, 2009). However, it is possible

that these increases were merely a result of individuals switching from private to public

facilities, as opposed to an increase in the use of health services by individuals who

were previously excluded by virtue of being poor. Second, we are able to examine

heterogeneous effects of the removal policy by socioeconomic status. While we may

not be able to examine heterogeneities by income or total consumption because these

variable were potentially impacted by the removal policy, our rich household survey

data has other key socioeconomic variables such as occupational status and education

which were arguably not affected by the removal policy. In other words, we are able

to examine whether or not removal of user fees elicited a higher utilization response

from individuals from lower socioeconomic backgrounds as the policy intended. Third,

we study the long term effect of the removal policy. This shades light on the ability

of the removal policy to sustain gains in utilization and medical spending. Fifth, we

provide evidence on the extent to which the removal policy affected the proportion

of individuals incurring medical spending, and the amount of spending. This is an

important starting point in discussing financial risk protection of the user fee removal

policy.

Our result show that the increase in utilization of public health facilities was mainly

driven by an increase in the overall use of health services. The first wave of user fee

removals increased utilization of public health facilities in the short term by 10 per-

centage points (pp), of which 3.4pp was due to switching from private health facilities

(switching effect) and 6.2pp was a result of the increase in overall use of health services

(uptake effect). The effect remained strong at 11.1 pp in the long term, four years

later (3.2pp switching effect and 8.0pp uptake effect). Similarly, the second wave of

removals increased utilization by 13.7pp (2.7pp switching effect and 11.1pp uptake

effect). With regard to medical spending, the proportion of individuals incurring any

spending fell in the short term and this effect was maintained in the long term. How-

ever, there was an upward pressure on the amount of spending for those individuals

still incurring any spending (conditional spending). This means that the policy had a

significant effect on the extensive margin but not the intensive margin and the result

was that total (unconditional) health spending was unaffected.

The rest of this paper is organized as follows: Section 2 provides a short overview of

the setting of this study and the user fee removal policy. Section 3.1 discusses data and

identification. The empirical specification is given in Section 4, results in Section 5,

and robustness checks in Section 6. We discuss our findings in Section 7 and conclude
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in Section 8.

2 Context and User Fee Removal

Zambia is classified as a lower middle income country with GNP per capita of USD

1,810 (World Bank, 2015). It is one of the most unequal countries in terms of income,

and social services (UNDP, 2014). In 2010, poverty levels were estimated at 60.5%

with more than 83% of the labor force employed in the informal sector (CSO, 2012).

The size and extent of informal economic activities possess a challenge to attempts by

the government to expand the tax base. The disease burden is also high with malaria,

tuberculosis and HIV exerting a severe strain on the health system. The burden of

non-communicable diseases is also on the increase (Institute for Health Metrics and

Evaluation, Human Development Network, The World Bank, 2013).

The Health care market in Zambia is almost completely dominated by public

facilities–government health and faith based (mission) facilities–which cater for more

than 90% of the market (CSO, 2012, 2011). Private facilities cater for up to 10% of the

market and they are mainly concentrated in urban areas, with little or no presence in

rural areas. Faith based health facilities are mostly located in rural areas and are clas-

sified as public because government provides most of their health staff and sometimes

allocates funding. In addition, government policies such as introduction or removal of

user fees affect them equally (MoH, 2007).

From Independence in 1964, Zambia had a tax financed health care system were

health services were provided freely. As part of the a number of structural reforms

in the early 1990s however, user fees were introduced with exemption for children

below five years of age and adults above 65 years. User fees were not uniform but

varied across the country and were agreed upon by health facility management and

community representatives taking into account the local economy of the health facility

catchment area.

The country now has a mixed health care financing system with a heavy reliance on

external financing. The National Health Accounts (NHA) figures show that between a

third to half of total health expenditure (THE) is from external sources (World Health

Organization, 2015; Ministry of Health, 2009). General government expenditure on

health (GGEH) as a share of general government expenditure (GGE) averaged 12%

between 2002 and 2013.

Zambia was granted debt relief in 2005 under the Highly Indebted Poor Countries
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Initiative (HIPC). Savings from debt servicing and it’s long held motto of striving

to ensure universal access to health services as well as providing financial protection

motivated the government to make health services free (MoH, 2007). Surprisingly, the

NHA data also shows that out of pocket expenditure (OPE) as a share of THE was

significantly higher after 2006 (World Health Organization, 2015), a year marking the

first wave of removal of user fees. Specifically, in April 2006, Zambia removed user fees

at the primary level in all public health care facilities in 54 districts designated as rural,

leaving the rest of the districts (18) that were classified as urban, unaffected. Moreover,

individuals who went through the referral system continued to be exempt at higher

levels of care. User fees were defined to include fees for registration, consultation,

outpatient and inpatient care, X-ray, and laboratory tests. Figure 1 show the districts

which were affected and unaffected by the first wave of removal of user fees. While

user fees were removed at primary level only (clinics and level 1 hospitals) in public

facilities, sweeping exceptions were given for districts to offer free care even at higher

levels. For example, services were to be free at higher level hospitals (level 2 and 3) in

districts without level 1 hospitals (MoH, 2007).

Figure 1: Zambia. Map shows districts were user fees were removed during the first wave of user fee
removals. Three of the 18 district were each recently split into two. Hence the number of district
were user fees were maintained on this map will count as 21 instead of 18.

The following year, in June 2007, the government acknowledged the shortcoming of
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removing user fees based on classifying the whole district as either rural or urban, and

that there are areas within urban districts that were rural and vice versa. With this

understanding, they extended the removal of user fees to rural areas of the 18 districts

that were previously unaffected. In particular, areas where user fees were removed

depended on whether or not the district was located along the line on rail (railway).

For those along the line of rail, user fees where removed in health facilities located more

than 20 km away from the district administration. Similarly, user fees were removed

in health facilities located more than 15 km away from the district administration for

districts that were not located along the line of rail. Implicit in the removal policy is

the idea that rural areas are located in the peripheries of the districts.

In 2012, user fees were finally removed throughout the country in all public health

facilities.

3 Data and Identification

3.1 Data Sources, Sample, and Outcome Variables

Our data are from the 1998, 2002, 2004, 2006 and 2010 Living Conditions Monitor-

ing Survey (LCMS). The LCMS is a large nationally representative repeated cross-

sectional household survey conducted by the Central Statistical Office of Zambia

(CSO). Although LCMS survey were also conducted before 1998, it was not possi-

ble to use these data because of changes in district boundaries making it impossible

to isolate treated from control districts.

For medical spending, we do not include the 1998 data due to differences in com-

ponents of medical spending that were collected in 1998 compared to latter surveys.

While the 1998 survey asked about spending on a number of health services in the two

weeks prior to the survey, the 2002 and latter surveys only asked about total spending

in the two weeks prior to the survey.1 It has been shown that more dissagregation and

longer list of items, as is the case in the 1998 survey, yield higher levels of expenditures

for similar households compared to less dissagregation (Beegle et al., 2012; Pradhan,

2009; Jolliffe, 2001).

Our analysis focuses on individuals who reported any sickness or injury in the two

weeks prior to the survey. We restrict our sample to individuals aged between 5 and

65. This is because individuals under 5 years and those over 65 were exempt from

1This question existed in the 1998 survey but only referred to expenditure on self medication
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user fees even before the removal. The percentage (number) of individuals between

the age of 5 and 65 reporting sickness or injury was 9% (7,018) in 1998, 12% (6,482) in

2002, 8% (8,182) in 2004, 7% (6,372) in 2006, and 11% (10,003) in 2010. Individuals

who reported any sickness or injury were asked whether or not they consulted any

health facility as a result of the sickness or injury. Those who reported consulting

were then asked about the type of facility they consulted. Using this information, we

define three measures of utilization. The first one, is an indicator variable equal to one

if an individual reported consulting a public facility and zero if not. Individuals are

said to have consulted a public facility if they visited a government health post, clinic,

hospital or a faith based health facility for the illness or injury.2 This measures total

response of utilization of public facilities and it may capture both the fact that there

are more or less people using health services irrespective of provider (uptake effect)

and that their is substitution between public and private facilities (switching effect).

Thus, our second measure of utilization is also an indicator variable equal to one if

an individual reported consulting a private health care facility and zero otherwise.

This captures the switching effect. The third measure is equal to one if an individual

reported having made any consultation (public or private) and it measures the overall

increase or reduction in health care use following the removal of user fees.

Medical spending in our data refers to the amount spent on consultation, medi-

cal examinations, drugs, and any form of self medication in the past two weeks for

individuals who reported being sick or injured. We define two measures of spending,

one that looks at the proportion of individuals that incurred any spending (extensive

margin) and the other measure which assesses the level of spending conditional on it

being positive (intensive margin).

All outcomes are conditional on reporting any illness or injury in the two weeks

prior to the survey.

3.2 Identification and Data Description

We define the first wave of removal of user fees in early 2006 as Treatment 1 (T1) and

the second wave of removals in June 2007 as Treatment 2 (T2). These two waves of

removals partitioned the whole country such that only urban areas of the 18 districts

remained unaffected, and these areas represent our control group. Individuals who

reside in the areas were T1 was effected are defined as the T1 group. Using the T1

2See Section 2 for a discussion of why faith based health facilities are classified as public health
facilities
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group and the control, we are able to identify the short term (2006) and long term

(2010) effects of the first wave of removals, T1. Individuals residing in the rural areas

of the 18 urban districts who were affected by the second wave of removals, T2, in

2007 are defined as the T2 group. This treatment group enables us to identify the

effect, in 2010, of the second wave of removals. Table 1 briefly describes our treatment

and control groups.

Table 1: Description of Treatment and Control groups

Group Description N

T1 Individuals residing in the 54 districts were user fees
were removed in April 2006 at the primary level in
all public health care facilities. User fees were main-
tained in the rest of the districts–18 districts.

23,403

T2 Individuals residing in the rural areas of the 18 dis-
tricts. They were affected by the second wave of
removals in June 2007.a

4,140

Control Individuals residing in urban areas of the 18 districts.
These were not affected by the two waves of the re-
moval policy in 2006 and 2007.

10,514

a The precise identification of these areas would require GPS coordinates which were
unfortunately not collected in the surveys. We use the rural (urban) definition of the
Central Statistical Office (CSO) to classify the areas in the 18 districts as treated (control).
Our definition appears to distinguish treated and untreated areas in the 18 district very
well. See Appendix A.1 for details.

Given multiple waves of data, we exploit geographical variation in the removal

policy and use difference-in-difference models to estimate the short term (2006) and

long term (2010) effects of providing free care in public health facilities. Since we are

not able to observe those who actually received free care, this is an intention to treat

(ITT) effect of the removal policy.3

Our identifying assumption is that, in the absence of the removal policy, potential

outcomes in areas where user fees were removed would have followed the same trend

as non-treatment outcomes in the areas where user fees were not removed. A depar-

ture from trend is counted as the effect of the policy. This identifying assumption

3Some individuals reported having paid for care in primary public health care facilities even
after the national wide removal of user fees in 2013 (Masiye et al., 2016). It is not clear if these
were informal charges or other charges introduced by health facilities following removal of user fees.
Hadley (2011) documents cases were some health facilities charged different types of fees after the
official fees were removed. ITT would only equal the average treatment on the treated (ATT) if there
was full compliance. In a world were compliance is a problem, for example due to informal fees, ITT
is a more policy relevant effect.
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is fundamental in the difference-in-difference framework and it is called the parallel

trends assumption. Parallel trends does not require that treated and control groups

are the same, but that pre-treatment outcomes follow similar trends (Godlonton and

Okeke, 2016). Formally, this assumption is assessed by checking that the differences

in outcomes between the treated and control groups are the same at all time periods

before treatment (pre-treatment period). This implies that a difference of the differ-

ences in outcomes between any two time points in the pre-treatment period should be

zero. In other words, in a difference-in-difference model, if the pre-treatment interac-

tion (treatment) effects are included, they should be zero, or statistically insignificant.

We conduct placebo tests by including pre-treatment treatment effects in our models.

Before then, we can visually assess the plausibility of this assumption.

3.2.1 Assessment of Pre-treatment Trends

We present trends in average levels of utilization and medical spending for the T1

and control group in Figure 2. The associated confidence intervals are also shown.

The plots on the left of the figure show the percentage of individuals utilizing public

health facilities (top) and private health facilities (bottom). On the right of the fig-

ure, we show the percentage of individuals incurring any medical spending (top) and

conditional spending in natural logarithms (bottom).

Utilization of both public and private health facilities in the two groups, T1 and

control, exhibited similar trends throughout the pre-treatment period (1998–2004). In

the first part of the pre-treatment period, 1998–2002, utilization of public facilities

significantly increased in both the T1 and control group while that of private facilities

remained almost unchanged in both groups. Similarly, with consideration of confidence

intervals, utilization levels of both public and private facilities did not change in any

significant way for both groups in 2004.

Regarding medical spending, both the percentage of individuals incurring any

spending and log of medical spending in the two groups appears to follow similar

trends during the pre-treatment period, 2002–2004.4

Thus, outcomes in the T1 and control groups appear to follow similar pre-treatment

trends.

4Note that, as discussed in Section 3.1, we only use two pre-treatment data periods, 2002 and
2004, for spending.
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Figure 2: Figure shows trends in average utilization and spending, and the associated 95% confidence
intervals, for T1 group and control

Turning to the T2 group, the overlapping confidence intervals for utilization of

public facilities in Figure 3 throughout the pre-treatment period (1998–2006) suggests

that utilization rates of public facilities in the T2 group and control were the same.

This may not be surprising given that some individuals in the T2 group and those in

the control belong to the same district, only that those in the T2 group are located

further from the district administration.5 The fact that health services and other

social amenities are controlled by the same district managers makes the possibility of

similar trends plausible. We note however that, although not significant, utilization

of public facilities in the T2 group went slightly above that of the control in 2006. It

is worth mentioning that there is a possibility spillover were some individuals in the

T2 group, by virtue of living further from their district administration–as specified by

the removal policy–may have had their closest health facilities in the T1 areas, which

were treated in 2006. The figure however shows that this possible spillover effect is not

5Recall that for each of the 18 districts, the second wave of removals, T2, unlike T1, removed user
fees in only certain parts of each of the 18 districts. These parts were considered sufficiently rural by
virtue of being far from the district administration.
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significant to invalidate the parallel trends assumption. Utilization of private facilities

also appears to follow similar trends in the two groups in the pre-treatment periods.

Figure 3: Figure shows trends in average utilization and spending, and the associated 95% confidence
intervals, for T2 group and control

3.2.2 Baseline Covariates and Changes Over Time

The T1 and control group are generally similar in terms of household and demographic

characteristics such as household size, age, sex, and marital status but differ in char-

acteristics such as educational level, occupational status and distance to a health

facility (Table 2, Column (1) and (2)). For instance, 12.2% of household heads had

no education in the T1 group compared to 4% in the control group. Only 16.9% of

individuals in the T1 group had their nearest health facility with 1km compared to

45.6% in the control group. Although the T1 group had significantly fewer household

heads who were unemployed, it also had a substantially lower proportion of household

heads formally employed. Differences in demographic and socioeconomic character-

istics between treated and control may explain differences in utilization and medical

spending. However, these differences do not endanger the plausibility of the parallel

trends assumption.
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The parallel trends assumption is more likely to hold if demographic and socioe-

conomic characteristics (covariates) in treated and control groups change in the same

way overtime, especially in the post-treatment period where non-parallel trends in

outcomes emerge. In other words, if covariates in the two groups change differently

in the post-treatment period, they could actually be the ones driving differences in

utilization and medical spending that we may attribute to the user fee removal policy.

Column (3)–(6) tests the hypothesis that characteristics in the T1 and control group

changed in the same way between baseline (2004) and each survey year. Since we have

seen from the previous section that trends in outcome were parallel up to the last pre-

treatment year (2004) and difference emerged in 2006 and 2010, it is interesting to see

whether characteristics in the T1 and control were changing differently between 2004

and 2010. Column (5) and (6) shows that almost all characteristics did not change

differently.

Table 2: Baseline and changes in characteristics: T1 Group vs Control

Baseline (2004) Average Change: 1998-2004 Change: 2002-2004 Change: 2004-2006 Change: 2004-2010

T1 Group Control ΔT1 = ΔControl ΔT1 = ΔControl ΔT1 = ΔControl ΔT1 = ΔControl
(p-value) (p-value) (p-value) (p-value)

Variable (1) (2) (3) (4) (5) (6)

Male 0.428 0.453 0.262 0.876 0.796 0.153

HH Male 0.784 0.750 0.045 0.348 0.424 0.779

H Size 6.165 6.072 0.786 0.670 0.882 0.161

Age 27.382 27.397 0.120 0.418 0.857 0.129

HH Married 0.768 0.659 0.013 0.146 0.100 0.217

HH College 0.048 0.121 0.866 0.725 0.978 0.588

HH Secondary 0.287 0.562 0.157 0.130 0.575 0.029

HH Primary 0.542 0.277 0.052 0.446 0.750 0.383

HH No Education 0.122 0.040 0.359 0.075 0.544 0.104

HH Employed 0.143 0.418 0.069 0.004 0.773 0.165

HH Self Employed 0.090 0.306 0.054 0.055 0.394 0.450

HH Farming 0.707 0.071 0.831 0.000 0.143 0.006

HH Not Working 0.061 0.205 0.479 0.934 0.292 0.189

Distance to Nearest Health Facility:

≤ 1 Km 0.169 0.456 0.007 0.381 0.616 0.839

1-10 Kms 0.612 0.529 0.029 0.159 0.462 0.172

11-20 Kms 0.146 0.000 0.980 0.241 0.182 0.003

≥ 21 Kms 0.073 0.015 0.326 0.605 0.807 0.046

Note: The table shows characteristics of individuals aged 5 to 65 who reported being sick or injured in the two weeks prior
to each survey in the T1 group and control. The first and second columns report means of covariates at baseline (2004) for
treated and control group, respectively. The rest of the columns report p-values that compare changes in the control and
treated group from baseline to the relevant survey year. The p-values where computed using a simple difference on difference
model of each characteristic (covariate). HH=Household Head and H=Household. All variables are dummies except H Size,
and Age.

Table 3 presents a comparison of characteristics in the T2 and control group. The

picture is generally similar to that of the T1 and control group; although the T2

and control groups are broadly the same in terms of household and demographic
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characteristics such as household size, age, sex, and marital status, the T2 group

is worse of in terms of characteristics such as educational level, occupational status

and distance to a health facility (Table 3, Column (1) and (2)). However, these

characteristics generally change in the same way in the two groups over time.

To ensure that any differential changes in characteristics do not drive outcomes,

we control for them in a difference in difference regression models. Given that these

characteristics were changing in the same way, we anticipate that there would not be

significant difference in results between models with and without covariates.

Table 3: Baseline and changes in characteristics: T2 Group vs Control

Baseline (2004) Average Change: 1998-2004 Change: 2002-2004 Change: 2004-2006 Change: 2004-2010

T2 Group Control ΔT2 = ΔControl ΔT2 = ΔControl ΔT2 = ΔControl ΔT2 = ΔControl
(p-value) (p-value) (p-value) (p-value)

Variable (1) (2) (3) (4) (5) (6)

Male 0.399 0.453 0.427 0.357 0.061 0.023

HH Male 0.811 0.750 0.062 0.116 0.009 0.235

H Size 5.749 6.072 0.890 0.483 0.897 0.101

Age 25.299 27.397 0.229 0.595 0.859 0.313

HH Married 0.794 0.659 0.016 0.083 0.024 0.260

HH College 0.016 0.121 0.540 0.930 0.797 0.416

HH Secondary 0.636 0.277 0.648 0.413 0.981 0.621

HH Primary 0.253 0.562 0.888 0.144 0.534 0.358

HH No Education 0.095 0.040 0.794 0.730 0.439 0.274

HH Employed 0.131 0.418 0.087 0.114 0.900 0.893

HH Self Employed 0.123 0.306 0.344 0.919 0.168 0.819

HH Farming 0.684 0.071 0.365 0.073 0.520 0.866

HH Not Working 0.061 0.205 0.588 0.929 0.680 0.655

Distance to Nearest Health Facility:

≤ 1 Km 0.178 0.456 0.063 0.788 0.020 0.691

1-10 Kms 0.644 0.529 0.029 0.159 0.111 0.342

11-20 Kms 0.131 0.000 0.274 0.513 0.846 0.253

≥ 21 Kms 0.047 0.015 0.711 0.501 0.704 0.183

Note: The table shows characteristics of individuals aged 5 to 65 who reported being sick or injured in the two weeks prior
to each survey in the T2 group and control. The first and second columns report means of covariates at baseline (2004) for
treated and control group, respectively. The rest of the columns report p-values that compare changes in the control and
treated group from baseline to the relevant survey year. The p-values where computed using a simple difference on difference
model of each characteristic (covariate). HH=Household Head and H=Household. All variables are dummies except H Size,
and Age.
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4 Empirical Specification

Our econometric model for evaluating the impact of the two waves of the removal of

user fees, T1 and T2, is a difference-in-difference model of the form:

yit = α0 + α1yr1998 + α2yr2002 + α3yr2006 + α4yr2010 + δ1T1i + δ2T2i

+ δ3(T1i × yr2006) + δ4(T1i × yr2010) + δ5(T2i × yr2010)

+ δ6(T1i × yr1998) + δ7(T1i × yr2002)

+ δ8(T2i × yr1998) + δ9(T2i × yr2002) + δ10(T2i × yr2006)

+ β
′
Xit + γ1

R−1∑

r

Pr + γ2

R−1∑

r

2006,2010∑

t=1998,2002

(Pr × yrt) + εijt (1)

where yit is the observed outcome for individual i in year t. The variables yr2002,

yr2006 and yr2010 are year dummies. They account for changes that may have af-

fected utilization and medical spending in both treatment and control groups, typically

national level policies or economic shocks. The baseline year is 2004. T1i is a treat-

ment indicator equal to 1 if individual i is in the T1 group, i.e., resides in any of

the 54 treated districts. Similarly, T2i is 1 if they reside in the rural areas of the

other 18 districts. T1i and T2i captures the influence of unobserved factors which

are specific to these areas and have the potential to explain differences in utilization

and medical spending between each treatment group and the control. Xit is a set of

individual and household observable characteristics of i, e.g education, employment

status, household characteristics, distance to health facility, etc. They account for any

time varying individual and household characteristics that may have had differential

impact on outcomes of treated and control groups. Pr is the rth province dummy, for

R = 9, while Pr ×yrt are province by year dummies. They capture regional level fixed

effects and time varying shocks that may have affected the treated and control group

differently. Supposing this is a linear model, the short term difference-in-difference

effect of T1 is given by the coefficient of the first interaction term δ3, while the coeffi-

cient on second interaction term, δ4, gives the long term effect of T1. We measure the

effect of the second wave of user fee removals, T2, by the coefficient, δ5. As a placebo

test to formally assess the plausibility of the parallel trends assumption, a full set of

pre-treatment interaction effects for both T1 and T2 are included. δ6 and δ7 should

be zero if the T1 group and control followed similar pre-treatment trends. In the same

vein, δ8, δ9, and δ10 should not be statistically different from zero if the T2 group and

control followed similar pre-treatment trends.
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To ensure that standard errors are not underestimated since the policy was imple-

mented at the district level while the data is at the individual level, we clustered the

standard errors at the district level (Bertrand et al., 2004).

Utilization

All three measures of utilization (public, private and any utilization) are binary. For

each of these outcomes, we fitted a Linear Probability Model (LPM) to Equation (1).

Thus, for each of the three outcomes, the effect of two waves of the removal policy are

simply the coefficients, δ3, δ4, and δ5. To save space, we only report these effects and

the pre-treatment interaction coefficients δ6, δ7, δ8, δ9, and δ10.

To understand the distributional impact of the removal policy, we examine how

utilization of various individuals across the socioeconomic distribution was affected.

These socioeconomic variables should not have been affected by the removal policy.

Thus, rather than focusing on income or household consumption, we look at educa-

tional level and occupation of the head of household. We categorize these variables

and estimate a difference-in-difference model for each of these categories (sub-samples).

Focusing on T1, we estimate the overall effect for each sub-sample, as opposed to short

and long term effects as we did in Equation (1), in order to concentrate on examin-

ing heterogeneities. Thus, for each of the sub-samples of these variables, we fit a

difference-in-difference model of the form:

yit = θ0 + θ1T1i + θ2posti + θ3(T1i × posti) + θ4yr1998 + θ5yr2002

+ β
′
Xit + γ1

R−1∑

r

Pr + γ2

R−1∑

r

2006,2010∑

t=1998,2002

(Pr × yrt) + εijt (2)

where posti is 1 if an individual was observed in 2006 or 2010. Our parameter of

interest, which we report for each sub-sample, is θ3. This analysis will give us an

insight of which socioeconomic group began utilizing any health services after the

removal (uptake effect) and which ones could have been switching from private to

public facilities where user fees were removed. Thus, we focused on two outcomes, any

utilization and private utilization.
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Medical Spending

As is common in household expenditure data, our medical spending data has many

zeros and is particularly skewed. This is especially true because the removal policy

eliminated medical spending for some individuals. Although OLS on log transformed

spending is simple and deals with the skewness problem, it yields biased estimates

because it ignores the existence of zero expenditure. It is important to study the impact

of the policy on the full distribution of medical spending. To achieve this, we examined

the policy effect on two margins of the expenditure distribution, the extensive margin–

whether or not an individual incurred any spending–and the intensive margin–the

amount of spending conditional on it being positive. We then combined these two

effects to yield a measure of the impact of the policy on the whole (unconditional)

distribution of medical spending. This was achieved using a two-part model (TPM).

In the TPM, the extensive margin (first part) is modeled by fitting a probit model

to Equation (1) and the intensive margin (second part) similarly fits Equation (1)

using generalized linear models (GLM). The Box Cox test is used to select the link

function while the family is chosen using the modified Park test. This lead us to a

gamma family with a logarithmic link function.

Because probit is a non-linear model, the interaction or marginal effect of the policy

are not given by the interaction terms in Equation (1) (Ai and Norton, 2003). For

the extensive margin (first part) thus, each interaction effect, e.g for T1 in 2006, was

computed as the following double difference:

Δ2E

Δyr2006ΔT1
= [Φ{yr2006 = 1,T1 = 1, X} − Φ{yr2006 = 0,T1 = 1, X}]

− [Φ{yr2006 = 1,T1 = 0, X} − Φ{yr2006 = 0,T1 = 0, X}]
(3)

where Φ is the normal cumulative distribution function and the matrix X contains all

covariates including region, other interaction terms and year dummies.

For the second part (the GLM), the interaction effect was similarly computed as

in Equation (3), although Φ is simply an exponent.

The overall effect on medical spending (unconditional medical spending) was esti-

mated by combining the effect of the removal policy on each of two parts of the TPM.

To see this, note that the unconditional expected value of medical spending is the joint

expected value of medical spending, E[y], which in turn is given by the product of the

probability of incurring any spending-the probit part-and the average spending, given

that spending is positive-the GLM part:
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E[y] = Φ(·)× E[y|y > 0] (4)

The impact of the policy is given by how it changes this joint expeted value.

For example, the effect of T1 on overall medical spending in 2006 is given by taking

the double difference (similar to Equation (3)) on Equation (1). Taking the double

difference is a binary variable equivalent of differentiating the joint expectation twice.6

Standard errors a computed using a bootstrap procedure with 1000 replications

that accounts for clustering at the district level.

5 Results

5.1 Impact on Individual Utilization

Overall Impact

Results indicate that the removal of user fees in public health facilities increased the

overall utilization of health services (uptake effect), in addition to shifting use from

private to public facilities (switching effect). However, the uptake effect was much

greater, and stronger, than the switching effect (Table 4). The first wave of user fee

removals, T1, increased overall utilization (uptake) of health services by 6.2pp in the

short term (Column (1)). The effect strengthened to 8pp in the long term. However,

utilization of public facilities increased more than the increase in overall utilization of

health services in both the short and long term. Column (2) shows that utilization of

public facilities increased by 10pp in the short term and the effect was sustained at

11.1pp in the long term. The extra increase in the utilization of public facilities was a

result of switching from private to public facilities (Column(3)). Utilization of private

facilities in the T1 group reduced by 3.4pp in the short term with the effect sustained

at 3.2pp in the long term.

The second wave of removals (T2) increased the overall utilization of health ser-

vices by 11.1pp. Utilization of public facilities increased by 13.7pp of which 2.6pp was

due to switching from private facilities, although the switching effect was not signifi-

cant. This insignificance is expected given the small proportion of individuals utilizing

private facilities in T2 areas which renders standard errors to be imprecisely estimated.

6See Frondel and Vance (2013) for a discussion on interaction effects in non-linear two-part models
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Table 4: Short and long term effect of user fee removal on overall, public, and private facility utilization

Overall Utilization Public Utilization Private Utilization

(1) (2) (3)

Short term effect

T1 × yr2006 0.062(0.029)∗∗ 0.100(0.030)∗∗∗ −0.034(0.017)∗

Long term effects

T1 × yr2010 0.080(0.032)∗∗ 0.111(0.035)∗∗∗ −0.032(0.014)∗∗

T2 × yr2010 0.111(0.048)∗∗ 0.137(0.047)∗∗∗ −0.027(0.016)

Pre-treatment effects

T1 × yr1998 0.000(0.036) 0.004(0.033) −0.004(0.022)

T2 × yr1998 0.018(0.064) 0.006(0.064) 0.011(0.023)

T1 × yr2002 −0.004(0.030) 0.009(0.032) −0.013(0.016)

T2 × yr2002 −0.003(0.061) 0.014(0.059) −0.011(0.016)

T2 × yr2006 0.078(0.065) 0.093(0.061) −0.015(0.023)

Observations 31, 887 31, 887 31, 887

T1 group baseline mean 0.521 0.497 0.024
T2 group baseline mean 0.447 0.433 0.014
Control group baseline mean 0.575 0.472 0.103

Note: Table shows the effect of the first and second wave of the removal policy, T1 and T2 respectively, on utilization
of all facilities (Column 1), public facilities (Column 2) and private facilities (Column 3). Estimates are from DD linear
probability models (LPM) corresponding to Equation (1) and are interpreted as percentage points. Standard errors
clustered at the district level are reported in parentheses. The lower panel gives the baseline (2004) mean of each outcome
for treated and control groups. All models include a full set of year dummies, regional effects, and region by year interaction
effects. Covariates include distance to health facility, household size, sex, age, and age squared of an individual, as well as
household head characteristics such as occupational status, marital status, and educational level.
* Significant at 10%; ** Significant at 5%; *** Significant at 1%

All pre-treatment ”treatment effects” for the T1 are zero lending support to the

descriptive evidence of parallel trends in Section 3.2.1. The effect of the first wave

of removals, T1, is thus identified. Similarly, all pre-treatment effects for T2 are not

significantly different from zero. This suggests that utilization in the T2 group and the

control also followed approximately parallel trends. However, though not statistically

different from zero, the size of pre-treatment effect for T2 in 2006 is large suggesting,

as discussed in Section 3.2.1, that there may have been spillover where individuals in

the T2 group could have accessed free services in the T1 areas in 2006. By definition,

individuals from the T2 group are located far from their district centers (MoH, 2007),

and hence closer to the T1 areas, which happened to have had user fees removed in

2006. Note however that the descriptive in section 3.2.1, and standard errors in Table

4, indicate that this possible spillover effect was not significant enough to invalidate
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the parallel trends assumption. Results for the second wave of removal, T2, should,

nonetheless, be interpreted with caution.

Heterogeneous Impact

Table 5 shows how individuals from different socioeconomic backgrounds responded

to the removal of user fees. Estimates are presented for sub-samples of education level

and occupation status of the head of household. Each estimate is derived from running

Equation 2 on each sub-sample. To save space, we only report θ3. The removal of user

fees in public health facilities increased overall utilization of health services more for

individuals from lower socioeconomic background than their better off counterparts

(Table 5). For individuals from higher socioeconomic background, the policy led to a

shift in care seeking from private to public facilities.

Beginning with education level of head of household, the increase in overall use of

health facilities was greater the lower the educational level of the head of household

(Column (1)). Specifically, individuals whose heads of households had no education

increase their utilization most (10.6pp). Overall use of health services significantly

increased by 6.2pp for individuals whose household heads only had primary education

and, although positive, the increase was not significant for individuals whose household

heads had a secondary or college education. On the other hand, the switching effect was

generally driven by individuals coming from household heads with higher education

(Column (2)).

For occupation status, overall use of health services for individuals whose house-

hold heads were not employed significantly increased by 11.2pp. Although positive,

the overall use of health services did not increase significantly for individuals whose

heads of households were formally or self employed. For individual engaged in farm-

ing, the policy did not affect overall utilization of health services. It however shifted

their care seeking from private to public facilities. Individuals whose household heads

were formally employed, despite not registering a statistically significant increase in

overall utilization, also shifted care seeking from private to public facilities following

the removal of user fees.
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Table 5: Heterogeneous effect of user fee removal on utilization

Overall Utilization Private Utilization

(1) (2)

Education Level of Household Head

No Education 0.106(0.063)∗ 0.013(0.021)

Primary 0.062(0.029)∗∗ −0.022(0.009)∗∗

Secondary 0.051(0.037) −0.034(0.021)

College 0.033(0.049) −0.031(0.034)

Occupation of Household Head

Not Employed 0.112(0.050)∗∗ −0.018(0.017)

Self Employed 0.024(0.041) 0.011(0.017)

Farming 0.003(0.042) −0.077(0.021)∗∗∗

Formally Employed 0.043(0.038) −0.045(0.020)∗∗

Note: Table shows the effect of the first wave of the user fee removal policy, T1, on
utilization of all facilities (Column 1) and private facilities (Column 2) by educational
level and occupational status of the head of household. Each reported coefficient
is an estimate of θ3 in a DD linear probability model (LPM) based on Equation
2. Thus, it is interpreted as a percentage point. Standard errors clustered at the
district level are reported in parentheses. All models include a full set of year
dummies, regional effects, and region by year interaction effects. Covariates include
distance to health facility, household size, sex, age, and age squared of an individual,
as well as household head characteristics such as occupational status, marital status,
and educational level.
* Significant at 10%; ** Significant at 5%; *** Significant at 1%

5.2 Impact on Medical Spending

The two waves of the removal policy significantly reduced the proportion of individuals

incurring any medical spending but increased medical spending for those who contin-

ued to incur it, although this increase was not statistically significant (Table 6). As

a consequence, both waves of the removal policy did not significantly impact overall

medical spending.

The first wave of removals, T1, reduced the likelihood of incurring any spending in

the short term by 26.6pp, and this effect reduced slightly to 19.3pp in the long term

(Column 1, Table 6). These effects are highly significant at the 1% level. On the other

hand, the second wave, T2, reduced the likelihood of incurring any spending by 8.7pp.

This effect is significant at the 10% level.

On the other hand, estimates at the intensive margin (GLM part-Column 2) show

that the amount of spending (conditional spending) did not change following the re-
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moval of user fees in the T1 and T2 groups. In fact, though not statistically significant,

there was an upward pressure on the amount of spending. This upward pressure on

conditional spending dampened the reduction in spending that resulted from reduced

probability of incurring any spending. Thus, unconditional spending was left un-

changed (Column 3).

Table 6: Short and long term marginal effects of the removal of user fees on overall medical spending

Any spending Conditional spending Unconditional spending
(Probit part) (GLM part) (Probit + GLM)

(1) (2) (3)

Short term effect

T1 × yr2006 −0.266(0.036)∗∗∗ 3.290(14.751) −6.216(12.653)

Long term effects

T1 × yr2010 −0.193(0.047)∗∗∗ 17.055(12.546) 2.755(6.598)

T2 × yr2010 −0.087(0.050)∗ 6.775(10.981) 1.840(5.130)

Pre-treatment effects

T1 × yr2002 0.005(0.040) −12.250(24.527) −3.773(11.093)

T2 × yr2002 0.003(0.052) −19.567(22.259) −6.797(10.372)

T2 × yr2006 −0.050(0.046) 0.706(15.928) −2.249(10.444)

Observations 26, 705 13, 315

T1 group baseline mean 0.607 17.177
T2 group baseline mean 0.580 13.851
Control group baseline mean 0.706 51.459

Note: Table shows the effect of the first and second wave of the removal policy, T1 and T2 respectively, on medical spending
for all individual who reported being sick or injured. Bootstrap standard errors (1000 replications) clustered at the district
level are reported in parentheses. Estimates are from a two-part model where the first part (Column 1) models the probability
of incurring any spending (extensive margin) using a probit model of Equation (1) with the 1998 year dummy dropped. The
marginal effects of the probit model are computed according to Equation (3). The second part (Column 2) are effects of
the policy on the intensive margin–amount of spending conditional on one having incurred any. The amounts are marginal
effects computed according to Equation (3) from a GLM regression model (Gamma distribution and log-link) on Equation (1).
Column (3) presents the effect of the policy on the whole conditional mean of medical spending (combination of the extensive
and intensive margin). The lower panel gives the baseline (2004) mean of each outcome for treated and control groups. All
models include a full set of year dummies, regional effects, and region by year interaction effects. Covariates include household
size, distance to health facility, sex, age, and age squared of an individual, as well as household head characteristics such as
occupational status, marital status, and educational level.
* Significant at 10%; ** Significant at 5%; *** Significant at 1%

All pretreatment interaction effects for extensive (any spending) and intensive (con-

ditional spending) part of medical spending are not statistically different from zero,

lending support to the descriptive evidence of common pre-treatment trends in Section

3.2.1.
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6 Robustness

6.1 Parallel Trends

Our identification strategy relies on the parallel trends assumption which says that

changes in outcomes would have been the same for the treated and control groups

in the absence of treatment. To assess the validity of this assumption, we examined

trends in utilization and medical spending in Section 3.2.1 and established that our

outcomes had similar pre-treatment trends. We then formally tested for common pre-

treatment trends by conducting placebo tests were our models included pre-treatment

interaction effects. All pre-treatment effects were insignificant, lending support to our

identifying assumption. For further testing, we applied a fully flexible difference-in-

difference model proposed by Mora and Reggio (2012) and Mora (2015). The common

trends assumption was met for all outcomes. Results and details of the fully flexible

model is given in Appendix A.2.

6.2 Omitted Variables and Empty models

Although we controlled for individual covariates and included regional fixed effects

as well as year by region effects, there may be concerns that other district level time

varying characteristics may bias our estimators. To gauge this possibility, we were

able to collect data on district level funding. Unfortunately, district funding was not

available for 1998, 2002 and 2010. Hence, we could not include this variable in the main

analysis. However, the two years, 2004 (before the first intervention) and 2006 (after)

could be used to assess the sensitivity of estimates to possible omitted time varying

district variables. District funding is perhaps one of the key variables that affects

performance, quality of care and availability of essential services and thus utilization

as well as individual medical spending. The inclusion of this key district level variable

did not change our results (See Table A3 and A4 in the Appendix).

Still on the issue of control variables, the performance of difference-in-difference

models can be assessed on how sensitive the estimates are to the addition of covariates.

We estimated all models without control variables and with a limited set of control

variables and results are presented (Table A5 and A6 in the appendix). Estimates of

the effect are broadly similar between models with and without covariates.
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6.3 Differential Selection Into Reporting Sickness or Injury

Since utilization is driven by the likelihood of reporting sickness or injury, and vice-

versa, there is a possibility of bias where the probability of reporting sickness/injury

changes differently between treated and control areas. Table A7 shows that the pro-

portion of individuals reporting sickness in treated and control areas did not change

differently. However, the coefficient is significant at the 10% level for the T2 group

in 2010. Of course since this particular regression is conducted on the whole dataset

(361,336 observations), finding a significant effect at 10% may not necessarily imply

bias. It may however also suggest that the removal of user fees led to a slight increase

in reporting sickness or injury which is a form of moral hazard.

6.4 Randomization Tests

High correlation in observations over time (serial correlation) or within an areas (intra-

cluster correlation) has a potential to underestimate standard errors. Since the user fee

removal policy was implemented at the district level one needs to cluster the standard

errors at the district level or aggregate the data in order to deal with the problem of

within cluster correlation (Bertrand et al., 2004). We clustered standard errors at the

district level.

Serial correlation is also a possible threat to the validity of our findings, and we

have not addressed it yet. In a difference-in-difference strategy, outcomes are mostly

positively correlated over time, and this is worsened by the fact that the treatment indi-

cator itself is highly serially correlated; because it is kept on–equal to one–throughout

the study period. This severely underestimates the standard errors of conventional

DD models. Using randomly generated placebo interventions, Bertrand et al. (2004)

found a false rejection rate, at the 5% level, of up to 44% even after standard errors

are clustered at the group level or the data is aggregated to the group level. Since

these were placebo interventions, significant effects (rejection rates) were expected in

approximately 5% of the simulations.

To assess the extent of this problem, we conducted randomization experiments

similar to those of Bertrand et al. (2004). This involves the 54 districts (T1 group)

and the urban areas of the 18 districts (control group). If serial correlation is not

a problem, the rejection rate in simulations where treatment is turned on in both

2006 and 2010 (call it the pooled model) should be close to the rejection rate where
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treatment effect is only turned on in either 2010 or 2006.7 We found a 6.1% rejection

rate in simulation of the pooled model while the other model yielded a rejection rate

of 7.1%, suggesting that serial correlation is not a problem in our setup.

6.5 Falsification Tests and Compositional changes

There is still a possibility that other events affected treated and control groups dif-

ferently and hence generated a false “treatment effect”. Although we see no other

apparent reason or possible concurrent event that would significantly reduce the per-

centage of individuals incurring positive spending while at the same time drastically

changing utilization, it is important to query this possibility. One way of doing this

is to conduct falsification tests were we ask if the removal of user fees significantly

affected covariates that are expected to be unresponsive to the removal policy. To

achieve this, we fit a simple difference-in-difference models to all our covariates.8

In particular, very significant changes in key covariates such as employment status,

distance to a health facility, education, especially in the post treatment period, is

evidence of other things happening other than removal of user fees. Tables 2 and 3,

Column 3-6, in Section 3.2.2 shows that almost all key covariates were not affected

differently in the T1u group compared to the control.

7 Discussion

Providing free health care for the poor such as removing user fees may increase utiliza-

tion of health services and reduce the occurrence as well as severity of health shocks.

This is especially true if the increases in utilization arise out of genuine need and are

sustained over time. Removal of user fees, by reducing medical spending, may also

7In this experiment, for the pooled model, we randomly select 54 districts (regardless of treatment
status) and designate them as “treatment” and let them keep the treatment status in 2010. We
then record the treatment effect and standard error. We conduct this procedure 1,000 times each
time taking note of the standard errors. In an alternative model, we randomly draw 54 districts and
designate them as treated. In this case, however, treatment is turned on in either 2006 or 2010 but
not both years.

8For example, to check for differential changes between T1 and control as reported in Table 2, we
a difference-in-difference model of the form:

Xcidt = φ0 + φ1yr1998 + φ2yr2002 + φ3yr2006 + φ4yr2010 + φ5T1d

+ φ6(T1d × yr1998) + φ7(T1d × yr2002) + φ8(T1d × yr2006) + φ9(T1d × yr2010) + εijt

where Xcidt is covariate c for individual i residing in district j at time t and T1d = 1 if district j was
treated. We report p-values of the interaction effects φ6,φ7, φ8 and φ9 in Table 2 and Table 3 for T2.
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free up resources which would then be available for other competing household welfare

enhancing needs.

In this paper, we examine the extent to which provision of free care in public

health facilities changes utilization and medical spending. Using a natural experiment

accorded by the stepwise removal of user fees and five waves of rich nationally rep-

resentative household survey day, we address a number of questions that surround

the user fees removal debate. Does the removal of user fees in public health facilities

increase overall utilization of health services? In addition to the increase in overall

utilization, are individuals induced to switch from private to public facilities as a result

of user fee removal in public facilities? Are there heterogeneities in how utilization

of individuals of different socioeconomic background responds? To what extent does

medical spending respond to the removal of user fees in public health facilities. Are

the changes observed in the short term sustained over the long term?

We find that removal of user fees increased overall use of health services in Zam-

bia.Interestingly, the effects of the user fee removal policy remained strong in the long

term effect, 48 months (four years) after the removal. This means that concerns that

changes in utilization following removal of user fees are temporal, and not sustained

in the long term (Lagarde and Palmer, 2008), are not supported by this study.

While previous studies have also shown that removal of user fees in Zambia in-

creased utilization of public health facilities (Masiye et al., 2010; Lagarde et al., 2012;

Onde, 2009), we demonstrate that this increase was generated by two mechanisms,

namely, overall increase in the use of health services (uptake effect) and shifting care

seeking from private to public facilities (switching effect). Some randomized exper-

iments of free health care have shown that removal of user fees or providing health

insurance may only generate a switching effect without a change in the overall use of

health services (Powell-Jackson et al., 2015; Levine et al., 2016). Although we find

evidence of switching in our natural experiment, our findings show that the increase

in overall use of health service (uptake effect) was larger, and much stronger, than

the switching effect. To the best of our knowledge, our study is the first to separate

the magnitude of uptake and switching effects for a complex policy implemented at

national scale. Mwabu et al. (1995) conducted a descriptive study of the effect of the

temporal suspension of user fees in two districts of Kenya and found that utilization

of public facilities increased while that of private facilities declined. This analysis was

however unable to tease out the magnitude of the increase in overall use of health

services. Moreover, since it was a before and after study without a control group, it
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is hard to determine whether or not the observed changes in utilization patterns were

due to the removal of user fees or other concurrent factors.

Our study also documents heterogeneities in the utilization response. The user fee

removal policy led to an increase in the uptake of health services for individuals of low

socioeconomic background. This is encouraging given that the overriding objective

of the user fee removal policy is to increase access for individual from low socioeco-

nomic background. However, we find evidence that individuals from relatively higher

socioeconomic backgrounds shifted care seeking from private to public facilities.

As expected, we find evidence that user fees reduced the proportion of people in-

curring any medical spending. However, those who were still incurring any spending

experienced an economically relevant, albeit statistically insignificant, increase in med-

ical spending. The net effect is that the removal policy did not impact unconditional

medical spending significantly. This result is collaborated by findings from Uganda

(Xu et al., 2006; Nabyonga Orem et al., 2011). Evidence from within Zambia also

show that medical spending in primary health care facilities may not have responded

to the removal of user fees as expected (Masiye et al., 2016; Hadley, 2011). This may

be attributed to the fact that public health facilities may not have been able to provide

complete services such as drugs, medical examinations, etc, to match the increased de-

mand so that individuals had to rely on the private markets for these services (Masiye

et al., 2010; Hadley, 2011; Xu et al., 2006; Nabyonga Orem et al., 2011; Ministry of

Health, 2007; Masiye et al., 2010; Onde, 2009). There is also evidence that some ad-

ditional charges replaced user fees, formal and informal. For example, Hadley (2011)

found that there were charges to have children weighed at the facility, informal medical

insurance arrangements, and book fees for maintaining medical records, among others.

The study also found that even when drugs were available in health facilities, patients

would be given prescriptions to buy drugs from private drug stores, most of which

were owned by health facility workers. It is therefore not surprising that even after

the nation-wide removal of user fees in 2012, a national health expenditure survey

documented significant medical spending for individual visiting primary health care

facilities (Masiye et al., 2016).9. The finding that some form of free care policy, while

increasing utilization, may not be very effective in reducing total medical spending is

9That total medical spending was unchanged is also consistent with the National Health Accounts
(NHA) for Zambia which reviewed that the share of Household Health Expenditure (HHE) in Total
Health Expenditure (THE) was 27% in 2006, from 26.8 in 2005 (Ministry of Health, 2009). In fact,
NHA data shows that out of pockets expenditure (OPE) as share of total health spending significantly
increased immediately after the removal of user fees and remained high thereafter (World Health
Organization, 2015)
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also consistent with the health insurance literature (Liu and Zhao, 2014; Wagstaff and

Lindelow, 2008; Fink et al., 2013; Wagstaff et al., 2009; Nguyen, 2012; Ataguba and

Goudge, 2012).

Limitations

The key limitation of our study is the non-availability of GPS information to exactly

classify which households could have been treated in the second wave of the user fee

removal policy, T2. Despite the fact that our classification performs extremely well,

the long term estimate of T1 and the effect of T2 is lower bound if there was any

misclassification.

Secondly, our measure of medical spending does not fully characterize health ex-

penditure because Living Conditions Monitoring Surveys only collects spending on

consultation, purchase of drugs and examinations. This leaves out other significant

health care related costs such as transportation which in some cases are more signifi-

cant costs than payments at the point of care.

8 Conclusion

Consensus appears to have emerged that removing user fees is an effective strategy

for improving Universal Health Coverage (UHC). The consensus draws heavily on

studies that report dramatic increases in utilization. A number of low and middle

income countries have since removed user fees while others are considering to do so.

However, there are are a number of unresolved question regarding the exact impact of

user fee removal policy. Addressing these questions is important in providing policy

makers with information that they require in their search for more efficient health

care financing systems which ensure equitable access to care and provide financial

protection to the population.

Most studies so far have only demonstrated increases in utilization of public fa-

cilities. We do not know whether or not this is a result of changes in overall rates

of care seeking or switching from private to public facilities. Similarly, although the

removal of user fees is heralded as important in increasing access for the poor, the

distributional or heterogeneous effects of the removal policy is unclear. It is not clear

whether the policy is successful in increasing utilization more for individuals from low

socioeconomic backgrounds. In addition, most studies only assess changes in utiliza-

tion without looking at whether medical spending reduces, which in itself is an end of
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the health system. There is also no clear evidence on whether changes observed in the

short term are sustained in the long term.

To fill the knowledge gap in the literature, we exploit the step-wise implementation

of removal of user fees in Zambia to create treatment and control groups, and use

large nationally representative surveys to estimates effects in a difference-in-difference

framework.

We find that the two waves of the user fee removal policy significantly increased

overall rates of care seeking and moderately led to switching from private to public

facilities in both the short and long term. Overall rates of care seeking increased

more for individuals from lower socioeconomic backgrounds. Despite the fact that the

removal policy reduced the financial barrier to access by substantially reducing the

proportion of individual incurring any spending (extensive margin), and thus signifi-

cantly increasing utilization, it did not have a significant effect on conditional spending

(intensive margin). The intensive and extensive margin worked in opposite directions

to leave total (unconditional) medical spending unchanged.
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A Appendix

A.1 Assessing Treatment Classification for T2

The second wave of the removal policy, T2, extended the removal of user fees to the T2

group–rural areas of the remaining 18 districts. However, the rural/urban classification

of areas within these 18 districts in our data is not exactly the same as defined in

the removal policy. The classification in the data uses a more detailed criteria while

the removal policy defined rural areas only on the basis of radius distance from the

district administration centers of each of the 18 districts. Specifically, user fees were

removed in all primary health facilities located outside a radius of 15 or 20 km from

the districts centers, depending on localization relative to the line of rail. Ideally, we

would need GPS coordinates for both households and facilities to precisely determine

which household is actually located in a treated area. However, GPS coordinates were

not collected in the surveys.

Since distances in the removal policy were determined in such a way that health

facilities exempted from user fees would serve rural households, we use the rural clas-

sification from the Central Statistical Office to define households as treated (belonging

to the T2 group) if it is located in an enumeration area that is classified as rural. The

classification of enumeration areas as either rural or urban is based on population size,

economic activity (agricultural or not), and presence of basic modern facilities such as

piped water, tarred roads, post office and other services (CSO, 2012).

To assess how well this rural/urban definitions in the data performs in distinguish-

ing treated from non-treated individuals, we check how the proportion of individuals

incurring any medical spending changed between rural areas (supposedly treated-T2

group) and urban areas (supposedly controls). It is expected that after the removal of

user fees in 2007, this measure falls significantly in areas that are supposedly treated,

while it should be non-decreasing in areas deemed as controls. The data shows that

while the proportion of individuals incurring any spending in the supposedly treated

areas fell by almost 20 percentage points (pp) between 2006 and 2010, it was almost

unchanged in the supposed control (Table A1, Panel A4).
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Table A1: Trends in medical spending in public health facilities

T2 Group Control Group

Variable 2002 2004 2006 2010 2002 2004 2006 2010

Incurred any spending (%) 60.75 82.57 59.38 40.17 69.08 80.99 79.45 81.17

Conditional spending 8.35 12.55 12.85 7.17 42.68 43.10 45.53 30.68

Number of observations 873 701 673 1,032 1,969 1,972 1,586 2,391

Note: Table shows means medical spending for the T2 group and control. Note that, as opposed to computing
spending for all individuals who reported being sick or injured as we did in the main analysis, medical spending here
is conditional on utilizing public health facilities. Conditional Health Spending is in Zambian Kwacha (ZMW) at 2010
prices. The ZMW/USD exchange rate in 2010 was 5 Kwacha per USD.
* Significant at 10%; ** Significant at 5%; *** Significant at 1%

A.2 Fully Flexible Model

The model proposed by Mora and Reggio (2012) allows provides an alternative way of

estimating the treatment effect of the removal policy while at the same time testing for

the parallel trends assumption. As opposed to estimating one treatment effect of an

intervention for each post-treatment data point (e.g 2006 or 2010)–irrespective of the

number of pre-treatment data points–the model proposed by Mora and Reggio (2012)

allows one to estimate r treatment effects for each post-treatment data point, where

r is the number of pre-treatment data points and each effect, βr, is estimated under

a different parallel assumption. Only when treatment effects under different parallel

assumptions are equivalent is the parallel trends assumption met, and our assumption

of common trends valid.

The advantage with the method proposed by Mora and Reggio (2012) is that even

if the estimates from one post-treatment data point, e.g for T1 × 2006, under different

parallel assumptions are not equivalent, one is able to check how the effect varies, in

both magnitude and significance across different parallel assumptions. Actually, Mora

and Reggio (2012) show that the practice of allowing for flexibility in difference-in-

difference models by including terms such as linear or quadratic trends imply different

identifying assumptions from the ones the authors refer to, so that the reported effects

may not be the true treatment effects.10

We focus on the first wave of removals, T1, and estimate the fully flexible model

on three outcomes, namely, overall (any) utilization, whether an individual incurred

any spending or not, and the amount of spending conditional on spending. Given that

10They applied their method to papers published in top economics journals and find that when
flexible dynamics are applied, the significance of the results is affected in 6 of the 13 cases and only
3 in 9 cases was the common trends assumption satisfied.
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we have three (two) pre-treatment periods for overall utilization (medical spending),

we are able to estimate three (two) short term and three (two) long term effects of

T1. For example. the computation of the three short term and three long term effect

for overall utilization follows three stages. Firstly, the first set of short and long term

effect are computed using the baseline data (2004) only. The identifying assumption

in this case is the parallel paths assumption, which Mora and Reggio (2012) term

parallel-1. Then the second set of short term and long term effects are estimated using

both the 2004 and 2002 pre-treatment data. The assumption here is parallel growths,

called parallel-2 and it is equivalent to allowing for linear trends in a difference in

difference model. The last set of effects are computed using all the pre-treatment

datasets (1998,2002, and 2004). This is called parallel-3 and its equivalent to allowing

for quadratic trends in a difference in difference model.

We make use of the Stata package by Mora (2015) and focus on T1 which gives the

short and long term effects. The models are estimated using ordinary least squares

(OLS). Thus utilization and the first part of the two part model of expenditure applies

a linear probability model (LPM) while the second part is OLS on log transformed

expenditure.

Estimation results are presented in Table A2. The results are broadly consistent

with our finding in the main analysis although the estimates and standard errors are

slightly larger. Panel B shows test statistics and p-values for of the parallel trends as-

sumption test and the equivalence of short and long term effects. The common trends

assumption was met for all outcomes, i.e. we do not reject H0 of common trends at the

10% level. The tests also reveals that there was not statistically significant difference

between short and long term effects
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Table A2: Short and long term effects of the removal of user fees: Fully flexible model (Mora, 2015)

PANEL A: Short and long term effect under different parallel assumptions

Overall utilization Prob. of medical spending Conditional spending

Parallel-1 Parallel-2 Parallel-3 Parallel-1 Parallel-2 Parallel-1 Parallel-2

T1 × yr2006 0.098∗∗∗ 0.108∗ 0.090 −0.236∗∗∗ −0.258∗∗∗ 0.060 −0.133
(0.034) (0.057) (0.109) (0.035) (0.060) (0.120) (0.569)

T1 × yr2010 0.102∗∗ 0.119 0.066 −0.240∗∗∗ −0.286∗∗∗ 0.019 −0.369
(0.043) (0.096) (0.270) (0.036) (0.102) (0.145) (0.388)

Observations 28,232 28,232 28,232 23,783 23,783 11,892 11,892

PANEL B: Test for Common Pre-treatment trends and equality of short and long term effects

Overall utilization Prob. of medical spending Conditional spending

F p-value F p-value F p-value
Test for pre-treatment trends
H0: Common Trends 1.051 .5913 0.2805 0.5964 1.772 0.183

Test of equality of short and long term effects
Under Parallel-1

H0: T1×yr2006=T1×yr2010 0.018 0.892 0.024 0.877 0.103 0.748

Under Parallel-2

H0: T1×yr2006=T1×yr2010 0.067 0.795 0.230 0.631 1.356 0.244

Under Parallel-3

H0: T1×yr2006=T1×yr2010 0.021 0.885

Note: The table shows OLS estimates in a fully flexible DD model for the T1 group and the control. The short and long term effect under parallel-1 assumes
parallel paths and uses only 1 pre-treatment period (2004). The effects under parallel-2 uses the 2004 and 2002 pre-treatment data set and assumes parallel
growths in outcomes. Under parallel-3, all pre-treatment data is used (2004,2002 & 1998). Parrellel-3 assumes quadratic growth in outcomes. The first test is
a test of common trends which is equivalent to a test that the 3 (or 2 under medical spending) parallel path assumptions are equal. The last three tests checks
whether the short term and long term effects are equal under each parallel assumption. Robust Standard errors clustered at the district level are reported in
brackets.
* Significant at 10%; ** Significant at 5%; *** Significant at 1%
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Controlling for district funding

Table A3: Short term effect of user fee removal on overall, public and private facility utilization

Overall Utilization Public Utilization Private Utilization

(1) (2) (3)

T1 × yr2006 0.079(0.033)∗∗ 0.120(0.032)∗∗∗ −0.041(0.019)∗∗

Observations 11, 402 11, 402 11, 402

T1 group baseline mean 0.521 0.497 0.024
Control group baseline mean 0.575 0.472 0.103

Note: Table shows the effect of the first wave of the removal policy, T1, on utilization of all facilities (Column 1),
public facilities (Column 2) and private facilities (Column 3) controlling for district level funding. Funding data was only
available for 2004 and 2006. Thus, estimates are only based on the 2004 and 2006 LCMS surveys. Reported coefficients
are estimates from DD linear probability models (LPM) corresponding to Equation (1) and are interpreted as percentage
points. Standard errors clustered at the district level are reported in parentheses. The lower panel give the baseline (2004)
mean of each outcome for treated and control groups. All models include a full set of year dummies, regional effects, and
region by year interaction effects. Covariates include district level funding, distance to health facility, household size, sex,
age, and age squared of an individual, as well as household head characteristics such as occupational status, marital status,
and educational level.
* Significant at 10%; ** Significant at 5%; *** Significant at 1%

Table A4: Short and long term marginal effects of the removal of user fees on overall medical spending

Any spending Conditional spending Unconditional spending
(Probit part) (GLM part) (Probit + GLM)

(1) (2) (3)

T1 × yr2006 −0.265(0.037)∗∗∗ 2.946(11.662) −5.355(9.991)

Observations 11,402 6,360

T1 group baseline mean 0.607 17.177
Control group baseline mean 0.706 51.459

Table shows the effect of the first wave of the removal policy, T1, on medical spending for all individual who reported being
sick or injured controlling for district level funding. Funding data was only available for 2004 and 2006. Thus, estimates are
only based on the 2004 and 2006 LCMS surveys. Bootstrap standard errors (1000 replications) clustered at the district level
in parentheses. Estimates are from a two-part model where the first part (Column 1) models the probability of incurring
any spending (extensive margin) using a probit model of Equation (1) with the 1998 year dummy dropped. The marginal
effects of the probit model are computed according to Equation (3). The second part (Column 2) are effects of the policy
on the intensive margin–amount of spending conditional on one having incurred any. The amounts are marginal effects
computed according to Equation (3) from a GLM regression model (Gamma distribution and log-link) on Equation (1).
Column (3) presents the effect of the policy on the whole conditional mean of medical spending (combination of the extensive
and intensive margin). The lower panel gives the baseline (2004) mean of each outcome for treated and control groups.
All models include a full set of year dummies, regional effects, and region by year interaction effects. Covariates include
household size, distance to health facility, sex, age, and age squared of an individual, as well as household head characteristics
such as occupational status, marital status, and educational level.
* Significant at 10%; ** Significant at 5%; *** Significant at 1%
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Models without Covariates

Table A5: Short and long term effect of user fee removal on provider choice

Overall Utilization Public Utilization Private Utilization

(1) (2) (3)

Short term effect

T1 × yr2006 0.077(0.033)∗∗ 0.092(0.037)∗∗ −0.015(0.021)

Long term effects

T1 × yr2010 0.10.8(0.042)∗∗ 0.113(0.040)∗∗∗ −0.004(0.016)

T2 × yr2010 0.154(0.047)∗∗∗ 0.159(0.025)∗∗∗ −0.005(0.015)

Pre-treatment

T1 × yr1998 0.021(0.039) 0.012(0.031) 0.009(0.023)

T2 × yr1998 0.027(0.059) 0.012(0.056) 0.015(0.027)

T1 × yr2002 0.032(0.032) 0.029(0.035) 0.004(0.015)

T2 × yr2002 0.033(0.052) 0.034(0.050) −0.001(0.014)

T2 × yr2006 0.072(0.062) 0.072(0.060) −0.001(0.020)

Observations 36,319 36,319 36,319

T1 group baseline mean 0.521 0.497 0.024
T2 group baseline mean 0.447 0.433 0.014
Control group baseline mean 0.575 0.472 0.103

Note: Estimates from a difference in difference linear probability model (LPM) corresponding to Equation (1). Estimates
are interpreted as percentage points. Standard errors clustered at the district level are reported in parentheses. All models
are conditional on reporting sickness or injury in the two weeks prior to the survey. All models include a full set of year
dummies, regional effects, and region by year interaction effects. Covariates include distance to health facility, household
size, sex, age, and age squared of an individual, as well as household head characteristics such as occupational status,
marital status, and educational level.
* Significant at 10%; ** Significant at 5%; *** Significant at 1%
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Table A6: Short and long term marginal effects of the removal of user fees on medical spendings

Any spending Conditional spending Unconditional spending
(Probit part) (GLM part) (Probit + GLM)

(1) (2) (3)

Short term effect

T1 × yr2006 −0.223(0.032)∗∗∗ 5.080(12.340) −1.824(6.487)

Long term effects

T1 × yr2010 −0.186(0.036)∗∗∗ 37.494(17.959)∗∗ 12.011(6.472)∗

T2 × yr2010 −0.070(0.050) 10.905(17.075) 9.144(7.563)

Pre-treatment effects
T1 × yr2002 −0.025(0.041) 4.747(13.625) 8.663(7.118)

T2 × yr2002 −0.001(0.047) 0.262(14.622) 8.676(7.822)

T2 × yr2006 −0.035(0.038) 6.705(14.844) 2.423(6.904)

Observations 31,039 15,175

T1 group baseline mean 0.607 17.177
T2 group baseline mean 0.580 13.851
Control group baseline mean 0.706 51.459

Note: Table shows marginal effects from a DD two part model and the combined effect of the two parts. All amounts
are in Zambian Kwacha at 2010 prices. Bootstrap standard errors (1000 replications) clustered at the district level are
reported in parentheses. (1) presents probit model marginal effects at the extensive margin of medical spending (whether one
incurred any spending or not). In (2), marginal effect at the intensive margin (those with positive spending) are presented.
(3) presents the effect of the policy on the whole conditional mean of medical spending (combination of the extensive and
intensive margin). All models include a full set of year dummies, regional effects, and region by year interaction effects.
Covariates include household size, distance to health facility, sex, age, and age squared of an individual, as well as household
head characteristics such as occupational status, marital status, and educational level.
* Significant at 10%; ** Significant at 5%; *** Significant at 1%

Changes in the likelihood of reporting sickness or injury

Table A7: Differences in the likelihood of reporting sickness between the treated (T1 & T2) and the
control group

T1×yr1998 T1×yr2002 T1×yr2006 T1×yr2010 T2×yr1998 T2×yr2002 T2×yr2006 T2×yr2010

−0.015 −0.004 0.000 0.010 0.004 0.020 0.021 0.039∗

(0.013) (0.012) (0.008) (0.010) (0.012) (0.013) (0.013) (0.023)

Observations 361, 336

Note: Estimates from a difference-in-difference linear probability model (LPM) corresponding to Equation (1). Estimates are
interpreted as percentage points. Standard errors clustered at the district level are reported in parentheses. The model includes
a full set of year dummies, regional effects, and region by year interaction effects. Covariates include , household size, distance to
health facility, sex, age, and age squared of an individual, as well as household head characteristics such as occupational status,
marital status, and educational level.
* Significant at 10%; ** Significant at 5%; *** Significant at 1%
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Abstract 
Background 
Child health interventions were drastically scaled up in the period leading up to 2015 as countries aimed 
at meeting the 2015 target of the Millennium Development Goals (MDGs). MDGs were defined in terms 
of achieving improvements in average health. Significant improvements in average child health are docu-
mented, but evidence also points to rising inequality. It is important to investigate factors that drive the 
increasing disparities in order to inform the post-2015 development agenda of reducing inequality, as 
captured in the Sustainable Development Goals (SDGs). We investigated changes in socioeconomic ine-
quality in stunting and fever in Zambia in 2007 and 2014.  Unlike the huge literature that seeks to quantify 
the contribution of different determinants on the observed inequality at any given time, we quantify de-
terminants of changes in inequality. 

Methods  
Data from the 2007 and 2014 waves of the Zambia Demographic and Health Survey (DHS) were utilized. 
Our sample consisted of children aged 0–5 years (n = 5,616 in 2007 and n = 12,714 in 2014).  We employed 
multilevel models to assess the determinants of stunting and fever, which are two important child health 
indicators. The concentration index (CI) was used to measure the magnitude of inequality. Changes in 
inequality of stunting and fever were investigated using Oaxaca-type decomposition of the CI. In this 
approach, the change in the CI for stunting/fever is decomposed into changes in CI for each determinant 
and changes in the effect—measured as an elasticity—of each determinant on stunting/fever.   

Results 
While average rates of stunting reduced in 2014 socioeconomic inequality in stunting increased signifi-
cantly. Inequality in fever incidence also increased significantly, but average rates of fever did not reduce.  

The increase in the inequality (CI) of determinants accounted for the largest part (42.5%) of the increase 
in inequality of stunting, while the increase in the effect of determinants explained 35% of the increase. 
The determinants with the greatest total contribution (change in CI plus change in effect) to the increase 
in inequality of stunting were mother’s height and weight, wealth, birth order, facility delivery, duration 
of breastfeeding, and maternal education. 

For fever, almost all (86%) the increase in inequality was accounted for by the increase in the effect of 
determinants of fever, while the distribution of determinants mattered less.  The determinants with the 
greatest total contribution to the increase in inequality of fever were wealth, maternal education, birth 
order and breastfeeding duration.  

In the multilevel model, we found that the likelihood of a child being stunted or experiencing fever depends 
on the community in which they live. 

Conclusions 
To curb the increase in inequality of stunting and fever, policy may focus on improving levels of, and 
reducing inequality in, access to facility deliveries, maternal nutrition (which may be related to maternal 
weight and height), complementary feeding (for breastfed children), wealth, maternal education, and child 
care (related to birth order effects). Improving overall levels of these determinants contribute to the per-
sistence of inequality if these determinants are unequally concentrated on the well off to begin with.  
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1. Introduction 
Socioeconomic inequalities in childhood health have persisted, with children from poor households expe-

riencing a disproportionately larger burden (1, 2). This also implies that they may bear a larger share of 

later life consequences of childhood ill-health. Apart from increasing under-5 mortality rates, childhood 

ill-health negatively affects cognitive abilities, education attainment, later life income, and adult health (3-

6). This study focusses on two key measures of childhood ill-health, namely, stunting and fever. 

Fever is a broad measure of ill-health which may signal a number of sicknesses, including malaria and  

bacterial as well as viral infections (7-9). In children under the age of 5 years, high fever may also lead to 

seizures, brain damage or death (10). Similarly, stunting is a useful measure of childhood nutrition and ill-

health. It is characterized by children being shorter than well-nourished kids of the same age and it is a 

culmination of chronic malnutrition or exposure to other adverse shocks. The adverse shocks may include 

illness, both in-utero (11) and in early life (12).  

Of  particular concern is the fact that fever and stunting, either directly or indirectly, constitutes a large 

share of childhood morbidity and mortality in low and middle  income countries (13). Perhaps more con-

cerning is the persistence of inequalities  in childhood ill-health (2).  Such inequalities are undesirable for 

at least two reasons. First, since inequalities in childhood health are related to inequalities in determinants 

of health—such as parental socioeconomic status, and access to health care, clean water, improved housing, 

neighborhoods etc.—which are predominately beyond the control of the child, and sometimes even parents 

themselves, it is considered unfair for some children to suffer more health challenges than others as a 

result of being at the disadvantage in accessing these determinants. Inequalities in child health are mostly 

a result of unequal opportunities in accessing determinants of good health so that such inequalities may 

be considered unnatural, avoidable and illegitimate. Avoidable inequalities are therefore termed inequities.  

Second, persistence in inequalities in childhood ill-health is  a source of concern on grounds that disease 

(whether infectious or not)  in some parts of the population may affect the whole population (14). On a 

national level, health inequality may affect economic growth (15).   Moreover, by plunging already poor 

households into health spending and possible labor income losses, e.g., due to taking care of sick children, 

health inequalities may widen income inequalities. Widening income inequalities are not only bad in them-

selves but they may also be  harmful to the health of everyone in society, irrespective of their socioeconomic 

status (16). 

Against this backdrop, reducing inequality has been espoused as one of the goals of the post 2015 devel-

opment agenda, the Sustainable Development Goals (SDG). This is noteworthy because inequality was 

not an explicit goal in the Millennium Development Goals (MDGs), the predecessor to the SDGs.  Despite 

the fact that policy documents in the MDG period emphasized the importance of reducing inequality, 
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which they argued was key to achieving the MDGs on health (17-19),  there have been concerns that 

MDGs were  not appropriate goals to drive the inequality agenda because they mainly focused on improv-

ing average health with little or no attention on how unequally the gains are distributed (20).  An evalua-

tion of the progress in child health  in  the MDG period leading  up to 2015 shows that, despite acceleration 

in global reductions in under-5 mortality and a steady increase in life saving interventions, substantial 

inequalities in these interventions and in child health within and across countries have persisted (21). 

Given the multi-country nature of this evaluation, it remains unclear as to what factors could have been 

driving the persistence in inequality despite the substantial increase in life saving interventions. We use 

data from Zambia to understand inequalities in childhood ill-health. Zambia presents a unique opportunity 

in assessing inequality because of the recently conducted 2014 Demographic and Health Survey (DHS), a 

rich nationally representative household survey.  

Zambia experienced sharp increases in a number of child health interventions in the MDG period (22, 23). 

At the same time, child mortality substantially reduced (23, 24).  After remaining stubbornly high in the 

1992--2001 period, under-5 mortality rate sharply declined in the 2001—2014 period, from 168 per 1000 

live births to 75 per 1000 live births. In the 1992—2001 period, it only reduced from 191 to 168 per 1000 

live births (24).  The  incidence as well as prevalence of key childhood ill-health also declined (24). Alt-

hough inequalities in child mortality and ill-health have been documented(25), it is unclear how these 

inequalities evolved and what factors could have been  driving these changes in the period leading up to 

2015. 

This paper uses large nationally representative household survey data from the Zambia Demographic and 

Health Survey (DHS) collected in 2007 and 2014 to examine changes in inequality in stunting and fever. 

Three objectives are pursued. First, and as a starting point, it explores the determinants of (factors asso-

ciated with) stunting as well as fever and examines whether the community in which the child lives affects 

their health. Second, the paper investigates the significance of socioeconomic inequality in stunting and 

fever in 2007 and 2014 as well as whether or not the magnitude of inequality changed in any significant 

way over this period. The concentration index (CI) is used to quantify socioeconomic inequality in these 

measures of childhood ill-health.  

Third, this paper examines how determinants of fever and stunting may explain changes in socioeconomic 

inequality as captured by the change in the CI over the 2007--2014 period. The change in the CI for 

stunting/fever is decomposed into the relative contribution of each determinant, which is further broken 

down into two components: changes in the CI of each determinant and changes in the effect of each deter-

minant on stunting/fever, measured as an elasticity.  By adding up the percentage contributions of each 

of the two components, we are able to look at the change in the CI of stunting/fever that was accounted 
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for by changes in CI of determinants on one hand and changes in the effect (elasticity) of determinants on 

the other hand.  

Our study directly relates to studies from Vietnam that attempted to decompose the change in the con-

centration index of height for age.  These studies found that rising inequality in height for age between 

1990 and 2010 were mainly accounted for by both the increase in inequality in wealth and its elasticity 

(26, 27). The challenge with these studies is that they used data that does not contain a rich set of health 

variables. These missing variables may explain a significant portion of changes in inequality and may also 

confound the relationship between wealth and height for age. Other than height for age (or stunting), we 

are not aware of any study that has attempted to decompose changes in inequality of fever, as we do in 

this study.  

Our study also relates to a rich literature that decomposes inequality in other dimensions of child health. 

As opposed to decomposing changes in inequality, such decompositions are only able to decompose a single 

concentration index   and are thus not able to explain or quantify the sources of the observed change in 

two concentration indices that differ in time or space. Most studies that conduct decompositions over time 

have centered on explaining changes in average health and not changes in inequality (28). 

This study also contributes to the literature that explores the effect of key determinants such as maternal 

education, wealth, maternal nutrition and other key covariates, on child health. Despite the fact that our 

estimates cannot be viewed as causal due to the cross sectional nature of our data, the rich set of covariates 

enables us to gain useful insight into the drivers of childhood ill-health. 

In this paper, we say inequality to mean socioeconomic inequality in health as opposed to total inequality 

in health. 

2. Data 
Data were obtained from the 2007 and the 2014 Demographic and Health Survey (DHS).  For children 

under the age of 5 years, our final dataset consisted of 5,616 observations in 2007 and 12,714 in 2014. The 

large difference in the number of observations between the two periods was due to the fact that the sample 

size for the 2014 DHS was more than doubled in order to provide reliable estimates for rural and urban 

areas within provinces (24). 

The DHS uses a two stage sampling design where in the first stage, enumeration areas (clusters) are 

selected with probability proportional to size. The second stage selects households.  In each household, 

three questionnaires are administered to eligible members by trained enumerators. The three question-

naires are  the household’s, woman’s and man’s questionnaires (24). 
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Child health information is captured in both the household’s and woman’s questionnaire.  Since, we are 

interested in children under the age of 5 years, only women who had given birth within the five-year period 

preceding the relevant survey year were included. Using mother’s identification variable, we merged the 

household and women data files. Children with missing mother identification variable either due to the 

mother being absent during the survey or due to incomplete interview were not included in the analysis.  

Fever was measured by asking the mother whether her child had any fever within the two weeks preceding 

the survey. On the other hand, stunting was defined as having a height for age z-score of less than 2 

standard deviations of the reference population using the WHO 2006 growth standards. Anthropometric 

measures (height and weight) were measured by the interviewer during each survey. Using the zscore06 

package in Stata (29), we computed height for age (HAZ) for each child. Consistent with the DHS meth-

odology, HAZ was set to missing if height, age, or sex was either missing or out of range. All HAZ scores 

less than or greater than 6 standard deviation where regarded as out of range and dropped from the anal-

ysis.  

The wealth index was calculated using principal component analysis and is provided together with the 

DHS data. Observations were ranked using the raw wealth index for purposes of computing concentration 

indices.  In the decomposition analysis however, we grouped observations into quartiles.  

3. Methods 
3.1. Determinants of Stunting and Fever 

For each survey year and each outcome, we fit a two level random intercept (multilevel) regression model. 

The first level is for the individual (child) while the second level is the community (enumeration area or 

cluster) where the child lives. The model takes the form: 

…………1 

…………………….2 

where  is a binary  variable  equal to one if  the outcome (fever or stunting) for  child i residing in 

community  j in year t  is true. , is the random effect for community  j in year t, with   being the time 

average random effect for community j.  is a vector of determinants of   while   is a vector of 

regression coefficients which show the effect of on . The variable represents all other individ-

ual level determinants of  that we are not able to observe. It is  normally distributed with mean zero 

and variance, . Similarly,  represents all other community level unobservable determinants of child 

i’s outcome.  It has mean zero and variance, . If variation at the community level is sufficiently 
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small—approaching zero—then multilevel modelling is not necessary.  We test the hypothesis that com-

munity level factors are not important determinants of childhood ill-health by assessing the size and sig-

nificance of the intra-cluster correlation (ICC). The ICC is given as: 

……………………….3 

This paper does not aim to conduct a full multilevel analysis. Our only interest is to see whether or not, 

broadly viewed, the community in which a child lives matters for their health. As such, no covariates are 

included at the second level. We are only interested in the  ICC and the coefficients in . 

The above regression model can be estimated using multilevel logistic regression since   is binary.  Our 

interest is to also use the coefficients in   in the decomposition of the concentration index. However, since 

logistic regression is nonlinear while  the decomposition of the concentration index requires linearity, we 

can either compute partial effects (probabilities) from the log odds, , or use the log odds themselves in 

the decomposition.  

Partial effects have the advantage of being easily understood. However, generating them from the vector 

 in multilevel logistic regression is complicated. Since we are interested in partial effects, and for ease of 

interpretation as well as computation simplicity, we used the multilevel linear regression which yields 

direct estimates of partial effects.  Linear regression as a method of modelling binary variables, formally 

termed linear probability models (LPM), has seen widespread use in the literature lately and yields partial 

effects that are not different from probit or logistic regression partial effects (30-32). It has been shown 

that if interest is not in prediction but simply the coefficients vector,  then the LPM is very appropriate 

(33). 

3.2. Inequality in stunting and fever 

We use the concentration index to quantify the extent of socio-economic inequality in the prevalence of 

stunting and incidence of fever in 2007 and 2014. The concentration index summarizes the extent to which 

good or bad health is dependent on income or wealth and it may be explained using the concentration 

curve concept.  The concentration curve plots the cumulative share of health (on the y-axis) against the 

cumulative proportion of the population, ranked by wealth, from poor to richest (on the x-axis). For ex-

ample, the concentration curve may show the cumulative percentage of stunting accruing to the poorest 

25% of the population.  To be complete, suppose that we want to look at inequality in ill-health. If the 

concentration curve lies on the 45-degree line, then the cumulative share of ill-health is equally shared 



7 
 

between the rich and the poor and there is no socioeconomic inequality in health.  However, if the concen-

tration curve lies on the left of the 45-degree line, then the poor carry a disproportionately high share of 

ill-health.  

The standard concentration index is twice the area between the concentration curve and the 45-degree 

line and in any given year, t, it can be written as: 

………………………………...4 

where  is the average rate of fever or stunting in year t.  is the rank of child i’s household in the 

wealth distribution, in our case measured by the wealth index from principal component analysis. The 

concentration index ranges from -1 to 1.  It is zero if there is no socioeconomic inequality in health, -1 if 

all the ill-health is borne by the poor, and +1 if the richest have all the ill-health.  It has been shown 

however that the concentration index may not be bounded between -1 and +1 if the health variable is 

binary (34), as it is in our case. This may lead to misleading conclusions. In particular, the bounds of the 

concentration index for a binary variable depend on average health and this can cause problems if one is 

comparing inequalities for two different areas or time periods that have substantially different average 

levels. This is important in our case since we compare inequality between 2007 and 2014.  

Two alternative normalizations of the standard CI have been proposed by Wagstaff (34) and Erreygers 

(35). The standard CI is a measure of relative inequality, which is also the emphasis of the Wagstaff nor-

malization. On the other hand, the Erreygers normalization is an absolute measure. It has been shown 

that neither of the two normalizations is superior to the  other  but each of them embodies different value 

judgements (36). We used the Wagstaff normalization in this paper. The normalization involves dividing 

the standard concentration index in Equation 4 by  which give: 

………………………………...5 

For each outcome, we computed this index in 2007 and 2014 to assess the extent of inequality in each year.  

3.3. Changes in overall concentration Index 

For each outcome, y, we computed the change in the concentration index as follows; 

…………………………...6 

The computation of the normalized CI based on Equation 5 and the change in the index as specified in 

Equation 6 involves a four stage computation process, which raises the issue of how to appropriately com-

pute confidence intervals. In estimating the normalized CI for each year, the first stage involves the com-

putation of the mean of the outcome and weighted fractional wealth rank for each year.  In the second 
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stage, these estimates are combined to estimate the standard CI. The third stage involves dividing the 

standard CI by  to obtain the normalized CI. The change in the concentration index adds a fourth 

step to these computations; subtracting the 2007 normalized CI from that of 2014.  

Our challenge is that since each estimate in these stages is computed from survey data, it has uncertainties 

which have to be taken into account when computing standard errors. Using analytical standard errors 

(from the last stage only) would make confidence intervals appear narrower than they actually are. To 

guard against this problem, we employ a bootstrap procedure with 1,000 replications. This involves re-

peating the above four step procedure 1,000 times, each time collecting the estimates, and then using these 

estimates to compute confidence intervals—which are then called bootstrap confidences intervals. 

3.4. Decomposing changes in the concentration index 

To decompose the changes in the overall concentration index, we make use of the estimated partial effects 

of determinants of fever/stunting, , from Equation 1. The concentration index for outcome y in year t 

can then be written as a sum of the weighted concentration indices for all the determinants of y plus the 

generalized concentration index for the error term: 

………………………...7 

where  is the concentration index for determinant k at time t computed as in Equation 5, that is,   in 

Equation 5 is replaced with to get . The weight, is the elasticity of the kth variable with 

respect to the health variable  at time t and  is the generalized concentration index for the error 

term.   is obtained by multiplying the concentration index for the error term by the mean of the 

outcome, Thus,  , is the concentration index for the error term. At any given time, t, Equation 7 

says that the concentration index of   can be written as a weighted sum of the concentration indices of 

the K determinants plus the concentration index of the unobserved determinants of . The weight for 

each concentration index of the determinant, ,  is the elasticity of  with respect to that determinant 

(note that the elasticity is a nonlinear combination of , and ).   

Equation 7 is the most commonly used method of decomposing inequalities in child health. Clearly this 

decomposition only allows one to examine the relative contribution of various determinants in explaining 

inequality at any given time, but it does not allow one to see which determinants are driving changes in 

inequality at any two given periods. To examining the drivers of changes in the childhood ill-health ine-

quality specified in Equation 6 we apply the Oaxaca decomposition to Equation 7 (26). This leads to the 

following: 
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……………...8 

where  is the elasticity of y with respect to determinant k in year t. Since , the elasticity 

of determinant k,  , can change due to changes in any of its component, namely,  , and . 

Equation 8 says that changes in the concentration index of health outcome y can be written as a sum of 

three components, namely, the weighted sum of the changes in the inequality of the K determinants, the 

weighted sum of the changes in the elasticities of y with respect to the K determinants, and the change in 

inequality of unobservable determinants. The change in inequality of each determinant is weighted by the 

elasticity of y with respect to this determinant in 2014 while the change in elasticity is weighted by the 

inequality of the determinant in 2007.  

In other words, apart from the contribution of unexplained factors, the contribution of the kth 

determinant to the change in inequality in y, , can be brought about by the change in the concentration 

index of the kth determinant, , or the change in it’s the elasticity , or 

both. An increase in the concentration index of the kth determinant in 2014 increases its contribution to 

inequality. On the other hand, the increase in its elasticity in 2014—resulting from a change in  , 

 or any other combination of these--can also contribute to the increase in inequality of childhood ill-

health. For example, consider a case where the kth determinant  is concentrated on the well-off ( ) 

and it has a protective effect ( is negative). In this case, a reduction in the prevalence of y, the mean   

will increase inequality in y. Similarly, an increase in the mean of the kth  determinant, will increase 

inequality. Holding   and  constant, an increase in   will also increase inequality.  

4. Results 
4.1. Descriptive statistics 

The characteristics of children, mothers and households changed between the years 2007 and 2014. There 

was a substantial and significant increase in the proportion of children being delivered at a health facility 

in 2014 (Table 1). Birthweight was slightly lower in 2014 but the average duration of breastfeeding re-

mained the same in both periods.   

In 2014, mothers’ education levels generally improved with significantly more mothers having secondary 

or higher education. Mothers of children under the age of five were also slightly larger in size -in term of 

height and weight- in 2014 and were also slightly older. 
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Living conditions also changed. The proportion of children coming from rural households was signifi-

cantly lower in 2014. Access to improved sources of water increased substantially as did the proportion 

with improved toilets, although this increase was not as substantial. 

There was no practically significant difference in household size and the number of under-5 children in 

the two periods. 

Table 1: Descriptive Statistics 

Variable                  Mean  P-Value (Differences) 
 2007 

(N=5,616) 
2014  
(N=12,714) 

H0: Mean2007=Mean2014 

Child’s Characteristics   
Delivered at facility (%) 46.5 67.7 0.00 
Birthweight (grams) 3238.1 3186.9 0.00 
Childs age (months) 27.6 28.8 0.00 
Duration of Breastfeeding (Months) 15.9 16.0 0.69 
Birth Order    3.8 3.8 0.35 

Mothers’ Characteristics  
No Education (%) 13.7 11.1 0.00 
Primary Education (%) 63.7 56.3 0.00 
Secondary Education (%) 20.4 29.0 0.00 
Higher Education (%)   2.2   3.6 0.00 
Height (cm) 157.3  157.6 0.020 
Weight (kg) 55.5 56.5 0.00 
Age (years) 28.6 28.9 0.00 
Employed (%) 59.4 59.1 0.78 

Households’ Characteristics  
Rural (%) 71.5 66.3 0.00 
Improved Water Source (%) 35.7 59.5 0.00 
Improved Toilet (%) 17.7 22.5 0.00 
Household Size   6.2 6.5 0.00 
Number of Children below 5 years   1.99 1.95 0.02 
    

 

4.2. Regression Results 

Clustering within communities 

Table 2 shows two level random intercept models for stunting and fever by survey year. The intra cluster 

correlation for both stunting and fever are significantly different from zero implying that there is signifi-

cant clustering of both stunting and fever. However, this clustering is higher for fever than it is for stunt-

ing. 

Factors associated with stunting 

In both years, lower height and lower weight of the mother was associated with a higher likelihood of 

stunting, with height exhibiting a particularly strong relationship.  High birthweight was also associated 
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with lower likelihood of stunting in both years, while longer duration of breastfeeding and child being 

male were associated with higher likelihood of stunting. 

Table 2: Effect of different factors on the probability of stunting and fever by year 

 

 

Wealth and higher education level of the mother were associated with lower likelihood of stunting in 2014 

but not in 2007. Similarly, in 2014, children of older mothers were less likely to be stunted than those with 

young mothers while children in higher birth order were more likely to be stunted. 

 Stunting  Fever 

Variable 2007 2014  2007 2014 

Wealth Quartile      

Quartile 1 (Poorest) Base Base    

Quartile 2  0.042 ((-0.023)— (0.106)) -0.032 ((-0.066)— (0.002))*   0.009 ((-0.020)— (0.039))  0.003 ((-0.019)— (0.024)) 

Quartile 3  0.031((-0.035)— (0.098)) -0.016 ((-0.053)— (0.021))   0.006((-0.028)— (0.040)) -0.018 ((-0.043)— (0.006)) 

Quartile 4 (Least poor) -0.030((-0.114)— (0.053)) -0.042 ((-0.087)— (0.004))*   0.012((-0.038)— (0.063)) -0.034 ((-0.067)— (-0.002))** 

Maternal Education      

No Education  Base  Base   Base  Base 

Primary  0.008((-0.064)— (0.081)) -0.000 ((-0.040)— (0.040))   0.014((-0.018)— (0.045)) -0.028 ((-0.052)— (-0.003))** 

Secondary -0.016((-0.096)— (0.064)) -0.014 ((-0.058)— (0.031))  -0.002((-0.042)— (0.037)) -0.027 ((-0.057)— (0.002)) * 

Higher -0.038((-0.162)— (0.085)) -0.069 ((-0.138)— (-0.001))**  -0.042((-0.125)— (0.041)) -0.057 ((-0.109)— (-0.005))*** 

Other Maternal charac-
teristics 

     

Age -0.001((-0.007)— (0.004)) -0.004((-0.007)— (-0.001))***  -0.001((-0.004)— (-0.002)) -0.004((-0.006)— (-0.002))*** 

Height -0.009((-0.012)— (-0.006))*** -0.010 ((-0.012)— (-0.008))***    

Weight -0.002((-0.004)— (-0.000))** -0.002((-0.003)— (-0.001))***    

Employed  -0.020((-0.058)— (0.019))  0.017((-0.006)— (0.039))  0.045((-0.023)— (0.067))***  0.036((0.020)— (0.053))*** 

Household Characteris-

tics 

     

Rural  -0.001((-0.062)— (0.061)) -0.026((-0.057)— ( 0.005))  -0.006((-0.049)— ( 0.037)) -0.007((-0.033)— ( 0.020)) 

Improved water source -0.000((-0.047)— (0.046)) -0.007((-0.033)— ( 0.018))  -0.009((-0.037)— ( 0.019)) -0.015((-0.033)— ( 0.003)) 

Improved toilet -0.041((-0.092)— (0.009))  0.002((-0.025)— ( 0.028))  -0.009((-0.041)— ( 0.023)) -0.000((-0.020)— ( 0.020)) 

Household Size -0.008((-0.017)— (0.002)) -0.006((-0.011)— (-0.001))**   0.006((0.001)— (0.012))**  0.007((0.003)— (0.011))*** 

Number of Children below 

5 years 

 0.035(( 0.009)— ( 0.061))***  0.012(( -0.003)— ( 0.026))   -0.020(( -0.035)— (-

0.006))*** 

-0.032(( -0.042)— (-0.022))*** 

Child  Characteristics      

Born at Facility  0.022((-0.041)— (0.085))  -0.016((-0.060)— (0.029))   -0.014((-0.037)— (0.010))   0.026((0.008)— (0.044))** 

Birth Weight (kg) -0.088((-0.117)— (-0.058))*** -0.095((-0.113)— (-0.077))***    

Male  0.070(( 0.033)— ( 0.106))***  0.058(( 0.037)— ( 0.079))***   0.022(( 0.002)— ( 0.042))**  -0.004((-0.018)— ( 0.012)) 

Age   -0.000((-0.002)— (0.001))  -0.001((-0.002)— (-0.000))**  -0.003((-0.004)— (-0.002))***  -0.002((-0.003)— (-0.001))*** 

Duration of breastfeeding   0.012(( 0.009)— ( 0.015))***  0.012(( 0.010)— ( 0.013))***   0.005(( 0.003)— ( 0.007))***  0.006(( 0.005)— ( 0.007))*** 

Birth order -0.002((-0.018)— ( 0.014))  0.016((-0.006)— ( 0.025))***   -0.005((-0.013)— ( 0.004))  0.006((-0.001)— ( 0.012)) 

 Statistics 

Intra Cluster Correla-

tion 

0.025 ((0 .010)—(0.056))*** 0.027((0 .017)—(0.042))***  0.047((0 .034)—(0.066))*** 0.060((0 .049)—(0.073))*** 
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Factors associated with fever 

In both years, longer duration of breastfeeding was associated with higher likelihood of fever. A child 

whose mother was employed either in the formal or agricultural sector was more likely to experience fever 

compared to one whose mother was unemployed.  Children from households that were larger were also 

more likely to have fever. Having a large number of children under 5 years in the household was associated 

with a lower likelihood of having fever. The likelihood of having fever is also lower the older the child. 

As is the case with stunting, wealth and education were significantly associated with fever in 2014, but did 

not appear as important in 2007. In particular; any form of mothers’ education was associated with lower 

likelihood of fever. 

4.3. Socioeconomic Inequality in Childhood ill-health 

Zambia had significant socioeconomic inequalities in stunting in both 2007 and 2014 (Table 3). The neg-

ative sign of the concentration indices indicates that children from poorer households carried a dispropor-

tionally higher burden of stunting than their relatively better-off counterparts. In spite of the reduction in 

stunting prevalence from 45.6% in 2007 to 40% in 2014, the levels of inequality as measured by the Wag-

staff CI significantly increased by about 45%, from -0.093 in 2007 to -0.135   in 2014. The increase in the 

concentration index implies that stunting was reduced less among the poor. In fact, a tabulation of stunting 

levels by wealth quartiles (not reported) shows that the poorest quartile did not register any change in 

stunting. 

Table 3: Mean levels and socioeconomic inequality in stunting and fever in 2007 and 2014 

 2007  2014  

 

H0: Y2007=Y2014 

 Estimate( 95% Bootstrap  CI) Estimate( 95% Bootstrap  CI) Bootstrap  P-Value 

Prevalence of Stunting    

Mean    0.456   (0.442—0.471) 0.400     (0.389—0.410) 0.000 

Concentration Index -0.093    ((-0.128 )—( -0.058)) -0.135   ((-0.160 )—( -0.109)) -0.041(0.051) 

    

Incidence of Fever 

Mean  0.184  (0.173—0.195)  0.216  (0.208—0.225) 0.000 

Concentration Index -0.015  ((-0.057 )—( 0.027)) -0.064  ((-0.092 )—( -0.036)) -0.049 (0.055) 

    

  

In 2007, there is no evidence of inequality in fever incidence (Table 3).  Inequalities however, emerged in 

2014, with a concentration index of -0.064. The incidence of fever also increased slightly from 18.4% to 

21.6%. 
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4.4. Decomposition of Changes in Concentration Index 

Explaining changes in the inequality in stunting 

The concentration index of stunting increased by -0.041 (became more pro-poor-- i.e., stunting was re-

duced less among the poor so that inequalities increased) between 2007 and 2014 (Table 3). This in-

crease in inequality of stunting was accounted for by both the increase in the CI of determinants (42.5%) 

and the increase in the effect of determinants (35%), measured as elasticities (Table 4). The rest of the 

increase (22.5%) was due to unexplained factors.  

Table 4: Decomposition of the change in inequality in stunting and fever 

 Stunting   Fever 

 Weighted 

 in CI  

Weighted 

  in elas-

ticity  

Total 

 

Total  % 

 

 Weighted 

 in CI  

Weighted 

  in elas-

ticity  

Total 

 

Total  %  

          

Wealth Quartile          

Quartile 1 (Poorest)          

Quartile 2 0.001 0.009  0.010 -25  -0.000 0.002 0.001 -3 

Quartile 3 0.001 -0.007 -0.006 16  0.001 -0.007 -0.006 11 

Quartile 4 (Least poor) 0.001 -0.007 -0.007 16  0.001 -0.044 -0.043 88 

Maternal Education          

No Education          

Primary 0.000 0.001  0.001 -3  0.006 0.009 0.015 -30 

Secondary 0.000 -0.001 -0.000 0  0.001 -0.013 -0.011 23 

Higher 0.000 -0.004 -0.003 9  0.000 -0.005 -0.004 9 

Other Maternal char-

acteristics 

         

Age -0.003 0.002 -0.000 1  -0.005 0.004 -0.001 2 

Height -0.009 -0.001 -0.010 25      

Weight -0.004 -0.000 -0.005 12      

Employed  0.000 -0.004 -0.004 9  0.001 0.002 0.002 -5 

Household Character-

istics 

         

Rural  0.001 0.011 0.012 -30  0.000 0.000 0.001 -2 

Improved water source 0.003 -0.005 -0.002 6  0.009 -0.012 -0.003 5 

Improved toilet -0.000 0.010 0.009 -23  0.000 0.003 0.003 -7 

Household Size -0.001 0.000 -0.001 2  0.002 0.000 0.002 5 

Number of Children be-

low 5 years 

0.000 0.004 0.004 -10  -0.001 0.003 0.002 -5 
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TABLE NOTES: Table 4 shows the decomposition of the change in CI according to Equation 8 for stunting (first 4 columns) and 
fever (next 4 columns).  The total change is given in column 3 and 7 of the last but one row. The variables that contributed 
positively to this increase have a negative quantity in column 3 and 7 (negative because they made the CI more negative—
increased concentration of ill-health on the poor). This translates to a positive percentage change in contribution to inequality 
(Column 4 and 8). 

*This adds column 1 and 2, the difference is due to residuals. 

 

The determinants that contributed most to the increase in inequality of stunting were mother’s height and 

weight (37%), being in the two wealthiest quartiles (32%), birth order (27%), facility delivery (26%), dura-

tion of breastfeeding (13%), and higher level of maternal education (9%).  Other factors worked to reduce 

inequality and hence have negative percentage contribution to the increase in inequality. But how did the 

change in CI and effect of each of these determinants contribute to the increase in inequality of stunting? 

Table 4 shows that the CI for height and weight increased (became more pro-rich—heights and weights 

increased more for the rich) while at the same time the effect of these determinants on stunting increased. 

These two mechanisms reinforced each other to drive inequality in stunting up, with the increase in the 

CI having a particularly larger contribution. On the other hand, since the CI of wealth itself reduced, the 

contribution of wealth to the increase in inequality (in the top 2 quartiles) was solely due to the increase 

in the effect of wealth. The change in the CI of birth order and the change in the effect of birth order on 

stunting reinforced each other to drive inequality up. In particular, the increased effect of birth order on 

stunting was both a result of higher birth order becoming more significantly associated with increased 

likelihood of stunting in 2014 (Table 2) and a reduction in the prevalence of stunting (Table 3). At the 

same time, birth order became more concentrated among the poor implying that the poor bore a dispro-

portionately larger share of the risk arising from higher birth order.  

Since the CI of facility deliveries itself reduced (became less pro-rich—facility deliveries increased more 

among the poor), the contribution of facility deliveries to the increase in inequality of stunting was almost 

entirely driven by the increase in its effect on stunting. Despite the reduction in the CI, however, inequality 

in facility deliveries remained pro-rich (the rich still had higher access to facility deliveries). Hence the 

increase in the protective effect of facility deliveries disproportionately benefited the better off.  The same 

Child  Characteristics          

Born at Facility 0.003 -0.014 -0.010 26  -0.010 0.030 0.019 -39 

Birth Weight (kg) -0.001 0.000 -0.001 3      

Male -0.001 -0.000 -0.001 2  0.000 -0.001 -0.001 1 

Age  -0.000 -0.000 -0.000 1  -0.001 0.000 -0.001 1 

Duration of breastfeed-

ing  

-0.006 0.000 -0.005 13  -0.006 -0.002 -0.008 16 

Birth order -0.001 -0.010 -0.011 27  -0.000 -0.011 -0.012 24 

Residuals   -0.009 24    -0.007 14 

Total -0.017 -0.014 -0.041 100  -0.000 -0.042 -0.049 100 

Percent of total * 42.5 35  100*  0 86  100* 
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can be said about maternal education; the effect strengthened but this benefit accrued more to the better 

off since they had a disproportionately larger share of higher education. The contribution of duration of 

breastfeeding to the increase in inequality was entirely due to the inequality effect; longer periods of 

breastfeeding becoming more concentrated on the poor.  

Explaining changes in the inequality in fever 

While both changes in the CI (inequality) of determinants as well as the effects (elasticity) of determinants 

were important in explaining increasing inequality of stunting, almost all (86%) the increase in the ine-

quality of fever incidence was accounted for the change in the effects of determinants (Table 4). The 

changes in the CI of determinants, overall, did not explain any increase in the inequality of fever, implying 

that the rest of the increase--14%--was accounted for by unexplained/unobserved determinants.  The key 

contributors to the increase in inequality in fever incidence were wealth (99%), mother’s education (32%), 

birth order (24%), and duration of breastfeeding (16%). Note that the overall contribution of all determi-

nants add up to 100% because other determinants worked to reduce inequality (have negative percentage 

contribution) 

As indicated earlier, the CI for wealth reduced slightly although it remained pro-rich. However, there was 

a substantial strengthening of the effect of wealth on fever in 2014, and due to the highly pro-rich distri-

bution of wealth, most of this benefit accrued to the better off. This drove inequality in fever up, as did 

maternal secondary or higher education. 

Even if almost all the increase in inequality of fever was accounted for by the increase in the effect of 

determinants, some determinants’ contribution were both due to the change in their effect and their con-

centration indices. This can be said of birth order whose contribution to the increase in inequality of fever 

was due to the two mechanisms reinforcing each other— higher birth order becoming more concentrated 

on the poor and a strengthening of effect of birth order on fever.  

5. Discussion 
We investigated determinants of, and socioeconomic inequality in, stunting and fever in Zambia between 

2007 and 2014, a period when child health interventions were rapidly scaled up to meet the 2015 MDG 

target on child health.  We find that although stunting prevalence reduced, inequality increased. On the 

other hand, fever incidence did not fall but inequality still increased. The increase in inequality of stunting 

and fever implies that the rapid scale up of child health interventions may not have been successful in 

reducing childhood disease burden among the most vulnerable, suggesting the need for policy reform if 

the goal of reducing inequality, as captured by the Sustainable Development Goals (SDGs), is to be 

achieved. 
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We also find evidence of clustering for both stunting and fever implying that the likelihood of being 

stunted or having fever partly depends on the area in which the child lives, which is particularly apparent 

for fever. Elsewhere, fever has also been shown to exhibit substantial clustering (37-39), and in many 

African countries, it is  highly associated with malaria and pneumonia (40). Clustering is a form of ine-

quality and implies that some areas suffer higher burden of childhood ill-health than others.  

Our study included a rich set of determinants that potentially explain the likelihood of a child getting fever 

or being stunted. We document a very strong association between maternal size (height and weight) and 

stunting.  The association between maternal height and weight on one hand and stunting on the other 

hand may be due to genetic factors or maternal nutritional deficiencies—showing up as low maternal 

weight and short maternal height. Maternal nutritional deficiencies may lead to in-utero growth re-

striction, (41), so that   children whose growth was restricted end up being stunted. However, while low 

maternal weight may be directly related to nutrition during pregnancy which directly impacts on fetal 

growth, maternal height is related to nutrition  during the mother’s own childhood and only affects fetal 

growth indirectly through, for example,  smaller sizes of reproductive organ, reduced protein and energy 

stores, and limited room for child development in utero (42-44). Our findings  are consistent with a multi-

county randomized trial that included Zambia (45). Since there is a strong correlation between maternal 

height, weight and social economic status, our results imply that previous studies investigating inequality 

in stunting that did not control for maternal height and weight may have overestimated the effect of soci-

oeconomic variables such as wealth and education. 

In line with the strong and consistent correlation, the decomposition analysis showed that inequality of 

maternal height and weight was the biggest driver of the increase in inequality in stunting over the period 

2007--2014.  The increase in inequality was mainly due to the fact that more advantageous heights and 

weights became more concentrated on wealthier mothers. It is therefore important to reduce inequality in 

maternal nutrition, both early in life and during pregnancy, to halt increases in inequality in stunting.   

Another interesting finding relates to birth order. We found that higher birth order was a risk factor for 

stunting and fever. These findings are consistent with a number of studies that have documented a nega-

tive  association between higher birth order and child health (46-49), education attainment (50-54)  as well 

as cognitive abilities (55). Debate on the exact mechanism through which higher birth order is a risk factor 

for most outcomes seems to be polarized with others indicating that the cause is biological and others 

indicating that it is confounded by family size, a variable we control for in our set-up. Yet others have 

pointed to the social interaction mechanism where children born later receive less favorable social inter-

actions. Consensus seems to have emerged that the social interaction mechanism is the cause of the ob-

served association (55, 56). We have documented that birth order contributed to the increase in inequality 

of both stunting and fever as higher birth orders became even more concentrated among the poor.  If the 
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social interaction hypothesis is true, it may be beneficial to use routine health programs to emphasize the 

importance of child care for children of higher birth orders.   

We also document a consistent correlation between duration of breastfeeding and childhood ill-health 

where possible confounders, including wealth, are adjusted for.  In results not reported, this correlation 

was generally maintained in all households after stratifying by wealth quartile. There is mixed evidence 

on the effect of breastfeeding duration on child health. A number of studies find a positive correlation 

between duration of breastfeeding and poor growth (57-62) while others do not. It is generally held that 

this positive correlation is due to two possible mechanisms. First is the case of reverse causality were 

children who are in poor health to begin with are breastfed for longer.  We cannot rule out this possibility 

since we are using cross sectional data. Note however that the relationship between breastfeeding duration 

and childhood ill-health in our set up is not likely to be driven by differences in wealth, maternal education, 

maternal nutrition, maternal age, child’s birthweight, etcetera, because we control for these possible con-

founders in the regression analysis. Second, there is possibility that  sufficient complementary food is not 

provided to meet energy and nutritional demands of the child (63).  The insufficient  feeding argument 

seems compelling  given that  longer breastfeeding duration, while possibly having other benefits, may 

not be helpful for child  growth without sufficient complementary feeding  (64-66). Proteins, necessary for 

growth, may become deficient if there is laxity in providing adequate complementary food and more em-

phasis is placed on breastfeeding (65). If we are comparing children of the same birthweight, age, sex and 

coming from equally wealthy households, then laxity in providing complementary feeding may explain 

the observed relationship.  

Although longer breastfeeding duration was a risk in all wealth quartiles, poorer households breastfed 

longer than their well off counterparts. The concentration of longer breastfeeding duration on poorer 

households contributed to the increase in inequality of childhood illness. One should however, interpret 

these results with caution because breastfeeding in itself has been shown to have other beneficial effects 

(67). Perhaps what comes out from this finding is that programs should emphasize sufficient complemen-

tary finding even with longer breastfeeding to ensure sufficient protein and energy intake. It has been 

shown that even if children  from low income countries, in general, start at the same average height for 

age  as the reference population, there is rapid faltering of growth in the first 2 years of life (68, 69).  This 

faltering may suggest inadequate quality and quantity of complementary foods. However, disease may also 

explain this poor growth given a complex interaction between malnutrition and disease.  

Facility deliveries may be an important entry point for feeding counselling and support interventions. 

This assertion is supported by evidence from Uganda were being delivered at a facility was associated with 

better child feeding practices and nutritional status of children (70).  We find that the increase in the effect 

of facility deliveries (in terms of elasticity) contributed to the increase in inequality of stunting (driven by 
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the increase in mean level of facility deliveries, reduction in mean stunting and improvement in the asso-

ciation between facility delivery and stunting). However, increases in facility deliveries mainly benefited 

the well off more because they were unequally concentrated on the well off to begin with. Thus, the in-

creased effect also contributed to the increase in the inequality of stunting. 

The question emerges, how can policy halt the increasing socioeconomic inequalities in stunting preva-

lence and fever incidence?  

One possible option would be to reduce, and possibly eliminate, the effect of determinants that increase 

the risk of stunting and fever. This can be done in three ways, as can be seen when the elasticity formula 

is unpacked (we discussed this mechanism in the last part of the methods section). First, the average level 

of determinants that are risk factors for child health can be reduced. Second, the association (marginal 

effect) between (of) the determinant and (on) child health can be eliminated. For example, in the case of 

birth order, routine health education programs may emphasize the importance of giving as much attention 

to children of higher birth order as those of lower birth order. This may diminish the association and thus 

reduce inequality. Third, and lastly, the incidence or prevalence of the relevant childhood ill-health can be 

reduced.   

The other option would be to reduce inequality (concentration indices) in (of) determinants such as wealth, 

education, maternal nutrition, etcetera, which are protective for child health. These determinants are un-

equally concentrated on the well off and reducing their inequality may be beyond the scope of health in-

terventions.  It is important to realize that health interventions can mainly affect the effect, in terms of 

elasticity, of these determinants on child health but not their distribution. For example, since more edu-

cated mothers are likely to understand and follow health instructions better, health interventions such as 

infant and child feeding, breastfeeding counselling, etc., may increase the association between maternal 

education and stunting but are not able to reduce inequality in education. The same can be said about 

wealth. Therefore, it is easy to see why, despite the rapid increase in child health intervention coverage 

(such as infant and child feeding counselling and support) and the accompanying increase in the effects of 

determinants, inequality in childhood-ill-health still increased. The dichotomy is that increasing the effect 

of determinants with protective effects, which is a good thing in general, worsens inequality if these de-

terminants are disproportionately concentrated on the rich in the first place. This is an example of the 

classical equity-efficiency trade off. Despite the persistence of inequality, other studies have documented 

substantial improvements in other measures of child health, such as under-five  mortality  (24, 71). Our 

findings suggest that one of the reasons for the persistent inequalities is that health improvements dispro-

portionately benefit the well off because the determinants of childhood good health such as access to health 

facilities, which health and other interventions seek to improve, are unequally concentrated on the well-

off, to begin with. 
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Our study has limitations and due caution must be excised when interpreting the findings. It must be 

noted that no community level covariates were included at the second stage of the multilevel model. This 

raises a possibility of confounding if the omitted community level covariates are correlated with both 

childhood ill health (stunting or fever) and any included individual or household level variable. Moreover, 

being based on cross-sectional data, our results cannot be viewed as causal.  

It is worth mentioning, however, that the data we have used, the Demographic and Health Survey (DHS) 

presents both limitations and strengths for inequality analyses. It is a limitation because DHS relies on 

wealth indices and does not contain finer measures of household living standards, such as consumption or 

income.  Income or consumption has the advantage of being able to be objectively measured and compared 

across different places or surveys with less difficulty. Wealth indices may be problematic if one is compar-

ing two populations (e.g rural with urban or population in 1970 with population in 2014) as the type of 

assets and their valuation may differ across populations and time. Although some methods on how to make 

wealth indices collected in two different populations or two different points of time have been pro-

posed(72), they are, at best, imperfect. To reduce this comparability problem, analyses, and concentration 

indices were calculated separately for each year.   

Using the DHS is also a strength of our study. This is because it contains a rich set of health variables. As 

an alternative, we could have followed studies from Vietnam and used data from the Living Conditions 

Measurement Surveys(LCMS)which have information on income, consumption and anthropometric meas-

urements. However, the LCMS does not contain a rich set of health variables, as does the DHS, and this 

can potentially confound the relationship between key socioeconomic variables and child health. It also 

does not contain other child health outcomes such as fever.  

6. Conclusion 
Childhood ill-health has serious consequences. Apart from increasing under-5 mortality rates, it negatively 

affects cognitive abilities, education attainment, later life income, and adult health. However, children in 

low socioeconomic background bear a significantly larger share of childhood ill-health implying that they 

will continue to shoulder a larger share of these adverse consequences. This raises ethical issues.  Why 

should children from poor backgrounds experience more ill-health when the determinants of ill-health are 

beyond their control, and to a large extent beyond the control of their parents. How can such inequalities 

be justified when they are hugely generated by inequality of opportunities to determinants of good health, 

such as education and health care? Against this backdrop, reducing inequality constitutes one of the most 

important development goals and is now part of the post 2015 development agenda, the Sustainable De-

velopment Goals (SDG), the successor to the Millennium Development Goals (MDG). To derive lessons 

for the post 2015 agenda of designing interventions that are effective in improving overall child health 
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and reducing inequality, it is important go beyond asking whether or not inequalities increased by under-

taking an in-depth analysis of the forces that drive inequality. 

We examined the determinants of stunting and fever using the 2007 and 2014 Zambia DHS data to explore 

the existence of socioeconomic inequalities in childhood ill-health indicators, and whether this inequality 

changed over the period. Most importantly, we quantified how changes in inequality of determinants and 

the changes in elasticity of stunting and fever with respect to their determinants could have contributed 

to the change in inequality between 2007 and 2014.  

While the prevalence of stunting reduced substantially, inequality increased between 2007 and 2014. In 

fact, inequalities were worsened by the fact that the prevalence of stunting was reduced in all quartiles, 

except the poorest. This increase in inequality was largely a result of the increase in the inequality of 

factors that are associated with stunting. These factors include maternal height and weight, wealth, birth 

order, breastfeeding duration, facility deliveries and maternal education. Although the responsive of stunt-

ing to most of these factors, e.g. facility deliveries, increased in 2014, this benefit mostly accrued to the 

better off because the factors remained concentrated on the better off.  As a consequence, the improved 

responsiveness of stunting to its determinants also contributed to the increase in inequality. 

Regarding fever, almost all the increase in the inequality was account for by the increase in the respon-

siveness of the disease to the factors that determine it.  By far the biggest driver of this change was wealth, 

then maternal education, birth order and breastfeeding duration. 

The key message in this study is that halting the increase in the inequality in childhood ill-health depends 

heavily on reducing inequality in the factors that affect childhood ill-health while at the same time im-

proving the impact (elasticity) of these factors using both health and non-health interventions. It is im-

portant to note that although improving impact of factors that affect child health is desirable, this in itself 

can be a source of increase in inequality if the factors whose impact are being improved are unequally 

concentrated on the better off to begin with.  

Halting the increase in child health inequality is dependent on reducing inequality in the factors associated 

with child health. These include wealth, maternal education, appropriate feeding and weaning (related to 

breastfeeding duration effects), adequate care giving (related to birth order effects) and maternal nutrition 

(related to maternal height and weight). We believe that a more sustainable way of doing this is to ensure 

equality of opportunities in access to these factors among children from different socioeconomic back-

grounds—who are future parents. This may call for policies that delink the dependence of child health on 

parental circumstances and the community they live.  Specifically, group specific interventions aimed at 

the most vulnerable may need to be implemented along with population level interventions.  For example, 

under the current social cash transfer scheme in Zambia, policy may aim at providing more cash benefits 

to the poorest households who have children under the age of five years. Poor households may also have 
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special educational needs.  For example, children from poor backgrounds may have challenges learning 

and concentrating even when given access to school due to persistent hunger. Child school feeding pro-

grams may help in improving attendance among poor children and also reducing inequality in learning 

and concentration.  

Moreover, despite the fact that all households require appropriate breastfeeding and weaning educational 

interventions--due to the observed association between duration of breastfeeding and child health--poorer 

households may require special interventions since they have disproportionately longer breastfeeding du-

rations. In general, the propensity to breastfeed longer may be due to lack of appropriate food or 

knowledge on how to use existing traditional food stuffs. Thus, policy may focus on introducing and scal-

ing up complementary feeding and nutritional programs among poor households.  Additionally, since the 

community in which a child lives matters for child health, policy may also focus on improving living con-

ditions in disadvantaged communities, e.g. sanitation facilities, water, child care centers, etc.  The imple-

mentation of such group specific intervention may enhance equality of opportunity and halt the increase 

in child health inequality.  
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