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Abstract

Safe design of industrial facilities requires models that can predict the consequences of
accidental gas explosions in complex geometries with sufficient accuracy. Computa-
tional fluid dynamics (CFD) models are widely used for consequence assessment in the
process industries. The primary mechanism for flame acceleration during gas explo-
sions in congested geometries is the positive feedback between turbulence generated
in the reactant mixture, especially in shear and boundary layers from explosion-driven
flow past obstacles and walls, and enhanced combustion rates. Additionally, a range of
instability phenomena can significantly increase flame acceleration in gas explosions.

This doctoral project addresses the following research question: "how can the sub-

grid representation of flame acceleration mechanisms due to instability effects and flow

past obstructed regions be improved in a CFD tool used for consequence assessment

of gas explosions?". The thesis presents and validates new sub-grid models developed
for the CFD tool FLACS, focusing on the following flame acceleration mechanisms:
(i) the influence of the hydrodynamic and thermal–diffusive instabilities (intrinsic in-
stabilities) on flame acceleration in the initial phase of a gas explosion, (ii) the influ-
ence of thermal–diffusive effects on the rate of turbulent combustion for different fuels
and mixture concentrations, (iii) the role of the Bénard–von Kármán (BVK) instability
downstream of bluff-body obstacles in explosion-induced flow, (iv) how the Rayleigh–
Taylor (RT) instability developing on a flame front that is accelerated over an obstacle
or a vent opening may enhance the combustion rate, and (v) how flexible obstructions
with very small components (in the form of vegetation) induce flame acceleration in
gas explosions. There was a lack of available experimental work describing the rela-
tive importance of several of the aforementioned effects. Therefore, three experimental
campaigns were designed and conducted as part of the doctoral study. Experimen-
tal findings thus constitute a significant part of the original scientific contribution of
the present work; these can be used to develop sub-grid models for any consequence
model system. Three additional campaigns, performed by other research groups, were
simulated in order to validate the new sub-grid models.

The first experimental campaign presented in the thesis concerned explosion exper-
iments performed in a large-scale, empty, vented enclosure comprising two chambers
separated by a doorway. Simulations indicate that model performance might improve
by introducing the effect of the RT instability. Furthermore, the results suggest that the
model should account for thermal–diffusive instability effects both in the initial phase
of a gas explosion and in the regime of turbulent combustion.

The onset and growth rate of intrinsic instabilities in gas explosions are closely
linked to the value of the Markstein number of the fuel-air mixture. The second experi-
mental campaign presented in the thesis was performed as part of the doctoral study to
explore the effect of varying the fuel concentration on overpressures and flame speeds
in a series of propane-air explosions. The variations in the fuel concentration effec-



iv Abstract

tively change the Markstein number of the mixture. The dissertation compares exper-
imental results with predictions from a version of FLACS that includes a Markstein
number-dependent combustion model, developed as part of the doctoral project. For
negative Markstein numbers, the new model version performs significantly better than
the original model. This work addresses mechanisms (i) and (ii).

The thesis elaborates on instability effects relevant for scenarios where explosion-
induced flow interacts with partial confinement and obstacles, focusing on BVK and
RT instabilities in particular, i.e. mechanisms (iii) and (iv). A third experimental cam-
paign was performed as part of the present study to investigate the relative contribution
of vortex shedding, caused by the BVK instability, to the overpressure generation in
gas explosions with a single obstacle inserted. Vortex shedding was observed in the
baseline laboratory-scale experiments, and then suppressed by two passive flow con-
trol methods. The most effective configuration reduced the maximum overpressures
by approximately 32 %. The results can be used to model the flame surface area in-
crease downstream of obstacles in any consequence model system. However, further
experimental work, building on the findings of the present doctoral study, is required to
formulate a sub-grid model for mechanism (iii).

A sub-grid model for flame wrinkling due to the RT instability (mechanism (iv)),
based on the linearised growth rate of instabilities on an accelerated flame front, was
implemented in FLACS. The thesis presents updated model results for two series of
vented explosion experiments, obtained with a version of FLACS that includes both
the Markstein number-dependent burning velocity model and the RT instability effect.
The first test case involved a series of fuel-lean hydrogen-air explosions. The second
test case revisited the campaign performed in the twin-compartment enclosure that was
presented in the very beginning of the thesis. A third test case was included to inves-
tigate whether the sub-grid models that were initially developed and validated for ex-
plosions with a high degree of confinement and idealised obstacle configurations could
produce improved results also for explosions in complex geometries with a low degree
of confinement. Therefore, a series of large-scale natural gas-air explosions performed
in a full-scale offshore module was simulated. All three test cases were performed by
other research groups. The sub-grid models developed as part of the present doctoral
study significantly improve the representation of several of these experiments.

The fourth experimental campaign was motivated by a need for an improved ap-
proach to sub-grid modelling of the effect of vegetation on gas explosions in CFD tools,
i.e. mechanism (v). Recent accidents have shown that this is highly relevant for risk
assessment for onshore process facilities. The presence of foliage on spruce branches
notably enhanced maximum overpressures in the experiments, suggesting that obstruc-
tions of very small dimensions may contribute significantly to the flame acceleration.
Highly flexible, fractal-like obstructions require additional modelling considerations.
Based on the experimental results, the effects of foliage and flexibility were included in
FLACS simulations by constructing congestion blocks, representing the effective drag
area that is expected to produce flame acceleration. This modelling approach success-
fully reproduces the experimental trends.

In conclusion, the results of the experimental campaigns presented in this thesis
have improved the understanding of several important physical effects related to flame
acceleration in industrial-scale explosions. Furthermore, the thesis demonstrates how
this knowledge may be used to model gas explosions more accurately.
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Nomenclature

Roman letters

ad Amplitude of disturbance
A Area
A f Flame surface area
Aw Effective area contributing to the wall resistance
Bε Buoyancy effect on production of ε
c Progress variable
cp,k Specific heat capacity defined at constant pressure

for species k

cph Complex phase speed
cq Critical progress variable
cs Speed of sound
CD Drag coefficient
Ccq , CβD, Cβw Model constants in the β flame model
Cκ The von Karman constant
Cµ , C1ε , C2ε , C3ε Model constants in the ‘standard’ k− ε model
Ci Characteristic parameter for sub-grid obstructions

in the ith direction
D Fractal dimension
Dcyl Diameter
D f j Forward rate of reaction of jth reaction
Dr j Reverse rate of reaction of jth reaction
Dβ Diffusion coefficient for YF in the β flame model
Dk Mass diffusivity for species k

Dth Thermal diffusivity
DΦ Diffusion coefficient for the general flow variable Φ
e Internal energy
E+ Dimensionless boundary of the viscous sub-layer



xii Nomenclature

f Frequency
fk,i Body force on species k in the ith direction
Fo,i Resistance due to sub-grid obstructions in the ith direction
Fw,i Resistance due to walls in the ith direction
g Gravity acceleration vector
h Static enthalpy
h0

f ,k Standard enthalpy of formation for species k

ht Total enthalpy
k Turbulence kinetic energy
kw Wave number
L Characteristic length scale
ℓ Turbulence length scale
ℓlim Geometric extent of a confining geometry
ℓG Gibson length scale
ℓI Integral length scale of turbulence
ℓλ Taylor microscale of turbulence
L Markstein length
Lb Markstein length relative to burnt mixture
Lu Markstein length relative to unburnt mixture
ṁ Mass flow rate
Mk Molecular weight of species k

n f Normal vector for flame surface
oi Obstacle dependent parameter for turbulence production

due to sub-grid obstacles in the ith direction
O Order
p Pressure
pext Peak pressure due to external explosion
pobs Peak pressure due to maximum flame surface area

being obtained in an enclosure
pvib Peak pressure due to flame-acoustic interactions
P Pitch
Pk Production of turbulence kinetic energy
Pε Production of dissipation rate of turbulence kinetic energy
qi Energy flux in the ith direction
Q̇ Heat rate source term in energy equation
r Radius
r f Flame radius
r cr

f Critical flame radius for onset of instability
RΦ Resistance term for the general flow variable Φ
R Ideal gas constant, 8.314 J mol−1 K−1



xiii

s Generic burning velocity
S Flame speed
Sl Laminar flame speed
Sql Quasi-laminar flame speed
SΦ Source term for the general flow variable Φ
tη Kolmogorov timescale
T Temperature
Ta Activation temperature
Tb Temperature in burnt mixture
Tu Temperature in unburnt mixture
u Velocity vector
ui Velocity component in the ith direction
ul Laminar burning velocity
un Stretched laminar burning velocity
unr Stretched laminar burning velocity representing the rate of

generation of combustion products associated with the flame front
uql Quasi-laminar burning velocity
ut Turbulent burning velocity
u′ Turbulence velocity fluctuation
u′k Effective turbulence velocity fluctuation
U Characteristic velocity
U Characteristic turbulence velocity
vk,i Diffusion speed for species k in the ith direction
V Volume
ẇk Consumption or creation rate of species k

ẇF Consumption rate of fuel
W Reaction rate coefficient
xo Observed (experimental) value of a generic variable
xp Predicted value of a generic variable
Xk Mole fraction of species k

y+ Dimensionless wall distance
Yk Mass fraction of species k

YF Fuel mass fraction
YO Oxidiser mass fraction
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Greek letters

α Scaling factor of ut

β Exponent of K in ut

βi Surface area porosity in the ith direction
βv Volume porosity
γp Constant for the pressure correction

of the laminar burning velocity
ΓΦ Effective turbulence diffusion coefficient

for the general flow variable Φ
δi j Kronecker delta
δl Laminar flame thickness
∆ Control volume length in the direction of flame propagation
ε Dissipation rate of turbulence kinetic energy
ζ Fractal excess
η Kolmogorov microscale of turbulence
θi j Normal stress tensor
κ Stretch rate
κb Stretch rate relative to burnt mixture
κu Stretch rate relative to unburnt mixture
λ Wavelength
Λ Eigenvalue of the 1D steady transport equation

for the progress variable
µ Dynamic viscosity
µeff Effective dynamic viscosity
µB Bulk dynamic viscosity
µT Turbulent dynamic viscosity
ν Kinematic viscosity
ξ Mixture fraction
Ξ Flame wrinkling factor
ΞLD Flame wrinkling factor due to

the Landau–Darrieus instability
ΞRT Flame wrinkling factor due to

the Rayleigh–Taylor instability
ΞS Flame wrinkling factor due to sub-grid obstacles
ΞT Flame wrinkling factor due to turbulence
ρ Density
ρb Density of burnt mixture
ρu Density of unburnt mixture
σ Expansion ratio
σΦ Prandtl/Schmidt number for variable Φ
τi j Viscous stress tensor
τw,i Shear stresses due to walls in the ith direction
υ Reaction coefficient
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φ Equivalence ratio
Φ General flow variable
χ Backflow parameter
Ψ Streamfunction
ω Angular frequency
Ω Growth rate parameter
Ωi j Tangential stress tensor

Dimensionless numbers

K Karlovitz stretch factor
Ka Karlovitz number
Le Lewis number
Ma Markstein number
Mac Markstein number related to curvature
Mas Markstein number related to strain rate
Macr Markstein number related to curvature, associated with unr

Masr Markstein number related to strain rate, associated with unr

Pe Peclet number
Pr Prandtl number
Re Reynolds number
ReT Turbulence Reynolds number
Sc Schmidt number
St Strouhal number



xvi Nomenclature

Abbreviations

BG British Gas
BVK Bénard–von Kármán
CFD Computational fluid dynamics
CFL Courant–Friedichs–Lewy
CMI Chr. Michelsen Institute
CMR Christian Michelsen Research
CV Control volume
DNS Direct numerical simulation
FAC2 Fraction of predictions that are within

a factor two of the observed values
JIP Joint industry project
KH Kelvin–Helmholtz
LD Landau–Darrieus
LDA Laser-Doppler anemometry
LES Large eddy simulation
MG Geometric mean bias
PDE Partial differential equation
PDR Porosity/distributed resistance
QRA Quantitative risk assessment
RANS Reynolds-averaged Navier–Stokes equations
RCN The Research Council of Norway
RM Richtmyer–Meshkov
RT Rayleigh–Taylor
SPM Statistical performance measure
VG Geometric mean variance
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Chapter 1

Introduction

1.1 Accidental gas explosions in industry and society

The hazard posed by accidental gas explosions in industry is evident from the devastat-
ing consequences of accidents such as Flixborough (1 June 1974, 28 fatalities), Piper
Alpha (6 July 1988, 167 fatalities), Buncefield (11 December 2005), Deepwater Hori-
zon (20 April 2010, 11 fatalities) and Fukushima Daiichi (11 March 2011). According
to Marsh (2016), gas explosions are represented in 11 of the 20 largest accidental losses
in the hydrocarbon industry in the period 1974-2015, representing approximately 9.28
billion US $ when inflated to December 2015 values. Severe incidents continue to hap-
pen: five gas explosion accidents that occurred in the period 2012-2015 were part of
the ‘100 largest losses’ list published biennially by Marsh (2016). Gas explosions also
pose a hazard to residential buildings where gaseous fuels are used for heating and
cooking (Tomlin, 2015).

Risk management entails systematic application of management policies and proce-
dures to analyse, evaluate and control risk. Figure 1.1 illustrates that risk assessment

and risk analysis are components of the overall process of risk management (Aven and
Vinnem, 2007; Vinnem, 2014). Consequence analysis of flow-related accident scenar-
ios, such as explosions and fires, is an inherent part of the risk analysis in industry. The
present study focuses on topics that are relevant for predicting the consequences of gas
explosions.

1.1.1 Physical phenomena

Bjerketvedt et al. (1993) define a gas explosion as "...a process where combustion of

a premixed gas cloud, i.e. fuel-air or fuel/oxidiser is causing rapid increase of pres-

sure...". Gas explosions are inherently complex, as they involve physical phenomena
on a wide range of spatial and temporal scales (Oran, 2014).

Skjold et al. (2014b) describe the likely phases of an accidental gas explosion event:
loss of containment of gaseous and/or liquid fuel, evaporation (liquids), dispersion and
mixing to form a flammable fuel-air cloud, ignition, quasi-laminar and/or turbulent pre-
mixed combustion, pressure build-up, and subsequent propagation of blast waves into
the surroundings. All these processes depend, often in a non-linear fashion, on the
initial conditions and the geometric configuration of the scenario. In turn, the magni-
tude of the pressure loads depends strongly on the rate of combustion, which is deter-
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Figure 1.1: Schematic representation of risk management, risk assessment and risk analysis
(Skjold, 2014).

mined by factors such as degree of congestion, degree of confinement, the reactivity
of the fuel-air mixture, and properties of the reactive flow. The primary mechanism
for flame acceleration in congested geometries is the positive feedback between expan-
sion of combustion products, turbulence generated in the unreacted mixture, especially
in shear and boundary layers from flow past obstacles and walls, and enhanced com-
bustion rates (Hjertager, 1984; Kuhl, 1981; Moen et al., 1980, 1982; Schelkin, 1940).
Hence, considering the spatial scale and geometry layout is very important for deter-
mining the consequences of gas explosions.

In addition to the explosion-induced formation of turbulent shear layers from ob-
structions and confining walls, various instability phenomena can significantly affect
the flame acceleration in gas explosions. Ciccarelli and Dorofeev (2008) and Oran
(2015) summarise the instability mechanisms that are commonly assumed important
for industrial-scale gas explosions. In the initial, quasi-laminar phase of an explosion,
or for scenarios with a low degree of congestion, the Landau–Darrieus instability gov-
ern the flame acceleration. The Landau–Darrieus instability is caused by the expansion
of gas through the flame front (Darrieus, 1938; Landau, 1944), and results in the ap-
pearance of a cellular structure on the surface of the propagating flame. Laminar pre-
mixed flames are in general also subject to thermal–diffusive effects, affecting both the
onset and appearance of flame cellularity (Barenblatt et al., 1962; Sivashinsky, 1977;
Williams, 1985). These mechanisms are termed intrinsic instabilities.

Obstructions and/or confinement may trigger stronger mechanisms. Instabilities
that are assumed to be geometry-induced include the Rayleigh–Taylor instability (oc-
curring when a lighter fluid is accelerated into a heavier fluid), the Richtmyer–Meshkov
instability (occurring when two fluids of different densities are accelerated, e.g. when a
shock wave interacts with a flame front) and the Kelvin–Helmholtz instability (caused
by velocity shear). In addition, the Bénard–von Kármán wake instability is expected
to enhance flame acceleration downstream of bluff-body obstructions. Finally, in par-
ticular for closed or vented enclosures, acoustic instabilities may produce significant
overpressures (van Wingerden and Zeeuwen, 1983a). These geometry-induced insta-
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bilities contribute to the generation of vorticity in gas explosions, which effectively
results in overall enhanced turbulence levels, flame acceleration, and enhanced over-
pressures (Oran, 2015).

1.1.2 Engineering models for consequence analysis

Safe design of industrial facilities requires models that are efficient to use, and can
predict the consequences of gas explosions in complex geometries with sufficient accu-
racy (Vinnem, 2014). The main categories of engineering models used for assessing the
consequences of gas explosions are 1) venting guidelines 2) complex empirical mod-
els 3) phenomenological models and 4) computational fluid dynamics (CFD) models
(van Wingerden, 2013). Models of type 1), 2) and 3) are built on empirical correla-
tions and simplified physical considerations, and are quick and relatively easy to use.
However, the domain of validity of these models is limited. CFD models simulate phys-
ical processes by solving partial differential equations describing the conservation of
mass, momentum, energy and chemical species. The solution varies in time and three-
dimensional space, and the effect of complex geometry can be taken into account as
part of the numerical solution. Models of type 4) are therefore in principle the most
general.

Although the governing equations for turbulent fluid flow with chemical reactions
are well established, analytical solutions are primarily of theoretical interest. The level
of detail of discrete solutions obtained from CFD models is restricted by the available
computing power and the acceptable simulation time. For example, solutions by direct
numerical simulation (DNS) can currently only be realised for small systems and low
Reynolds number flows. Models based on large eddy simulations (LES) have gained in-
creasing popularity in recent years – both in academic and industrial settings. However,
within the context of simulating industrial accident scenarios as part of quantitative risk
analyses (QRAs), most commercial CFD tools still rely on turbulence models based on
the Reynolds-averaged Navier-Stokes (RANS) equations, such as the k-ε model (Laun-
der and Spalding, 1974).

For industrial-scale explosions, the practically applicable computational cell sizes
will in general be larger than the scales where the geometry, flow and flame front inter-
act. Therefore, CFD models normally use phenomenological and/or empirical sub-grid
models to account for processes that are not resolved on the grid. Sub-grid models
based on empirical correlations provide closure for the governing equations (Hjertager,
1982), but include model parameters that have to be determined theoretically or exper-
imentally. The validity of these model components determines the applicability range
of the model system (Tam and Lee, 1998). Extensive validation against experiments
and clear guidelines for how to use the CFD model are therefore necessary.

1.2 The CFD tool FLACS

Chr. Michelsen Institute (CMI) initiated the development of a CFD model for simu-
lating gas explosions in offshore geometries in 1980. The joint industry project (JIP)
‘Gas explosion research project’ (1980-1986) resulted in the release of FLame ACcel-
eration Simulator (FLACS) in 1986 (Hjertager, 1986). The development continued at
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Christian Michelsen Research (CMR) from 1992 to 2000. Currently, Gexcon develops
FLACS. The CFD tool is widely used for consequence assessment in the process in-
dustries; versions of the tool have been used to perform all simulations for the present
doctoral study.

1.2.1 Previous research

Considerable efforts were undertaken in the years from 1990 to 2000 to improve the
general predictive capabilities of FLACS for premixed combustion modelling (Arntzen,
1998). This was done in connection with a series of JIPs: ‘Modelling and Experimental
Research into Gas Explosions’ (MERGE) (Mercx, 1994; Popat et al., 1996), ‘Extended
Modelling and Experimental Research into Gas Explosions’ (EMERGE) (Mercx, 1996)
and ‘Blast and Fire Engineering for Topside Structures’ (BFETS) Phase 2 (Foisselon
et al., 1998; Selby and Burgan, 1998), Phase 3A (Al-Hassan and Johnson, 1998; Evans
et al., 1999; Foisselon et al., 1998) and Phase 3B (Johnson and Cleaver, 2002). Fur-
thermore, a series of Gas Safety Programmes (GSPs) were conducted both before and
in parallel with these projects (in the period from 1980 to 2000). As part of the JIPs,
a considerable amount of model validation data was produced (Johnson, 2013; van
Wingerden, 2013). These experiments, primarily performed with natural gas, comprise
the main sources of validation data for industrial explosion codes.

After the first release to the sponsors in 1986, the CFD tool FLACS has been up-
dated and released regularly. Since 2000, applications for simulating dust explosions
(Skjold, 2014), pressurised liquefied gas releases into the atmosphere (Ichard, 2012),
and jet- and pool fires (Gexcon, 2016; Muthusamy and Lilleberg, 2012) have been
included. However, the model system for premixed combustion has not changed sig-
nificantly since a selection of the developments described by Arntzen (1998) were in-
cluded.

The main goal of the JIP ‘Modelling Escalating Accident Scenarios and the Use
of Risk-reducing technology for Explosion safety’ (MEASURE) (2013-2016) was to
implement fundamental improvements to the turbulence and combustion models in
FLACS, and thereby improve the performance of the model system for unconfined
congested geometries, including so-called safety gap scenarios (cf. Section 1.3). Sev-
eral of the results produced as part of the present doctoral study have been used in this
JIP.

1.2.2 Overview of the model system

This section provides a brief overview of the modelling approaches that are applied in
FLACS for simulating gas explosions.

The numerical model solves the Favre-averaged conservation equations for mass,
momentum, enthalpy, mixture fraction, mass fraction of fuel, turbulence kinetic en-
ergy and the rate of dissipation of turbulence kinetic energy on a structured Cartesian
grid. The system of equations is closed by invoking the ideal gas equation of state and
the standard k-ε model for turbulence (Launder and Spalding, 1974). Boundary lay-
ers are not resolved in FLACS, instead wall-functions are used to compute turbulence
production and drag forces for objects that are on-grid, i.e. larger than the size of the
computational cell.
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Geometry is represented on the computational grid using the porosity/distributed
resistance (PDR) concept, first introduced by Patankar and Spalding (1974) for mod-
elling of flow in heat exchangers. The concept was later extended by Sha et al. (1982)
to include complex turbulence modelling, and Hjertager (1986) adopted the PDR ap-
proach for simulating gas explosions in complex geometries. A volume porosity βv,
denoting the ratio of open volume to the total volume of each computational cell, is
computed prior to the simulation and defined at the respective grid cell centre. Simi-
larly, the area porosity β j represents the ratio of the projected open area between two
neighbouring cell centres to the total area of the respective control volume face. A gen-
eral Favre-averaged variable Φ̃ is thus integrated over the porous part of the control
volume, and the flux terms in the conservation equation for Φ̃ are weighted with the
area porosity β j. On difference form, the conservation equation for the general variable
Φ̃ can be expressed as

∂

∂ t
(βvρΦ̃)+

∂

∂x j
(β jρΦ̃ũ j)−

∂

∂x j

(
β jΓΦ

∂ Φ̃

∂x j

)
= βv (SΦ −RΦ) , (1.1)

where ΓΦ is the effective turbulent diffusion coefficient, SΦ is the source term for Φ̃,
and RΦ represents additional resistance, additional mixing, and/or additional heat trans-
fer caused by solid obstructions in the flow. The k-ε model is extended with a source
term for the turbulence generation due to sub-grid obstructions. To model premixed
combustion, FLACS applies the flamelet concept with one-step reaction kinetics. Em-
pirical burning velocity expressions, depending on the local mixture reactivity, pres-
sure, temperature and flow conditions, are used to model the chemical reaction rate.
The burning velocity is adjusted to account for flame folding around sub-grid obstruc-
tions. The flame zone, defined by the gradient of the fuel mass-fraction, is numerically
thickened to cover approximately 3-5 control volumes (Arntzen, 1998).

Efficient geometry handling, accounting for structures that cannot be resolved on the
computational grid, is a prerequisite for successful representation of industrial-scale
explosions. Simulations with CFD models based on the PDR formulation therefore
presently represent the industry standard for assessing explosion loads in the offshore
industry (Vinnem, 2014).

1.3 Modelling challenges

The range of applications for which CFD models are used to simulate gas explosions
has expanded significantly over the last two decades. The topics chosen for in-depth
analysis in the present thesis are motivated by modelling challenges that have emerged
because of this development, as described in the following.

1.3.1 Gas explosions at onshore facilities

A recent trend in the hydrocarbon industry is to apply CFD tools for risk assessment
in onshore processing facilities. Compared to offshore installations, it is much more
likely that the blast from a gas explosion in an onshore facility will affect third party
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stakeholders. Hence, it is crucial that the CFD model is able to capture the dominating
mechanisms that govern flame propagation for a variety of fuel-air mixtures, in all
relevant regimes of premixed combustion.

Gas explosion incidents at onshore facilities often involve fuels such as gasoline
vapours, propane or ethylene. The physicochemical properties of these fuels differ
significantly from those of natural gas, leading to dissimilar trends with variations in
the fuel concentration. To ensure accurate representation of the flame propagation in
gas clouds from realistic releases, validated sub-grid models for a wide range of mixture
compositions are required.

Meanwhile, simulation results presented by Skjold et al. (2014a, 2013b) indicate
that FLACS under-predicts the consequences of explosions in fuel-rich propane-air
mixtures. Fuel-rich mixtures involving propane or higher hydrocarbons are more prone
to develop flame instabilities than fuel-lean and stoichiometric mixtures with the same
fuels. Furthermore, recent publications (Bradley et al., 2005, 2013, 2011a) suggest that
the physicochemical properties that govern the onset and appearance of intrinsic in-
stabilities, expressed in terms of the mixture’s Markstein number, also affect the rate
of turbulent combustion. In effect, fuel-rich propane-air explosions may be signifi-
cantly more severe than what would be expected from considering only the unstretched
laminar burning velocity of the mixture (Skjold et al., 2014a). The majority of large-
scale gas explosion experiments involving hydrocarbons found in the literature have
been performed using near-stoichiometric fuel-air mixtures, as these mixtures often are
assumed to lead to the most severe consequences. Thus, further experimental work is
needed to support the development of improved sub-grid models for non-stoichiometric
mixtures.

After the explosion at Buncefield in 2005 there is growing awareness of the potential
for realising high overpressures and flame speeds in large congested fuel-air clouds
(Johnson et al., 2015; Tam and Johnson, 2016). The spatial scale of onshore facilities
can be orders of magnitude larger than typical offshore installations. Therefore, in the
event of an accidental gas explosion, flame propagation can occur over several hundred
meters. Significant flame acceleration has been observed in large-scale experiments
involving relatively low degrees of congestion in elongated rigs, see e.g. (Cronin and
Wickens, 1986, 1988; Davis et al., 2016).

Modelling work presented in (Skjold et al., 2013b) showed that FLACS under-
predicted flame acceleration and overpressures for several of the experiments in the
project Blast and Fire Engineering for Topside Structures (BFETS), Phase 3A (spon-
sored by the Health and Safety Executive). The campaign included 45 explosion ex-
periments with natural gas in offshore modules of dimensions 28 m × 12 m × 8 m
(Al-Hassan and Johnson, 1998; Evans et al., 1999). The under-prediction was particu-
larly pronounced for the end-ignition cases (Foisselon et al., 1998), with a low degree
of confinement. In the FLACS simulations of these scenarios, sub-grid models for tur-
bulence production, turbulent premixed combustion and localised flame folding around
sub-grid obstructions generate the flame acceleration. To improve model performance,
it is relevant to investigate and include the effect of additional flame acceleration mech-
anisms that can be significant in obstructed regions, such as the Bénard–von Kármán
and Rayleigh–Taylor instabilities.

Meanwhile, it is not straightforward to study the isolated effects of the various phys-
ical phenomena occurring in obstacle wakes. Differentiating the increase in flame sur-
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face area due to flame folding around objects from that generated by various instabil-
ities, or in turbulent shear layers, poses a challenge. To support the development of
improved sub-grid models, there is a need for experimental work that systematically
investigates the contributions to flame acceleration from relevant mechanisms.

Physical mechanisms for the dispersion and explosion of large vapour clouds were
thoroughly addressed in the aftermath of the Buncefield explosion, cf. (SCI, 2009,
2014). In this incident, the presence of trees and bushes at the site was assumed to have
caused flame acceleration and significant overpressures. Vegetation has some proper-
ties that differ from those of fixed structures: vegetation is to some degree flexible, its
fractal nature can result in a significant amount of very small-scale obstructions (often
increasingly flexible with decreasing size) and the presence of foliage can potentially
increase the effective turbulence-generating drag area of the region significantly. The
combined effect of these factors, and how to represent such congestion with a CFD
model based on the PDR concept, is not straightforward to anticipate. Such situations
require specialised sub-grid modelling approaches.

1.3.2 Hydrogen safety

Explosions and fires represent a significant hazard for hydrogen installations, such as
electrolysers, fuel cell backup systems and refuelling stations, and special measures
must be applied to reduce the risk to an acceptable level. For example, the acciden-
tal release and ignition of hydrogen from high-pressure systems located in containers
– such as those found at hydrogen refuelling stations – may lead to violent explosions
(Sommersel et al., 2017). Installing pressure relief panels can provide effective mitiga-
tion against the consequences of gas explosions in these enclosures.

Consequence modelling for hydrogen applications is often handled with guidelines
from standards based on simplified analytical models and empirical correlations. How-
ever, it is challenging to find an analytical model that can give reliable results for a wide
range of geometry configurations. The use of a CFD model may therefore be required
for complicated cases, e.g. in the presence of multiple vents, obstacles, stratified hy-
drogen layers, etc. (Vyazmina and Jallais, 2016). Furthermore, CFD models provide
three-dimensional results that can be used for e.g. design input and gas detector opti-
misation (Skjold et al., 2017b). Hence, there is a need for CFD tools that are validated
for simulating hydrogen-air explosions.

For fuel-lean hydrogen-air mixtures, thermal–diffusive effects significantly enhance
the flame surface area wrinkling due to the Darrieus–Landau instability. As noted in
Section 1.3.1, these effects influence burning rates in both the quasi-laminar and turbu-
lent regimes of premixed combustion. FLACS therefore includes corrections applied
directly to the laminar burning velocity of hydrogen (Middha, 2010). However, re-
cent validation work suggests that this sub-model may be a source of inaccuracy when
simulating fuel-lean hydrogen-air deflagrations (Hisken et al., 2016). An updated sub-
grid model for premixed combustion of hydrogen-air mixtures in FLACS is therefore
needed.
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1.3.3 Vented explosions

In industrial and process enclosures, installing pressure relief panels can provide effec-
tive mitigation against the consequences of accidental gas explosions. Accurate con-
sequence modelling of vented explosions is important e.g. for several hydrogen safety
applications, cf. Section 1.3.2. Representing the flame acceleration mechanisms of
vented explosions is also crucial for simulating gas explosions in dwellings (Tomlin,
2015).

Several researchers have conducted experimental work and/or discussed conse-
quence predictions of vented explosions, see e.g. (Bauwens et al., 2009a, 2010; Butlin
and Tonkin, 1974; Cooper et al., 1986; Harrison and Eyre, 1987; Keenan et al., 2013;
Solberg et al., 1981; Tomlin et al., 2015; van Wingerden, 1989; van Wingerden and
Zeeuwen, 1983a,b; Vyazmina and Jallais, 2016). These publications highlight the sub-
tle, complex interactions between the flame front, turbulence production, and the range
of instability phenomena that affect the development of a vented explosion. In particu-
lar, the different physical phenomena in such explosions can result in multiple, distinct
overpressure peaks, where the magnitude of each peak may vary greatly with changes
in ignition position, vent size, the presence and yielding pressure of pressure relief pan-
els, the congestion level in the enclosure, and the concentration of the fuel-air mixture.
Turbulence production and various flame instability effects dominate in different stages
of the explosion history.

Performing model validation for vented explosions is therefore highly useful for
investigating how the model represents a wide range of physical phenomena. In partic-
ular, the Rayleigh–Taylor instability is considered an important source of flame surface
area in vented explosions, see e.g (Bauwens et al., 2009a,b; Cooper et al., 1986; Solberg
et al., 1981; Tsuruda and Hirano, 1987). Many of the same mechanisms will obviously
be active in e.g. large-scale gas explosions at offshore or onshore process facilities, cf.
Section 1.3.1. The present doctoral study uses results from vented explosions to investi-
gate different flame acceleration mechanisms experimentally, as well as for developing
and validating sub-grid modelling approaches for the CFD tool FLACS.

1.4 Scope of the present thesis

This dissertation addresses the following research question: "how can the sub-grid rep-

resentation of flame acceleration mechanisms due to instability effects and flow past

obstructed regions be improved in a CFD tool used for consequence assessment of gas

explosions?". To address the research question, the thesis discusses results from sev-
eral experimental campaigns together with the corresponding modelling work. Four
scientific publications present a significant part of the findings of the doctoral study;
these are further expanded on in the dissertation. The experimental campaigns anal-
ysed in each of the publications were designed to investigate key flame acceleration
mechanisms in different flame propagation regimes relevant for industrial-scale gas ex-
plosions. All simulations for the present doctoral study have been performed with the
CFD tool FLACS. Results from the experiments are used to discuss, develop and vali-
date improved sub-grid models for premixed combustion in the CFD tool.

Specific flame acceleration mechanisms have been subject to in-depth analysis. The
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following topics are addressed in the publications and/or are expanded on in subsequent
chapters: (i) the influence of the hydrodynamic and thermal–diffusive instabilities (in-
trinsic instabilities) on flame acceleration in the initial phase of a gas explosion, (ii) the
influence of thermal–diffusive effects on the rate of turbulent combustion for different
fuels and mixture concentrations, (iii) the role of the Bénard–von Kármán (BVK) in-
stability downstream of bluff-body obstacles in explosion-induced flow, (iv) how the
Rayleigh–Taylor (RT) instability developing on a flame front accelerating over an ob-
stacle or a vent opening may enhance the combustion rate, and (v) how flexible obstruc-
tions with very small components (in the form of vegetation) induce flame acceleration
in gas explosions.

All these mechanisms are key for representing explosions in various industrial ap-
plications, are associated with flame instabilities, and/or are important for representing
turbulent flame propagation through obstructed regions. Furthermore, recent valida-
tion work performed for the CFD tool FLACS suggests that these phenomena may not
be sufficiently represented by the model, and that formulating sub-grid models to ac-
count for their effect would require further research. As there was a lack of available
experimental work describing the relative importance of several of the aforementioned
effects, three experimental campaigns were designed and conducted as part of the doc-
toral study. Experimental findings thus constitute a significant part of the original sci-
entific contribution of the present work; these can be used to develop sub-grid models
for any consequence model system.

1.5 Thesis outline

This section outlines the structure of the thesis.
Sections 1.1-1.3 in the present chapter provide the background and motivation for

the doctoral study. Chapter 2 summarises the relevant governing equations and thermo-
dynamic relations in FLACS, while Chapter 3 presents the general modelling frame-
work for premixed combustion used by the CFD tool. Hence, chapters 2 and 3 provide
the technical framework for the modelling work of the present thesis.

Chapters 4, 5 and 6 elaborate on the theoretical background for the experiments
and modelling work in the publications. These chapters discuss key results from each
paper, including additional model developments and simulation results to support the
findings. Chapters 4, 5 and 6 thus expand on and consolidate the individual pieces of
work.

In particular, Chapter 4 focuses on intrinsic flame instabilities, which occur in gas
explosions independently of the presence of geometry. Intrinsic instabilities induce a
cellular structure on the initially smooth surface of a freely propagating laminar flame
front, increasing the flame surface area and causing flame acceleration. The flame front
can be stabilised or further destabilised by thermal-diffusive effects, depending on the
physicochemical properties of the fuel-oxidiser mixture, the initial pressure, etc. Chap-
ter 4 uses linear stability theory to explain and describe the development of disturbances
leading to intrinsic instabilities. The theory can be used to formulate sub-grid models
accounting for flame acceleration in the cellular regime, relevant for representing the
initial phase of gas explosions, as well as flame propagation in extended regions with
little congestion. Furthermore, Chapter 4 explores how the physicochemical properties



10 Introduction

of a premixed fuel-air mixture that influence the growth rate of intrinsic instabilities
also affect the rate of turbulent combustion. Chapter 4 therefore mainly expands on the
aforementioned topics (i) and (ii) (cf. Section 1.4), and refers in particular to Paper 1
and Paper 2 of the present thesis.

Paper 1 presents experimental and model results from an extensive campaign in-
volving a series of explosion experiments performed in a large–scale empty, vented
enclosure. The experimental configuration was, to the authors’ knowledge, unique; the
enclosure was divided in two chambers separated by a narrow doorway (called a ‘twin-
compartment’ configuration). Figure 1.2 shows the layout of the experimental rig. The
CFD tool FLACS has mainly been developed for predicting the effects of explosions in
highly congested areas, where flow and flame front interactions with complex sub-grid
obstructions constitute the main flame acceleration mechanism. It is therefore a valu-
able exercise to analyse the performance of the model in enclosures with a low degree
of congestion, where other phenomena may govern the flame propagation and over-
pressure generation. Based on the analysis, Paper 1 suggests that model performance
may be improved by (1) introducing updated sub-grid models for the initial phase of
flame propagation, where intrinsic instabilities govern the flame acceleration, and (2)
by including the effect of instabilities developing on an accelerating flame front due
to the Rayleigh–Taylor instability. Furthermore, the results in Paper 1 suggest that (3)
changing how the combustion rate responds to the turbulence generated by flow through
vent openings may improve the representation of the explosion mechanisms. Chapter
4 expands on issues (1) and (3), while issue (2) is addressed in Chapter 5.

Figure 1.2: Sketch of the twin-compartment enclosure used for the experiments in Paper 1.

Chapter 4 and Paper 2 discuss how the models accounting for flame acceleration in
both the initial (quiescent) phase of a gas explosion and in the turbulent regime of com-
bustion can be improved. To support this investigation, Paper 2 presents results from
an extensive experimental campaign that was designed, performed and analysed as part
of the doctoral study. In this campaign, the effect of varying the fuel concentration
in a propane-air mixture, thus effectively changing the physicochemical properties of
the mixture in terms of the Markstein number, was explored for different flow regimes.
Two different rigs, one small-scale and one medium-scale, with various obstruction
configurations, were used for the experiments. Figure 1.3 and Figure 1.4 show the ex-
perimental setups used for the small-scale and medium-scale experiments, respectively.
Paper 2 compares the experimental results with model predictions from a development
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version of FLACS, where sub-grid models for premixed combustion developed as part
of the present doctoral study have been implemented. Chapter 4 significantly expands
on the theoretical background for this work.

Figure 1.3: Layout of small-scale experiments performed for Paper 2.

Figure 1.4: Layout of medium-scale experiments performed for Paper 2.

The general instability theory presented in Chapter 4 is also highly relevant for
analysing the findings of Paper 3 and Paper 4. These results are discussed in Chapter
5, which focuses on extrinsic effects, i.e. flame acceleration mechanisms triggered by
the presence of partial confinement, vent openings and obstacles. Chapter 5 addresses
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topics (iii) – (iv) from Section 1.4 in particular. For completeness, Chapter 5 also briefly
discusses Kelvin–Helmholtz and acoustic instability effects.

Although geometry-induced instabilities constitute powerful flame acceleration
mechanisms in gas explosions, previous studies of their explicit representation in the
CFD tool FLACS have been limited. For example, the Bénard–von Kármán instability
causes vortex shedding in bluff-body wakes for Reynolds numbers exceeding a certain
value. It is clear that these energetic, coherent structures will increase the flame surface
area and thus contribute to the flame acceleration downstream of obstacles (Arntzen,
1998; Kong, 1996; Kong and Sand, 1996). However, data relevant for transient, ex-
plosion driven flow past different types of bluff-bodies appear to be extremely scarce.
Therefore, for Paper 3, an experimental campaign was performed to investigate the
contribution of vortex shedding to the overpressure generation in gas explosions with
a single obstacle inserted. The baseline experimental configuration is shown in Figure
1.5. In addition to highlighting the importance of modelling this effect in the con-
sequence analysis, the results trigger the question of whether suppression of vortex
shedding could be used as a potential explosion mitigation method in process facilities.
This is discussed further in Chapter 5.

Figure 1.5: Baseline layout of the experiments performed for Paper 3.

Paper 1 suggests that model performance may be improved by including the effect
of the Rayleigh–Taylor instability in FLACS. To study this mechanism, Chapter 5 uses
the linear stability analysis describing the growth rate of intrinsic instabilities from
Chapter 4, and includes the effect of acceleration in the analysis. Furthermore, Chapter
5 develops a sub-grid model for the Rayleigh–Taylor instability for FLACS, based on
the linear stability analysis and the approaches proposed by Bauwens et al. (2009b,
2011, 2012).

The experimental campaign performed for Paper 4 of the present thesis involved in-
serting branches from different types of trees into an small-scale, open-ended channel
during a series of explosion experiments. The campaign applied the same small-scale
rig that was used for the experiments in Paper 2 and Paper 3 (cf. figures 1.3 and 1.5).
Figure 1.6 shows spruce branches, with and without needles, inserted in the experimen-
tal rig. The investigation in Paper 4 was motivated by a need for representing the effect
of vegetation on the flame acceleration in gas explosion simulations, identified in the af-
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(a) Spruce branch with needles. (b) Spruce branches without needles.

Figure 1.6: Spruce branches inserted in the experimental rig for Paper 4.

termath of the severe incident that occurred at the fuel storage depot Buncefield, UK, in
2005 (BMIIB, 2008). Here, the presence of vegetation is assumed to have caused flame
acceleration and significant overpressures. A two-stage research project was initiated
to investigate the explosion mechanism that led to the overpressure damage observed at
Buncefield (SCI, 2009, 2014). The project involved both medium-and large scale ex-
perimental campaigns, involving gas explosions in extensive regions with vegetation,
in addition to corresponding modelling work. Consequently, the experimental study
described in Paper 4 was conducted to support the development of a general sub-grid
modelling approach to account for vegetation in industrial-scale gas explosions. Chap-
ter 5 elaborates on the findings of Paper 4.

In order to investigate the performance of key sub-grid models developed as part of
the present doctoral study, Chapter 6 presents updated simulation results for two experi-
mental campaigns conducted in vented enclosures, as well as one campaign performed
in a full-scale offshore module. The experiments from Paper 1 are revisited. These
campaigns were performed by other research groups, i.e. not as part of the present doc-
toral study. Finally, Chapter 7 summarises the main results from the doctoral study,
while Chapter 8 includes suggestions for further work.

Appendix A provides an overview of the numerical methods that are used to solve
the equations in Chapter 2, Appendix B includes additional details about the experi-
ments, Appendix C describes the wall functions that are used in FLACS, while the last
chapter contains the four scientific publications associated with the dissertation.
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Chapter 2

Governing equations

This chapter describes the governing equations and thermodynamic relations used for
modelling premixed combustion in the CFD tool FLACS (Gexcon, 2016). The chapter
provides a reference for the subsequent chapters, where modelling approaches to ac-
count for various flame acceleration mechanisms in gas explosions are discussed and
developed. Sections 2.1 – 2.9 present key assumptions that are applied by the model,
and aim to connect the modelling approaches in FLACS with the general literature on
reactive flow. Finally, Section 2.10 summarises the averaged partial differential equa-
tions (PDEs) that are discretised and solved in the CFD model. The discretisation and
solution processes are described in Appendix A.

2.1 Definitions and thermodynamic relations for reacting flow

A generalised global reaction equation representing the combustion reaction between a
fuel F and an oxidiser O to produce a mixture of combustion products, can be expressed
as

υFF +υOO → Products , (2.1)

where υF and υO are the reaction coefficients of the fuel and oxidiser, respectively. In a
stoichiometric mixture, υF and υO assume values that theoretically lead to a complete
consumption of both fuel and oxidiser.

Chemically reacting flow will in general involve multiple components that must be
accounted for individually. The mole fraction Xk of the kth species is the ratio of the
number of moles of species k in a volume V to the total number of moles of all species
in V . The mixture’s average molecular weight is defined as

M =
N

∑
k=1

XkMk , (2.2)

where Mk is the molecular weight of species k = 1, ...,N, and N is the total number of
species. The mass fraction Yk of the kth species in V can be related to the mole fractions
and the molecular weights as

Yk =
XkMk

M
. (2.3)
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The equivalence ratio φ is commonly used to characterise mixtures of a flammable gas
and oxidiser, and can be defined as

φ =

(
YF

YO

)/(
YF

YO

)

stoich
, (2.4)

where YF and YO are the mass fractions of fuel and oxidiser, respectively, and
(YF/YO)stoich is the mass fraction ratio of the corresponding stoichiometric mixture.
It follows that fuel-rich mixtures (φ > 1), will have an excess of fuel, while fuel-lean
mixtures (φ < 1) will have an excess of oxidiser in the combustion reaction.

An equation of state is needed to relate the density ρ to the pressure p and the
absolute temperature T . In FLACS, the ideal gas law is used for modelling premixed
combustion,

pM = ρRT , (2.5)

where R is the ideal gas constant
(
R= 8.314 J mol−1 K−1

)
. The ideal gas law neglects

the space occupied by the molecules in the gas, assuming that the average distance
between molecules is much larger than their size. Furthermore, any interaction between
gas particles is neglected. In the following, the ideal gas law is assumed applicable for
the ranges of pressures and temperatures that normally are encountered in industrial-
scale gas explosions (Kuo and Acharya, 2012).

The static enthalpy h, related to the internal energy e by e = h− p/ρ , is used in the
energy conservation equation in FLACS (cf. Section 2.5). The static specific enthalpy
can be expressed as

h =
N

∑
k=1

Ykhk =
N

∑
k=1

Yk

∫ T

T0

cp,k(T
∗)dT ∗+

N

∑
k=1

h0
f ,kYk , (2.6)

where cp,k is the specific heat capacity for species k defined at constant pressure and
h0

f ,k is the standard enthalpy of formation, i.e. the enthalpy required to form 1 kg of
species k at the reference temperature T0 = 298 K and p = 1 bar. The first and second
term on the right hand side of Equation (2.6) are the sensible and chemical enthalpy

of the mixture, respectively (Lieuwen, 2012; Poinsot and Veynante, 2011). The total

enthalpy ht also includes kinetic energy, and is defined as

ht = h+
|u|2

2
, (2.7)

where u is the velocity vector.
In FLACS, the initial enthalpy h is computed from Equation (2.6) using tabulated

values of the standard enthalpy of formation h0
f ,k, and assuming a linear dependence of

cp,k on T . The temperature in the combustion products can be computed from Equation
(2.6) by assuming that the enthalpy h does not change from reactants to products (War-
natz et al., 2006). The combustion products in FLACS will include several species,
depending on the fuel type. According to the analysis by Arntzen (1998), the mass
fraction of each species is estimated using a set of equilibrium constants for the rele-
vant chemical reactions, depending on the equivalence ratio φ of the mixture. Arntzen
(1998) presents further details on the computation of the expansion ratio σ = ρu/ρb

of the fuel-oxidiser mixture, where ρu and ρb are the densities of the unburnt reactants
and combustion products, respectively.
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2.2 The porosity/distributed resistance (PDR) concept

Figure 2.1 shows the computational grid arrangement in FLACS in the x1x2-plane, il-
lustrating the staggered grid for velocity components (u1 and u2 are the velocity compo-
nents in the x1- and x2-directions, respectively) and the cell-centred position for scalar
variables (e.g. density ρ , pressure p and temperature T ). The three-dimensional grid
cells are denoted control volumes (CVs). The computational grid is revisited in Section
A.1.

•

|

|
ρ, p,T

u2

u1 − −

↑

→

x2

x1

Figure 2.1: Staggered Cartesian grid arrangement in FLACS, horizontal view.

Using the porosity/distributed resistance (PDR) formulation (Hjertager, 1986), each
of the terms in the governing equations is integrated over the part of the control volume
that is unblocked, i.e. containing fluid. A volume porosity βv, denoting the ratio of
open volume to the total volume of each grid cell, is defined at the cell-centred point
in Figure 2.1. The surface area porosity βi j is a second-order tensor, representing
the porosity in the ith direction for fluid flow in the jth direction. For flow around
objects immersed in fluid, where the objects are all aligned with the main coordinates,
the area porosity tensor βi j can be assumed diagonal (Bakke, 1986). The non-zero
diagonal components β j j are defined as the ratio of the projected open area between
two neighbouring cell centres to the total area of the respective control volume face in
the jth direction. In the following, β j j is simply written β j, and is excluded from the
Einstein summation convention in the partial differential equations. The flux terms in
the governing equations are weighted against the area porosities β j.

Using Gauss’ divergence theorem to write the fluxes in terms of a volume integral
instead of a surface integral, the integrated conservation equation for the general vari-
able Φ can be written as

∫

VCV

∂

∂ t
(βvρΦ)dV +

∫

VCV

[
∂

∂x j
(β jρΦu j)−

∂

∂x j

(
β jρDΦ

∂Φ

∂x j

)]
dV =

∫

VCV

βv (SΦ −RΦ)dV , (2.8)

where u j is the jth velocity component, DΦ is a diffusion coefficient, SΦ is the source
term for Φ, and RΦ represents additional resistance, additional mixing, and/or addi-
tional heat transfer caused by solid obstructions in the flow. The porosities β j and βv are
computed with a pre-processor prior to solving the partial differential equations. The
lumped effects of geometry on all spatial scales are taken into account partly through
β j and βv, and partly by RΦ.
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In the CFD model, the equations are averaged before they are discretised and
solved, and the density-weighted diffusion coefficient ρDΦ in Equation (2.8) is re-
placed by an effective turbulence diffusion coefficient ΓΦ. The averaging procedure is
defined in Section 2.8. The specific conservation equations are discussed below, on
differential (rather than integral) form.

2.3 Conservation of mass

The continuity equation describes the overall conservation of mass, relating the fluid
density to the velocity by

∂

∂ t
(βvρ)+

∂

∂x j
(β jρu j) =

ṁ

V
, (2.9)

where the source term on the right hand side accounts for mass that is added to or taken
out of the simulation domain.

2.4 Conservation of momentum

The momentum equations express Newton’s second law of motion for continuous fluids
(Lieuwen, 2012). The conservation of momentum is described by

∂

∂ t
(βvρui)+

∂

∂x j
(β jρuiu j) =− ∂

∂x j
(βv pδi j)+

∂

∂x j
(β jΩi j) +

∂

∂x j
(βvθi j)+Fo,i

+βv (ρ −ρ0)gi , (2.10)

where gi is the ith component of the gravity vector. The fluid is assumed to be isotropic,
and the viscous stress tensor τi j =Ωi j+θi j is assumed to be proportional to the velocity
gradients (Newtonian fluid):

Ωi j = µ

(
∂ui

∂x j
+

∂u j

∂xi

)
, (2.11)

θi j =

(
µB −

2
3

µ

)
∂uk

∂xk

δi j , (2.12)

where µ is the dynamic molecular viscosity and δi j is the Kronecker delta. Equa-
tion (2.11) represents the deformation by shear stresses (tangential stresses) that change
the shape of a material volume without changing the volume. Equation (2.12) repre-
sents normal stresses that will change the volume of a material volume without chang-
ing the shape (Anderson, 1995). The bulk viscosity µB accounts for viscous dissipation
due to normal stresses, occurring when a fluid expands (Warnatz et al., 2006). In the
following, µB is assumed to be negligible (the Stokes hypothesis). The source term Fo,i

represents the resistance (drag force per volume) due to sub-grid obstructions

Fo,i =−1
2

ρCD
A

V
ui |ui| , (2.13)



2.5 Conservation of energy 19

where CD is a drag coefficient, A is an effective drag area based on the area blockage
(1−βi), and V is the volume of the control volume (Hoerner, 1965). The last term of
Equation (2.10) accounts for the effect of buoyancy. Additional terms that appear in the
momentum equation after averaging and accounting for turbulence effects are treated
in Section 2.8.

2.5 Conservation of energy

The general conservation equation for the static enthalpy h can be written as

∂

∂ t
(βvρh)+

∂

∂x j
(β jρhu j) = βv

Dp

Dt
− ∂

∂x j
(β jq j)+β jτi j

∂ui

∂x j
+

Q̇

V
+βvρ

N

∑
k=1

Yk fk, jvk, j ,

(2.14)
where Dp/Dt accounts for pressure work, q j is the energy flux, τi j∂ui/∂x j represents
the heat produced by viscous friction, Q̇/V is a heat rate source term (e.g. accounting
for heat transferred by radiation) and ρ ∑N

k=1Yk fk, jvk, j accounts for the power produced
by body forces fk, j in the jth direction on species k (Poinsot and Veynante, 2011). Here,
vk, j is a diffusion speed for species k in the jth direction. The latter term of Equation
(2.14) can be set to zero if gravity is the only external body force – this term is therefore
omitted. Furthermore, the effect of viscous friction in Equation (2.14), represented by
β jτi j∂ui/∂x j, is assumed to be negligible. By assuming that q j can be expressed in
terms of the enthalpy gradient and a thermal diffusivity Dth, the enthalpy equation can
be written as

∂

∂ t
(βvρh)+

∂

∂x j
(β jρhu j) =

∂

∂x j

(
β jρDth

∂h

∂x j

)
+βv

Dp

Dt
+

Q̇

V
. (2.15)

2.6 Conservation of species mass

If a fluid consists of several species in the same phase, the conservation of the mass
fraction Yk of species k = 1, ...,N, can be written as

∂

∂ t
(βvρYk)+

∂

∂x j
(β jρYku j) =

∂

∂x j

(
−β jρYkvk, j

)
+βvẇk , (2.16)

where ẇk is the consumption or creation rate of species k and vk, j is a diffusion speed
for species k in the jth direction. The mass diffusion term −ρYkvk, j can be modelled
by Fick’s law

−ρYkvk, j = ρDk
∂Yk

∂x j
, (2.17)

where Dk is the mass diffusivity for the kth species, assuming that the Soret effect,
pressure diffusion and body force effects can be neglected (Hirschfelder et al., 1964;
Poinsot and Veynante, 2011). Hence, Equation (2.16) states that the time rate of change
of the mass of species k inside a fixed volume equals the convective and diffusive flux
in or out of the volume, in addition to the generation or consumption of the species by
chemical reactions.
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The source term ẇk represents the consumption or creation rate of species k, and
would strictly require the construction and validation of complex chemical schemes,
involving a large number of species and reactions (Poinsot and Veynante, 2011). It is
presently not considered feasible to undertake this rigorous procedure for modelling
industrial-scale gas explosions for use in QRA studies. Chapter 3 describes the simpli-
fied approach that the CFD tool FLACS applies to model this term.

In the FLACS PDE solver for premixed combustion, N = 3, where N is the total
number of species. In other words, the premixed reactants, the combustion products and
the surrounding atmosphere (which may theoretically contain a flammable, premixed
component) are accounted for separately. The fuel mass fraction YF in the premixed
cloud is defined as a single species according to

∂

∂ t
(βvρYF)+

∂

∂x j
(β jρYFu j) =

∂

∂x j

(
β jρDYF

∂YF

∂x j

)
+βvẇF . (2.18)

The mass fraction of oxidiser YO can be derived from YF , and the initially defined fuel
type, oxidiser composition and stoichiometry of the premixed gas cloud. Accounting
for N = 3 species requires (N − 1) = 2 equations. The additional equation that is re-
quired is a conservation equation for the mixture fraction.

2.7 Conservation of mixture fraction

The mixture fraction ξ takes a value between 0 and 1, and defines the degree of mix-
ing between two well-defined states. For gas explosion simulations performed with
FLACS, the mixture fraction denotes the degree of mixing between two pre-defined
gas compositions – representing the premixed fuel-oxidiser component and the sur-
rounding atmosphere, respectively. The conservation equation for the mixture fraction
does not involve any source terms, and can be written as

∂

∂ t
(βvρξ )+

∂

∂x j
(β jρξ u j) =

∂

∂x j

(
β jρDξ

∂ξ

∂x j

)
, (2.19)

where Dξ is the diffusion coefficient for ξ .

2.8 Modelling the effect of turbulence

The Reynolds number Re =UL/ν , where U is a characteristic velocity, L is a charac-
teristic length scale, and ν is the kinematic viscosity, measures the relative importance
of inertial forces compared to viscous forces in the flow. At a certain critical Reynolds
number, inertial forces create shear instabilities in the flow that cannot be dampened by
viscous forces, and the flow becomes turbulent. Below the critical Reynolds number,
the fluid moves in stable, side-by-side layers. This is the laminar flow regime. Tur-
bulent flows are irregular and chaotic, characterised by vortices over a range of spatial
scales, from those comparable to the geometric extent of the configuration, down to
scales where viscous forces dominate.
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The largest eddies are dominated by inertial effects, drawing energy from the mean
flow. The turbulence eddies that are slightly smaller are stretched by the larger struc-
tures. In this manner, kinetic energy is transferred from larger to smaller scales. This
energy cascade continues until the vortices are on the Kolmogorov microscale η , where
viscous stresses dominate and the kinetic energy dissipates to thermal energy. Overall,
turbulent flows are characterised by higher energy dissipation and increased mixing
rates, compared to laminar flow (Versteeg and Malalasekera, 2007).

The vortices result in fluctuations in the flow variables. Therefore, turbulence can
be described in terms of the mean values of the flow variables, together with the sta-
tistical characteristics of the fluctuations. In order to model the effect of turbulence
fluctuations, Reynolds (1895) suggested to split all instantaneous variables Φ into their
mean value Φ and a separate term representing the fluctuation, Φ′, e.g. ui = ui + u′i .
The mean value Φ can for example be defined as averaged in time

Φ =
1
∆t

∫ t+ 1
2 ∆t

t− 1
2 ∆t

Φ(t)dt ,

where ∆t is larger than the time scale of the fluctuation, and smaller than the time scale
of variations in the mean field. Alternatively, Φ can be defined as the expected value
from a probability density function f (Φ)

Φ =
∫ ∞

−∞
c f (c)dc . (2.20)

For modelling varying density flows it is customary to use Favre averaging (Favre,
1965),

Φi = Φ̃i +Φ′′
i , (2.21)

where

Φ̃i =
ρΦi

ρ
. (2.22)

This approach is used in FLACS, since combustion problems in general involve signif-
icant changes of density in the flow.

Averaging the governing equations introduces additional unknowns on the form
ρΦ′′u′′i , requiring additional equations for the system to be closed. This is generally
referred to as the turbulence closure problem. For example, the averaged momentum
equations may be written as

∂

∂ t
(βvρ ũi)+

∂

∂x j
(β jρ ũiũ j) =− ∂

∂x j
(βv pδi j)+βv (ρ −ρ0)gi

+
∂

∂x j

(
β j

[
τi j −ρu′′i u′′j

])
. (2.23)

The term −ρu′′i u′′j in Equation (2.23) has the same dimensions as the viscous stress
tensor τi j in the momentum equation. The additional terms are therefore often called
Reynolds stresses. They can be modelled in a manner analogous to τi j, which is as-
sumed to be proportional to the velocity gradients (ref. Equations (2.11) and (2.12)).
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Similarly, −ρu′′i u′′j can be related to the flow strain by introducing a turbulent dynamic

viscosity, or eddy viscosity, µT (Boussinesq, 1877) according to

−ρu′′i u′′j = µT

(
∂ ũi

∂x j
+

∂ ũ j

∂xi

)
− 2

3

(
ρ k̃+µT

∂ ũl

∂xl

)
δi j , (2.24)

where k̃ is the Favre-averaged turbulence kinetic energy (to be defined in the following).
In Equation (2.24), µT has the dimension of viscosity. In analogy to the model for
molecular viscosity, the turbulent dynamic viscosity µT can be modelled as the product
of a turbulence velocity scale U and a length scale characteristic of the larger, more
energetic eddies ℓ, i.e. µT ∼ ρ ℓ U. Consequently, µT will be a property of the flow
and not the fluid itself (Ertesvåg, 2000).

FLACS uses the ‘standard’ k−ε model (Launder and Spalding, 1974) to model tur-
bulence, solving conservation equations for the turbulence kinetic energy k = 1/2 ũ′′i u′′i ,
and its rate of dissipation ε =Cµk3/2/ℓ. Here, u′′i is the ith component of the turbulence
velocity fluctuation, ℓ is a turbulence length scale, and Cµ is a model constant, deter-
mined empirically. In the k−ε model, ε can be viewed as an expression for the energy
transfer from larger to smaller eddies. The expression for the dissipation rate ε can be
derived from dimensional analysis, or by using physical arguments, looking at the en-
ergy loss from the drag force working on a "turbulence ball" on the order of ℓ and a
velocity on the order of u′′ relative to the mean flow (Prandtl, 1945). Using k1/2 ∼ u′′i ,
the turbulence viscosity µT is related to k and ε as

µT = ρ ℓ U= ρ

(
Cµ

k

ε
k1/2

)
k1/2 = ρCµ

k2

ε
. (2.25)

Scalar turbulence transport (e.g. in the equations for h̃, ξ̃ , ỸF , etc.) are modelled in
a similar way as for the momentum equation, by introducing a turbulence diffusivity
in addition to the molecular diffusivity. The turbulence diffusivity can be set propor-
tional to the eddy viscosity µT with a set of turbulence Prandtl/Schmidt numbers, σΦ,
cf. Table 2.1. The eddy viscosity is written together with the molecular viscosity in the
governing equations by introducing an effective dynamic viscosity µeff = µ + µT . Av-
eraging the sink term due to chemical reactions, ẇF , in the conservation equation for
the fuel mass fraction, ỸF , (cf. Equation (2.18)), however, is not straightforward. This
term requires additional modelling. Chapter 3 presents the approach used in FLACS;
its description is therefore omitted here.

2.9 Turbulence kinetic energy k and its rate of dissipation ε

Conservation equations are defined and solved in FLACS for the Favre-averaged turbu-
lence kinetic energy k̃ and its dissipation rate ε̃ according to the ‘standard’ k−ε model
(Launder and Spalding, 1974)

∂

∂ t

(
βvρ k̃

)
+

∂

∂x j

(
β jρ k̃ũ j

)
=

∂

∂x j

(
β j

µeff

σk

∂ k̃

∂x j

)
+βvPk −βvρε̃ and (2.26)
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∂

∂ t
(βvρε̃)+

∂

∂x j
(β jρε̃ ũ j) =

∂

∂x j

(
β j

µeff

σε

∂ ε̃

∂x j

)
+βvPε −C2εβvρ

ε̃2

k̃
, (2.27)

where σk and σε are turbulence Prandtl/Schmidt numbers defined in Table 2.1 and Pk

and Pε represent the production of turbulence kinetic energy and production of dissipa-
tion rate of turbulence kinetic energy, respectively. Table 2.2 summarises the values for
the model constants in the ‘standard’ k− ε model (Launder and Spalding, 1974). The
modelled Pk is given by

Pk = Gs +Gw +Gb +Go , (2.28)

where Gs,Gw,Gb and Go are terms contributing to turbulence generation due to fluid-
shear, wall-shear, buoyancy and sub-grid obstructions, respectively.

An exact equation for the turbulence kinetic energy k can be obtained from Equa-
tion (2.10). The model term for turbulence generation due to fluid-shear appearing in
Equation (2.28), Gs , has been derived from the production term in the exact equation
for k:

ρ (Pk)exact =−ρu′′i u′′j
∂ ũi

∂x j
. (2.29)

Replacing the Reynolds stresses with the Boussinesq expression from Equation (2.24)
leads to

Gs = µT

(
∂ ũi

∂x j
+

∂ ũ j

∂xi

)
∂ ũi

∂x j
− 2

3

(
ρ k̃+µT

∂ ũk

∂xk

)
∂ ũi

∂xi
. (2.30)

The production term accounting for wall-shear Gw is given by wall functions, detailed
in Appendix C. The turbulence production due to buoyancy is modelled as

Gb =− 1
ρ

µeff

σb

gi
∂ρ

∂xi
, (2.31)

where σb is given the value 0.9.
The term Go in Equation (2.28) accounts for turbulence generation due to sub-grid

objects, as these are otherwise not “seen” by the turbulence model. Modelling sub-
grid turbulence generation is crucial for representing industrial-scale explosions on a
relatively coarse grid (Arntzen, 1998). Following Sha and Launder (1979), Go can be
expressed as

Go =Coβvρ |ũ| ũ2
jo j , (2.32)

where Co is a model constant specific to FLACS and o j is a parameter that de-
pends on the position, shape and size of the sub-grid object in the control volume
(Narasimhamurthy et al., 2015). With reference to Equation (2.13), a physical interpre-
tation of Go relates it to the energy loss due to sub-grid drag in the momentum equation
(Popat et al., 1996). In Equation (2.27), the production of ε is modelled as

Pε =C1ε
ε̃

k̃
Pk (1+C3εBε) , (2.33)

where Bε is a term accounting for the effect of buoyancy, and C1ε and C3ε are listed in
Table 2.2.
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Table 2.1: Turbulence Prandtl/Schmidt numbers.

σk σε σh σYF
σξ σb

1.0 1.3 0.7 0.7 0.7 0.9

Table 2.2: Model constants in the ‘standard’ k− ε model.

Cµ C1ε C2ε C3ε

0.09 1.44 1.92 0.8

2.10 The Favre-averaged governing equations in FLACS

This section summarises the equations from sections 2.3 – 2.9, after the Favre-

averaging and including the effect of turbulent mixing. Tables 2.1 and 2.2 summarise
the values of the model constants in the ‘standard’ k − ε model and the turbulence
Prandtl/Schmidt numbers used in the equations, respectively. In the following, βv is the
volume porosity and β j denotes the area porosity in the jth direction (cf. Section 2.2).

The continuity equation describes the conservation of mass:

∂

∂ t
(βvρ)+

∂

∂x j
(β jρ ũ j) =

ṁ

V
. (2.34)

The conservation of momentum is expressed by

∂

∂ t
(βvρ ũi)+

∂

∂x j
(β jρ ũiũ j) =− ∂

∂x j
(βv pδi j)+

∂

∂x j

(
β jΩi j

)
+

∂

∂x j

(
βvθ i j

)
+Fo,i

+Fw,i +βv (ρ −ρ0)gi , (2.35)

where

Ωi j = µeff

(
∂ ũi

∂x j
+

∂ ũ j

∂xi

)
(2.36)

θ i j =−2
3

(
ρ k̃+µeff

∂ ũk

∂xk

)
δi j , (2.37)

and

µeff = µ +ρCµ
k̃2

ε̃
. (2.38)

The source term Fo,i represents the resistance (drag force per volume) due to sub-grid
obstructions:

Fo,i =−1
2

ρCD
A

V
ũi |ũi| . (2.39)

The term Fw,i represents the resistance (drag force per volume) due to walls, cf. Ap-
pendix C. The last term in Equation (2.35), βv (ρ −ρ0)gi, accounts for the effect of
buoyancy.
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The energy equation represents the conservation of static enthalpy h as

∂

∂ t

(
βvρ h̃

)
+

∂

∂x j

(
β jρ h̃ũ j

)
=

∂

∂x j

(
β j

µeff

σh

∂ h̃

∂x j

)
+βv

Dp

Dt
+

Q̇

V
, (2.40)

where Dp/Dt accounts for pressure work and Q̇/V is the heat source term (e.g. from
radiation).

The degree of mixing between an initially defined gas cloud and the surrounding
atmosphere is tracked with the mixture fraction ξ̃ ,

∂

∂ t

(
βvρξ̃

)
+

∂

∂x j

(
β jρξ̃ ũ j

)
=

∂

∂x j

(
β j

µeff

σξ

∂ ξ̃

∂x j

)
. (2.41)

Convection, diffusion and consumption of premixed reactants are represented by the
conservation equation for the mass fraction of fuel ỸF ,

∂

∂ t

(
βvρỸF

)
+

∂

∂x j

(
β jρỸF ũ j

)
=

∂

∂x j

(
β j

µeff

σF

∂ỸF

∂x j

)
+βv

˜̇wF , (2.42)

where ˜̇wF is the Favre-averaged fuel reaction rate. The modelling of ˜̇wF and µeff/σF in
the flame zone is described and discussed in Chapter 3.

Turbulence is modelled by the ‘standard’ k−ε model (Launder and Spalding, 1974),
solving individual transport equations for the turbulence kinetic energy k̃ and its dissi-
pation rate ε̃ , cf. equations (2.26) and (2.27). Appendix C describes the wall functions.
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Chapter 3

Framework for premixed combustion modelling

In order to address the research question "how can the sub-grid representation of flame

acceleration mechanisms due to instability effects and flow past obstructed regions be

improved in a CFD tool used for consequence assessment of gas explosions?", it is es-
sential to establish the assumptions behind the modelling approach for premixed com-
bustion. This chapter gives an overview of the framework that the CFD tool FLACS
(Gexcon, 2016) applies for simulating industrial-scale gas explosions. The discussions
related to model developments and results in the subsequent chapters build on the the-
ory presented here.

3.1 Premixed combustion modelling

One of the main challenges in the modelling of turbulent premixed combustion is to rep-
resent the Favre-averaged sink term accounting for consumption of fuel due to chemical
reaction, ˜̇wF , in the conservation equation for the Favre-averaged fuel mass fraction ỸF

(Lipatnikov and Chomiak, 2002):

∂

∂ t

(
βvρỸF

)
+

∂

∂x j

(
β jρỸF ũ j

)
=

∂

∂x j

(
β j

µeff

σF

∂ỸF

∂x j

)
+βv

˜̇wF . (3.1)

The derivation of Equation (3.1) from the general principles of species mass conserva-
tion, cf. Equation (2.16), is presented in Section 2.6. The rate ẇk in Equation (2.16)
is the sum of rates ẇk, j, j = 1, ...,N, for a system of N reactions, and involves an ex-
ponential function of the temperature through the empirical Arrhenius rate law for the
forward or reverse reaction rate for the jth reaction according to

D f j = A f jT
b j exp

(
−Ta j

T

)
and Dr j = Ar jT

b j exp

(
−Ta j

T

)
. (3.2)

In Equation (3.2), D f j is the forward reaction rate, Dr j is the reverse reaction rate, A f j,
Ar j and b j are reaction constants, and Ta j is the activation temperature for reaction j.

Due to the highly non-linear nature of ẇF , it is not straightforward to estimate this
term using mean values. Instead, closure is normally obtained by physical analysis
(Poinsot and Veynante, 2011). To formulate a model for ˜̇wF , it is relevant to study the
temporal and spatial scales of the chemical reactions relative to those of the turbulence.
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3.1.1 Mixture reactivity

According to Bray (1990), the laminar burning velocity ul can be defined as “...the

speed at which a planar, unstretched, steadily propagating laminar flame moves, in a

direction directly perpendicular to itself, into a stationary combustible mixture...”. The
laminar burning velocity can be determined by either experimental or numerical study,
the latter by using complex chemistry models with extensive reaction mechanisms.
FLACS does not perform complex chemistry computations as part of the simulation,
but uses a library of laminar burning velocities from the literature to represent ul .

The measured laminar burning velocity for a specific mixture must be corrected for
stretch effects to obtain ul . Early measurements of laminar burning velocities showed a
significant degree of scatter, up to ±0.1 m/s for methane in air at atmospheric pressure
(Ranzi et al., 2012). After the role of flame stretch was recognized (Wu and Law,
1985), and non-linear effects were understood (Kelley and Law, 2009; Wang et al.,
2009), correction methods lead to more consistent data. Although the scatter in the
laminar burning velocities determined by different procedures and research groups has
been significantly reduced over the last decades, some uncertainty remains. Ranzi et al.
(2012) present recent values for the laminar burning velocity for a range of mixtures.
For example, methane and propane premixed with air to an equivalence ratio of 1.1,
burning at atmospheric pressure and an ambient temperature of 298 K, show a scatter
of approximately ±0.02 m/s for methane and ±0.01 m/s for propane. These estimates
are based on data from (Bosschaart and de Goey, 2004; Gu et al., 2000; Halter et al.,
2010; Hassan et al., 1998; Jomaas et al., 2005; Park et al., 2011; Rozenchan et al., 2002;
Vagelopoulos and Egolfopoulos, 1998).

Laminar flame propagation is controlled by the molecular transport of energy and
species. Hence, ul can be regarded as a fundamental property of a fuel-oxidiser mixture,
representing the mixture’s overall reactivity, diffusivity and exothermicity. A laminar
flame consists of a preheat zone, where reactants are heated, and a reaction zone, where
the main chemical reactions take place. The preheat zone is often assumed to be ap-
proximately 10 times thicker than the reaction zone (Peters, 2013). The laminar flame

thickness δl can be approximated by ν/ul , where ν is the kinematic viscosity. The
laminar burning velocity ul and the laminar flame thickness δl are commonly used to
represent the characteristic temporal and spatial scales of the chemical reactions.

3.1.2 Regimes of premixed combustion

The combustion model in the CFD tool FLACS applies the flamelet concept to repre-
sent premixed combustion in gas explosions. This approach provides the basis for the
development of sub-grid models in the present thesis.

The flamelet concept assumes that turbulent premixed combustion can be repre-
sented by an array of laminar flame structures with a finite thickness δl embedded in
a turbulent flow field. The assumption is only strictly valid for the turbulence regimes
where δl is smaller than or equal to the eddies on the Kolmogorov microscale η , as the
turbulence structures are unable to interact with the internal flame structure. This limit
is termed the Klimov–Williams criterion.

Figure 3.1 illustrates the regimes of turbulent premixed combustion in the Borghi
diagram (Borghi, 1984), following the presentation by Peters (2013). The dashed line
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Figure 3.1: Regimes of premixed combustion.

marked "ReT = 1" represents a turbulence Reynolds number ReT = u′ℓI/ν of 1, where
u′ is the turbulence velocity fluctuation and ℓI is the integral length scale. This line
marks the boundary between turbulent and laminar flow. Based on empirical observa-
tions, the integral length scale of turbulence can be approximated by (Bradley et al.,
2011c)

ℓI ≈ 0.51
k3/2

ε
. (3.3)

A turbulence length scale ℓ can be derived from the k-ε model (cf. sections 2.8 and 2.9
according to

ℓ= 0.09
k3/2

ε
. (3.4)

The stretch rate that the turbulence induces on the flame surface, i.e. the change in
flame surface area A f per surface area element per time, 1/A f

(
dA f/dt

)
, significantly

affects the local burning rate, and must therefore be accounted for. The Eulerian root
mean square strain rate u′/ℓλ , where ℓλ is the Taylor microscale, can be used to ap-
proximate the stretch rate on a flame surface element in isotropic turbulence (Batch-
elor, 1952). Furthermore, the relationship between u′/ℓλ and the mass specific rate
of energy dissipation for isotropic homogeneous turbulence, ε , can be expressed as√

ε/ν =
√

15u′/ℓλ . The integral length scale ℓI can be related to the Taylor microscale
ℓλ by an empirical parameter A = 16 (Bradley et al., 2011c), according to

ℓ2
λ

ℓI
=

Aν

u′
. (3.5)
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The Karlovitz stretch factor K used for turbulent premixed combustion expresses
the stretch rate on an randomly orientated surface in isotropic turbulence normalised
by the chemical timescale according to

K =
u′

ℓλ

δl

ul

. (3.6)

The Karlovitz number Ka represents the ratio between the chemical timescale and the
timescale of the Kolmogorov microscale eddies according to

Ka =
( ε

ν

) 1
2 δl

ul

. (3.7)

Ka and K can be reformulated in terms of the variables of the Borghi diagram, u′/ul

and ℓI/δl , as

Ka =
√

0.51

(
3
2

) 3
4
(

u′

ul

) 3
2
(
ℓI

δl

)− 1
2

, (3.8)

K =
1√
16

(
u′

ul

) 3
2
(
ℓI

δl

)− 1
2

. (3.9)

It is clear that the lines of constant Ka and constant K will be parallel in the Borghi
diagram. Figure 3.1 shows lines of selected constant Ka and K.

The Klimov–Williams criterion is satisfied in the wrinkled flamelets and the corru-

gated flamelets regime (Ka ≤ 1 or K ≤ 0.258 in Figure 3.1). The Kolmogorov scale
eddies are able to penetrate neither the preheat zone nor the reaction zone. In the wrin-
kled flamelets regime, the turbulence velocity fluctuation u′ is smaller than or equal
to the laminar burning velocity ul , so laminar burning and flame instabilities dominate
over the corrugating effect of turbulence. While the Kolmogorov eddies are still unable
to perturb the flame structure in the corrugated flamelets regime, the turbulence inten-
sity is higher, and the eddies with a turn-over velocity larger than the laminar burning
velocity will corrugate the flame front significantly. The eddies on the Gibson scale
ℓG = u3

l /ε have a turnover velocity of the laminar burning velocity, and are therefore
the smallest eddies that can interact with and wrinkle the laminar flamelets (Peters,
1988).

In the thin reaction zones regime, the Kolmogorov eddies penetrate the flame pre-
heat zone, while the reaction zone remains thin. The line Ka = 100 in Figure 3.1 marks
the upper boundary of the thin reaction zones regime if the reaction zone is assumed to
be 1/10 of the total flame thickness.

Several researchers have proposed that the Klimov–Williams criterion for applying
the flamelet approach may be overly strict (Bradley, 1992). Poinsot et al. (1991) pre-
sented direct numerical simulations suggesting that flamelet modelling gives reasonable
results approximately up to the boundary between the thin reaction zones regime and
the broken reaction zones regime (see Figure 3.1). In the broken reaction zones regime,
the Kolmogorov eddies penetrate and distort the reaction zone itself, and quenching
of the flame due to high turbulence levels will start to occur. Williams (1976) pointed
out that for fixed turbulence intensities and flame speeds, large length scales – such
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as those encountered in industrial-scale gas explosions – lead to a better fit with the
flamelet approach.

In summary, the flamelet assumption may be considered representative for a wide
range of turbulence levels if the possibility of flamelet quenching is accounted for. The
CFD tool FLACS uses the concept to model gas explosion scenarios where premixed
combustion frequently transitions from the laminar regime, through the wrinkled and
corrugated flamelet regimes, to the regime assuming thin reaction zones and, eventu-
ally, quenching of flamelets due to high stretch rates.

3.1.3 The progress variable

In the flamelet regimes, it can be assumed that a single progress variable can represent
the change of all scalars of the flow across the reaction- and preheat zone. The progress
variable c varies from 0 in the reactants to 1 in the burnt products, and can be defined
e.g. in terms of the temperature, according to

T = Tu + c(Tb −Tu) ,

where the subscript u denotes the unburnt mixture, and b the burnt products. Alterna-
tively, any appropriate scalar can be tracked (Warnatz et al., 2006). Solving for the fuel
mass fraction ỸF in Equation (3.1) is in principle equivalent to tracking the progress
variable, as

c̃ = 1− ỸF

YF0
, (3.10)

where YF0 is the fuel mass fraction that was initially available in the specific control
volume.

3.2 Premixed combustion modelling in FLACS

The modelling approach for premixed combustion in FLACS involves both the dif-
fusion coefficient µeff/σF and the source term ˜̇wF in Equation (3.1). The numerical
representation of the flame zone is separated from the modelling of the burning veloc-
ity.

3.2.1 Numerical representation of the flame zone

The flame model, denoted the β model by Arntzen (1998), defines the criteria for com-
bustion and the spatial distribution of reaction rate across the numerical flame zone.
The model defines the diffusion coefficient and the reaction rate in Equation (3.1) from
an input burning velocity s. In the following, the flame model equations are rewritten
in terms of the progress variable c̃ rather than the fuel mass fraction ỸF , since the anal-
ysis by Arntzen (1998) was performed for the progress variable. For implementation in
FLACS, the equations are written to be consistent with the diffusion and reaction rate
in Equation (3.1).
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The reaction rate for the progress variable ˜̇wc =−˜̇wF/YF0 is expressed as a function
of c̃ according to

˜̇wc = ρWmin(c̃,9(1− c̃)) , (3.11)

where the reaction rate coefficient W is given as

W =Cβw

s

∆
. (3.12)

Here, Cβw is a model constant, s is the burning velocity, and ∆ is the control volume
length in the direction of flame propagation.

The reaction rate ˜̇wc is set to zero if the progress variable c̃ is less than a critical
value cq. In FLACS, the critical progress variable cq depends on the expansion ratio of
the mixture according to

(σ −1)cq =Ccq, (3.13)

where σ = ρu/ρb and Ccq is a model constant. The β model expresses the diffusion
coefficient for YF as

µeff/σF = ρDβ = ρCβD s ∆ , (3.14)

where CβD is a model constant.
The model parameters Cβw and CβD must satisfy

CβwCβD = Λ , (3.15)

where Λ = DβW/s2 is an eigenvalue of the 1D steady transport equation for the
progress variable with the source term from Equation (3.11), and Λ−1/2 is a non-
dimensional burning velocity. Following the analysis of Catlin and Lindstedt (1991)
and Arntzen (1998), the eigenvalue Λ can be expressed as a function of (σ −1)cq.
Since (σ −1)cq is fixed, Λ is everywhere constant.

Together with the critical progress variable, cq, the parameters Cβw and CβD deter-
mine the numerical flame thickness. The width of the flame zone is defined to avoid
unwanted numerical diffusion and artificial increase of the reaction rate during simula-
tion of the flame propagation. The model parameters are set so that the flame thickness
becomes 3-5 control volume lengths in the direction of flame propagation. These set-
tings reproduced the input burning velocity s with sufficient accuracy in a series of tests
involving flame propagation in idealised scenarios, cf. (Arntzen, 1998). In FLACS
simulations of realistic gas explosions, the input burning velocity s is derived from em-
pirical correlations that depend on variables characterising the local flow regime and
mixture properties. The correlations used in the standard version of FLACS (Gexcon,
2016) are presented in Section 3.2.2.

If numerical diffusion effects are negligible, the output burning velocity from the
flame model should be unchanged for fixed Λ if CβD is increased, and Cβw is simul-
taneously reduced to satisfy CβwCβD = Λ. In order to test the performance of the
flame model, Vik (2014) presented a range of nominally one-dimensional test cases,
and analysed the accuracy of the output burning velocity systematically for a range of
fixed input burning velocities. Tests were performed both with standard settings (giv-
ing a flame thickness of 3-5 control volumes), and with an increased value of CβD,
resulting in a thicker flame zone. The tests where the time resolution was set to the rec-
ommended values for performing efficient simulations (these settings are described in
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Section A.4) the thickened and the standard flame gave similar results. However, for
increasing resolution in time, the convergence behaviour of the burning velocity from
the thickened flame towards the input burning velocity was significantly better than that
produced by the standard flame.

In standard versions of FLACS, using grid cells with characteristic lengths of less
than 2 cm for explosion simulations is not recommended. For this range of cell sizes,
significant grid dependency has been observed (Skjold et al., 2013b). This is likely
due to grid dependency originating from the turbulence model, together with the model
parameter settings in the combustion model being optimised for coarser grid resolu-
tions. Increasing the flame thickness when refining the computational grid conserves
the structure of the flame relative to the geometry, and may lead to more robust results
and less grid dependency. This approach was tested in the grid dependency study in
Paper 2 of the present thesis.

3.2.2 Burning velocity correlations

The numerical flame model presented in Section 3.2.1 requires an input burning veloc-
ity s. In FLACS, s is determined from empirical expressions. These correlations depend
on the properties of the flammable mixture and the flow regime in each control volume,
for each time step. Different correlations are defined for the laminar, quasi-laminar

and turbulent regimes of flame propagation.
In the following, the settings used in standard releases of FLACS up to version

10.5r1 (Gexcon, 2016) are presented, as these constitute the starting point for the anal-
ysis and modelling approaches described in the present dissertation.

Laminar burning velocity

FLACS uses a library of literature values to represent ul as a function of the equivalence
ratio φ (cf. Section 2.1). Mixtures of different gas types are treated by computing the
volume-weighted average, and ul is initially corrected for the presence of additional
inert gases or oxygen in the atmosphere, initial pressures and/or temperatures deviating
from standard atmospheric values.

By assuming isentropic compression, pressure and temperature effects on the lam-
inar burning velocity can be reformulated to only explicitly depend on the pressure.
Hence, Arntzen (1998) expressed the laminar burning velocity during simulation in
FLACS as

ul = u0
l

(
p

p0

)γp

,

where u0
l is the initial laminar burning velocity, p0 is the initial pressure, and the con-

stant γp depends on the fuel type.
The values for ul in the standard releases of FLACS are not all consistent with

the values found in the recent combustion literature, see e.g. (Ranzi et al., 2012). In
particular, the laminar burning velocity for methane-air mixtures has been artificially
enhanced, presumably to improve model performance for a set of large-scale experi-
ments involving natural gas, see e.g. (Al-Hassan and Johnson, 1998; Foisselon et al.,
1998; Selby and Burgan, 1998). This feature leads to a misrepresentation of the re-
activity of methane-air mixtures, in comparison to that of e.g. propane-air mixtures.
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Therefore, as part of the work presented in Chapter 4 and in Paper 2, the library val-
ues for the laminar burning velocities of methane and propane were updated to better
reflect the difference in reactivity between the two fuels. This burning velocity modi-
fication was used together with other developments in Paper 2 (for propane-air) and in
Section 6.2 (for natural gas-air with more than 90 % methane in the fuel component).

Quasi-laminar burning velocity

An empirical model for the quasi-laminar burning velocity uql controls the initial phase
of flame propagation, as well as flame propagation through regions with very low tur-
bulence levels. The expression for uql in FLACS (Gexcon, 2016) is given as

uql = ul

(
1+Cql

(
min

[
1,r f/3

])a)
, (3.16)

where Cql is a fuel-dependent empirical constant, r f is the flame radius and a is a
model constant. Based on gas explosion experiments performed at CMI as part of the
Gas Safety Programme (GSP) 90-92 (Arntzen, 1998), the radius exponent a was set to
0.5.

In Equation (3.16), the increase in the quasi-laminar burning velocity with r f is
limited to a flame radius of 3 m. Furthermore, Cql does not vary with the equivalence
ratio of the mixture, and a is a fixed model constant for all fuel types and concentrations.
Chapters 4 and 6 and Paper 2 of the present thesis discuss alternative models for uql .

Turbulent burning velocity

The turbulent burning velocity ut in FLACS for high stretch rates is governed by the
expression by Bray (1990), which correlates 1650 separate measurements of turbulent
burning velocities for premixed gaseous mixtures. The burning velocity is expressed in
terms of the Karlovitz stretch factor K = 0.157(u′/ul)

2 (u′ℓI/ν) −0.5 and the rms (root
mean square) turbulence velocity fluctuation u′ according to

ut = 0.875 u′ K−0.392 . (3.17)

Alternatively, ut from Equation (3.17) can be expressed in terms of u′, an integral length
scale ℓI defined as

ℓI = 0.202
k1.5

ε
, (3.18)

the laminar burning velocity ul (including pressure, temperature and concentration ef-
fects as described above), and the kinematic viscosity ν , according to

ut = 0.875 u′ K−0.392 ,

= 0.875 u′
[

0.157

(
u′

ul

)2(
u′ℓI

ν

)−0.5
]−0.392

= 1.81 u′ 0.412 u 0.784
l ℓ 0.196

I ν −0.196 . (3.19)
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For sufficiently high values of K, quenching of the turbulent flame brush commences.
The limit for turbulent burning velocity increase with u′ is set to K = 1. For low turbu-
lence levels, the turbulent burning velocity is given by Arntzen (1998) as

ut = 0.96 u′ 0.912 u 0.284
l ℓ 0.196

I ν −0.196 +ul . (3.20)

In the FLACS solver, pressure effects on ν are neglected in the turbulent burning
velocity correlations, i.e. in equations (3.19) and (3.20), the kinematic viscosity ν is
assumed to be a fixed constant. Chapters 4 and 6 and Paper 2 of the present thesis
discuss alternative models for ut .

Modelling the combustion length scale

The standard releases of FLACS (up to version 10.5) (Gexcon, 2016) model the integral
length scale ℓI used as input to the burning velocity correlations, cf. equations (3.19)
and (3.20), as a function of either the distance from the ignition point, r f , or a length
scale characterising the geometric extent of a confining geometry, ℓlim, according to

ℓI = min
(

Cr f
r f ,Cℓlim

ℓlim

)
, (3.21)

where Cr f
and Cℓlim

are model constants. If nothing else is specified in the following
chapters, this combustion length scale model has been used to perform the simulations.

For the modelling work presented in Chapter 6, an updated framework for repre-
senting the combustion length scale has been applied. For the updated model results, a
scaled version of the length scale ℓ derived from the k-ε model is used as input to the
burning velocity model, rather than the length scale from Equation (3.21). The updated
model is a result from JIP MEASURE (Skjold et al., 2017a). Developing combustion
length scale models for turbulent combustion is not the focus of the present doctoral
study. The model results and developments presented in the thesis, and the associated
conclusions, are considered valid independently of changes to this specific model.



36 Framework for premixed combustion modelling



Chapter 4

Intrinsic flame instabilities and Markstein

number effects

This chapter focuses on the effect of intrinsic flame instabilities, i.e. instabilities that
occur because a freely expanding flame front is inherently unstable. Furthermore, the
present chapter explores how the physicochemical properties of a premixed fuel-air
mixture that influence the growth rate of intrinsic instabilities also affect the rate of
turbulent combustion. These topics are highly relevant for addressing both aspects
of the research question "how can the sub-grid representation of flame acceleration

mechanisms due to instability effects and flow past obstructed regions be improved in

a CFD tool used for consequence assessment of gas explosions?". In particular, the
chapter expands on the topics addressed in Paper 1 and Paper 2 of the present thesis.
Meanwhile, the general theory concerning stability analysis and turbulent combustion
in the present chapter is also highly relevant for discussing the findings of Paper 3 and
Paper 4. Chapter 5 gives an extended analysis of the results from Paper 3 and Paper 4;
these publications are therefore not reviewed in detail here.

Performing systematic validation against experiments is crucial for the further de-
velopment of sub-grid models accounting for flame instabilities and turbulent combus-
tion. Access to appropriate, high-quality experimental data, and careful analysis of the
explosion mechanisms in the experiments, are prerequisites for doing meaningful con-
sequence modelling of gas explosions. The first paper of the thesis constitutes part of
this effort, and thus provides motivation for the work undertaken in the present doctoral
study.

Gas explosion experiments conducted in large-scale vented enclosures provide chal-
lenging validation cases for investigating how a consequence model represents different
physical phenomena associated with flame instabilities and turbulent combustion. The
CFD tool FLACS has mainly been developed for predicting the effects of explosions in
densely congested areas, where flow and flame front interactions with complex sub-grid
obstructions constitute the main flame acceleration mechanism. It is therefore a valu-
able exercise to analyse the performance of the model in, for example, enclosures with
a low degree of congestion, where other phenomena may govern the flame propagation
and overpressure generation.

To this end, Paper 1 presents experimental and model results from an extensive cam-
paign involving a series of explosion experiments performed in a large–scale empty,
vented enclosure. The experimental configuration was, to the authors’ knowledge,
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unique; the enclosure was divided in two chambers separated by a narrow doorway
(called a "twin-compartment" configuration). The analysis in the paper focuses on the
representation of the explosion mechanism, timing of events and the maximum ob-
tained explosion overpressure. Based on the analysis, Paper 1 proposes that model
performance may be improved by (i) introducing updated sub-grid models for the ini-
tial phase of flame propagation, where intrinsic instabilities govern the flame accelera-
tion, and (ii) by including the effect of instabilities developing on an accelerating flame
front due to the Rayleigh–Taylor instability. Furthermore, the results in Paper 1 sug-
gest that (iii) changing how the combustion rate responds to the turbulence generated
by flow through vent openings may improve the representation of the explosion mech-
anisms. The present chapter expands on topics (i) and (iii), while topic (ii) is addressed
in Chapter 5.

The majority of large-scale gas explosion experiments involving hydrocarbons
found in the literature have been performed using near-stoichiometric fuel-air mixtures,
as these often have the highest laminar burning velocities and are assumed to lead to the
most severe consequences. Additionally, close to the stoichiometric equivalence ratio,
small perturbations in the fuel concentration result in relatively small perturbations in
the laminar burning velocity. Hence, the uncertainty associated with the laminar burn-
ing velocity for near-stoichiometric fuel-air mixtures is less than for mixtures that are
leaner or richer. These experiments form the validation basis for the sub-grid models
in CFD tools used for simulating gas explosions. To improve the validity of sub-grid
models for more general scenarios, it is crucial to extend the matrix of gas explosion
experiments to a wider range of fuel-air concentrations. This work would complement
the earlier studies by e.g. van Wingerden and Zeeuwen (1983a), Hjertager et al. (1988)
, Skjold et al. (2014a), Bauwens et al. (2012) and Bauwens et al. (2015).

This chapter and Paper 2 discuss how the models accounting for flame acceleration
in both the initial (laminar and quasi-laminar) phase of a gas explosion and the turbu-
lent regime can be improved in the CFD tool FLACS, cf. Section 3.2.2. To support this
investigation, Paper 2 presents results from an experimental campaign comprising 42
tests that were designed, performed and analysed as part of the doctoral study. In this
campaign, the effect of varying the fuel concentration in a propane-air mixture, thus
effectively changing the Markstein number of the mixture, was explored for different
flow regimes. Recent publications by Bradley et al. (2005, 2013, 2011a) suggest that
the physicochemical properties that govern the onset and appearance of intrinsic insta-
bilities, expressed in terms of the mixture’s Markstein number, also affect the rate of
turbulent combustion. Paper 2 compares the experimental results with model predic-
tions from a development version of the CFD tool FLACS, where alternative sub-grid
models for premixed combustion have been implemented. The present chapter signifi-
cantly expands on the theoretical background for this work.

Additional results from simulations of vented explosions, using the new develop-
ments introduced in Paper 2 and in the present chapter, are presented in Chapter 6. All
experiments that were simulated in Chapter 6 were performed by other research groups.
In Section 6.2, the alternative models for premixed combustion explored by Paper 2 are
also applied to key experiments from the campaign in Paper 1. Furthermore, Chapter
6 tests a sub-grid model for the Rayleigh–Taylor instability (described in Chapter 5)
for the experiments in Paper 1. The work presented in Paper 1, Paper 2 and Chapter 6
thus demonstrates how validation against experiments can support the development of
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improved sub-grid models in CFD tools.

4.1 Instabilities – definitions and overview

A freely expanding flame is intrinsically unstable. The hydrodynamic instability, al-
ternatively termed the Landau–Darrieus (LD) instability, induces a cellular structure
on the initially smooth surface of a freely propagating laminar flame front. The flame
can be stabilised or further destabilised by thermal–diffusive effects, depending on the
physicochemical properties of the mixture, the pressure level, etc. These effects are
termed intrinsic instabilities (Ciccarelli and Dorofeev, 2008).

Together with turbulence production in shear layers from flow past obstructions,
fluid flow instabilities play an important role for the flame acceleration in gas ex-
plosions (Ciccarelli and Dorofeev, 2008; Oran, 2015). When the flame propagates
through areas with confinement and/or obstructions, the Rayleigh–Taylor (RT), Kelvin–
Helmholtz (KH), Bénard–von Kármán (BVK), Richtmyer–Meshkov (RM), and acous-
tic instabilities may further increase the flame surface area and the overall combustion
rate. The mechanisms are termed geometry-induced instabilities, as the presence of
confinement and/or congestion is normally required for these to have an appreciable
effect on the flame acceleration.

In this and subsequent chapters, the general term instabilities will refer to narrow-
band disturbances with coherent structures. The instabilities are defined in contrast to
the broadband range of disturbances on a wide range of temporal and spatial scales that
characterises turbulent flow (Lieuwen, 2012). Meanwhile, as discussed in Paper 3 and
Section 5.3, broadband turbulence can be an important secondary effect of coherent
instabilities.

Finally, the term flame instabilities is used for instability effects that are triggered
by and linked directly to the presence of a flame zone releasing chemical energy. In
this respect, flame instabilities are more specifically termed than general fluid flow
instabilities. For example, the BVK instability discussed in Chapter 5 is a fluid flow
instability that is not directly triggered by the presence of a premixed flame zone.

4.2 Stability analysis and decomposition of disturbances

This section provides a brief introduction to linear flow stability analysis and the de-
composition of disturbances. The concepts are used for discussing several flame accel-
eration mechanisms both in the present chapter and in Chapter 5.

To be consistent with Section 2.8, averaged values (e.g. in time) are denoted with
an overbar, e.g. Φ, while fluctuations are denoted with a prime, e.g. Φ′. However,
it is often relevant to differentiate the fluctuations further, and categorise them into
(i) random fluctuations (̆)

′
and (ii) quasi-deterministic fluctuations < ()′ >, i.e. Φ′ =

Φ̆′+ < Φ′ >. Here, <> denotes the ensemble average over a number of repeated
trials. This decomposition is relevant e.g. for studying coherent vortex shedding due
to the BVK instability in high-Reynolds number flows, where periodic oscillations are
superimposed on a background of fine-scale turbulence (cf. Section 5.3). However,
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experimental differentiation between fluctuation types will often depend significantly
on the applied method, and is not straightforward (Lieuwen, 2012).

In order to study the evolution of disturbances, it is often convenient to expand the
flow quantities of interest, Φ, in a Taylor series around the undisturbed base state, Φ0,
e.g. Φ = Φ0 +Φ1 +Φ2 + ..., where Φ0 >> Φ1 >> Φ2, etc. The first order fluctuation
Φ1 is linear in the disturbance amplitude, ad , while Φ2+Φ3+ ... represent higher order
terms on the order of a2

d,a
3
d , etc. Unlike the time average, Φ, the base value Φ0 and

the perturbation terms Φ1, Φ2, etc. are not experimentally available. However, the
decomposition is useful for studying the stability of different flows analytically.

In linearly stable or linearly unstable systems, infinitesimal disturbances decay or
grow, respectively. In a non-linearly unstable system, only disturbances exceeding
a certain critical value will grow. First order perturbations are often assumed to be
on the form Φ1 = aΦeikwx1e−iωt , where kw = kw,r + ikw,i is a complex wave number,
and ω = ωr + iωi is a complex frequency. To determine temporal linear instability,
the complex growth rate ωi must be evaluated for each real wave number kw,r. If the
maximum value of ωi is positive, the flow is linearly unstable, while if the maximum
value of ωi is negative, the flow is linearly stable.

In a convectively unstable flow, disturbances grow as they propagate downstream,
and eventually propagate out of the flow domain. In contrast, in an absolutely unstable

flow, disturbances grow exponentially in time at the point where they were initiated, and
eventually exist everywhere in the flow domain. One can determine whether a linearly
unstable flow is convectively or absolutely unstable by solving for the combination of
kw,0 and ω0 where both the dispersion relation (which relates the wave number of a
wave to its frequency), D(kw,0,ω0), and the derivative of the dispersion relation with
respect to kw, ∂D/∂kw (kw,0,ω0), is zero (Lieuwen, 2012). If the ωi,0 satisfying this
equation is larger than zero, the flow is absolutely unstable. If ωi,0 is less than zero, the
flow is convectively unstable.

Rayleigh’s theorem states that a necessary (but not sufficient) condition for tem-
poral instability in inviscid flows is that the mean velocity profile has an inflection
point (Lieuwen, 2012). Flows without inflection points are inviscidly stable, but can be
destabilised by viscous and non-linear effects. Meanwhile, flow configurations such as
mixing layers, jets or wakes have inflection points in their mean velocity profiles, and
may therefore be destabilised by inviscid mechanisms alone. In flows such as jets and
wakes, there are at least two separated sheets of vorticity present in the flow. Each vor-
tex sheet induces motion on itself, as well as on the other vortex sheet (Abernathy and
Kronauer, 1962). The instability of a bluff-body wake is discussed further in Section
5.3 and in Paper 3.

The methods and the definitions outlined here are used to analyse intrinsic instabil-
ities in sections 4.3.2 and 4.3.4, and to study geometry-induced instabilities in Chapter
5. The results from the stability analyses can be directly related to the observed phys-
ical phenomena, and are therefore highly useful for understanding and supporting the
relevant modelling approaches.
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4.3 Intrinsic flame instabilities

4.3.1 Landau–Darrieus and thermal–diffusive instabilities

An outwardly propagating spherical flame is unstable for any expansion ratio σ =
ρu/ρb > 1, where ρu and ρb are the densities of the reactants and the combustion prod-
ucts, respectively. The Landau–Darrieus (LD) or hydrodynamic instability is caused
by the expansion of gas through the flame front (Darrieus, 1938; Landau, 1944), and
results in the appearance of a cellular structure on the surface of the propagating flame.
In practice, the cellular structure appears at a certain critical flame radius r cr

f , as the
spherical flame may be stabilised by initially high flame stretch rates (Beeckmann et al.,
2017; Bradley, 1999). The physical mechanisms driving the instability are described in
Section 4.3.2.

Laminar premixed flames are in general also subject to thermal–diffusive effects,
affecting both the onset and appearance of flame cellularity (Barenblatt et al., 1962;
Sivashinsky, 1977; Williams, 1985). The effects originate from imbalances between the
thermal and mass diffusivity of the mixture. If a planar flame front is perturbed, such as
in Figure 4.1, the part of the flame zone which is convex to the reactants (i.e. extending
into the fresh mixture) releases more heat than a planar flame. This will in turn cool
the flame and lead to a reduced combustion rate in the convex region, relative to that
of a planar flame front. For the regions that are concave relative to the reactants (i.e.
extending into the combustion products), the opposite effect is seen, i.e. the combustion
rate will be enhanced relative to that of a planar flame. Consequently, thermal diffusion
works against the perturbations and has a stabilising effect on the perturbed flame front.
In contrast, diffusion of the limiting component of the combustion reaction will be
increased in the convex parts of the flame front relative to the concave regions, thus
promoting combustion in the regions that curve into the reactants relative to the regions
that curve into the products. Molecular diffusion therefore has a de-stabilising effect on
the perturbed flame front. In effect, the observed instability depends on the relationship

Figure 4.1: A perturbed flame front. The dashed curves represent streamlines. Reactants are
on the left hand side and combustion products are on the right hand side of the flame front.
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between the thermal diffusivity Dth and mass diffusivity D of the mixture, expressed by
the Lewis number, Le=Dth/D. For Le> 1, thermal–diffusive effects have a stabilising
effect on a perturbed flame front, while for Le < 1, the thermal–diffusive effects will
further destabilise the flame.

The Lewis number generally varies with mixture composition. When the lighter
component of a mixture is deficient, thermal–diffusive effects promote flame front in-
stability. Consequently, for propane and higher hydrocarbons mixed with air, fuel-rich
mixtures (φ > 1) are more prone to instability than fuel-lean mixtures (φ < 1). For
hydrogen-air mixtures, the opposite is true, as the oxidiser then constitutes the heavier
component.

The LD and thermal–diffusive instabilities are termed intrinsic, as they are inher-
ently associated with outwardly propagating premixed flame fronts (Ciccarelli and Do-
rofeev, 2008). Intrinsic instabilities are in particular considered important for the initial
phase of flame propagation, as the transition to cellularity is associated with a marked
increase in flame surface area and burning velocity. The degree to which they affect the
rate of flame acceleration depends on the specific scenario, i.e. geometry layout, mix-
ture properties, initial pressure and temperature, etc. Geometry-induced instabilities
(defined in Section 4.1) are normally considered to constitute stronger mechanisms.
Meanwhile, for gas explosions in regions with a low degree of congestion, intrinsic
instabilities may completely dominate the flame acceleration.

Furthermore, recent research suggests that thermal–diffusive effects are important
also for turbulent flame propagation (Bradley et al., 2005, 2013, 2011a). The observed
onset and growth rate of intrinsic instabilities are closely linked to the value of the
Markstein length L or the Markstein number Ma =L/δl (Markstein, 1951) of the mix-
ture (Clanet and Searby, 1998; Searby and Quinard, 1990; Truffaut and Searby, 1999),
where δl is the laminar flame thickness. These quantities are defined in Section 4.3.3,
and their importance for characterising flame acceleration in different flow regimes is
discussed in sections 4.3.3 through 4.5.2.

4.3.2 The stability analysis of Landau

The original analysis of the hydrodynamic instability performed by Landau (1944) is
used in the following as a reference for discussing several instability mechanisms. For
example, an extension of the analysis has been used to model the growth rate of the RT
instability (cf. Section 5.4).

Landau (1944) originally analysed the hydrodynamic instability for a simplified
system: a planar flame front located in a stationary fuel flow, where viscosity and
compressibility effects are neglected, and the gas densities at each side of the flame
front are assumed to be different and constant (Zeldovich et al., 1985). Conservation of
continuity and momentum (cf. equations (2.9) and (2.10)) can therefore expressed as

∂ui

∂xi
= 0 , (4.1)

∂ui

∂ t
+u j

∂ui

∂x j
=− 1

ρ

∂ p

∂xi
. (4.2)

The coordinate system is attached to the (unperturbed) flame surface, which is located
at x1 = 0, cf. Figure 4.1. In the following, the variables with a subscript u denote the
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state in the reactants, while variables with a subscript b are defined in the combustion
products. Variables with a superscript 0 denote stationary values, i.e. the undisturbed
base state, while variables with a superscript 1 represent small, non-stationary, first
order perturbations. The expansion ratio is defined as σ = ρ0

u/ρ0
b . In the reactants,

u0
1 = un, where un is the stretched burning velocity, while u0

2 = u0
3 = 0, ρ0 = ρu and

p0 = pu. In the combustion products, u0
1 = σun, u0

2 = u0
3 = 0, ρ0 = ρu/σ and p0 = pb.

The perturbations to the stationary base state are u1
1 (x1,x2, t), u1

2 (x1,x2, t) and
p1 (x1,x2, t) such that the sought solutions (for both reactants and products) are on the
form

u1 = u0
1 +u1

1 (x1,x2, t) , (4.3)

u2 = u0
2 +u1

2 (x1,x2, t) , (4.4)

p = p0 + p1 (x1,x2, t) . (4.5)

The stability analysis is asymptotic, i.e. the perturbations are assumed to arise after an
infinite time, from t =−∞, from unperturbed motion at x =−∞.

Equations (4.3)-(4.5) are inserted into equations (4.1)-(4.2). As the perturbations are
assumed very small, non-linear terms in the first order perturbations can be neglected,
resulting in

∂u1
1

∂x1
+

∂u1
2

∂x2
= 0 , (4.6)

∂u1
1

∂ t
+u0

1
∂u1

1

∂x1
=− 1

ρ0

∂ p1

∂x1
, (4.7)

∂u1
2

∂ t
+u0

1
∂u1

2

∂x1
=− 1

ρ0

∂ p1

∂x2
. (4.8)

From equations (4.6)-(4.8), it can be found that p1 satisfies the Laplace equation, i.e.

∂ 2 p1

∂x2
1

+
∂ 2 p1

∂x2
2

= 0 . (4.9)

A solution of Equation (4.9) on the form

p1 = apenx1eikwx2eω∗t , (4.10)

where ω∗ =−iω is the growth rate of the perturbations in time, kw is the wave number
of the perturbation in the x2-direction, and n denotes the growth rate of the perturbation
in the x1-direction, is sought. The temporal linear stability analysis will therefore focus
on evaluating the real part of ω∗ for each real wave number kw,r. From inserting (4.10)
into (4.9), n =±kw. The perturbations are assumed to be zero infinitely far away from
the flame front, consequently, n = kw in the reactants, and n = −kw in the combustion
products.

Equation (4.10) can be inserted into equations (4.6)-(4.8) to find general solutions
for u1

1 and u1
2. By assuming again that perturbations are zero infinitely far away from the

flame front, and by applying the continuity equation to reduce the number of constants,
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specific solutions for u1
1 and u1

2 in both the reactants and combustion products can be
found. They read

u1
1,u (x1,x2, t) =− a1kw

ρu (ω∗+u0
ukw)

ekwx1eikwx2+ω∗t , (4.11)

u1
2,u (x1,x2, t) =− ia1kw

ρu (ω∗+u0
ukw)

ekwx1eikwx2+ω∗t , (4.12)

p1
u (x1,x2, t) = a1ekwx1eikwx2+ω∗t , (4.13)

in the reactants and

u1
1,b (x1,x2, t) =

(
be

−ω∗
u0

b

x1
+

a2kw

ρb

(
ω∗−u0

bkw

)e−kwx1

)
eikwx2+ω∗t , (4.14)

u1
2,b (x1,x2, t) =

(
ω∗b

ikwu0
b

e
−ω∗

u0
b

x1 − ia2kw

ρb

(
ω∗−u0

bkw

)e−kwx1

)
eikwx2+ω∗t , (4.15)

p1
b (x1,x2, t) = a2e−kwx1eikwx2+ω∗t , (4.16)

in the combustion products, where a1, a2 and b are arbitrary constants (Zeldovich et al.,
1985).

The perturbation of the flame front x f (x2, t) is assumed to sinuosoidal with an initial
amplitude of d, on the form

x f (x2, t) = deikwx2+ω∗t . (4.17)

Assuming that the flame front propagates with a constant speed, the following con-
ditions must be met at the flame interface, x1 = 0: u1

1,u = u1
1,b = ∂x f/∂ t, u1

2,u +

u0
1,u∂x f/∂x2 = u1

2,b +u0
1,b∂x f/∂x2 and p1

u = p1
b. From these boundary conditions, and

equations (4.11)–(4.16), a solution for the temporal growth rate ω∗ can be found ac-
cording to

ω∗

kwun
=−

σ
(

1±
√

1+σ −1/σ
)

σ +1
. (4.18)

When σ > 1, the negative root of Equation (4.18) always leads to a real ω∗ > 0, or
equivalently an imaginary ω , where ωi > 0, for which small perturbations grow without
limit. For σ = 1, i.e. for ρu = ρb, the temporal growth rate of the perturbations is zero.

The physical interpretation of the result by Landau (1944) is that an infinitesimally
thin flame surface is unconditionally unstable with respect to small perturbations of all
wavelengths. Furthermore, since ω∗ (as defined in this analysis) is always real, the
perturbation develops as a standing wave and does not propagate along the flame front.
An alternative physical understanding of the hydrodynamic instability is provided by
the streamline visualisation in Figure 4.1. The streamlines passing through the flame
converge before the concave parts of the surface (relative to the reactants) and diverge
before the convex parts. Hence, the pressure decreases before the convex parts of the
flame surface and increases before the concave, sustaining and enhancing the original
perturbation (Bradley, 1999).
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From Equation (4.18), it is clear that long wavelength perturbations (for which kw

is small) grow more slowly than perturbations with short wavelengths. However, the
present linear stability analysis is not valid for perturbations with a wavelength on the
order of the flame thickness, as it assumes an infinitesimally thin flame surface. Since
the shortest wavelengths have the most significant growth rate from Equation (4.18),
the analysis must be extended to take into account the effect of the thermal–diffusive
structure of a stretched flame front. This effect is important for the observed flame
acceleration that the instability induces, and is included in the following sections.

4.3.3 The effect of flame surface stretch on flame propagation

The stretch rate κ acting on a material flame surface describes the rate of surface area
change per surface area, κ = 1/A(dA/dt). A flame propagating in a non-uniform
flow will experience stretch due to flame curvature, flow strain and unsteadiness. This
changes both the surface area of the flame and the burning velocity (Williams, 1985).
Markstein (1951) suggested that the local burning velocity would vary linearly with the
local curvature. Later, several theoretical studies showed that the stretched flame speed
un varies linearly for sufficiently small values of strain and curvature (Clavin, 1985;
Clavin and Williams, 1982; Frankel and Sivashinski, 1983; Matalon and Matkowsky,
1982).

The stretched laminar burning velocity un can be expressed in terms of the un-
stretched laminar burning velocity ul , the Markstein length L and the stretch rate κ
according to

un = ul −L κ . (4.19)

Markstein lengths can be defined relative to the unburnt reactant mixture, Lu, and the
combustion products, Lb. However, it is crucial to note that Lu and Lb are, in general,
neither equal nor proportional to each other (Davis et al., 2002).

The Markstein number Ma =L/δl is obtained if the Markstein length is normalised
by the flame thickness, δl . The Markstein number thus embodies the combined influ-
ence of flame stretch and thermal–diffusive effects on laminar flame propagation. The
unstretched laminar burning velocity ul can alternatively be expressed in terms of un,
the Karlovitz stretch factor K (cf. Section 3.1.2) and Ma according to

ul −un

ul

= K Ma . (4.20)

From Equation (4.20), it is clear that an initial perturbation in the flame front that
increases the (positive) local curvature and strain rate will lead to a reduced burning
rate in the convex part of the flame (extending into the reactant mixture) for positive

values of Ma. Negative values of Ma will have the opposite effect on the local burning
velocity in the convex part of the flame, hence, the initial perturbation will be enhanced.
By this mechanism, thermal–diffusive effects may stabilise or enhance the underlying
LD instability, i.e. the effect of Ma on flame stability is closely linked to that of the
Lewis number. From experimental studies, mixtures with negative values of Ma, such
as fuel-lean hydrogen-air mixtures, are known to be highly prone to develop the cellular
structure associated with intrinsic instabilities (Law, 2006).
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Bradley et al. (1992) expressed flame stretch as

κ = κc +κs =
un

r
+
(u ·n f

r
+∇tu

)
, (4.21)

where r is the radius of curvature, u ·n f is the fluid velocity component normal to the
flame surface, and ∇tu is the fluid velocity gradient tangential to the flame surface. The
first term on the right hand side of Equation (4.21), κc, represents stretch effects asso-
ciated with flame front curvature, while the bracketed term, κs, represents the effect of
strain due to the flow field. For example, for spherical, outwardly propagating laminar
flames, the stretch rate is positive, generated only by curvature, and can be expressed
in terms of the flame radius r f as

κ =
1
A

dA

dt
=

2
r f

dr f

dt
. (4.22)

The stretched laminar burning velocity un can alternatively be expressed in terms of
the unstretched laminar burning velocity ul , the laminar Karlovitz stretch factors due
to flame curvature Klc = κc (δl/ul) and flow strain Kls = κs (δl/ul), together with the
Markstein numbers related to the curvature, Mac, and the strain rate, Mas, according to
(Bradley et al., 2011c; Clavin, 1985)

ul −un

ul

= KlcMac +KlsMas . (4.23)

When the flamelet concept is used for turbulent premixed combustion modelling, ac-
counting for stretch effects is important both in the laminar and turbulent regime of
flame propagation (see Section 3.1.2). In turbulent flames, both negative and positive
stretch rates exist locally in the flame structure (Poinsot and Veynante, 2011).

4.3.4 Accounting for thermal–diffusive effects

The linear stability analysis of Landau (1944) (cf. Section 4.3.2) for a planar flame only
includes hydrodynamic effects on an infinitesimally thin flame front, and is therefore
not accurate for perturbations with wavelengths approaching the order of the flame
thickness. This can be addressed by including the Markstein length of the flame front
in the analysis.

The solutions for the equations of motion, equations (4.11)–(4.16), remain the
same, however, the boundary conditions of the problem change. Equation (4.19) can
be rewritten in terms of the curvature of the flame front, which can be replaced by
∂ 2x f/∂x2

2 for small perturbations in the present system, i.e.

un = ul

(
1−L

∂ 2x f

∂x2
2

)
.

The kinematic boundary conditions from the analysis in Section 4.3.2 are replaced by
u1

1,u = ∂x f/∂ t−Lul ∂ 2x f/∂x2
2 and u1

1,b = ∂x f/∂ t−Lσul ∂ 2x f/∂x2
2. The pressure per-

turbations at the flame front are no longer equal in the reactants and products, so the
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dynamic boundary condition becomes p1
u − p1

b = −2ρuu2
l (σ − 1)L∂ 2x f/∂x2

2. Follow-
ing the procedure outlined in Section 4.3.2, a new dispersion relation for ω∗ can be
found:

ω∗

kw un
=−

σ
(

1+Ma kwδl ±
√

1+σ −1/σ +Ma kwδl (Ma kwδl −2σ)
)

σ +1
. (4.24)

It is interesting to investigate the behaviour of Equation (4.24) for different values
of Ma. For Ma = 0, the Landau model in Equation (4.18) is retained, and the real part
of ω∗ increases linearly with the wave number kw of the perturbation. For Ma > 0,
the dependency of ω∗ on kw is weaker, and there exists a maximum wave number kmax

w

for which the growth rate reaches its maximum value. For kw > kmax
w , the real part of

ω∗ decreases for increasing kw, and reaches zero for some critical wave number k cr
w .

Perturbations with wave numbers larger than k cr
w , i.e. with wavelengths smaller than

2π/k cr
w , are stable. For Ma < 0, the dependency of ω∗ on kw is more significant, and

there does not exist a limit k cr
w for which smaller wavelengths are stabilised.

In the framework of this theory, it is therefore possible to explain why short-
wavelength perturbations in practice are stabilised (for example in the very initial phase
of spherical flame propagation), and why flames with Ma < 0 are observed to transition
to the cellular regime at an earlier stage than flames with Ma > 0. In effect, Ma implic-
itly accounts for the effect of viscosity, thermal conductivity, mass and heat diffusivity
(including Lewis number effects) on flame stability (Zeldovich et al., 1985).

4.3.5 Intrinsic instabilities and spherical flame propagation

The theory in sections 4.3.2 and 4.3.4 has been developed for planar flames. In most
accident scenarios relevant for industrial applications, three-dimensional, outwardly
propagating spherical flames are of interest.

For initially quiescent, spherical flames, several propagation regimes can be ob-
served. In the early stages of flame propagation, the flame is laminar and stable. For
highly unstable mixtures this regime may be extremely short-lived, as the flame surface
will develop “cracks”, and cell formation will commence almost immediately after ig-
nition. At the point where the flame surface becomes fully cellular, the flame front
accelerates. The flame surface area and speed continues to grow in the cellular regime.
Meanwhile, for outwardly propagating spherical flames, the onset of instability oc-
curs significantly later than what the linearised theory for planar flames predicts. For
a spherical flame to change its shape due to the hydrodynamic instability, the growth
rate of the amplitude of the perturbations needs to be larger than the growth rate of the
flame radius itself. If this criterion is not satisfied, the perturbations will effectively be
smoothed out (Bradley, 1999; Zeldovich et al., 1985).

Bechtold and Matalon (1987) used the linearised equations for an expanding spher-
ically symmetric flame to analyse the instability growth rates of spherical flames. In
their theory, perturbations are expanded in spherical harmonic series and specific wave-
lengths increase in proportion to the radius of the sphere. Stability is investigated for
all possible modes, these are denoted n. Transitions between the different regimes of
spherical flame propagation are given in terms of the Peclet number Pe, defined as the
flame radius r f normalised by the flame thickness δl .
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Bechtold and Matalon (1987) expressed the dimensionless amplitude a of the per-
turbation relative to the flame front as

a = a0
(
r f/r0

f

)ω
(

1+Ω/Pe ln
(

r f /r0
f

))

, (4.25)

where a0 is the initial dimensionless amplitude of the perturbation, ω is the growth rate
parameter accounting for the LD instability, depending solely on σ , and Ω is a growth
rate parameter that depends on both Ma and the expansion ratio σ . Equation (4.25) is
valid after the flame has propagated to a radius r f , larger than the initial radius r0

f , which
is in turn significantly larger than the flame thickness δl . The parameters ω and Ω are
expanded in series of spherical harmonic integers, or wave numbers n = (2πPe)/λ ℓ,
where λ ℓ is the dimensional wavelength λ normalised by δl .

The logarithmic growth rate of the perturbation amplitude with respect to Pe, A(n),
can be found from Equation (4.25):

A(n) =
d ln(a/a0)

d lnPe
= ω

(
1− Ω

Pe

)
, (4.26)

where a negative value of A(n) denotes a stable flame, and a positive value denotes
an unstable flame. The first term on the right hand side of Equation (4.26) represents
the effect of the LD instability, while the second term incorporates the effect of flame
thermal–diffusivity. As in the analysis for a planar flame, for σ = 1, the flame front is
unconditionally stable with respect to the LD instability.

Sufficiently high values of Ma also have a stabilising effect on the spherical flame
front. Bradley (1999) observed that for a spherical flame propagating through a mix-
ture with σ = 6 and Ma = 1.4, thermal–diffusive effects were destabilising for all wave
numbers n at Pe = 200, while for a spherical flame at Pe = 300, with σ = 6, Ma = 4,
the thermal–diffusive effects completely stabilised the underlying hydrodynamic insta-
bility. However, at a larger radius (Pe = 600), the latter mixture exhibited a range of
unstable values of n (i.e. n for which A(n) > 0). Bradley (1999) denoted the lower
wave number limit of the unstable range as nl and the upper limit as ns. Consequently,
for this spherical flame, there exists a critical Peclet number, Pe cr, between Pe = 300
and Pe = 600 (and a corresponding n cr) for which the flame becomes unstable.

For increasing Pe, the smallest unstable wave number nl becomes constant. In ef-
fect, the largest unstable wavelength λ ℓ

l increases linearly with Pe, or equivalently, the
flame radius r f . At the largest unstable wavelengths, the flame stretch rate is too low
for the thermal–diffusive effects to stabilise the LD instability, and smaller wavelength
perturbations are generated on the surface of the larger cells. If these wavelengths are
unstable as well, further perturbations of even smaller wavelengths will develop. Un-
stable perturbations grow until they are stabilised by non-linear effects, such as flame
annihilation at cusps between the convex regions of the flame surface (Gostintsev et al.,
1988; Zeldovich et al., 1985).

The smallest unstable wavelength λ ℓ
s , associated with the stabilising influence of

thermal–diffusive effects at high flame stretch rates, is constant with increasing Pe. The
cascade of unstable wavelengths is terminated at this scale. The flame surface therefore

develops a fractal character, with an inner cut-off length scale of λ ℓ
s and outer cut-off

length scale of λ ℓ
l (Bradley, 1999). This observation is used to derive correlations for

the flame acceleration in the cellular regime.
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4.4 Modelling the cellular regime of flame propagation

The Landau–Darrieus and thermal–diffusive instabilities can be the primary mecha-
nisms of flame acceleration in gas explosions with low degrees of congestion. For
modelling explosions following releases of flammable gases or liquids at onshore fa-
cilities, where flame propagation often occur through extended sparsely congested re-
gions, it can be crucial to account for these effects. Accurate representation of cellular
flame propagation is also important for simulating the initial phase of gas explosions. In
particular, the pressure-time histories of vented explosions in empty enclosures, such as
those modelled in Paper 1 and Chapter 6, will greatly depend on the flame speed in the
cellular regime. The CFD tool FLACS represents cellular flame propagation through
the correlation for the quasi-laminar burning velocity, uql (cf. Section 3.2.2).

Although the linear stability analyses in sections 4.3.2, 4.3.4 and 4.3.5 are useful
for understanding the physical mechanisms, they cannot represent non-linear processes
such as flame surface removal at cusps between cells. Cellular flame acceleration in
spherical flames is most often characterised by assuming that the flame surface develops
a fractal pattern (Bauwens et al., 2015; Bradley, 1999; Bradley et al., 2001; Gostintsev
et al., 1988). Based on this assumption, the ratio of flame surface area with a resolution
of the inner cut-off wavelength λ ℓ

s , A f s, to that with a resolution of the outer cut-off
wavelength λ ℓ

l , A f l , is given by

A f s

A f l

=

(
λ ℓ

l

λ ℓ
s

)D−2

, (4.27)

where D is the fractal dimension of the surface. Sreenivasan et al. (1989) and Bradley
(1999) suggested a fractal dimension D of 7/3. For sufficiently large values of Pe,
the ratio of the flame speed S for a wrinkled spherical flame and the flame speed for a
smooth, laminar flame Sl of equal radius can be expressed as

S

Sl

=
A f s

A f l

. (4.28)

At the point where the outwardly propagating spherical flame becomes fully cel-
lular, the flame front accelerates. In practice, this transition occurs at Pecr

obs, which is
generally larger than the critical Peclet number Pecr predicted by the linearised analy-
sis by Bechtold and Matalon (1987). According to Bradley (1999), the expression for
the flame speed in the cellular regime, equations (4.27) and (4.28), can be corrected
by a factor f to account for the fact that the flame acceleration occurs at Pecr

obs rather
than the theoretical Pecr. From experimental data, Bradley et al. (1998b) and Gu et al.
(2000) correlated the observed critical Peclet number Pecr

obs for which the flame surface
became fully cellular with the Markstein number of the mixture according to

Pecr
obs = 177Ma+2177 , for −5 < Ma < 8 , (4.29)

i.e. they observed that Pecr
obs increased linearly with increasing Ma.

Gostintsev et al. (1988) presented an analysis of several large-scale unconfined gas
explosion experiments. They expressed the flame radius r f for a freely propagating
spherical flame as a function of time

r f = r0
f +Ctb , (4.30)
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where r0
f is a critical flame radius for the onset of the self-similar propagation regime,

C is a mixture specific constant and b is related to the fractal dimension D of the flame
surface as D = (3b−1)/b. Gostintsev et al. (1988) originally suggested an exponent
b of 1.5; the exponent has since been found to vary from 1.2− 1.5, by e.g Gostintsev
et al. (1999) and Pan and Fursenko (2008). Differentiating and rearranging Equation
(4.30) gives an expression for the flame velocity according to

dr f

dt
= bC

1
b
(
r f − r0

f

)(b−1)/b
. (4.31)

A time exponent of 1.5 in Equation (4.30) leads to a flame speed that grows with the
flame radius as r

1/3
f .

The correlation in Equation (4.30), proposed by Gostintsev et al. (1988), is valid
only from Peclet numbers significantly larger than Pecr. The authors associated the
self-similar regime with a transition to turbulent flame propagation. However, Bradley
(1999) and Bradley et al. (2001) associated correlations on the form of Equation (4.30)
with the regime of fully developed cellular flame propagation, observing this regime to
occur in large-scale experiments at smaller values of Pe than those reported by Gostint-
sev et al. (1988). The flame radius from which the self-similar regime of flame propa-
gation is realised, r0

f , is often set to zero in equations (4.30) and (4.31). Bauwens et al.

(2015) argued that this assumption is invalid, as the condition r f ≫ r0
f has not been

satisfied in most studies.
Bauwens et al. (2015) analysed a series of experiments in a 64 m3 vented vessel,

focusing on the growth rate of the LD instability during the first 1.2 m of undisturbed,
constant pressure spherical flame propagation. The authors found that the observed
flame speed versus flame radius for a range of propane-air mixtures, with equivalence
ratios varying from 0.9− 1.6, exhibited a self-similar oscillation associated with the
periodic growth and saturation of a narrow range of length scales following each new
generation of cell formation. Specifically, they observed that after propagating a short
distance as a smooth spherical flame from the ignition point, the first generation of cells
appeared on the flame surface. The length scale of the cells was uniform, although
richer mixtures (with lower values of Ma) exhibited smaller cells than the leaner mix-
tures. The first appearance of the cellular structure was accompanied by a significant
increase in the flame velocity. According to Bauwens et al. (2015), for most of the
equivalence ratios, the acceleration subsequently declined, and the flame velocity ob-
tained a local maximum. After a slight decrease in flame velocity, the appearance of
the next generation of cells lead to further flame acceleration. The process repeated it-
self with the appearance of each new cell generation. The critical values of Pe recorded
by Bauwens et al. (2015) were found to increase roughly with increasing Ma, consis-
tently with the correlations by Bradley et al. (1998b) and Gu et al. (2000), cf. Equation
(4.29).

From the observed oscillatory behaviour, Bauwens et al. (2015) expressed the frac-
tal increase in flame surface area and its effect on the quasi-laminar flame speed Sql

as

Sql

Sl

=

(
r f

r0
f

)ζ

, (4.32)
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where the fractal excess ζ is computed based on the relative increase in flame sur-
face area by each successive generation of cells and the corresponding increase in nor-
malised flame radius. Mixture-dependent values of ζ were thus obtained; ζ was found
to be approximately constant (≈ 0.18) for propane-air mixtures with φ < 1.3, and in-
creased towards 0.3 for richer mixtures (with decreasing Ma). If Equation (4.32) is
integrated to retain r f (t), a correlation on the form of Equation (4.30) is obtained ac-
cording to

r f (t) = r0
f

(
(1−ζ )Slt/r0

f

)1/(1−ζ )
. (4.33)

Bauwens et al. (2015) found that Equation (4.33) gave reasonable agreement with the
experimental data. This further corroborates the fractal assumption.

Bradley et al. (2001) observed dominant cell sizes ranging from 0.1 to 0.4 m in a
series of large-scale explosions involving near-stoichiometric mixtures of methane-air
and propane-air under atmospheric conditions. These observations were reported for
the established cellular regime, with r f growing from 1 to 3 m, and were found to be
in agreement with the theoretical framework presented in Section 4.3.5. The dominant
cell sizes observed in videos are expected to correspond to the wavelength where the
growth rate of the instability is at its maximum, λ max.

Bauwens and Dorofeev (2011) and Bauwens et al. (2011) performed CFD simula-
tions of a series of gas explosions in the 64 m3 vented enclosure, within a large-eddy
simulation (LES) framework (Weller et al., 1998a,b). They assumed that flame wrin-
kling due to the hydrodynamic instability would be resolved in gas explosion simu-
lations with methane-air and propane-air when applying a uniform grid resolution of
0.05 or 0.1 m. The lower cut-off scale λs of the fractal flame surface, which is imposed
by thermal–diffusive effects, must be resolved.

However, for a 18 % hydrogen-air mixture, with a lower cut-off length scale of λs

approximated to 7 mm, Bauwens et al. (2011) found it necessary to include sub-grid
fractal flame surface area from the intrinsic instabilities. Since applying a fixed lower
cut-off length scale is associated with some uncertainty, a model constant was required
to ensure a satisfactory representation of the initial flame speed. The upper unstable
wavelength, λl , was generally assumed to be resolved on the grid. The wavelength λl is
associated with the lower wave number limit nl , which is approximately constant in the
cellular regime – with a typical value on the order of 10. The wave number represents
the number of wavelengths of a particular value around the flame circumference. As
λl grows proportionally to the flame radius, the assumption by Bauwens and Dorofeev
(2011) that this wavelength will be resolved with a grid resolution of 0.05 or 0.1 m
seems reasonable.

4.4.1 Modelling approach in FLACS

The expression for the quasi-laminar burning velocity uql , accounting for flame propa-
gation in the cellular regime in standard releases of FLACS (Gexcon, 2016), is

uql = ul

(
1+Cql

(
min

[
1,r f/3

])a)
, (4.34)

where Cql is a fuel-dependent empirical constant, r f is the flame radius and a is a model
constant (cf. Section 3.2.2). Based on gas explosion experiments performed at CMI as
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part of GSP 90-92, the radius exponent a in Equation (4.34) was set to a constant value
of 0.5 (Arntzen, 1998).

Apart from the dependencies on the equivalence ratio, pressure and temperature that
are included in the laminar burning velocity in FLACS, the flame acceleration given by
Equation (4.34) (including the constant Cql) does not depend on changes in physico-
chemical properties of the mixture, e.g. with varying φ . Meanwhile, it is clear from the
present discussion that the burning velocity in the quasi-laminar regime may vary sig-
nificantly with changes in the Markstein number, i.e. with varying fuel concentration,
pressure level, etc. (Bechtold, 2001; Bradley et al., 2007). Furthermore, these effects
will be distinct for different types of fuel. Consequently, introducing a dependency
on Ma to the model for uql would constitute an improved representation of intrinsic
instabilities in the CFD tool FLACS.

However, the grid resolution normally applied in FLACS simulations of realistic
accident scenarios excludes the possibility of correctly reproducing intrinsic instability
effects on-grid, also in the established cellular regime. From the present discussion, it
is assumed that the formation of a cellular structure on the flame surface from a cascade
of unstable length scales in practice cannot be resolved by FLACS. The formation and
cracking of cells due to intrinsic instabilities is a highly complex, non-linear process.
The ‘thickened flame’ approach for modelling the flame zone, described Section 3.2.1,
is formulated to give a representative overall burning velocity. The approach does not
accurately represent the structure of a premixed flame front.

For simulating large-scale gas explosions, grid cell sizes on the order of 1 m are
most often required to obtain reasonable simulation times. In practice, it is seldom
feasible to apply a finer resolution than 0.05 m. Indeed, for a resolution of 0.05 m, the
numerical flame thickness would extend between 0.15− 0.25 m. This will effectively
dampen any instability forming on these length scales – such as the dominant grid
cell sizes observed by Bradley et al. (2001), or λl for flame radii up to at least 2.5 m.
Hence, it is assumed that flame acceleration in the cellular regime must be represented
by a sub-grid model in FLACS, regardless of the applied grid resolution.

Presuming that all effects from intrinsic instabilities occur sub-grid, the fractal
model for quasi-laminar flame propagation given by Equation (4.32) was implemented
in a development version of FLACS for Paper 2 and Chapter 6 of the present thesis, i.e.

uql = ul

(
r f

r0
f

)ζ

, (4.35)

where r0
f is the estimated flame radius for the onset of the cellular regime, and ζ is the

fractal excess. In Equation (4.35), r0
f and ζ depend on the fuel type and equivalence

ratio, φ .
For the modelling work in Paper 2, the updated model for uql applies the data for

propane-air flames from Bauwens et al. (2015), for equivalence ratios between 0.9 and
1.5. Corresponding measurements for hydrogen-air and methane-air mixtures, reported
by Bauwens et al. (2017a,b), were used to extend the model for the simulations in
Chapter 6.

Chapter 6, Section 6.1 presents model results for experimental campaigns per-
formed in a 64 m3 vented explosion chamber. The experiments were described by
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Bauwens et al. (2011), Chao et al. (2011), Bauwens et al. (2012) and Bauwens and
Dorofeev (2014). Fuel–lean hydrogen-air mixtures were used in all these tests. The
concentration varied between 12 vol.% and 19 vol.% hydrogen in air, corresponding
to equivalence ratios between 0.33 and 0.56. In addition to the arguments based on
the analysis of physical phenomena presented in this chapter, implementing Equation
(4.35) was motivated by the unsatisfactory representation of the initial flame propaga-
tion reported in Paper 1. The updated burning velocity model was therefore also tested
for key experiments from Paper 1 in Section 6.2.

In contrast to Equation (4.34), the parameters of the alternative burning velocity
model in Equation (4.35) depend on the equivalence ratio of the mixture, thus account-
ing for Ma-effects from varying mixture composition. Furthermore, Equation (4.35)
does not restrict the flame acceleration generated by intrinsic instabilities to the first
three meters of flame propagation, to be consistent with results from the analysis by
e.g. Gostintsev et al. (1988) and Bradley (1999).

The effect of pressure on the growth rate of the instabilities was assumed to be neg-
ligible for the validation cases presented in Paper 1, Paper 2 and Chapter 6. Pressure
effects on r0

f and ζ were therefore not included in the development version of FLACS
used for the present doctoral study. This assumption is also valid for a range of applica-
tions, such as explosions following accidental releases under atmospheric conditions.

The modelling work performed for Paper 2 and Chapter 6 also includes an updated
formulation of the turbulent burning velocity, expressed in terms of the mixture’s Mark-
stein number. This model is described in sections 4.5 and 4.6.

4.5 Representing the effect of turbulence on combustion

The modelling of turbulent premixed combustion involves representing the complex
two-way coupling between the flame front and the local turbulence structures in the
reacting flow. By analogy with the laminar burning velocity, the turbulent burning ve-

locity ut can be defined to be a basic characteristic of premixed turbulent combustion
(Bray, 1990). A range of expressions relating the variables that characterise turbulence
to the burning rate have been proposed for the different regimes of premixed combus-
tion. Overviews of such correlations are presented by e.g. Lipatnikov and Chomiak
(2002) and Dahoe et al. (2013). The CFD tool FLACS uses burning velocity corre-
lations to close the system of equations describing premixed combustion, since this
approach makes it possible to achieve practical simulation times for a wide range of
gas explosion scenarios.

However, there are significant uncertainties associated with simple correlations –
and with Reynolds averaged Navier-Stokes equations (RANS) modelling of premixed
turbulent combustion in general. For example, the experiments on which many of
the correlations are based have been performed at scales significantly smaller than the
scales of the scenarios where they are ultimately applied. Furthermore, turbulence mea-
surements in highly transient flows driven by gas explosions are rare. This implies that
the validity of the modelled turbulence variables provided as input to the correlations
is highly uncertain. Examples of relevant studies involving such measurements are de-
scribed by Kong and Sand (1996), Lindstedt and Sakthitharan (1998) and Hjertager
et al. (1988).
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4.5.1 Fractal models for turbulent flame propagation

Damköhler (1940) studied the influence of the turbulence length scale and laminar
flame thickness on the ratio of turbulent to laminar burning velocity. Damköhler sug-
gested an indefinite increase of the turbulent burning velocity ut with an increasing
turbulence velocity u′, i.e. neglecting the occurrence of flamelet quenching. This trend
can be derived from assuming that the turbulent flame surface is a constant scalar sur-
face wrinkled by all self-similar scales in the turbulent flow, down to the Kolmogorov
microscale η . The ratio of the wrinkled flame surface area At

f to that with a resolution

of ℓI , A
ℓI
f , can be expressed as

At
f

A
ℓI
f

=

(
ℓI

η

)D−2

, (4.36)

where D is the fractal dimension of the surface (Bradley, 1992; Mandelbrot, 1975).
Sreenivasan et al. (1989) proposed a fractal dimension of the material surface of 7/3. If
one assumes that, for a flame surface, the inner cut-off scale should be the Gibson scale
of turbulence ℓG instead of η , together with D = 7/3, the turbulent burning velocity
can be expressed as

At
f

A
ℓI
f

=
ut

ul

≈ 1.52
u′

ul

. (4.37)

Equation (4.37) assumes that ut is independent of chemical kinetics, i.e. that the effect
of the turbulence is merely to wrinkle the laminar flamelets without changing their
structure.

Since the expression in Equation (4.37) does not consider flame stretch, it is not ap-
plicable to all regimes of the Borghi diagram, cf. Figure 3.1 in Section 3.1.2. Separate
correlations for different premixed combustion regimes should therefore be combined
when modelling flame propagation for a wide range of flow conditions.

Correlations based on fractal considerations may be appropriate for low stretch rate
regimes. Equation (3.20), accounting for the turbulent burning velocity ut for low
stretch rates in standard releases of FLACS (cf. Section 3.2.2), has a high dependency
on u′. The correlation gives similar results as the fractal-based expression proposed
by Gülder (1991). However, recent validation work shows that changes to the low
stretch rate correlation have a minimal impact on FLACS simulation results (Skjold
et al., 2017a). The low-turbulence correlation is therefore not considered further in the
present doctoral study.

4.5.2 Stretch rate based correlations

The laminar flamelets in a turbulent flow are exposed to flame stretch due to both flame
curvature and aerodynamic strain. As for laminar flames (cf. Section 4.3.3) the stretch
rate κ working on the flamelets can be expressed as a combination of these effects
according to

κ = κc +κs ,

where κc and κs are the stretch rates due to flame curvature and aerodynamic strain,
respectively. The distribution of κc and κs in turbulent flames can be represented as
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probability density functions, see e.g. (Bradley et al., 2005). Both positive and negative
stretch rates are present in the turbulent flame brush.

Karlovitz et al. (1953) described flame extinction in terms of the flame stretch rate.
The Karlovitz stretch factor K used for turbulent premixed combustion expresses the
stretch rate on a randomly orientated surface in isotropic turbulence normalised by the
chemical timescale, as described in Section 3.1.2.

Bray (1990) presented a correlation based on the 1650 separate measurements of
turbulent burning velocities for premixed gaseous mixtures consolidated by Abdel-
Gayed et al. (1987). The turbulent burning velocity ut was expressed in terms of K

and the turbulence velocity fluctuation u′, on the general form

ut = α u′ K−β . (4.38)

where Ck = 0.157 in the expression for K:

K =Ck

(
u′

ul

)2(
u′ℓI

ν

)−0.5

. (4.39)

Based on the experimental measurements, Bray (1990) set the constants α and β in
Equation (4.38) to 0.875 and −0.393, respectively. This correlation is currently used
in standard releases of FLACS to model high stretch rate flame propagation for all
mixtures, regardless of fuel type and concentration (cf. Section 3.2.2).

Bradley et al. (1992) derived a correlation from the same data set on the same gen-
eral form as Equation (4.38), also incorporating Le, according to

ut = α u′k (KLe)−β . (4.40)

In Equation (4.40), α = 0.88 and β =−0.3, and u′ is replaced with an effective turbu-
lence velocity fluctuation u′k, representing the part of the turbulence spectrum that acts
on the flame kernel – tending towards u′ as the flame propagates.

In analogy to Equation (4.23), Bradley et al. (1996) defined the Markstein numbers
Macr and Masr, associated with the stretched burning velocity unr, according to

ul −unr

ul

= KcMacr +KsMasr . (4.41)

Here, unr expresses the rate of generation of combustion products associated with the
flame front, and Kc and Ks are the Karlovitz stretch factors due to flame curvature and
flow strain, respectively. Bradley et al. (2005) presented turbulent burning velocities for
a range of methane-air and propane-air mixtures at 100 kPa and 300 K. The mixtures
had equivalence ratios varying from 0.55 to 1.4 for methane and 0.7 to 1.3 for propane,
corresponding to positive values of Masr varying between approximately 1 and 6. The
turbulent burning velocities of these mixtures were correlated with the quantities K,
(KLe) or (KMasr). The authors demonstrated that the correlations progressively im-
proved with improving allowances for thermo–diffusive effects, whereas correlating
the turbulent burning velocity with (KMasr) gave the best result.

Based on a considerable amount of experimental data, Bradley et al. (2011b) and
Bradley et al. (2013) published updated correlations on the form of Equation (4.38),
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where α and β were explicitly expressed in terms of Masr according to

ut = α u′k K−β , (4.42)
α = 0.023(30−Masr) and β = 0.0103(Masr −30) if Masr > 0 , (4.43)
α = 0.085(7−Masr) and β =−0.0075(Masr +30) if Masr < 0 , (4.44)

setting Ck to 0.25 in the expression for K (cf. Equation (4.39)). The correlations (4.42)-
(4.44) were based on data from a fan-stirred spherical bomb using the implosion tech-
nique described by Bradley et al. (2011b). Data for mixtures with methane, hydrogen,
90 % methane - 10 % hydrogen, toluene, i-octane with air at a range of equivalence
ratios and pressures from 1-35 bar, resulting in Masr ranging from -23 to 5, were cor-
related to give equations (4.42)-(4.44). Curvature effects were neglected in Equation
(4.42), as flame stretch due to aerodynamic strain can be assumed to dominate in turbu-
lent flames. Hence, α and β in Equation (4.42) are functions of the strain rate Markstein
number Masr alone.

Figure 4.2 shows strain rate Markstein numbers Masr for methane-air (Bradley et al.,
1996), propane-air (Bradley et al., 1998a) and hydrogen-air (Bradley et al., 2007), for
a range of equivalence ratios and different pressure levels. An alternative set of Ma

from Taylor (1991) is also plotted in Figure 4.2 (right). Figure 4.2 shows that fuel-
rich propane-air mixtures (φ > 1.4) and fuel-lean hydrogen-air mixtures (φ < 0.6) are
characterised by negative values of Masr at atmospheric pressure levels. Furthermore,
the figure shows that Masr may vary significantly with pressure.

Figure 4.2: Markstein numbers for methane-air and propane-air at T = 300 K (Bradley et al.,
1996, 1998a) (left) and hydrogen-air at T = 365 K (Bradley et al., 2007) and T = 300 K
(Taylor, 1991) (right).

Overall, Equation (4.42) constitutes a more general correlation than Equation (4.38)
(where the values for α and β are fixed), as it accounts for changes to the physico-
chemical properties of the mixture e.g. with variations in fuel type and equivalence
ratio. Perturbations in the values of Masr in Equation (4.42) effectively change how
ut responds to variations in the turbulence variables, u′ and ℓI , the laminar burning ve-
locity ul , and the kinematic viscosity ν . The dependence of ut on u′ is generally more
pronounced when applying the formulation by Bradley et al. (2013) rather than the
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correlation by Bray (1990), and this behaviour agrees better with trends reported by
the general combustion literature (Dahoe et al., 2013; Lipatnikov and Chomiak, 2002;
Skjold et al., 2013a).

4.6 Modelling Markstein number effects

Figure 4.3 illustrates how the turbulent burning velocity predicted by Equation (4.38)
(currently used in standard releases of FLACS) and the Ma-dependent correlation in
Equation (4.42) varies with the ratio u′/ul and the integral length scale of turbulence ℓI ,
for different values of Masr. Hydrogen-air mixtures with equivalence ratios φ of 0.5,
0.7 and 1.0, i.e. Masr ≈ −10, 5 and 9 at atmospheric pressure, are used to visualise the
differences in combustion rates with varying values of Masr.

Figure 4.3a shows that the burning velocity correlation by Bray (1990) (green sur-
face) results in higher combustion rates than the correlation by Bradley et al. (2013)
(red surface) for high values of u′ and ℓI (i.e. u′/ul approaching 40 and ℓI approaching
1), for Masr ≈ 9. The opposite trend is seen for high values of u′ and ℓI in Figure 4.3b,
where ut is visualised for a hydrogen-air mixture with φ = 0.7 and Masr ≈ 5. Over-
all, the burning velocities from the two correlations are comparable for a wide range of
turbulence levels for this particular mixture.

Figure 4.4 compares the turbulent burning velocities predicted by Bray (1990) (solid
lines) with that derived from Bradley et al. (2013) (dashed lines) as a function of u′, for
a fixed ℓI of 0.001 m (left) and 0.1 m (right). When ℓI = 0.001 m (cf. Figure 4.4 (left)),
the correlation by Bray (1990) predicts higher burning velocities than the correlation
by Bradley et al. (2013) for u′ < 15 m/s and Masr ≈ 9. Meanwhile, Figure 4.4 (right)
shows that the correlation by Bray (1990) consistently gives higher burning rates than
the correlation by Bradley et al. (2013) when ℓI = 0.1 m and Masr ≈ 9. Figure 4.4 (left)
shows that for a fixed ℓI of 0.001 m and Masr ≈ 5, Bray (1990) predicts higher burning
rates for u′ < 3 m/s, while for a fixed ℓI of 0.1 m in Figure 4.4 (right), Bray (1990)
gives higher burning velocities for u′ < 12 m/s.

For Masr ≈−10, Figure 4.3c shows that the burning rates in the flamelets predicted
by the correlation in Equation (4.42) generally are enhanced compared to the correla-
tion in Equation (4.38), in particular for high values of ℓI and u′. Hence, when mod-
elling gas explosions in densely congested regions, Equation (4.42) will likely result in
significantly higher overpressures than Equation (4.38) for the mixture plotted in Fig-
ure 4.3c. Figure 4.4 shows the same trend for both ℓI = 0.001 m (left) and ℓI = 0.1 m
(right). This is consistent with observations made e.g. by Bradley et al. (2005): mix-
tures characterised by negative Markstein numbers exhibit higher burning rates when
exposed to positive stretch rates, are less likely to quench at high stretch rates, and are
more prone to develop flame instabilities than mixtures with positive Markstein num-
bers.

4.6.1 Modelling approach in FLACS

In standard releases of FLACS (Gexcon, 2016), a Lewis number dependent correction
is applied directly to the laminar burning velocity of hydrogen-air mixtures to account
for thermal–diffusive effects in both the quasi-laminar and turbulent regime of flame
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(a) φ = 1.0, Masr ≈ 9, ul ≈ 2.13 m/s.

(b) φ = 0.7, Masr ≈ 5, ul ≈ 1.25 m/s.

(c) φ = 0.5, Masr ≈−10, ul ≈ 0.61 m/s.

Figure 4.3: Burning velocities from Bray (1990) and Bradley et al. (2013) as a function of
u′/ul and ℓI (axis denoted "tls=l_t") for hydrogen-air mixtures with different values of the
equivalence ratio φ .
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Figure 4.4: Burning velocities from Bray (1990) and Bradley et al. (2013) as a function of
u′ for hydrogen-air mixtures with different values of Masr and ul , for ℓI = 0.001 m (left) and
ℓI = 0.1 m (right).

propagation (Middha, 2010). Figure 4.5 shows the corrected laminar burning veloc-
ity for hydrogen-air mixtures (grey line) together with the uncorrected values of ul

from FLACS (black line). The uncorrected laminar burning velocity agrees well with
the values for ul presented by Taylor (1991) (white dots). The correction enhances ul

for φ < 1.0, while reducing the burning velocity for φ > 1.0, to account for thermal–
diffusive effects with varying Lewis or Markstein numbers. The same correction is
applied to hydrogen-air mixtures in all versions of standard FLACS that are used in the
present thesis. However, Lewis or Markstein number effects may have a different influ-
ence on the burning rate in different combustion regimes. For example, adjusting the
laminar burning velocity in the correlation (4.38) with fixed values for α and β will
not change the dependence of the turbulent burning velocity on the turbulence param-
eters u′ and ℓI . Standard versions of FLACS do not apply Lewis number-dependent
corrections for the laminar burning velocity of any other fuel-air mixture than hydro-
gen, although the variations in Masr with changes in φ shown in Figure 4.2 suggest that
these effects are appreciable also for propane-air explosions.

Figure 4.6 shows the turbulent burning velocities predicted by equations (4.38) and
(4.42) for propane-air mixtures with φ of 1.0 and 1.4, corresponding to Masr of about
6 and −0.1, respectively. For the two mixtures plotted in Figure 4.6, the same overall
trends are observed: the correlation by Bradley et al. (2013) predicts somewhat higher
burning velocities than the correlation by Bray (1990) for a wide range of turbulence
levels. This behaviour is particularly pronounced for high values of ℓI and u′. Fur-
thermore, the enhancement of the combustion rates for the mixture with φ = 1.4 as
predicted by Equation (4.42), relative to that predicted by Equation (4.38) (cf. Figure
4.6b), is more marked than for the mixture with φ = 1.0 (cf. Figure 4.6a).

Figure 4.7 compares the turbulent burning velocities predicted by Bray (1990) (solid
lines) with that derived from Bradley et al. (2013) (dashed lines) as a function of u′, for
a fixed ℓI of 0.001 m (left) and 0.1 m (right). For Masr =−0.1, Figure 4.7 confirms that
the correlation by Bradley et al. (2013) gives higher combustion rates for both values
of ℓI . Figure 4.7 (left) shows that the correlation by Bray (1990) gives a slightly higher
burning velocity than the correlation by Bradley et al. (2013) for u′ < 1 m/s when
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Figure 4.5: Laminar burning velocities for hydrogen-air mixtures from Taylor (1991) and the
standard release FLACS v10.4, both the uncorrected data set (labelled "FLACS v10.4") and
the Lewis number corrected data, used in the combustion model (labelled "FLACS v10.4 with
Le-correction").

ℓI = 0.001 m and Masr = 6. The same trend is seen for u′ < 4 m/s when ℓI = 0.1 m and
Masr = 6 (cf. Figure 4.7 (right)).

Paper 2 of the present thesis describes an experimental campaign designed to pro-
vide validation data for a Markstein number-dependent burning velocity model. Fur-
ther experimental work is needed to support the development of improved sub-grid
models for non-stoichiometric mixtures. The objective of the campaign in Paper 2 was
to investigate flame acceleration in regimes with both low and high stretch rates, for
two different spatial scales. Consequently, experiments were performed in two vented
channels of dimensions 1.5 m × 0.3 m × 0.3 m (small-scale) and 6.0 m × 1.2 m ×
1.2 m (medium-scale). Experiments were performed in empty versions of both cham-
bers to study flame propagation in the quasi-laminar regime of flame propagation. Five
rectangular obstructions (cf. Appendix B and Paper 2) were then added to each ex-
plosion chamber to investigate the effect of varying the mixture concentration for ex-
plosion tests involving turbulent flame propagation, i.e. producing higher flame speeds
and overpressures. These two setups (empty and with five rectangular obstructions in-
serted) were identical for both the small-scale and the medium-scale chamber, so as
to study the scaling effect on explosion overpressures for different regimes of flame
propagation. Finally, to investigate Markstein number effects for explosions with even
higher flame acceleration rates, 4 grids, each consisting of 6 circular obstructions, were
inserted in the medium-scale channel (cf. Figure 1.4). The variation in the Markstein
number of the flammable mixture was achieved by changing the equivalence ratio of
the propane-air mixture between 0.7 and 1.7. According to Figure 4.2, this corresponds
to a variation in Masr from ≈ 6 to ≈−1. Appendix B includes additional details on the
experimental setup.

For Paper 2, the Masr-dependent correlation by Bradley et al. (2013) was imple-
mented in a development version of FLACS. The correlations (4.42)-(4.44) are valid
for K > 0.05, and replaced Equation (4.38) with α and β as defined by Bray (1990).
The quench criterion was updated according to the recent setting of Ck to 0.25 in the
expression for K (cf. Equation (4.39)). In their experiments, Abdel-Gayed et al. (1987)
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(a) φ = 1.0, Masr ≈ 6, ul ≈ 0.42 m/s.

(b) φ = 1.4, Masr ≈−0.1, ul ≈ 0.18 m/s.

Figure 4.6: Burning velocities from Bray (1990) and Bradley et al. (2013) as a function of u′/ul

and ℓI (axis denoted "tls=l_t") for propane-air mixtures with different values of the equivalence
ratio φ .

experienced significant quenching at KLe = 1.5, for high Re. Bradley et al. (1992)
indicated a quenching limit of KLe = 6.0. Findings from direct numerical simula-
tions (Poinsot et al., 1991) suggest that the quenching limit may be located around
K ≈ 25, near the border between the “thin reaction zones” and “distributed reaction
zones” regimes of Peters (2013), where the smallest turbulence eddies start to pene-
trate the reaction zone. Bradley et al. (2013) demonstrated that the critical stretch rate
for flame quenching depends significantly on the local Markstein number. In summary,
there are considerable uncertainties associated with the use of a quenching limit for
turbulent premixed combustion. For the Markstein-number dependent burning veloc-
ity model used in Paper 2, the limit for burning velocity increase with u′ was set to
K = 1.5.

Together with the correlation in Equation (4.42), the fractal model from Section 4.4,
Equation (4.35), was implemented for the cellular phase of flame propagation, using the
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Figure 4.7: Burning velocities from Bray (1990) and Bradley et al. (2013) as a function of
u′ for propane-air mixtures with different values of Masr and ul , for ℓI = 0.001 m (left) and
ℓI = 0.1 m (right).

experimental data presented by Bauwens et al. (2015). The low stretch rate correlation
in Equation (3.20) was retained.

Paper 2 discusses validation results from the updated model together with results
obtained with the corresponding standard version of FLACS. An overall summary of
the results is given here. The maximum overpressures predicted by the standard FLACS
release (denoted ‘SBV’) and the development version of FLACS using the Markstein
number-dependent burning velocity model (denoted ‘MBV’) are plotted in Figure 4.8
together with the corresponding experimental values. Figure 4.8 (left) shows a scatter

plot of the maximum overpressures. The parabola plot in Figure 4.8 (right) visualises
the geometric mean bias (MG) and variance (VG) of the data sets in Figure 4.8 (left),
i.e. the tendency of each model version to systematically over- or under-predict the
overpressure, and the degree of scatter around a mean value for the model predictions,
respectively. MG and VG are defined in Paper 2 and Chapter 6, Section 6.1.3.

Figure 4.8: Scatter plot (left) and parabola plot (right) of simulated and experimental maximum
overpressures from the study in Paper 2. Propane-air mixtures with φ varying between 0.7 and
1.7 were used in the experimental campaign. Note that the legend applies to both sub-plots.
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Figure 4.8 shows that both models give acceptable predictions of the experimental
maximum overpressures for propane-air mixtures with φ < 1.4. For fuel-rich mix-
tures with φ > 1.4 and Masr < 0, the standard burning velocity model generally under-
predicts the maximum overpressures. However, the Markstein number-dependent burn-
ing velocity model gives improved results for these mixtures, consistently predicting
overpressures within ±10 % of the experimental values. In addition to assessing model
performance in terms of the maximum overpressure, Paper 2 presents a detailed anal-
ysis of the pressure-time curves and flame speeds versus distance from ignition. The
analysis shows that the development version of FLACS using the MBV combustion
model generally gives a more representative flame speed in the initial phase of flame
propagation than that predicted by the standard FLACS release.

Similar to fuel-rich propane-air mixtures, fuel-lean hydrogen-air mixtures (with
φ < 0.6) are characterised by negative Markstein numbers at atmospheric pressure.
To further validate the updated combustion model, a series of experiments involving
fuel-lean hydrogen-air explosions were simulated. The Markstein number-dependent
combustion model used in Paper 2 was therefore extended to hydrogen-air mixtures
with data from Bauwens et al. (2017a) and (Bradley et al., 2007). The results from this
study are presented in Chapter 6, Section 6.1.

In Chapter 6, Section 6.2, the Markstein number-dependent combustion model is
used to model the experiments from Paper 1 of the present dissertation. Paper 1 presents
a series of large-scale natural gas-air experiments performed in an empty vented enclo-
sure, with two compartments separated by a doorway. A total of 85 experiments were
performed in the twin-compartment enclosure, and a selection of 22 experiments were
analysed and modelled for Paper 1. These represent a wide range of configurations,
resulting in explosion overpressures ranging from 0.04 to 0.46 bar. For the tests con-
sidered in Paper 1, both chambers were either half-filled or completely filled with a 10
vol.% natural-gas mixture in air. The ignition point was either located at the centre of
the back wall (opposite of the vent opening) or in the centre of the left chamber. Fur-
thermore, the effect on the explosion mechanism of inserting a light-weight, initially
closed door in the doorway between the rooms was investigated.

The pressure-time history in these experiments generally displayed two distinct
pressure peaks. The first pressure peak was always associated with the removal of
one or both of the explosion relief vent panels. The second pressure peak was found to
be more complex in origin – its magnitude varying with the vent configuration and de-
gree of filling. Sometimes, the second pressure peak was significantly enhanced by the
presence of the interconnecting door.

The vent panels and the door in the experiments were modelled as “pressure relief
panels” in FLACS for Paper 1, i.e. as regions with an area porosity varying in time
in response to the explosion, according to a designated panel type, weight and failure
pressure. The pressure relief panel model used in the FLACS simulations to model the
opening and closing of the interconnecting door between the compartments is a highly
simplified approach, and will therefore not always give an exact representation when
the results are sensitive to how the door opens. This likely was the case for several of
the experiments in Paper 1, for which the second pressure peak was under-predicted.
Furthermore, the standard version of FLACS used in Paper 1 was found to persistently
over-predict the rate of combustion in the very early stages of the explosion, i.e. during
the period when the flame propagation is in the quasi-laminar propagation mode. This
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fed through to the earlier occurrence of subsequent events.
Paper 1 concludes that an improved representation of the quasi-laminar burning ve-

locity would be necessary to improve model performance for these experiments. Addi-
tionally, for the mixtures used in Paper 1, the Markstein-number dependent combustion
model gives a higher sensitivity of the burning velocity to the turbulence velocity fluc-
tuation u′, which could improve the representation of the second pressure peak. To
investigate this, the Markstein number-dependent combustion model proposed by Pa-
per 2 was extended to natural gas-air mixtures for the modelling work in Chapter 6.
The model uses data from Bradley et al. (1996) for methane-air mixtures and data from
Tseng et al. (1993) for ethane-air mixtures. The natural gas mixture was assumed to
be composed of methane, ethane and propane only, neglecting the smaller quantities of
heavier components in the mixture. A simple, volume-fraction weighted mixing rule
was implemented to obtain the necessary parameters for both the quasi-laminar and
turbulent burning velocity models. The values for Masr resulting from this simplified
approach were found to be reasonable when compared to both the experimental and
simulated data presented by Johnson and Cleaver (2002).

Finally, Paper 1 proposes that the tests where the second pressure peak is sensitive
to the presence of the interconnecting door could be better represented in FLACS if a
sub-grid model for the Rayleigh–Taylor instability is included. Section 5.4 addresses
the modelling of this effect. Selected results from applying the findings of both Paper
2 and Section 5.4 to the experiments in Paper 1, together with an extended discussion,
are presented in Chapter 6, Section 6.2.

4.6.2 Uncertainties associated with the Markstein number

The Markstein number is defined as the Markstein length normalised by the flame thick-
ness, Ma = L/δl (cf. Section 4.3.3). The values of the Markstein length can be deter-
mined experimentally by plotting the speed of a spherical flame as a function of the
stretch rate, and extrapolating to a stretch rate of zero. Thus, the unstretched laminar
burning velocity ul can be found directly, while the gradient of the flame speed is the
Markstein length L. This procedure should preferably be performed before the flame
front becomes unstable. After the onset of instability, the method must correct for
flame acceleration associated with the cellular regime. However, at higher pressures,
the flame front becomes cellular almost from the point of ignition. Consequently, it is
more challenging to measure ul and L for such conditions (Bradley et al., 2007).

Additional uncertainty is associated with the normalisation of L with the flame
thickness to obtain Ma (Beeckmann et al., 2017). For example, the use of the ap-
proximation δl =Dth/ul , where Dth is the thermal diffusivity, versus δl = ν/ul , where
ν is the kinematic viscosity, leads to discrepancies. Furthermore, using such simplified
approximations for the flame thickness in itself introduces significant uncertainty.

Bradley et al. (2013) estimated error bands of approximately ±1 on their measured
Masr. However, the uncertainties associated with using Markstein numbers in burning
velocity models are likely more significant. In particular, when comparing and applying
values of Ma, it is crucial to know how they have been estimated (Davis et al., 2002).
Values for Masr determined by the approaches described by Bradley et al. (1996, 1998a,
2007) are not readily available for all fuels; strictly, when using alternative data sets
for Ma, the correlations may therefore not be valid. Hence, introducing Markstein
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number effects to a model for premixed turbulent combustion can be viewed as a way
of representing certain trends (e.g. with varying mixture composition), rather than as
an exact quantification of the physicochemical effects.

4.7 Summary

The present chapter presents the theory underpinning the sub-grid models that were im-
plemented in FLACS as part of the present doctoral study. A thorough understanding
of the physical mechanisms driving flame acceleration is crucial for performing mean-
ingful sub-grid modelling, in particular for CFD tools that apply a relatively coarse
resolution compared to the scales of the governing physical phenomena.

For initially quiescent, spherical flames, several propagation regimes can be ob-
served. In the early stages of flame propagation, the flame is laminar and stable. For
highly unstable mixtures this regime may be extremely short-lived, as the flame surface
will develop “cracks”, and cell formation will commence almost immediately after ig-
nition. At the point where the flame surface becomes fully cellular, the flame front
accelerates. The flame surface area and speed continues to grow in the cellular regime.
Intrinsic instabilities can be the primary mechanisms of flame acceleration in gas explo-
sions with low degrees of congestion. Furthermore, accurate representation of cellular
flame propagation is important for simulating the initial phase of gas explosions. The
stability analysis in sections 4.3.2, 4.3.4 and 4.3.5 can be directly related to the ob-
served physical phenomena of intrinsic instabilities. The results from the analysis are
therefore highly useful for understanding and developing modelling approaches to rep-
resent the quasi-laminar regime of flame propagation.

The physical interpretation of the results by Landau (1944), presented in Section
4.3.2, is that an infinitesimally thin flame surface is unconditionally unstable with re-
spect to small perturbations of all wavelengths. Since the shortest wavelengths have
the most significant growth rate from Equation (4.18), the analysis must be extended
to take into account the effect of the thermal–diffusive structure of a stretched flame
front. The stability analysis in Section 4.3.4 therefore includes thermal–diffusive ef-
fects, by introducing the Markstein length (or equivalently, the Markstein number Ma

and the laminar flame thickness δl) of the flame front to the analysis. This theory ex-
plains why short-wavelength perturbations in practice are stabilised (for example in the
very initial phase of spherical flame propagation), and why flames with Ma < 0 are ob-
served to transition to the cellular regime at an earlier stage than flames with Ma > 0.
In effect, Ma implicitly accounts for the combined effect of viscosity, thermal conduc-
tivity, mass and heat diffusivity (including Lewis number effects) on flame stability
(Zeldovich et al., 1985).

Meanwhile, for outwardly propagating spherical flames, the onset of instability oc-
curs significantly later than what the linearised theory for planar flames predicts. For
a spherical flame to change its shape due to the hydrodynamic instability, the growth
rate of the amplitude of the perturbations needs to be larger than the growth rate of the
flame radius itself. The linearised stability analysis for spherical flames presented by
Bechtold and Matalon (1987) (cf. Section 4.3.5) explains why the flame surface devel-
ops a fractal character in the quasi-laminar regime. This observation is used to derive
correlations for the flame acceleration in the cellular regime, presented in Section 4.4.
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Furthermore, Section 4.4 argues that all effects from cellular flame structure on the
observed flame speed must be modelled in FLACS.

In conclusion, the theory in this chapter infers that introducing a dependency on
Ma to the model for uql (used in the quasi-laminar regime of flame propagation) would
constitute an improved representation of intrinsic instabilities in the CFD tool FLACS.
Assuming that all effects from intrinsic instabilities occur sub-grid, the fractal model
for quasi-laminar flame propagation given by Equation (4.32) was implemented in a
development version of FLACS for the present thesis. This model is supported by
high-quality experimental data (Bauwens et al., 2015, 2017a,b).

Mixtures characterised by negative Markstein numbers exhibit higher burning rates
when exposed to positive stretch rates, are less likely to quench at high stretch rates,
and are more prone to develop flame instabilities than mixtures with positive Markstein
numbers. Enhanced burning rates are observed for mixtures with negative Markstein
numbers in the turbulent regime of flame propagation. For modelling the turbulent
burning velocity, Section 4.5 proposes that a stretch-based model is most appropriate
for the applications of FLACS. Bradley et al. (2005) presented turbulent burning ve-
locities for a range of methane-air and propane-air mixtures with varying equivalence
ratios. The turbulent burning velocities of these mixtures were correlated with the
quantities K, (KLe) or (KMasr). The authors demonstrated that the correlations pro-
gressively improved with improving allowances for thermo–diffusive effects, whereas
correlating the turbulent burning velocity with (KMasr) gave the best result.

Based on a considerable amount of experimental data, Bradley et al. (2011b) and
Bradley et al. (2013) published updated stretch-rate based correlations on the form of
Equation (4.38), where α and β were explicitly expressed in terms of Masr. Overall,
the correlation by Bradley et al. (2013), Equation (4.42), constitutes a more general cor-
relation than Equation (4.38) (implemented e.g. in the standard release FLACS v10.5,
where the values for α and β are fixed), as it accounts for changes to the physicochem-
ical properties of the mixture e.g. with variations in fuel type and equivalence ratio.
This model was implemented in FLACS for the modelling work of the present thesis.

Due to uncertainties both associated with measuring and applying Masr, introducing
Markstein number effects to a model for premixed turbulent combustion can be viewed
as a way of representing certain trends (e.g. with varying mixture composition), rather
than as an exact quantification of the physicochemical effects. The Markstein number-
dependent combustion model was validated using the experiments presented in Paper
2, Paper 1 and Chapter 6.



Chapter 5

Representing geometry-induced flame

instabilities and turbulence production from

vegetation

The present chapter expands on instability effects that are relevant for scenarios where
the flow induced by flame acceleration interacts with geometry, such as partial con-
finement and obstacles. Particular emphasis is put on the Bénard–von Kármán (BVK)
instability, occurring in the wake of bluff-bodies, and the Rayleigh–Taylor (RT) insta-
bility, which is triggered when a flame front accelerates over an obstacle or through a
vent opening. For completeness, Kelvin–Helmholtz (KH) and acoustic instability ef-
fects are also addressed. Finally, the chapter discusses how flexible obstructions in
the form of vegetation affect the turbulence production and flame acceleration in gas
explosions, and how these effects can be modelled.

In summary, this chapter elaborates on the findings of Paper 3 and Paper 4, to-
gether with additional key mechanisms, to give a comprehensive overview of geometry-
induced instability effects relevant for industrial-scale explosions. The topics listed
above address both aspects of the research question "how can the sub-grid represen-

tation of flame acceleration mechanisms due to instability effects and flow past ob-

structed regions be improved in a CFD tool used for consequence assessment of gas

explosions?".
Although geometry-induced instabilities (cf. Section 4.1) constitute powerful flame

acceleration mechanisms in gas explosions, previous studies of their representation in
the CFD tool FLACS have been limited. For example, the BVK instability causes
vortex shedding in bluff-body wakes for Reynolds numbers exceeding a certain value.
Vortex shedding produces energetic, coherent structures that cannot be considered part
of the broadband range of disturbances characterising turbulent flow (Lieuwen, 2012).
It is clear that these structures will increase the flame surface area and thus contribute to
the flame acceleration downstream of obstacles (Arntzen, 1998; Kong, 1996; Kong and
Sand, 1996). However, data relevant for transient, explosion driven flow past different
types of bluff-bodies appear to be extremely scarce. In order to develop improved
models for the sub-grid representation of flame folding due to the BVK instability,
more knowledge of its significance in industrial-scale gas explosions is needed.

Consequently, for Paper 3, an experimental campaign was performed to investigate
the contribution of vortex shedding to the generation of overpressure in gas explosions
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with a single obstacle inserted. Vortex shedding was observed in the baseline exper-
iments, and then suppressed by two simple passive flow control methods. The most
effective control method configuration in the experimental campaign reduced the max-
imum explosion overpressures by approximately 32 %. The results from Paper 3 can be
used as input to sub-grid models for the generation of flame surface area downstream
of obstructions in any PDR model system. This is discussed in sections 5.1 and 5.3.3.
Moreover, the results trigger the question of whether suppression of vortex shedding
could be used as an explosion mitigation method. To address this question, additional
experimental work building on Paper 3 would be required, cf. Section 5.3.4.

In the experimental campaign performed for Paper 4, branches from different types
of trees were inserted into a vented channel during a series of gas explosions. Thus, the
geometric configuration in this campaign was significantly more complex than the con-
figurations investigated in papers 1-3. In addition, the experiments in Paper 4 involved
two-way fluid-structure interactions due to the presence of flexible obstructions. The
investigation in Paper 4 was motivated by a need for a meaningful approach to represent
the effect of vegetation on gas explosions in CFD tools based on the PDR concept. The
need was identified in the aftermath of a severe explosion incident that occurred at the
fuel storage depot Buncefield, UK, in 2005 (BMIIB, 2008), where the presence of veg-
etation was assumed to have caused flame acceleration and significant overpressures. A
two-stage research project was initiated to investigate the explosion mechanism that led
to the overpressure damage observed at Buncefield (SCI, 2009, 2014). The project in-
volved both medium-and large scale experimental campaigns, involving gas explosions
in extensive regions with vegetation, as well as modelling work.

Consequently, the experimental study in Paper 4 was conducted to (i) investigate
whether the flexible response of tree branches to the flow would significantly reduce
the overpressures, (ii) investigate to which degree the presence of foliage contributes to
flame acceleration, and (iii) to support the development of a general sub-grid modelling
approach to account for vegetation in industrial-scale gas explosions. The paper thus
addresses two separate influences on flame propagation in obstructed regions that must
be represented sub-grid by CFD tools based on the PDR concept. Section 5.6 discusses
the findings of Paper 4.

5.1 Modelling flame surface area increase due to sub-grid obstacles

This section presents approaches to account for the generation of sub-grid flame surface
area due to various physical phenomena in CFD models. The modelling approaches are
referred to throughout the chapter.

5.1.1 The combustion model by Weller and co-workers

The combustion model by Weller et al. (1998a) has been used in several CFD tools,
using both the RANS and LES framework – see e.g (Bauwens and Dorofeev, 2011)
and (Puttock et al., 2014). This model is referred to in sections 5.1.2 and 5.4; a short
presentation of the Weller model is therefore included here.
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Weller et al. (1998a) presented a combustion model for use with LES that solves a
transport equation for the fuel mass fraction YF,
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where ΞT is the sub-grid flame wrinkling factor, () denotes a filtered variable, and (̃)
denotes a density-weighted filtered variable. The flame wrinkling factor ΞT represents
the effect of turbulence on the burning velocity, and can be interpreted as the ratio
between the turbulent and the laminar burning velocity. Weller et al. (1998a) suggested
a separate transport equation for ΞT ,
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In Equation (5.3), tη is the Kolmogorov timescale, and ΞT,eq is the equilibrium ΞT ,
given by a turbulent burning velocity correlation. Weller et al. (1998a) investigated the
effect of replacing Equation (5.2) with the equilibrium expression, ΞT,eq. This simpli-
fied approach corresponds to the method currently used in FLACS (Gexcon, 2016) to
account for the effect of turbulence on the flame speed, cf. Section 3.2.

Bauwens and Dorofeev (2011) extended the Weller model by introducing separate
flame wrinkling factors accounting for the RT instability, ΞRT , and the LD instability,
ΞLD. In addition, they introduced a separate transport equation for ΞRT . The contribu-
tions from ΞRT and ΞLD were multiplied with ΞT from Equation (5.2) to obtain a ‘final’
flame wrinkling factor Ξ, replacing ΞT in Equation (5.1).

Puttock et al. (2014) also adopted the Weller model for their PDR solver, and in-
cluded a separate transport equation for flame surface area generation due to sub-grid
obstacles. The authors argued that the flame surface area produced by sub-grid ob-
stacles should be transported separately from that accounting for turbulence effects,
since sub-grid obstacles produce flame surface area on different scales from those of
turbulence, and exhibit different decay characteristics. Hence, they proposed to use a
transport equation on the general form of Equation (5.2),

DΞS

Dt
= GSΞS −RS (ΞS −1) , (5.4)

where ΞS is the flame wrinkling factor accounting for sub-grid obstacles, and GS and
RS are the generation and the removal rates of ΞS, respectively. Puttock et al. (2014)
expressed the generation of flame surface area GS as

GS = RS

(
ΞS,eq −1

ΞS,eq

)
, (5.5)
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where C1,C2 and C3 are constants, br is the blockage ration in the direction of the flow,
and nr is the number of rows of obstacles in the direction of the flow.

5.1.2 Modelling approach in FLACS

In FLACS, unresolved geometry influences the rate of combustion through the mod-
elled turbulence parameters that are used by the burning velocity model. The produc-
tion term in the conservation equation for the turbulence kinetic energy, k, explicitly
accounts for the turbulence produced by sub-grid objects in the source term Pk, cf.
Equation (2.32). However, the presence of an object will contribute to enhanced flame
surface area and higher flame speeds not only through increased turbulence production.
The flame front will fold itself around the obstacle, generating additional flame sur-
face area on the scale of the obstacle dimension. For sub-grid objects, this effect is not
resolved, and must be modelled.

Arntzen (1998) argued that the increase in flame surface area
(
∆A f/A f

)
from sub-

grid obstacles can be represented by a factor ΞS, defined as

ΞS = 1+
∆A f

A f
= 1+C f l

√
Uc φi Ci , (5.7)

where Uc is the downstream flow velocity normalised by the speed of sound, φi is a
direction vector, and Ci denotes the total surface area of the ‘ending walls’ of the sub-
grid obstructions for flow in the ith direction. Ci is only defined for objects with one
or more ending walls in the present control volume. In Equation (5.7), C f l is a model
parameter, determined by validation against experiments. Equation (5.7) is similar to
the equilibrium expression proposed by Puttock et al. (2014), cf. Equation (5.6).

The formulation in Equation (5.7) is based on the assumption that the flame sur-
face area increase from the flame front folding around an obstacle is proportional to
the size of the obstacle and the ratio of the downstream flow velocity to the turbulent
burning velocity, U/ut . A higher flow velocity relative to the burning velocity means
that the flame surface structures from the interaction with the obstacle is transported
further downstream before the wake is fully burnt. The concept can be visualised by
considering an idealised channel where one end wall is removed, and study the two
cases with (a) ignition at the closed wall of the channel (Figure 5.1a) and (b) ignition
close to vent opening (Figure 5.1b). Furthermore, Arntzen (1998) approximated ut by
C
√

ulU , where C is a constant, resulting in the dependence of ΞS on the normalised
velocity

√
Uc in Equation (5.7).

In FLACS, flame wrinkling due to sub-grid obstacles is taken into account by mul-
tiplying the resulting burning velocity from the burning velocity model, sbvm, with the
flame wrinkling factor ΞS from Equation (5.7), to give the final input burning velocity
s to the flame model (cf. Section 3.2.1), i.e.

s = sbvmΞS . (5.8)

The flame surface area contribution from sub-grid obstacles is therefore computed and
taken into account at every time step for each control volume where combustion takes
place.
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(a) Ignition at the closed end.

x
(b) Ignition at the open end.

Figure 5.1: Idealised channel with the right end wall removed.

Equation (5.8) can in principle be extended with separate contributions accounting
for different unresolved effects. Overall, using equilibrium expressions is a simplified
and computationally more efficient alternative to solving separate transport equations
for flame surface area generated by various physical phenomena.

5.2 The Kelvin–Helmholtz (KH) instability

Coherent vortical structures generated by fluid flow instabilities promote flame acceler-
ation in gas explosions by enhancing the mixing rate between reactants and combustion
products. Such coherent structures, frequently superimposed on broadband, fine-scale
turbulence and acoustic disturbances, arise because the base flow configuration is un-
stable.

The Kelvin–Helmholtz (KH) or shear layer instability, and the Bénard–von Kármán
(BVK) instability can be triggered by fluid shear or obstructions in the flow. Indeed,
the KH instability will be present in bluff-body wakes together with the BVK insta-
bility for a wide range of Reynolds numbers and geometric configurations, also in gas
explosion-driven flows (Prasad and Williamson, 1997). In the following section, the
KH instability is studied analytically. The effect of the BVK instability on flame accel-
eration downstream of a bluff-body obstruction is investigated in Section 5.3.

5.2.1 Stability of a shear layer

Shear layers, or mixing layers, are regions where two fluid streams of different veloci-
ties or densities result in enhanced mixing in the transverse direction relative to the flow
(Lieuwen, 2012). The stability analysis of a spatial mixing layer can be performed by
considering a simplified shear layer with a base state on the form of a piecewise linear
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velocity profile of thickness δ , given by
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Figure 5.2 illustrates the simplified flow configuration in Equation (5.9).

0

uml
0(x2)

Figure 5.2: Velocity profile for the shear layer stability analysis. Figure reproduced from
(Lieuwen, 2012).

Finding general solutions for the first order perturbations of the streamfunction Ψ1

and the pressure p1, and matching the conditions for the streamfunction and pressure
at the interfaces between the different regions, i.e. at x2 = −δ/2 and x2 = δ/2, leads
to the dispersion relation
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cph
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−1

)2

− (∆u1/2uav)
2
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In Equation (5.10), uav =
(
u0

a +u0
b

)
/2, ∆u1 = u0

a − u0
b and cph = ω/kw is the complex

phase speed. From Equation (5.10), a range of wave numbers kw can be found for
which the complex growth rate ωi is positive. For these values of kw, the first order
disturbances grow in time. Hence, the flow in Figure 5.2 is linearly unstable.

Furthermore, it is possible to determine whether the flow is convectively or abso-
lutely unstable with the method presented in Section 4.2. Assuming that u0

a > u0
b, then

if ∆u1/2uav = 1 (or u0
b = 0), the complex growth rate ωi,0 is zero. Therefore, following

the theory in Section 4.2, the shear layer is absolutely unstable when there is backflow,
i.e. when u0

b < 0. When both layers are flowing in the same direction, or u0
b > 0, the

shear layer is convectively unstable. Analysing continuous shear layer profiles gives
similar results as for the simplified example in Figure 5.2 (Lieuwen, 2012).

5.2.2 Modelling the effect of the KH instability

The disturbances on the interface between two fluid streams of different velocity or
density can first be observed as small-scale undulations. However, as the disturbances
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grow, they cause the interface to ‘roll up’, pulling fluid from one side of the layer to the
other side. The initially two-dimensional disturbances develop secondary instabilities
as they are convected downstream, and the thickness of the shear layer increases.

Figure 5.3, taken from the experimental campaign in Paper 3, shows regions of
enhanced combustion in the separated shear layers downstream of a circular cylinder
inserted in a propane-air gas explosion. In the experiments described in Paper 3, the
KH instability most likely contributed to the observed flame acceleration. Meanwhile,
quantifying the isolated effect of KH instabilities in the separated shear layers is chal-
lenging, as these are not straightforward to suppress without removing the obstruction
from the experimental setup.

The KH instability also occurs in free shear flows. For high Reynolds number
flows, coherent structures are present together with the small-scale, broadband dis-
turbances associated with turbulence. The turbulence can be considered as an added
eddy-viscosity, contributing to the dissipation of the larger-scale structures and increas-
ing the mixing rate in the shear layer (Gaster et al., 1985).

Figure 5.3: Regions of enhanced combustion are visualised by increased luminosity in the
shear layers downstream of a bluff-body. The picture is taken from the experimental campaign
in Paper 3.

Naturally, the KH instability is not resolved for objects that are represented sub-
grid in models based on the PDR concept. Moreover, the spatial resolution of 0.05 - 1
m, which is typically used for simulating industrial-scale explosions with FLACS, will
be insufficient for resolving the instability downstream of most on-grid objects. How-
ever, the model for production of turbulence kinetic energy in Equation (2.32) includes
turbulence production from sub-grid objects. The sub-grid model parameters associ-
ated with the k-equation in FLACS, Equation (2.26), have been manually optimised
against a number of gas explosion experiments to yield reasonable results for a wide
range of configurations (Skjold et al., 2013b). The model accounts for an estimated to-
tal turbulence production from sub-grid objects, and may therefore implicitly account
for KH instability effects on the flame acceleration as well. Similarly, the model for
flame surface area production downstream of sub-grid obstacles, cf. Section 5.1.2, may
also effectively include the influence of the KH instability in FLACS through manually
optimised parameters.

Explicit modelling of the effect of the KH instability on flame acceleration in
industrial-scale explosions is not considered further in the present thesis. Assessing
the relative contribution of the instability, and how it is presently represented, would
require significant additional efforts that are not feasible to undertake as part of the
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present doctoral study.

5.3 The Bénard–von Kármán (BVK) instability

Paper 3 of the present thesis investigates an additional source of flame surface area
from flow past bluff-bodies, produced by a process separate from that of turbulence
generation. For a certain range of Reynolds numbers, the Bénard–von Kármán (BVK)
instability results in vortex shedding. Vortex shedding occurs both in non-reacting and
reacting bluff-body wake flows (Williamson, 1996; Zdravkovich, 1997, 2003). The
instability introduces a strong periodicity in the velocity and pressure measurements
immediately downstream of the bluff-body, and is associated with a significant increase
in the form drag, enhanced mixing, as well as possible structural vibrations and noise.
It is clear that vortex shedding will increase the flame surface area and thus contribute
to the flame acceleration downstream of obstacles (Arntzen, 1998; Kong, 1996; Kong
and Sand, 1996).

The BVK instability has been extensively studied for non-reacting flow (Roshko,
1993; Williamson, 1996), and in reacting flow for flame holder configurations in var-
ious combustor applications (Fureby, 2000; Hertzberg et al., 1991; Lieuwen, 2012).
Kong and Sand (1996) and Kong (1996) measured and discussed vortex shedding in
transient, explosion driven flow past various bluff-bodies. However, apart from the lat-
ter studies, data for scenarios relevant for industrial-scale gas explosions appears to be
extremely scarce.

5.3.1 Theory and background

The circular cylinder has been widely studied in the field of fluid mechanics (Roshko,
1993; Williamson, 1996; Zdravkovich, 1997, 2003). For flow across a circular cylinder,
the Reynolds number is defined as Re =UDcyl/ν , where U is the upstream flow speed,
Dcyl is the diameter of the cylinder, and ν is the kinematic viscosity of the fluid. The
two-dimensional flow around a circular cylinder can be represented by a thin viscous
boundary-layer, surrounded by an external potential flow. Upstream of the highest point
of the curved body, where the streamlines converge, the pressure gradient is favourable
to the flow, i.e. it points in the opposite direction of the flow. However, downstream of
the highest point of the curved body the streamlines diverge, giving rise to an adverse
pressure gradient, i.e. a positive pressure gradient with respect to the flow direction.
The boundary-layer experiences the same pressure as the external flow. If the adverse
pressure gradient is sufficiently strong, the flow near the wall will decelerate faster
than the external flow, and eventually reverses its direction leading to boundary-layer
separation.

Following flow separation, free shear layers emanate from each side of the bluff-
body. At Re from approximately 4− 47, the separated shear-layers roll up to form
two counter-rotating steady laminar vortices behind the circular cylinder. When Re ex-
ceeds about 47, the two-dimensional wake becomes globally unstable and unsteady.
The BVK instability is initially observed as a periodic oscillation of the laminar wake,
producing two staggered rows of counter-rotating vortices in an anti-symmetric pattern.
Regions of concentrated vorticity are then shed periodically from alternate sides of the
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cylinder and convected downstream, forming a von Kármán vortex street. The vortex
shedding is nominally two-dimensional in nature for Re < 190. At Re ≈ 190, three-
dimensional effects due to secondary instabilities become appreciable (Williamson,
1996).

The periodic oscillations persist, albeit with less coherence, as Re increases, and
the three-dimensional structures become increasingly disordered. At Re > 1200, vor-
tices generated by the convective Kelvin–Helmholtz instability in the separated shear
layers start to appear (Bloor, 1964), cf. Section 5.2. The turbulence transition point in
the shear layers move upstream towards the cylinder with increasing Re (Schiller and
Linke, 1933). The boundary-layer around the circular cylinder itself undergoes transi-
tion to turbulence at Re ≈ 2× 105. The more energetic turbulent boundary-layer can
resist the adverse pressure gradient and hence separation for a longer time than the
laminar boundary-layer. Consequently, the boundary-layer transition leads to less pres-
sure deficiency across the cylinder, i.e. less form drag, and a narrower wake (Roshko,
1993). However, for Re > 2× 105, coherent vortex shedding can still be discerned
(see e.g. the studies by Thomann (1959), Roshko (1961), Williamson (1996), and Ro-
dríguez et al. (2015)). Figure 5.4 shows the von Kármán vortex street in the wake of
circular cylinders for Re = 300 and Re = 4000.

Figure 5.4: Visualisations of the von Kármán vortex street in the wake of circular cylinders for
Re = 300 and Re = 4000, from Williamson (1996).

The flow oscillations due to two-dimensional vortex shedding can be characterised
by the Strouhal number St = f D/U , where f is the shedding frequency, D is a char-
acteristic diameter, and U is a characteristic velocity. For a circular cylinder, St

can be expressed as a piecewise linear function of 1/
√

Re in the flow regimes from
47 < Re < 2×105 (Fey et al., 1998). Based on these relations, St varies between 0.18
and 0.21 for 1000 < Re < 2× 105. For bluff-bodies with a square cross-section, the
separation points are fixed at the sharp edges of the body, i.e. the position of the sep-
aration point does not move with varying Re. Vortex shedding is generated due to the
same mechanisms. However, the shedding frequency f generally depends on the shape
of the bluff-body.

The theory described above concerns vortex shedding in non-reacting, quasi-steady,
uniform density flows. For bluff-bodies located inside a fuel-air cloud during a gas ex-
plosion, additional factors make the situation more complex. Combusting flows gen-
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erally involve significant density gradients, which directly affect the stability of the
bluff-body wake.

Yu and Monkewitz (1990) presented a local stability analysis for the two-dimensional
wake behind a bluff-body with non-uniform density gradients. Figure 5.5 shows the
‘top-hat’ density and velocity profiles they used to perform the wake stability analysis.
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Figure 5.5: ‘Top-hat’ density and velocity profiles for the wake stability analysis by Yu and
Monkewitz (1990). Figure reproduced from (Lieuwen, 2012).

In Figure 5.5, ρa and ρb denote the the density of the gases in the wake and the
freestream, respectively, while u0

a and u0
b are the corresponding velocities. The backflow

parameter χ is defined as

χ =
u0

a −u0
b

u0
a +u0

b

, (5.11)

while the density ratio σρ is defined as σρ = ρb/ρa. Yu and Monkewitz (1990) derived
a dispersion relation on the form of

1
σρ

[
1+χ − 1

uav

ω
kw

]2

[
1−χ − 1

uav

ω
kw

]2 =−e(kwD)/2 + se−(kwD)/2

e(kwD/2)− se−(kwD)/2
, (5.12)

where s= 1 refers to the sinous instability mode, which is antisymmetric about the flow
centreline, while s =−1 denotes the varicose instability mode, which is symmetric. In
Equation (5.12), uav =

(
u0

a +u0
b

)
/2 is the average flow velocity, kw is the wavenumber

and ω is the angular frequency of the disturbance. The dispersion relation in Equation
(5.12) can be used to determine regions of convective and absolute instability in terms
of 1/σρ and χ , according to the approach used in Section 5.2. For wake flow, where
the backflow parameter χ is negative, absolute instability for the sinous mode occurs
(approximately) when χ < −0.75 and 1/σρ > 1.0. The sinous mode appears before
the varicose mode of instability.
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This local stability analysis shows that the wake can be further destabilised if the

fluid in the wake has a higher density than the approach flow. Similarly, the presence of
a heated, low-density wake stabilises the BVK instability, which is the sinous, absolute

instability occurring in the wake for high values of 1/σρ and negative values of χ . In
the absence of the BVK instability, the wake will be dominated by fluctuations from
the convectively unstable separated shear layers.

In the case of a gas explosion, the bluff-body wake initially consists of high-density
reactants. However, as the flame propagates into the wake and folds itself around the
obstruction, reactants burn, and the near-wake is filled with low-density combustion
products. Due to the higher kinematic viscosity of the combustion products relative to
the unburnt fuel-air mixture, Re at the circular cylinder will likely be somewhat lower
after the flame has passed. Turbulence and unsteady flow structures that have formed in
the reactant flow just prior to flame arrival will lead to flame acceleration in the bluff-
body wake (Lindstedt and Sakthitharan, 1998; Moen et al., 1980). It is likely that flow
structures due to the BVK instability generated in the uniform high-density reactants
downstream of the obstacle will dominate the flame acceleration.

Furthermore, flow induced by flame propagation in a gas explosion will generally
be transient. Lee and Budwig (1991) investigated vortex shedding in uniformly ac-
celerating flow at 20 < Re < 330, and found that the critical Re for the onset of the
BVK instability increased with increasing flow acceleration. Flow deceleration had the
opposite (destabilising) effect. However, the overall time to onset of the BVK insta-
bility decreased with increasing flow acceleration, and the temporal growth rate of the
instability was approximately proportional to the applied flow acceleration.

As part of the GSP (1993-1996) and the EMERGE project, Christian Michelsen
Research (CMR) evaluated drag, loading and turbulence velocities in the near-wake of
circular and square cylinders (Kong, 1996; Kong and Sand, 1996; Mercx, 1996). Veloc-
ities were measured in both steady flow with Re varying between 1.4×104 and 7×104,
and in transient, explosion driven flow with maximum upstream flow speeds compara-
ble to those of the steady flows. In the transient experiments, the bluff-bodies were
not inserted inside the premixed fuel-air cloud due to sensitivity of the LDA (Laser-
Doppler anemometry) system to temperature changes, but in a test section downstream
of the explosion.

The investigators observed significant effects from vortex shedding on the measured
velocities in the near-wake of a single circular cylinder in both steady and transient flow.
Furthermore, they found significant turbulence fluctuations also in the spanwise direc-
tion, indicating that three-dimensional effects in the near wake were non-negligible.
The measured time-varying mean velocity due to vortex shedding in the transient flow
was irregular, in contrast to the quasi-periodic variation in the steady flow conditions.
In the transient case, the overall turbulence production was measured to be lower in
the near-wake (two and four cylinder diameters downstream of the circular cylinder)
compared to the corresponding steady configurations. However, the contributions from
large-scale vortices were significant in this region for the transient case, so Kong and
Sand (1996) suggested that the larger-scale coherent structures located there had not
yet merged and dissipated to smaller-scale turbulence.
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5.3.2 Experiments

For Paper 3, an experimental campaign was performed to quantify the contribution of
vortex shedding to the flame acceleration downstream of bluff-body obstructions in gas
explosions. The campaign was performed in a vented channel of dimensions 1.5 m ×
0.28 m × 0.3 m. A near-stoichiometric propane-air mixture was used in all tests.

For small-scale rigs, it is possible to undertake a larger number of tests than for
larger-scale experiments, i.e. perform repetitions, explore further parameter variations,
etc. Furthermore, the initial conditions, in particular the composition of the fuel-air
cloud, initial temperature and turbulence levels, are easier to control in a small vessel
than in a larger chamber. For the tests performed for Paper 3, where the relative effect
of vortex shedding to the flame acceleration and overpressure generation is investi-
gated, excellent repeatability is crucial. For the baseline experiments, a single circular
cylinder with an aspect ratio Lcyl/Dcyl of 17.8 was inserted in the channel. A single ob-
stacle provides a clean setup, and is a natural starting point for further investigations.
Subsequently, two different passive flow control methods were applied to the circu-
lar cylinder. Both methods are extensively referred to in the literature, and have been
used in numerous studies for suppressing vortex shedding in bluff-body wakes, see e.g.
(Choi et al., 2008; Zdravkovich, 2003). Furthermore, the methods are both relatively
straightforward to apply.

For method (i), a splitter plate of varying length Lsp was inserted in the base region
immediately downstream of the cylinder, and for method (ii), a helical steel wire of
varying pitch P was added to the cylinder surface. The splitter plate prevents the sep-
arated boundary layers from interacting, thereby suppressing the BVK instability. The
helical steel wire suppresses the instability by forcing the boundary-layer to separate
inhomogeneously along the cylinder span, thus disrupting the two-dimensional nature
of the instability. Meanwhile, both methods introduce additional shear layers to the
flow. Appendix B and Paper 3 include further details on the experimental setup.

The paper compares the results from the baseline experiments to the results from
tests where control methods were applied. Visualisations based on high-speed video
recordings showed the flame propagation in each test. Figure 5.6a shows a snapshot of
the flame position at the time of the maximum overpressure in a baseline test, where a
clean, circular cylinder was inserted in the explosion rig. Regions of enhanced burning
rates in the circular cylinder wake, resembling the von Kármán vortex street, could be
observed in the baseline experiments. Both large-scale, coherent structures and regions
of small-scale, broadband turbulence with intense combustion appeared to be present
downstream of the obstruction, cf. Figure 5.6a. Figure 5.6b shows a snapshot at the
time of the maximum overpressure for a test where a splitter plate of length 5Dcyl was
inserted immediately downstream of the cylinder. When the applied control methods
were successful, coherent shedding could not be discerned in the high-speed videos,
and the circular cylinder wakes appeared significantly less energetic.

From the findings of Paper 3, vortex shedding appears to have a significant effect on
the flame acceleration in bluff-body wakes. The most effective control method config-
urations in the experimental campaign reduced the maximum explosion overpressures
by approximately 32 % and 25 % for methods (i) and (ii), respectively, while the corre-
sponding reductions in maximum pressure impulse were 25 % and 16 %, respectively.
The effect of the most efficient splitter plate (with Lsp = 1.02Dcyl) is visualised by the
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Figure 5.6: High-speed video frames taken at the time of maximum overpressure, a) reference
case, and b) cylinder with splitter plate of length 5Dcyl .

pressure-time curve in Figure 5.7a and the flame velocity vs. distance from the igni-
tion point in Figure 5.7b. Paper 3 presents results and further analysis for the complete
experimental matrix.

Figure 5.7: a) Overpressure-time history and b) flame speed vs. distance curves for a base-
line test (denoted "Ref. case"), together with a test where a splitter plate was inserted,
Lsp = 1.02Dcyl (denoted "SP3").

Previous work corroborates the experimental findings. The characteristic length
scales of vortices generated in the bluff-body wake determine how the flame zone and
the turbulent flow field interact. Large-scale flow structures distort and increase the
overall flame surface area, leading to an overall higher fuel consumption rate, while
small-scale turbulence structures promote mixing in the flame brush and enhance the
combustion rate locally. Most theoretical and experimental studies on turbulent pre-
mixed combustion relate the turbulent burning velocity ut to the turbulence velocity
fluctuations u′, and express ut as increasing with u′ before quenching effects become
important, cf. Section 4.5. For non-reacting flow past a bluff-body, where a split-
ter plate suppresses the vortex shedding, the highest values of the Reynolds stresses
−ρu′iu

′
j are found in the separated shear layers. In a bluff-body wake without a split-

ter plate, where vortex shedding dominates, the Reynolds stresses are generally higher
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and more evenly distributed compared to the splitter plate case (Cantwell and Coles,
1983; Roshko, 1993). Furthermore, the energetic, large-scale structures generated by
the BVK instability eventually break down into smaller-scale turbulence (Schadow and
Gutmark, 1992). Therefore, coherent vortex shedding likely promotes combustion in
the far-wake more efficiently than the less energetic separated shear layers. The video
frames in Figure 5.6 seem to support this hypothesis. Observations from the experimen-
tal campaign in Paper 3 suggest that the mechanism is significant, cf. the overpressure
reduction in Figure 5.7a.

5.3.3 Modelling the effect of vortex shedding

The BVK instability may occur naturally in CFD simulations, provided that the spatial
and temporal resolution of the flow is sufficient. Arntzen (1998) observed vortex shed-
ding in FLACS simulations for steady, uniform flow conditions, occurring in the wake
of a circular cylinder resolved with three control volumes across the diameter. Skjold
et al. (2017a) performed simulations of two fully resolved square cylinders in tandem
in a steady, non-reacting flow with Re = 4 × 106, and saw vortex shedding when the
cylinders were resolved with more than four cells across the obstacle thickness. The
unsteadiness of the wake seemed to increase with higher grid resolutions. Meanwhile,
the ability of the CFD tool to represent vortex shedding in a transient flow, such as that
generated by a gas explosion, was not investigated.

Narasimhamurthy (2015) presented FLACS simulations of a hypothetical case in-
volving a narrow channel with several square cylinders placed along the channel cen-
treline. Figures 5.8 and 5.9 show the geometry, where cylinders with cross-sections
of 0.03 m× 0.03 m were inserted in a 9.0 m× 0.8 m× 0.8 m channel. Non-reacting
transient flow was obtained by imposing a high-pressure region in the inner part of the
channel at the beginning of the simulation. This initial condition resulted in very high
flow acceleration rates and maximum flow speeds of ≈ 300 m/s over the obstructions.
Figure 5.8 shows that vortex shedding occurs in the square cylinder wakes upstream
of the propagating pressure front when using a grid resolution of 0.01 m, i.e. with
three control volumes across the obstacle width. These results suggest that FLACS
can reproduce vortex shedding also in highly transient flows. The modelled values for
the turbulence velocity fluctuation, u′, are not significantly higher than for the same
configuration with a grid resolution of 0.09 m, where the obstructions are represented
completely sub-grid, cf. Figure 5.9 (top). However, the distribution of u′ is significantly
different for the two grid resolutions.

Unfortunately, it is not straightforward to perform meaningful simulations of the gas
explosion experiments in Paper 3. Resolving the circular cylinder sufficiently to be able
to discern vortex shedding would require a uniform grid resolution with grid cell sizes
less than 0.005 m. However, when using grid cells with characteristic lengths of less
than 2 cm, the sub-grid models for turbulence and combustion in FLACS are known
to over-predict the flame acceleration in gas explosion simulations (Gexcon, 2016),
cf. Section 3.2.1. Alternatively, the circular cylinder would need to be represented
completely sub-grid, and adding a splitter plate to the geometry would not give the
desired effect. The BVK instability will obviously not be triggered for sub-grid objects
in simulations of either steady or transient flow.

The following discussion is limited to modelling approaches for obstacles on the
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Figure 5.8: Simulation of transient, non-reacting flow past a row of square cylinders: turbu-
lence velocity fluctuation, u′ (top), flow velocity in the x1-direction, u1 (middle), and pressure,
p (bottom), grid resolution of 0.01 m.

Figure 5.9: Simulation of transient, non-reacting flow past a row of square cylinders: turbu-
lence velocity fluctuation, u′ (top), flow velocity in the x1-direction, u1 (middle), and pressure,
p (bottom), grid resolution of 0.09 m.

sub-grid scale. Section 5.1.2 showed that the flame surface area increase downstream
of sub-grid obstacles in FLACS is represented by the flame wrinkling factor ΞS, defined
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as

ΞS = 1+
∆A f

A f
= 1+C f l

√
Uc φi Ci , (5.13)

where C f l is a model parameter, Uc is the downstream flow velocity normalised by the
speed of sound, φi is a direction vector, and Ci denotes the total surface area of the ‘end-
ing walls’ of the sub-grid obstructions for flow in the ith direction. The parameter Ci is
only defined for objects with one or more ending walls in the present control volume.

The model parameters in Equation (5.13) must account for a range of physical phe-
nomena that cause complex changes in the flame surface structure as the flame front
interacts with the obstacles and the downstream flow. For fixed geometry and grid
settings, ΞS from Equation (5.13) will increase with an increasing Reynolds number.
Meanwhile, the model only gives a localised contribution to the burning velocity, i.e.
the effect of a sub-grid obstruction is only felt in the control volume where it is located.
The experiments in Paper 3 indicate that an important effect of vortex shedding may
be enhanced turbulence levels further downstream of the bluff-body, resulting from
dissipation of the larger-scale, energetic structures. If the effect of unresolved vortex
shedding should be accounted for through the modelling of ΞS, the flame wrinkling
factor should be a transported quantity. The transport equation formulated by Puttock
et al. (2014), Equation (5.4), based on the transport equation for flame surface area
due to turbulence effects proposed by Weller et al. (1998a), may then be an attractive
alternative to the equilibrium approach in Equation (5.13).

However, to model the generation and destruction rate of ΞS, extensive validation
against relevant experiments would be required. Simulations performed with CFD
models that resolve a wider range of the turbulence spectrum, e.g. LES models that
resolve boundary-layers (Gourdain et al., 2009a,b), could provide further knowledge
about the increase in flame surface area from obstacles in different flow regimes.

5.3.4 Relevance of the BVK instability for industrial-scale explosions

Paper 3 shows that vortex shedding triggered by the BVK instability is significant for
the flame acceleration downstream of a bluff-body in a flow with Re increasing from
O
(
102

)
to O

(
104

)
, in a time interval of approximately 50 ms prior to flame arrival. Ap-

plying two different passive control methods to the circular cylinder in the experiments
of Paper 3 successfully suppressed the instability and reduced the generated explosion
overpressures by 25− 30 %. In addition to highlighting the importance of modelling
this effect in the consequence analysis, the results trigger the question of whether sup-
pression of vortex shedding could be used as a potential explosion mitigation method
in process facilities.

The BVK instability is essentially two-dimensional in nature. However, in the ex-
periments performed for Paper 3, the flame front approaching the cylinder originates
from point ignition. The flame front initially has the shape of a half-ellipsoid, and there-
fore creates a three-dimensional flow field upstream of the cylinder in the initial phase
of the explosion. In addition, boundary-layers are created as the flow is pushed along
the channel walls, and the flow past the circular cylinder will likely be affected by end
effects and various three-dimensional instabilities (Kong, 1996). For a circular cylinder
with an aspect ratio of 17.8 in an accelerating flow, confining walls may delay the on-
set of BVK instability (Lee and Budwig, 1991). Still, the significant effect of applying
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control methods developed for suppressing the nominally two-dimensional instability
suggests that this instability can be important also in three-dimensional, transient flow
fields. Therefore, based on the findings in Paper 3, vortex shedding will most likely oc-
cur also in gas explosion scenarios with higher values of Re. Indeed, as noted above,
shedding has been observed in non-reacting flows with Re > 2×105 (Rodríguez et al.,
2015; Roshko, 1961; Thomann, 1959; Williamson, 1996). Wakes will interact when
several obstructions are present in the flow.

The gas explosion experiments presented by Bauwens et al. (2010), performed in
a 4.6 m × 4.6 m × 3.0 m vented enclosure, provide relevant test cases for investigat-
ing whether vortex shedding would play a role in more realistic scenarios (i.e. higher
values of Re and several obstructions with interacting wakes). Here, one of these exper-
iments, with a 5.4 m2 vent opening and eight square obstacles inserted in the enclosure,
is investigated. Figure 5.10a shows the configuration. For this test, a 4 vol.% propane-
air mixture was ignited at the back wall of the enclosure, opposite of the vent opening.
Bauwens et al. (2010) do not report any velocity fluctuation measurements from the ex-
plosion event itself (such measurements were performed prior to ignition). Meanwhile,
the square obstacles can be resolved with grid resolutions that are within the applica-
ble range for gas explosion simulations in FLACS. Additional experimental campaigns
performed in this chamber are described in Section 6.1.

Figure 5.10b shows the pressure-time history for the selected test, together with re-
sults from a corresponding FLACS simulation. The pressure-time history is predicted
by a development version of FLACS that includes key findings from the present doc-
toral study. This version of FLACS, denoted FLACS v10.4-ma-rt, applies the Mark-
stein number-dependent burning velocity model discussed in Section 4.6 and Paper
2. Furthermore, the development version includes the effect of flame surface area in-
crease due to the Rayleigh–Taylor instability, cf. Section 5.4.2 for further details. The
pressure build-up and time of arrival of the main pressure peak is well reproduced by
FLACS v10.4-ma-rt, indicating that the flow velocities induced by the flame propa-
gation in the initial phase is representative of that observed in the experiment. How-
ever, the validity of a numerical investigation of the BVK instability in gas explosions
depends on FLACS correctly reproducing the vortex shedding mechanism, which is
highly uncertain.

Figure 5.11 presents additional results from the simulation that gave the pressure-
time curve in Figure 5.10b. Figure 5.11a shows the distribution of combustion products,
Figure 5.11b shows the distribution of velocity in the x1-direction, u1, and Figure 5.11c
shows the turbulence velocity fluctuation, u′, 300 ms after ignition. Shedding cannot be
discerned downstream of the obstacles at this point in time, cf. figures 5.11b and 5.11c.
Indeed, FLACS does not predict vortex shedding at any time during the simulation. In
these simulations, the square cylinders are resolved with four control volumes across
the obstacle width.

Figure 5.12 (left) shows u′ for a simulation with a corresponding geometry to that
used in Figure 5.11. However, for the simulation in Figure 5.12 (left), a uniform, steady
inflow of 10 m/s is imposed as the boundary condition at the back wall of the chamber,
and the flow is non-reacting. This results in a flow that represents an approximate
average of the velocities in Figure 5.11b. The steady inflow conditions give a Reynolds
number relative to the obstructions of approximately 2.5× 105. At 3 s after the onset
of the inflow, Figure 5.12 (left) shows that vortex shedding has not developed in the
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(a) Geometry layout and ignition position. (b) Pressure-time history, vent size 5.4 m2, back igni-
tion, 4 vol.% propane-air.

Figure 5.10: Representation of the 64 m3 vented explosion chamber with obstacles used by
(Bauwens et al., 2010) with FLACS v10.4-ma-rt, grid resolution of 0.1 m.

(a) Combustion products. (b) Velocity in x1-direction, u1. (c) Turbulence velocity fluctua-
tion, u′.

Figure 5.11: Two-dimensional cut planes from the FLACS simulation in Figure 5.10b, per-
formed with a grid resolution of 0.1 m, 300 ms after ignition.

square cylinder wakes when a grid resolution of 0.1 m is used. Meanwhile, Figure 5.12
(right) shows that when a grid resolution of 0.05 m is applied to the same scenario (i.e.
with eight control volumes across the obstacle width), vortex shedding does eventually
develop in the simulation. For a grid resolution of 0.05 m, the onset of shedding occurs
later than 300 ms after the onset of the inflow from the boundary, and the antisymmetric
pattern is not fully developed until 400 ms after the onset of the inflow.

Figure 5.13 (right) shows that inserting splitter plates with the same length as the
side wall of the square obstructions successfully suppresses the vortex shedding in the
steady flow. The wakes in Figure 5.13 (right) are significantly less energetic than those
in Figure 5.13 (left) (the corresponding scenario without splitter plates, same plot as in
Figure 5.12 (right)).

Figure 5.14 shows results for the combustion products, u1 and u′, 300 ms after ig-
nition for the same gas explosion scenario as in Figure 5.11, simulated with a grid
resolution of 0.05 m. Here, vortex shedding has not developed in the square cylinder
wakes. Indeed, the wake instability is not observed at any time during the simula-
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Figure 5.12: Simulations performed with a uniformly distributed, steady flow velocity (non-
reacting flow), using a grid resolution of 0.1 m (left) and 0.05 m (right), 3 s after the onset of
the inflow.

Figure 5.13: Simulations performed with a uniformly distributed, steady flow velocity (non-
reacting flow), using a grid resolution of 0.05 m without splitter plates (left) and with splitter
plates (right), 3 s after the onset of the inflow.

tion, even though figures 5.12 and 5.13 suggest that the spatial and temporal resolution
should be sufficient. Hence, for the transient case with a non-uniform velocity profile
and reacting flow, vortex shedding does not develop quickly enough to affect the simu-
lation. However, the simulated behaviour does not prove that vortex shedding was not
an important mechanism in the experiments performed by Bauwens et al. (2010).

To conclude, the FLACS simulations presented here are not able to confirm whether
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(a) Combustion products. (b) Velocity in x1-direction, u1. (c) Turbulence velocity fluctua-
tion, u′.

Figure 5.14: Two-dimensional cut planes from an explosion simulation performed with a grid
resolution of 0.05 m, 300 ms after ignition.

the pressure-reducing effect of passive control methods would be significant in large-
scale gas explosions with multiple obstacles. However, both of the passive control
methods used in the experimental campaign of Paper 3 directly affect the global insta-
bility in the near-wake, rather than delaying the separation point, and should therefore
be effective for a wide range of Re (Choi et al., 2008). For a single bluff-body obstruc-
tion, these control methods were able to reduce the maximum overpressures obtained
in the explosion by 25−30 %.

In order for a control method to be useful for reducing overpressures in a real acci-
dent, it must be independent of the flow direction. Consequently, a fixed splitter plate
would be unpractical, while adding a structure to the surface of the obstruction to dis-
rupt the two-dimensional nature of the instability (comparable to adding a helical steel
wire as in Paper 3) may be feasible. To confirm whether such an approach could con-
stitute a cost-effective risk-reducing measure in real process facilities would require a
series of large-scale experiments, specifically designed to investigate this effect. The
experiments should include both idealised, symmetric setups, such as the setup used by
Bauwens et al. (2010), and more realistic, non-uniform geometry configurations. The
effect of applying different control methods should be investigated for different igni-
tion positions. However, such a large-scale campaign was not feasible to undertake as
part of the present doctoral study.

5.4 The Rayleigh–Taylor (RT) instability

Significant mixing processes can arise from situations where fluids of different densities
are moving relative to each other. The Rayleigh–Taylor (RT) instability is triggered
when a lighter fluid is accelerated into a heavier fluid, for example when a flame front is
accelerated over an obstacle or through a vent opening (Ciccarelli and Dorofeev, 2008;
Oran, 2015). Similarly, the Richtmyer-Meshkov (RM) instability is triggered when
a shock wave accelerates a perturbed interface between fluids of different densities.
This mechanism corresponds to the RT instability for compressible flow. However, the
RM instability has not been investigated further in the present doctoral study, as the
analysis and representation of shock wave formation have not been considered feasible
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to undertake within the present scope.
Strictly, the mechanism behind the RT instability will be active also for gas ex-

plosions involving more or less freely expanding flames in uncongested regions. The
RT instability has been proposed as a source of flame-generated turbulence, through the
baroclinic source term in the vorticity equation, by e.g. Bradley (1999); Khokhlov et al.
(1996). Meanwhile, for the relatively modest acceleration rates associated with freely
expanding spherical flames in gravity fields, the RT instability is normally not con-
sidered to contribute significantly to flame acceleration and overpressure generation.
Following Ciccarelli and Dorofeev (2008), the RT instability is therefore discussed to-
gether with the other geometry-induced phenomena investigated in the present thesis.

In particular, the RT instability is considered an important source of flame surface
area production in vented explosions (Bauwens et al., 2009a,b; Cooper et al., 1986; Sol-
berg et al., 1981; Tsuruda and Hirano, 1987). The RT instability has been observed to
cause enhanced flame wrinkling both as the flame front exits the vent opening, and dur-
ing the subsequent Helmholtz oscillation phase when the chamber alternates between
over- and under-vented states (Bauwens et al., 2009a; Cooper et al., 1986). In order to
correctly represent the external explosion in simulations of vented scenarios, several re-
searchers have suggested that including the RT instability effect is necessary, i.e. only
modelling the effect of turbulence is insufficient (Bauwens et al., 2009b, 2011; Keenan
et al., 2014). Vented explosions therefore provide useful validation cases for testing
sub-grid models for the RT instability.

5.4.1 Stability analysis

The linearised growth rate of the RT instability can be studied analytically by includ-
ing the effect of acceleration in the stability analysis of the perturbed flame front from
sections 4.3.2 and 4.3.4 (Zeldovich et al., 1985). The solutions of the linearised sys-
tem of equations for the perturbed variables, equations (4.11)–(4.16) remain the same
if acceleration is included, while the dynamic boundary condition at the flame front
becomes

p1
u − p1

b = (ρu −ρb)(a ·n)x f −2ρu(un)
2(σ −1)L

∂ 2x f

∂x2
2

, (5.14)

where a ·n is the acceleration component of the flame front normal to the flame, and L

is the Markstein length of the mixture.
Using this boundary condition in the stability analysis, the growth rate ω∗ of the

perturbation can be expressed as

ω∗

kwun
=−

σ
(

1+Ma kwδl ±
√

1+σ −1/σ +Ma kwδl (Ma kwδl −2σ)+ σ2−1
σ2

a·n
kw(un)2

)

σ +1
,

(5.15)
where Ma is the Markstein number of the mixture. By setting ω∗ = 0, the stability
boundary and the critical wave number kcr

w can be found as

kcr
w =

σ −1
4Maδlσ

[
1±

√
1+

8Maδl (a ·n)
(σ −1)(un)2

]
. (5.16)
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From Equation (5.15), it is possible to find that perturbations that satisfy kw > kcr
w are

stable. For increasing acceleration, a wider range of wavelengths become unstable.
Figure 5.15 shows how the critical wave number kcr

w , determined by the positive root of
Equation (5.16), grows with the acceleration a ·n.
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Figure 5.15: Critical wave number, kcr
w , as a function of acceleration.

5.4.2 Modelling the effect of the RT instability

Bauwens et al. (2009b, 2011) presented results from a series of vented methane-air and
hydrogen-air explosions, together with numerical results obtained with a LES solver
using the flamelet model by Weller et al. (1998a) (cf. Section 5.1.1). The authors ob-
served that the explosion history could not be sufficiently represented by turbulence
effects alone. Consequently, Bauwens and Dorofeev (2011) and Bauwens et al. (2011)
proposed to use Equation (5.15), expressing the linearised growth rate of intrinsic flame
instabilities under the influence of acceleration, to formulate a separate transport equa-
tion for the flame surface area generated by the RT instability. This contribution was
represented by the flame wrinkling factor ΞRT , and a transport equation for ΞRT was
solved in addition to Equation (5.2).

By assuming that the RT and intrinsic instabilities occur for significantly different
wave numbers, Bauwens et al. (2011) separated the growth rate for the two phenomena
in Equation (5.15). Retaining only the last term of Equation (5.15) gives an expression
for the linearised growth rate of perturbations due to acceleration, ωRT , that can be
written as

ωRT =

√
kRT

σ −1
σ +1

a ·n , (5.17)

where kRT is a characteristic unstable wave number for the RT instability, chosen to be
the wave number that gives the maximum growth rate. The normal vector for the flame
surface, n, is defined to point outwards, i.e. away from the combustion products, into
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the reactants. A positive value for a ·n signifies the acceleration of a low-density fluid
into a higher-density fluid, which promotes the RT instability.

Furthermore, Bauwens and Dorofeev (2011) argued that the amplitude ad of the
disturbances can be assumed to be less than a quarter of a wavelength, ad << π/(2kRT )

and that the amplitude decays in time as dad/dt =−2unσa2
d/(π/(2kRT ))

2. The flame-
wrinkling factor for the RT instability, ΞRT , is related to the amplitude ad by ad =
π/(2kRT )

√
[ΞRT −1]. Bauwens et al. (2011) used these assumptions to formulate a

transport equation for ΞRT on the form

dΞRT

dt
= GRT (ΞRT −1)−RRT (ΞRT −1)3/2 , (5.18)

GRT = 2

√
kRT

σ −1
σ +1

a ·n , (5.19)

RRT = 8σun
kRT

π
, (5.20)

where GRT and RRT are the generation and removal rate of flame wrinkling due to
the RT instability, respectively. Bauwens and Dorofeev (2011) and Bauwens et al.
(2011) subsequently used the separate flame wrinkling factors accounting for the RT
instability, ΞRT , and the LD instability, ΞLD, to obtain the ‘final’ flame wrinkling factor
Ξ for closing Equation (5.1) in the Weller model according to

Ξ = ΞT ΞLD ΞRT . (5.21)

In Equation (5.21), ΞT is the flame wrinkling factor representing turbulence effects,
presented in Section 5.1.1.

Equations (5.18)-(5.20) were derived based on a simplified linear analysis, while
the generation and destruction of flame surface area from the RT instability are highly
non-linear processes. Meanwhile, Bauwens et al. (2011) argued that lack of non-linear
effects can be compensated for by defining appropriate model constants in the transport
equation for ΞRT . Consequently, they set the generation and removal rates GRT and
RRT in equations (5.18) – (5.20) to mixture-dependent constants in their CFD model,
and calibrated these against experimental results. They found that this approach gave
reasonable representation of the external explosion for a wide range of methane-air,
propane-air and hydrogen-air vented explosions.

Several publications, e.g. (Bauwens et al., 2010, 2012; Chao et al., 2011), describe
a simplified analytical model developed by FM Global for estimating the magnitude
of the different pressure peaks that occur in vented explosions. In this model, the RT
instability contributes to the pressure peak generated by the external explosion. The
modelling approach is based on the same linear stability analysis as used for the CFD
modelling that resulted in equations (5.18)-(5.20). Meanwhile, the flame surface area in
the simplified analytical model is assumed to grow linearly in time, i.e. ΞRT = 1+Ξ0

RT t,
where Ξ0

RT =
√
(kRT a), and a is the acceleration. Here, the characteristic wave number

kRT is determined by calibration against experimental data. In effect, kRT becomes a
model constant.
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5.4.3 Modelling approach in FLACS

A simplified sub-grid model for flame wrinkling due to the RT instability based on the
theory by Zeldovich et al. (1985) and the approach by Bauwens and Dorofeev (2011)
(presented in sections 5.4.1 and 5.4.2) was implemented in a development version of
FLACS as part of the present doctoral study. The model was formulated to be consistent
with the current framework for modelling flame surface area generation due to sub-grid
obstructions, cf. Section 5.1.2.

In the development version of FLACS, if the normal component of the flame front
acceleration exceeds a certain limit alim, the flame wrinkling factor ΞRT is assumed to
be approximated by

ΞRT = min

(
max

[
1,1+CRT

√
kRT (a ·n−alim)

]
,Ξlim

RT

)
, (5.22)

where CRT is a model constant, kRT is a characteristic wave number for the RT insta-
bility, and Ξlim

RT is an upper limit for the enhancement in flame surface area due to the
instability. The value for ΞRT from Equation (5.22) is computed at each time step, for
each control volume where the flame front is present. Following the principle applied
by Bauwens and Dorofeev (2011) and Puttock et al. (2014), the flame wrinkling fac-
tor ΞRT in FLACS is then multiplied with ΞS and the modelled burning velocity sbvm to
obtain the final input burning velocity s to the flame model according to

s = sbvm ΞS ΞRT . (5.23)

Section 3.2 describes how FLACS applies the burning velocity s from Equation (5.23)
to model premixed flame propagation.

When including the sub-grid model based on Equation (5.22) in FLACS, it is as-
sumed that the effect of the RT instability is unresolved by the CFD model in all sce-
narios relevant for industrial-scale explosions. For the typical values of flame front
acceleration obtained in gas explosions, 0− 10 000 m/s2, the wave number kRT that
corresponds to the perturbation wavelength of maximum growth rate typically varies
between 200 and 2000 (SUSANA, 2016). These wave numbers correspond to wave-
lengths of approximately 0.03 m to 0.003 m. Perturbations on this scale are impossible
to represent with a numerically thickened flame, using a grid resolution of 0.05−1 m,
cf. the discussion in Section 4.4.1.

The model approach described here is highly simplified. The stabilising effect of the
RT mechanism on the flame surface is not accounted for, as Equation (5.22) only takes
into account enhancement of the burning velocity due to the instability. Furthermore,
the characteristic wave number kRT is an empirical model constant representing a single
unstable perturbation wavelength (chosen to be fixed to kRT = 1000), while, naturally,
a range of unstable wavelengths will be triggered on the flame surface.

Finally, the model assumes that the effect of the acceleration on the burning rate is
localised and instant. To be consistent with the current approach for flame wrinkling
in FLACS (Gexcon, 2016), cf. Section 5.1.2, flame surface area is not transported
with the flow. A simplified equilibrium approach, as defined by Weller et al. (1998a),
is used instead. A range of unresolved effects must therefore be represented by the
model constants CRT , kRT and Ξlim

RT in Equation (5.22). The downstream flow will feel
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the effect of an upstream burning velocity enhancement through transported quantities:
velocities, pressure, turbulence parameters, etc.

Values for the model constants in Equation (5.22) were calibrated by simulating
the experimental campaigns described by Bauwens et al. (2011), Chao et al. (2011),
Bauwens et al. (2012), and Bauwens and Dorofeev (2014), involving vented fuel-lean
hydrogen-air explosions for a range of experimental configurations (varying vent size,
concentration, obstacle layout, etc.). Model results for these experiments, obtained
by using the sub-grid model for the RT instability together with the Markstein number-
dependent burning velocity model from Section 4.6, are presented in Chapter 6, Section
6.1.

Finally, the version of FLACS developed as part of the present thesis, incorporating
both RT instability and Markstein number effects, was used to simulate key experiments
from Paper 1 in Chapter 6, Section 6.2. Chapter 6 thus presents further analysis on the
performance of equations (5.22) and (5.23) in FLACS.

5.5 Acoustic instabilities

Flame-acoustic interactions have been observed to produce significant pressure peaks
in a number of experimental campaigns involving vented gas explosions, see e.g.
(Bauwens et al., 2010; Cooper et al., 1986; van Wingerden and Zeeuwen, 1983a; Za-
losh, 1979). Generally, flame-acoustic interactions are associated with gas explosions
in geometries with a high degree of confinement. The explosion creates pressure waves
that may be reflected by walls, excite structural vibrations and couple with the flame
front dynamics, thus enhancing the combustion rate through a range of different insta-
bility mechanisms (Ciccarelli and Dorofeev, 2008; Clavin and Searby, 2016).

The pressure peaks generated by acoustic instabilities typically occur in the last
phase of confined explosions: after the onset of external combustion for vented cham-
bers, and either after or as the flame front approaches the chamber walls. Significant
overpressures generated by acoustic flame instabilities are normally associated with ex-
plosions in empty enclosures, in particular with near-cubical, symmetric geometries.
For these configurations, flame-acoustic interactions may completely dominate the
pressure-time history. Meanwhile, the presence of obstacles and/or absorbing material
significantly reduces the relative importance of flame-acoustic interactions (Bauwens
et al., 2010; Cooper et al., 1986; van Wingerden and Zeeuwen, 1983a). For example,
van Wingerden and Zeeuwen (1983a) presented results from a series of propane-air
explosions performed in a 5.2 m3 vented explosion vessel. They found that the high-
frequency oscillations (≈ 200 Hz) corresponding to that of a standing acoustic pressure
wave between the vessel walls were accompanied by a pressure peak that could be 6−7
times higher than any other peak produced during the explosion. When all walls were
lined with absorbing glass wool, the pressure peaks associated with flame-acoustic in-
teractions were completely eliminated.

A series of publications describe the experimental campaigns conducted in the
vented explosion chamber of dimensions 4.6 m × 4.6 m × 3.0 m located at the FM
Global Research Campus (Bauwens et al., 2009a, 2010). The publications highlight
the physical phenomena that produce several distinct pressure peaks in vented gas ex-
plosions. The effects on peak overpressures of varying the vent size (either 5.4 m2 or
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2.7 m2), the ignition position (‘back’, ‘centre’ or ‘front’, with respect to the vent open-
ing), and the effect of inserting eight square obstacles of dimensions 0.4 m × 0.4 m,
spanning the vertical direction of the explosion chamber, were systematically investi-
gated for near-stoichiometric propane-air mixtures (Bauwens et al., 2010). The authors
found that the pressure peak generated by acoustic instabilities was particularly impor-
tant for the experiments performed in empty enclosures. Furthermore, they reported
that the peak was enhanced when the vent opening was smaller, and when using cen-
tre or front ignition. For these configurations, a larger amount of unburnt reactants was
present inside the enclosure at the time the acoustic oscillations developed. Chao et al.
(2011) reported quite considerable variations (±50 % between repeated tests) in the
maximum overpressure due to flame-acoustic interactions.

Bauwens et al. (2009a) observed that acoustic oscillations of two different charac-
teristic frequencies were produced during the explosions in the 64 m3 vented chamber:
(i) low-frequency oscillations matching the first fundamental mode of a wave prop-
agating inside the chamber parallel to the vent opening (≈ 100 Hz) followed by (ii)
high-frequency vibrations corresponding to the natural frequency of various structural
components of the chamber (≈ 700 Hz). The most significant pressure rise in the
chamber was associated with the development of the high-frequency oscillations. Fur-
thermore, Bauwens et al. (2009a) performed CFD simulations where the walls of the
enclosure were forced to oscillate with the frequency and the amplitude observed in the
experiments, and found that this was a requirement for reproducing the pressure peak
generated by high-frequency acoustics in the simulations. The high-frequency oscilla-
tions can only occur in CFD simulations where the structural response of the chamber
is modelled.

Section 6.1 presents results from several experimental campaigns performed in the
FM Global 64 m3 vented explosion chamber, where pressure peaks due to acoustic
instabilities were observed. The results are compared with FLACS simulations. How-
ever, as FLACS does not at present take into account explosion-generated structural
vibrations, the pressure peak generated by flame-acoustic interactions cannot be repro-
duced. Modelling the effect of acoustic instabilities is not considered further in the
present doctoral study, as their relevance for the realistic geometries normally encoun-
tered in industrial-scale explosions is assumed to be limited.

5.6 Representing the effect of vegetation in gas explosions

This section discusses how fractal-like, flexible obstructions in the form of vegetation
affect the flame acceleration in gas explosions, expanding on the work performed for
Paper 4 of the present thesis. The experimental campaign in Paper 4 studies the separate
effects of flexibility and foliage. Thus, it addresses two separate influences on flame
propagation in obstructed regions that must be represented sub-grid when modelled by
a CFD tool based on the PDR concept.

Experiments with an idealised, symmetric geometry layout, such as that used in
Paper 3, are highly useful for investigating and (as far as possible) isolating differ-
ent physical mechanisms leading to flame acceleration in gas explosions. The major-
ity of the large-scale gas explosion experiments commonly used for model validation
have been performed in idealised geometries, involving fixed, solid obstacles. In most
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cases, all obstructions used in a single test had the same physical dimensions (Bim-
son et al., 1993; Cronin and Wickens, 1986, 1988; Hjertager et al., 1988; Mercx, 1994,
1996; Pekalski et al., 2014; Tomlin et al., 2015; Wilkins et al., 1999). Notable excep-
tions are the experimental campaigns from the Blast and Fire Engineering for Topside
Structures (BFETS) project phases 2 and 3 (Al-Hassan and Johnson, 1998; Evans et al.,
1999; Selby and Burgan, 1998), involving realistic offshore module geometries, and the
experiments performed as part of the Buncefield Project Phase 2, investigating flame
acceleration through both confined and unconfined regions with vegetation (SCI, 2014).
The background for performing experiments of the latter type is briefly summarised in
the following section.

5.6.1 Background and motivation

On 11 December 2005, a devastating vapour cloud explosion occurred on the Bunce-
field oil storage depot in Hemel Hempstead, United Kingdom. The need for inves-
tigating the underlying mechanism of the event for future prevention was considered
critical (Bradley et al., 2012). The report ‘Buncefield Explosion Mechanism, Phase
1’, prepared by the Steel Construction Institute (SCI) for the Health and Safety Execu-
tive (HSE) suggested that the dense vegetation in certain areas of the facility may have
caused significant flame acceleration up to flame speeds where a deflagration to deto-
nation transition (DDT) may occur. The occurrence of a DDT was necessary to explain
the extensive pressure damage observed at Buncefield, and CFD simulations performed
with EXSIM (SCI, 2009) and FLACS (Bakke, 2010; Gexcon, 2005) supported this sce-
nario.

Bradley et al. (2012) summarised the analysis of the physical mechanism behind
the Buncefield explosion together with related research findings. They concluded that
one of the subjects needing further study after the first phase of the Buncefield project
was “...the mathematical modelling of explosions through densely packed, small-scale,

flexible obstacles...”. Furthermore, Bakke (2010) concluded that “More research is

needed, however, because even if FLACS predicts flame acceleration in dense vege-

tation, no evidence exists that applying the code to trees rather than rigid obstacles

provides results of acceptable accuracy...” after presenting the Buncefield explosion
simulations. In some of the simulations of the accident performed with EXSIM, ethy-
lene was used instead of propane to account for enhanced burning due to unresolved
vegetation components (SCI, 2009).

The Buncefield project, Phase 2 (SCI, 2014), included a series of medium-and large-
scale experiments where the effects of varying the type and density of trees or bushes
on the flame acceleration in both semi-confined and unconfined gas explosions were
studied. The congestion level in each test was characterised by the total length distri-
bution of tree or bush components with different diameters. This study also entailed
modelling with FLACS (Pedersen and Brewerton, 2014). Hence, there was a need for
a consistent approach for how to account for the specific properties of vegetation in the
simulations: (i) flexibility and (ii) the presence of foliage, which effectively consists of
numerous small-scale components that cannot be described accurately nor resolved by
a CFD tool based on the PDR concept.

Pedersen and Brewerton (2014) studied the effect of flexibility in structural response
simulations performed with a simplified version of the ‘Natabelle Projectile Simulator’
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(Brewerton, 2001), which was written especially for the Buncefield project, and takes
input from FLACS simulations. A similar analysis was done as part of the study of the
Buncefield accident presented by Bakke (2010). The effect of flexibility was not studied
experimentally. Meanwhile, the medium-scale experiments of the Buncefield Project,
Phase 2, included a study of the effect of smaller twigs and leaves on the explosion
mechanism for birches (SCI, 2014; van Wingerden and Wilkins, 2011). Some of the
birches were trimmed to various degrees, where in ‘trimming stage 1’, components
less than 2-3 mm were removed, while for ‘trimming stage 2’, components less than 4-
8 mm were removed. Removing leaves and twigs less than 2-3 mm in diameter reduced
the maximum overpressures significantly, by a factor of 2-3. When going from a full
tree to ‘trimming stage 1’, the volume blockage in the volume occupied by the tree was
reduced from approximately 0.28 % to 0.17 % (van Wingerden and Wilkins, 2011).

As an extension of these efforts, the experimental study in Paper 4 was conducted
to (i) investigate whether the flexible response of tree branches to the flow would sig-
nificantly reduce the overpressures, (ii) investigate to which degree the presence of
foliage contribute to flame acceleration, and (iii) to support the development of a sub-
grid modelling approach (based on the approach used by Bakke (2010) and Pedersen
and Brewerton (2014)), accounting for flame propagation through regions of vegeta-
tion in gas explosions. The findings of Paper 4 therefore address the latter part of the
research question of the present thesis: "how can the sub-grid representation of flame

acceleration mechanisms due to instability effects and flow past obstructed regions be

improved in a CFD tool used for consequence assessment of gas explosions?".
Knowledge about the effect of vegetation on flame acceleration is not only applica-

ble to the investigation of the Buncefield incident. Appropriate modelling guidelines
are also relevant for risk assessment for onshore process facilities in general. Such fa-
cilities are frequently surrounded by trees and bushes e.g. for screening reasons (John-
son, 2010). Moreover, although the Buncefield incident was thought to be unique at
the time, two incidents of the Buncefield type (i.e. involving massive releases of gaso-
line from storage tanks) have since occurred in San Juan (CSHIB, 2009) and in Jaipur
(Johnson, 2009). Accidents where massive hydrocarbon releases happened in regions
with vegetation include the events that occurred at Ufa, USSR, in 1989 (Makhviladze,
2011), Port Hudson, Missouri, US, in 1970 (NTSB, 1971) and Brenham, Texas, US, in
1992 (NTSB, 1992).

5.6.2 Experiments

For Paper 4, a series of tests were performed in a 1.5 m × 0.3 m × 0.3 m vented
channel. The same experimental rig was used for the experiments presented in pa-
pers 2 and 3. The channel had a transparent front wall, allowing for high-speed video
analysis of the flame propagation. Pressure-time histories were recorded in four differ-
ent locations. Branches from Norway Spruce (Pies abies), Mugo Pine (Pinus mugo)

and Thuja (Thuja occidentalis) were inserted in the channel during a series of near-
stoichiometric propane-air explosions. The effect of foliage was investigated by per-
forming tests where all needles were removed from the spruce branches, while the
effect of flexibility was studied by replacing the bare spruce branches with stainless
steel models of similar structure. The steel branches provided the same blockage ra-
tio and spatial distribution of obstructions as the real branches, but would not deform
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when exposed to explosion-generated flow. Thuja and Norway Spruce were used in the
large-scale experiments that inspired the small-scale study. The small-scale setup, us-
ing relatively few obstructions, made it possible to have detailed knowledge about the
geometric configurations and initial conditions in the tests.

Figure 5.16a shows one spruce branch with needles, while Figure 5.16b shows three
bare spruce branches inserted in the channel prior to testing. All branches were anal-
ysed in detail to find their total volume (including foliage when that was present) and
the estimated drag area (length × diameter) of their separate components. The drag area
analysis did not include needles. Meanwhile, due to the ‘two-dimensional’ nature of the
branches, a photograph analysis could be performed, where the total two-dimensional
area blockage ratio of each branch was estimated. This analysis thus provided a sep-
arate measure of the foliage. Paper 4 and Appendix B include further details on the
measurements.

(a) Spruce branch with needles. (b) Spruce branches without needles.

Figure 5.16: Spruce branches inserted in the experimental rig.

The main findings of the experimental campaign can be summarised as follows: (i)
the presence of foliage on spruce branches was found to enhance the maximum over-
pressures by approximately a factor of three, relative to the tests with bare branches,
(ii) inserting stainless steel models in the channel approximately doubled the peak over-
pressures compared to the tests with the corresponding flexible branches, (iii) the in-
crease in overpressure with the presence of foliage corresponded better with the relative
increase in area blockage ratio determined from two-dimensional photograph analysis
compared with the increase in volume blockage. Figure 5.17 illustrates these effects
on the overpressure-time development and flame speed as a function of distance from
ignition. Although the steel branch test produces a comparable maximum overpres-
sure to that obtained with flexible spruce branches with needles, the pressure impulse
is enhanced when the small-scale obstructions are present. The needles likely generate
numerous shear-layers prior to flame arrival that increase the combustion rates imme-
diately downstream of the branch, as discussed in the following.

Tests with the alternative species of trees, pine and thuja, showed that the changes
in maximum overpressures relative to the spruce branch tests also approximately scaled
with the changes in area blockage ratio from the photograph analysis. However, it is
not straightforward to separate the effects of varying flexibility and foliage for the inter-
species comparison, as stainless steel models could not be made for these branches.
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(a) Pressure-time curves. (b) Flame speed vs. distance from ignition point. Po-
sition of branches marked with vertical grey lines.

Figure 5.17: Effect of flexibility and foliage for three spruce branches.

The results from the small-scale experiments in Paper 4 suggest that obstructions
of very small dimensions may contribute significantly to the overpressure generation
in gas explosions. The observations are consistent with findings from direct numerical
simulation and experimental studies of non-reacting and reactive flow past square frac-
tal (self-similar) grids (Soulopoulos et al., 2013; Sponfeldner et al., 2015; Zhou et al.,
2014). The turbulence diffusivity and scalar mixing rates in the region close to the
fractal grid are enhanced when compared to the corresponding region downstream of
a regular square grid of the same blockage ratio, where all components have the same
dimensions. Soulopoulos et al. (2013) found that the turbulent burning velocity in pre-
mixed flames stabilised downstream fractal grids on average was enhanced by 40 %
compared to that obtained for a corresponding regular grid. The introduction of addi-
tional small-scale structures enhances the number of shear layers in the flow, and they
interact in the region close to the grid. The turbulence field further downstream is still
dominated by the largest geometry components present, creating large-scale energetic
structures that do not dissipate close to the grid (Zhou et al., 2014).

Similar behaviour was observed in the experiments in Paper 3, where the additional
shear layers introduced by adding a steel wire helix to the smooth cylinder enhanced
combustion in the near-wake, immediately downstream of the cylinder (cf. Figure 11
of Paper 3). However, since the presence of the helix dampened the instability mecha-
nism that produces larger-scale coherent structures further downstream of the obstruc-
tion, the overall flame acceleration and explosion overpressure became less than that
obtained with a smooth cylinder.

5.6.3 Simulation approach in FLACS

The experimental work in Paper 4 entailed detailed characterisation of the obstructions
that were used. However, constructing congestion blocks for modelling purposes that
represent the actual branches is not a straightforward task. The degree to which a
certain branch will act as a solid object in a gas explosion will depend upon the flow
of the specific scenario. For example, for high flame speeds, the flexible obstruction
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will have less time to respond to the explosion-generated flow and act more like a fixed
obstacle than for low flame speeds.

Specifically, the turbulence generating capacity of a branch depends upon the rela-
tive velocity of the branch to the unburnt gas. In the initial forward flow of the unburnt
gas, a soft branch will be accelerated by the flow so that it will not generate as much
turbulence as a static branch. When the flame front arrives, the flow is still in the for-
ward direction, and the relative velocity of the flow to a flexible branch is less than the
absolute velocity. The proportion of reduction is a function of branch mass to drag area
(diameter × length). As drag is proportional to the diameter D and mass to D2, the
larger diameter branch components move less, and the velocity reduction is smaller.
Larger branch components will therefore behave more like fixed obstacles compared to
smaller branch components.

The phases of the explosion that are important for the turbulence generation must
also be identified. The reduction of the turbulence generating effect for branch size is
important when the relative velocity for small branches is more or less the same as for
the large branches during, approximately, the last 5 ms of the passage of the flame front
(Pedersen and Brewerton, 2014). Therefore, a decision has to be made on a lower cut-
off size, i.e. the smallest branch diameter where the turbulence generation is approxi-
mately equal to that of a fixed obstruction of the same diameter, or the largest diameter
for which the turbulence generation can be neglected. As it is flow-dependent, the ef-
fective lower cut-off scale for turbulence generation may vary significantly between
scenarios.

Consequently, the modelling methodology that is used to represent the sub-grid
vegetation components in the FLACS simulations for Paper 4 is based on either the
estimated effective drag area or the effective volume of the obstructions. The largest
branch components are modelled explicitly, while the effective drag area or volume of
the smaller scale twigs are represented by circular cylinders with appropriate diameters,
evenly distributed over the volume that the branch is expected to occupy. The objective
is to conserve the measured drag area or volume of the vegetation block that is expected
to generate turbulence during the last 5 ms of the passage of the flame front. Accord-
ingly, following the approach proposed by Pedersen and Brewerton (2014), the effect
of flexibility is taken into account by assuming a lower cut-off scale of the vegetation
components contributing to the turbulence generation. This changes the effective drag
area or volume of the representative congestion blocks. Figure 5.18 shows the conges-
tion blocks used for the modelling work in Paper 4.

For both the simulations of the small-scale experiments performed in Paper 4 and
the medium- and large-scale experiments performed as part of the Buncefield project,
Phase 2 (Pedersen and Brewerton, 2014), it was found that using the effective drag area
of the vegetation block gave consistently better trends with varying congestion degree
than using the effective volume. Paper 4 therefore presents simulation results where
the effective drag area was used to construct the sub-grid congestion blocks.

Using three stainless steel branches instead of three bare spruce branches (cf. Fig-
ure 5.16b) enhanced the maximum overpressures in the experiments by approximately
a factor of two. This trend is best reproduced in the FLACS simulations by assum-
ing a lower cut-off scale for turbulence production of 2 mm, to account for the overall
response of the branches to explosion wind. In reality, this effect would not be the
same for all three branches. Indeed, Figure 5.17b shows that the flame acceleration
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Figure 5.18: Congestion blocks representing spruce branches with foliage in the FLACS ge-
ometry.

downstream the first branch is practically identical for the steel model and the corre-
sponding bare spruce branch, suggesting that the first branch acts more or less like a
fixed object. This may be due to the initially low flow speeds being unable to bend
the branch, combined with the fact that the first branch has less time to respond to the
explosion-generated flow.

Pedersen and Brewerton (2014) described FLACS simulations of the experiments
from the Buncefield project, Phase 2, where the effect on the explosion mechanism
of removing leaves and smaller branches of birch (in different trimming stages) was
investigated (cf. Section 5.6.1). These simulations were performed with a standard re-
lease of FLACS (Gexcon, 2012). By only accounting for the measured reduction in
volume blockage for the first trimming stage, the overpressure trends with increased
degree of trimming were not correctly reproduced in the simulations. For example, re-
moving leaves and twigs with diameters less than 2-3 mm reduced the overpressures
by a factor of 2-3 in the experiments, while in the simulations, the reduction in max-
imum overpressure was approximately 20 %. Hence, Pedersen and Brewerton (2014)
concluded that the relative increase in flame acceleration due to small-scale vegetation
components may not be completely captured by a methodology based on the increase
in volume blockage.

Paper 4 applied an alternative strategy. The effect of foliage (only studied experi-
mentally in Paper 4 for the spruce branches) was found to be represented most accu-
rately by multiplying the effective drag area from the flexibility analysis with a ‘foliage
factor’, based on the approximate average increase in cross-sectional area blockage of
the spruce branches with needles, relative to the corresponding bare branches. For the
spruce branches, this factor was approximately 3.5.

For more general use in consequence modelling for process facilities, it would be
possible to estimate such foliage factors based on (a) the type of tree or bush, and (b) a
visual interpretation of the density of foliage (e.g. depending on the season). Variations
with criterion (b) could be divided into e.g. three categories, such as (1) ‘none’, (2)
‘sparce’ and (3) ‘full’. Experiments with spruces and birches could then be used to find
reference values for evergreens and deciduous plants, respectively.

However, there are considerable uncertainties associated with the modelling ap-
proach described here, as the relative contribution of flexibility will change with the
flow regime. Furthermore, vegetation is by nature diverse, and general constants for
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the ‘foliage factor’ may not exist. Nevertheless, the present sub-grid modelling ap-
proach was able to reproduce the trends observed in experiments. The findings provide
useful guidance for how to account for congested regions consisting of vegetation at
onshore process facilities.

5.7 Summary

The present chapter expands on the findings of Paper 3 and Paper 4, together with
additional key mechanisms, to give an overview of geometry-induced instability effects
relevant for industrial-scale explosions.

Flame wrinkling due to sub-grid obstacles in FLACS is taken into account by mul-
tiplying a flame folding factor with the burning velocity from the combustion model.
This sub-grid model corresponds to the equilibrium approach investigated by Weller
et al. (1998a). The flame surface area contribution from sub-grid obstacles is computed
and taken into account at every time step for each control volume where combustion
takes place. This model can in principle be extended with separate contributions ac-
counting for different unresolved effects. Overall, using equilibrium expressions is a
simplified and computationally more efficient alternative to solving separate transport
equations for flame surface area generated by various physical phenomena.

In order to correctly represent the external explosion in simulations of vented sce-
narios, several researchers have suggested that including the RT instability effect on
the flame surface area is necessary, i.e. only modelling the effect of turbulence is in-
sufficient (cf. Section 5.4). The Rayleigh–Taylor (RT) instability is triggered when a
lighter fluid is accelerated into a heavier fluid, for example when a flame front is ac-
celerated over an obstacle or through a vent opening. The linearised growth rate of the
RT instability can be studied analytically by including the effect of acceleration in the
stability analysis of the perturbed flame front from sections 4.3.2 and 4.3.4. Following
the approach suggested by Bauwens et al. (2011), assuming that the RT and intrinsic
instabilities occur for significantly different wave numbers, the result from the analysis
can be used to represent the linearised growth rate of perturbations due to accelera-
tion. From the linearised growth rate, the increase in flame surface area due to the RT
instability can be estimated. A model for flame surface area increase due to the RT in-
stability, based on this correlation, was implemented in FLACS for the present doctoral
study. The model was formulated to be consistent with the current framework for mod-
elling flame surface area generation due to sub-grid obstructions (cf. Section 5.1.2).
The approach assumes that non-linear effects can be represented by appropriate model
constants.

Values for the RT model constants were calibrated by simulating the experimen-
tal campaigns described by Bauwens et al. (2011), Chao et al. (2011), Bauwens et al.
(2012), and Bauwens and Dorofeev (2014), involving vented fuel-lean hydrogen-air
explosions for a range of experimental configurations. Model results for these exper-
iments, obtained by using the sub-grid model for the RT instability together with the
Markstein number-dependent burning velocity model from Section 4.6, are presented
in Chapter 6, Section 6.1. Additionally, the version of FLACS developed as part of
the present thesis, incorporating both RT instability and Markstein number effects, was
used to simulate key experiments from Paper 1 in Chapter 6, Section 6.2.



100 Representing geometry-induced flame instabilities and the effect of vegetation

For a certain range of Reynolds numbers, the Bénard–von Kármán (BVK) instabil-
ity results in vortex shedding downstream of bluff-bodies, cf. Section 5.3. The insta-
bility introduces a strong periodicity in the velocity and pressure measurements imme-
diately downstream of the bluff-body, and is associated with a significant increase in
the form drag, enhanced mixing, as well as possible structural vibrations and noise. It
is clear that vortex shedding will increase the flame surface area and thus contribute to
the flame acceleration downstream of obstacles. The KH instability will be present in
bluff-body wakes together with the BVK instability for a wide range of Reynolds num-
bers and geometric configurations in gas explosion-driven flows. Assessing the relative
contribution of the KH instability, and how it is presently represented, would require
significant additional efforts that are not feasible to undertake as part of the present
doctoral study. However, the stability analysis of shear layers, which is presented in
Section 5.2.1, is used in the discussion of the BVK instability in Section 5.3.1.

The experimental campaign in Paper 3 of the present thesis investigates the effect of
flame surface area generated by the BVK instability downstream bluff-body obstacles.
From the findings of Paper 3, vortex shedding appears to have a significant effect on the
flame acceleration in bluff-body wakes. The most effective vortex shedding suppres-
sion method in the experimental campaign reduced the maximum explosion overpres-
sures by approximately 32 %, while the corresponding reduction in maximum pressure
impulse was 25 %. Furthermore, the experiments in Paper 3 indicate that an important
effect of vortex shedding may be enhanced turbulence levels further downstream of the
bluff-body, resulting from dissipation of the larger-scale, energetic structures. If the ef-
fect of unresolved vortex shedding should be accounted for through the modelling of
flame surface area downstream obstructions, the flame wrinkling factor should there-
fore be a transported quantity. Simulations performed with CFD models that resolve
a wider range of the turbulence spectrum, e.g. high-fidelity LES models that resolve
boundary-layers, could provide further knowledge about the increase in flame surface
area from obstacles in different flow regimes.

Based on the findings in Paper 3, vortex shedding will most likely occur also in gas
explosion scenarios with higher values of Re. The gas explosion experiments presented
by Bauwens et al. (2010), performed in a 4.6 m × 4.6 m × 3.0 m vented enclosure,
provide relevant test cases for investigating whether vortex shedding would play a role
in more realistic scenarios (i.e. higher values of Re and several obstructions with inter-
acting wakes). The present chapter analyses results from one of the geometrical con-
figurations of this experimental campaign, inducing both a steady and a transient- gas
explosion-driven flow field. In the FLACS simulations, vortex shedding occurs only for
the scenario involving a steady flow. For the transient case with a non-uniform velocity
profile and reacting flow, vortex shedding does not develop quickly enough to affect the
simulation. The FLACS simulations presented in the present chapter are therefore not
able to confirm whether the pressure-reducing effect of passive control methods would
be significant in large-scale gas explosions with multiple obstacles. To confirm whether
vortex shedding suppression could constitute a cost-effective risk-reducing measure in
real process facilities would require a series of large-scale experiments, specifically
designed to investigate this effect.

Flame-acoustic interactions have been observed to produce significant pressure
peaks in a number of experimental campaigns involving vented gas explosions. How-
ever, modelling the effect of acoustic instabilities is not considered in the present doc-
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toral study, as their relevance for the realistic geometries normally encountered in
industrial-scale explosions is assumed to be limited. Nonetheless, Section 5.5 includes
a brief discussion on these effects.

Finally, Section 5.6 discusses how fractal-like, flexible obstructions in the form of
vegetation affect the flame acceleration in gas explosions, expanding on the work per-
formed for Paper 4 of the present thesis. Thus, Paper 4 addresses two separate influ-
ences (flexibility and the presence of numerous small-scale obstacles) on flame prop-
agation in obstructed regions that must be represented sub-grid when modelled by a
CFD tool based on the PDR concept. The main findings of the experimental cam-
paign in Paper 4 can be summarised as follows: (i) the presence of foliage on spruce
branches was found to enhance the maximum overpressures by approximately a factor
of three, relative to the tests with bare branches, (ii) inserting stainless steel models in
the channel approximately doubled the peak overpressures compared to the tests with
the corresponding flexible branches, (iii) the increase in overpressure with the pres-
ence of foliage corresponded better with the relative increase in area blockage ratio
determined from two-dimensional photograph analysis compared with the increase in
volume blockage. Foliage likely generates numerous shear-layers prior to flame arrival
that increase the combustion rates immediately downstream of the branch. Similar be-
haviour was observed in the experiments in Paper 3, where the additional shear layers
introduced by adding a steel wire helix to the smooth cylinder enhanced combustion in
the near-wake.

The modelling methodology that is used to represent the sub-grid vegetation com-
ponents in the FLACS simulations for Paper 4 is based on either the estimated effec-

tive drag area or the effective volume of the obstructions. The largest branch compo-
nents are modelled explicitly, while the effective drag area or volume of the smaller
scale twigs are represented by circular cylinders with appropriate diameters, evenly
distributed over the volume that the branch is expected to occupy. The objective is to
conserve the measured drag area or volume of the vegetation block that is expected to
generate turbulence during the last 5 ms of the passage of the flame front. Accord-
ingly, the effect of flexibility is taken into account by assuming a lower cut-off scale
of the vegetation components contributing to the turbulence generation. This changes
the effective drag area or volume of the representative congestion blocks. The effect
of foliage (only studied experimentally in Paper 4 for the spruce branches) was found
to be represented most accurately by multiplying the effective drag area from the flex-
ibility analysis with a ‘foliage factor’, based on the approximate average increase in
cross-sectional area blockage of the spruce branches with needles, relative to the corre-
sponding bare branches.
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Chapter 6

Additional model results

This chapter presents updated model results for a range of large-scale experimental
campaigns conducted in vented enclosures. The simulations were performed with de-
velopment versions of the CFD tool FLACS that include key findings from the present
doctoral study. Specifically, the development versions of FLACS used throughout the
chapter apply the Markstein number-dependent burning velocity model discussed in
Section 4.6 and Paper 2. Furthermore, the present chapter investigates the effect of
modelling additional flame surface area generated by the Rayleigh–Taylor instability,
cf. Section 5.4.3.

The experiments presented in Section 6.1 involved a single-compartment 64 m3

vented explosion chamber, in which the effect on the flame propagation and overpres-
sure development of varying the vent size, the ignition point and the degree of conges-
tion inside the chamber was systematically investigated (Bauwens et al., 2011, 2012;
Bauwens and Dorofeev, 2014; Chao et al., 2011). A fuel–lean hydrogen-air mixture
was used in all tests. The concentration was varied between 12 vol.% and 19 vol.% hy-
drogen in air, corresponding to equivalence ratios between 0.33 and 0.56. The range
of different mixture concentrations was the main motivation for choosing these partic-
ular experiments to test the performance of the model system. Fuel-lean hydrogen–air
mixtures in this concentration range are associated with negative Markstein numbers
(cf. Figure 4.2) and significant variations in the laminar burning velocity. Further-
more, Bauwens et al. (2009b) and Bauwens et al. (2011) emphasise the importance of
modelling the Rayleigh–Taylor instability to capture the external explosion for these
configurations.

Section 6.2 presents updated model results from the experimental campaign de-
scribed in Paper 1, obtained with the same development versions of the CFD tool
FLACS as used in Section 6.1. The experimental campaign in Paper 1 provides a chal-
lenging validation case for assessing how a CFD tool represents the effects of flame in-
stabilities and turbulence on the burning velocity in vented explosions. The campaign
was performed in a twin-compartment enclosure – an explosion rig consisting of two
separate vented chambers connected by a narrow doorway. When a gas explosion prop-
agates from one room into another, explosion overpressures may be significantly higher
than for an explosion in a single-compartment enclosure with similar total volume and
vent size, due to additional turbulence and flame surface area production resulting from
interactions between the chambers (Astbury et al., 1972, 1970; Rasbash et al., 1970).
Paper 1 compares experimental and model results from this campaign. The paper con-
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cludes that improving the representation of the cellular phase of flame propagation, as
well as accounting for enhanced flame surface area due to the Rayleigh–Taylor insta-
bility, may improve model performance for certain configurations. Section 6.2 thus
provides an extension of the work in Paper 1, demonstrating how systematic validation
against experiments can be used for developing sub-grid models.

For Section 6.3, the FLACS versions that include key findings from the doctoral
study were used for modelling a series of large-scale experiments performed as part
of the Blast and Fire Engineering for Topside Structures (BFETS) project, Phase 3A
(sponsored by the Health and Safety Executive). In rigs with a low degree of con-
finement and numerous obstructions of varying size, the effect of turbulence generated
downstream obstructions, together with flame surface area increase due to flame fold-
ing around objects, is expected to govern the flame acceleration. The realistic offshore
modules used in the BFETS Phase 3A campaign differ significantly from the layout of
the vented explosions described in sections 6.1 and 6.2. Section 6.3 thus investigates
whether the sub-grid models that were initially developed and validated for explosions
with a high degree of confinement and idealised obstacle configurations could produce
improved results also for explosions in complex geometries with a low degree of con-
finement. The results can be used to support further development of the model system.

In the following sections, the development version of FLACS applying the Mark-
stein number-dependent model is termed FLACS v10.4-ma. When the sub-grid model
for the RT instability is activated, the FLACS version is termed FLACS v10.4-ma-

rt. The results are compared with simulations performed with the standard release
FLACS v10.4r2 (Gexcon, 2015), and in Section 6.2, also with FLACS v9.1r3 (Gexcon,
2011), as this version was used in Paper 1. The standard FLACS releases are docu-
mented in chapters 2 and 3.

6.1 FM Global 64 m3 vented chamber

Bauwens et al. (2011), Chao et al. (2011), Bauwens et al. (2012) and Bauwens and
Dorofeev (2014) describe experimental campaigns conducted in the vented explosion
chamber of dimensions 4.6 m × 4.6 m × 3.0 m located at the FM Global Research
Campus. The publications highlight the physical phenomena that produce distinct
pressure peaks in vented gas explosions. The effects on peak overpressures of vary-
ing the vent size (either 5.4 m2 or 2.7 m2), the ignition position (“back”, “centre” or
“front” with respect to the vent opening), the initial turbulence level, and the fuel con-
centration of hydrogen-air mixtures were systematically investigated. In addition, the
experimental campaigns also investigated the effect of inserting eight square obstacles
with cross-sections of 0.4 m × 0.4 m, spanning the vertical direction of the explosion
chamber. Figure 6.1 shows a representative geometry and computational grid, as used
in the FLACS simulations of these experiments. The same geometry was used for the
modelling work in Section 5.3.4.

6.1.1 Description of physical phenomena

Bauwens et al. (2011) and Chao et al. (2011) investigated Lewis (or Markstein) num-
ber effects in the quasi-laminar and turbulent phase of flame propagation for fuel-lean
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Figure 6.1: FM Global 64 m3 vented chamber.

hydrogen mixtures (18± 0.5 vol.% hydrogen in air) by comparison with results for
methane and propane-air mixtures with similar laminar burning velocities. For fuel-
lean hydrogen-air mixtures, thermal-diffusive effects significantly enhance flame sur-
face wrinkling due to the Darrieus–Landau instability, cf. Section 4.3. Furthermore, the
dependency of the turbulent burning velocity on the turbulence velocity fluctuation u′

changes with a varying Lewis number, or more rigorously, a varying Markstein number
(cf. Section 4.5.2). These effects were also explored by Bauwens et al. (2012), pre-
senting results for lean hydrogen-air mixtures with varying fuel concentrations (thus
effectively varying the Lewis or Markstein number of the mixture). Bauwens and Do-
rofeev (2014) presented results for experiments where both the initial turbulence levels
and hydrogen concentrations were varied systematically.

Overall, the pressure-time histories for tests in the empty enclosures exhibited two
distinct peaks. The first pressure peak, denoted pext , was generated by the external ex-
plosion. An external explosion is obtained if sufficient unburnt mixture is pushed out
of the vent opening prior to flame arrival at the vent; in particular, this may be signif-
icant for back and centre ignition. When the flame front reaches the vent opening, the
external turbulent fuel-air cloud ignites. The overpressure generated by the external ex-
plosion reduces the rate of venting from the chamber. The Rayleigh-Taylor instability,
occurring when a less dense fluid accelerates into a denser fluid, increases the flame
surface area and promotes the mass combustion rate as the flame front exits the cham-
ber (cf. Section 5.4). The Helmholtz (or “organ pipe”) oscillations are initiated by the
venting of combustion products. In the oscillation phase, the Rayleigh-Taylor insta-
bility will again be triggered on the flame surface, further promoting the combustion
rate when the density gradient is accelerated in the unstable direction. The external ex-
plosion may or may not enhance the Helmholtz oscillations through the vent opening,
depending on the timing of the external explosion relative to the phase of the oscil-
lation. Variations in the magnitude of pext up to ±25 % between repeated tests were
reported by Chao et al. (2011).

Flame-acoustic interactions (cf. Section 5.5) were found to generate the second
pressure peak, denoted pvib. Two distinct types of acoustics were identified in the
present campaigns: (i) low-frequency oscillations matching the first fundamental mode
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of a wave propagating inside the chamber parallel to the vent opening, assuming the
chamber is filled with combustion products (≈ 100 Hz) and (ii) high-frequency vibra-
tions corresponding to the natural frequency of various structural components of the
chamber (≈ 700 Hz) (Bauwens et al., 2009a). The pressure peak pvib particularly dom-
inated for front-ignition, due to the relatively high amount of unburnt gas and large
flame surface area present in the chamber at the time that acoustics developed. Further-
more, pvib only seemed to be important for empty vented enclosures, since the presence
of obstacles dampen flame-acoustics interactions. Chao et al. (2011) reported variations
in pvib of ±50 % between repeated tests.

For the experiments with obstacles inserted, a third pressure peak, pobs, was ob-
served, corresponding to the time when the maximum flame surface area was reached
inside the chamber. Chao et al. (2011) reported variations in pobs up to ±25 % between
repeated tests. For some configurations (in particular for back ignition), the pressure
peaks pext and pobs were merged together, so that the separate contributions of the
mechanisms could not be assessed.

6.1.2 Simulation results

Sensitivity studies

Simulations were performed using grid resolutions of 0.20 m or 0.10 m inside the
chamber. The same grid refinement was used up to 4 m outside the vent opening to
capture the external explosion, while a coarser (stretched) grid was applied outside
the core domain (cf. Figure 6.1). The main features of the pressure-time curves were
similar for both grid resolutions. However, a grid resolution of 0.10 m better resolves
the flow features through the vent opening, and generally gives more accurate results
than 0.20 m. The simulations in the following sections therefore apply a grid resolution
of 0.10 m.

Figure 6.2a shows the maximum observed grid dependency of the peak overpressure
for FLACS v10.4r2 (60 % higher overpressure for a grid resolution of 0.2 m compared
with a grid resolution of 0.1 m), for a test with 18 % hydrogen-air, centre ignition,
and a 5.4 m2 vent opening. Figure 6.2b shows the corresponding grid sensitivity for
FLACS v10.4-ma-rt, which generally is comparable to that observed for the standard
version. Similar grid dependency was found for centre ignition, with a 2.7 m2 vent
opening, while the other configurations showed variations of less than 20 % with each
refinement.

The sensitivity of the peak overpressures to the hydrogen concentration is signifi-
cant around the reference concentration of 18 % hydrogen in air (used for all tests by
Bauwens et al. (2011)). The maximum simulated overpressures vary with ±25 % over
the experimental uncertainty range of ±0.5 vol.% hydrogen in air. The effect of vary-
ing the initial fuel concentration was studied in a dedicated test series (Bauwens et al.,
2012); these experiments are included in the following analysis. The simulated maxi-
mum overpressures vary with < 1 % for perturbations in the initial turbulence velocity
u′ of ±0.014 m/s (the expected level of accuracy for the measured values of u′). The
initial value for the turbulence length scale in the simulations determines the initial con-
ditions for the rate of dissipation of turbulence kinetic energy, ε , in the k− ε model.
The representation of the external explosion appears to be particularly sensitive to the
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(a) Grid sensitivity for FLACS v10.4r2. (b) Grid sensitivity for FLACS v10.4-ma-rt.

Figure 6.2: Pressure-time histories, vent size 5.4 m2, centre ignition, 18 % hydrogen-air.

initial conditions for ε; a change in the turbulence length scale from 10 % to 20 % of
the grid cell size can give an increase in maximum overpressure of 40 %. In the follow-
ing analysis, the initial turbulence length scale is set to 10 % of the grid cell size in the
core domain, following recommendations from previous validation studies (Gexcon,
2015).

Detailed analysis of selected experiments

Figure 6.3a shows the pressure-time curves for an experiment with back ignition and
a 5.4 m2 vent opening, while Figure 6.3b shows the corresponding flame speeds vs.
distance from the ignition point. The vertical lines in Figure 6.3a mark the simulated
flame arrival at the vent opening for each of the plotted FLACS versions. In Figure
6.3b, the vertical line marks the position of the vent.

FLACS v10.4r2 over-predicts the initial flame speed (up to 3 m from ignition) by 20-
50 %, leading to an earlier and more significant pressure rise than in the experiments.
The simulated rate of pressure rise decreases for a short period of time right after flame
arrival at the vent opening, as low-density combustion products are vented from the
chamber. Similar to the experiment, FLACS v10.4r2 subsequently produces a distinct
pressure peak generated by the external explosion (occurring approximately 200 ms
after ignition). As the flame front approaches and passes through the vent opening, the
model persists in over-predicting the flame speed.

Overall, the pressure-time development given by FLACS v10.4-ma-rt in Figure 6.3a
appears to be representative of that observed in the experiment. A closer investigation
shows that before the flame front exits the vent opening, flame propagation is governed
by the quasi-laminar burning velocity from the Markstein number-dependent combus-
tion model. In this phase, FLACS v10.4-ma-rt accurately reproduces the flame speed.
Meanwhile, as the flame propagates through the vent opening, the flame speed is over-
predicted also by FLACS v10.4-ma-rt, cf. Figure 6.3b. In this phase, the acceleration of
the flame front becomes significant – the sub-grid model for the RT instability therefore
enhances the rate of turbulent combustion.

Figure 6.4a shows the pressure-time curves for the same test as in Figure 6.3a,
obtained with the development version of FLACS without the contribution of the RT
instability in the combustion model. Comparing figures 6.3a and 6.4a, it can be seen
that the external explosion peak is less distinct when the RT instability effect is omitted.
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(a) Pressure-time histories. (b) Flame velocity vs. distance from ignition.

Figure 6.3: Vent size 5.4 m2, back ignition, 18 % hydrogen-air, FLACS v10.4-ma-rt.

Meanwhile, Figure 6.4b shows that the flame speed through the vent opening is over-
predicted, also without the contribution of the RT instability. It is not straightforward to
identify what causes this behaviour from the available information on the experiments.

(a) Pressure-time histories. (b) Flame velocity vs. distance from ignition.

Figure 6.4: Vent size 5.4 m2, back ignition, 18 % hydrogen-air, FLACS v10.4-ma.

Figure 6.5a shows the experimental and simulated pressure-time curves for a test
with front ignition and a 2.7 m2 vent opening, while Figure 6.5b shows corresponding
results for a 5.4 m2 vent opening. FLACS v10.4r2 closely matches the experimental
results up to approximately 150 ms after ignition for both configurations. However,
from 200 ms after ignition, the model predicts a more significant pressure rise than
observed in the experiments, producing a pressure peak as the flame front reaches the
chamber walls. These observations are consistent with the results for back ignition;
FLACS v10.4r2 consistently over-estimates the flame speed throughout the explosion
history.

FLACS cannot reproduce the coupling between acoustics in the chamber and its
structure, and the subsequent enhancement of the flame surface area, as appropriate
sub-grid models accounting for this effect currently are not implemented (cf. Section
5.5). Consequently, the model cannot reproduce pvib, the main pressure peak occurring
at approximately 600 ms in the front ignition experiments in Figure 6.5. Considering
this, the Markstein number dependent burning velocity model employed by FLACS
v10.4-ma likely produces flame speeds that agree well with the experiments for front
ignition, up to the point in time when flame-acoustic effects start to dominate.
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(a) Vent size 2.7 m2. (b) Vent size 5.4 m2.

Figure 6.5: Front ignition, 18 % hydrogen-air.

Figure 6.6a shows the pressure-time curves for back ignition, with a 2.7 m2 vent
opening. FLACS v10.4r2 clearly over-predicts the rate of pressure rise in the initial
phase of flame propagation, prior to flame arrival at the vent opening. The pressure-time
development predicted by FLACS v10.4-ma is more representative of that observed
in the experiment. However, both FLACS versions over-predict the combustion rate
internally in the chamber, after the flame has exited the vent opening. The simulated
maximum overpressures occur as the flame front reaches the chamber walls (and the
maximum flame surface area is obtained).

Figure 6.6b shows the pressure-time curves for centre ignition, with a 5.4 m2 vent
opening. FLACS v10.4r2 predicts two distinct pressure peaks for this configuration;
the first peak is due to the external explosion, while the second peak is produced as the
flame reaches the chamber walls. The model significantly over-predicts the initial flame
speed and the overpressure from the external explosion. For FLACS v10.4-ma, the
over-prediction of the external explosion pressure is less significant, and from the rate
of pressure build-up, the flame propagation before the flame exits the chamber seems
to be well represented. The second pressure peak, obtained as the flame front reaches
its maximum surface area inside the chamber, also occurs for this model version. The
combustion rate inside the chamber is likely over-predicted by both FLACS versions
after the external explosion, as the second pressure peak in the experiments is attributed
purely to acoustic instabilities (Bauwens et al., 2011).

The experiments with obstructions cannot be analysed in detail, as the publications
by Bauwens et al. (2011), Chao et al. (2011) and Bauwens et al. (2012) only list maxi-
mum overpressures for these configurations. The experiments are included in the over-
all analysis in Section 6.1.3.

6.1.3 Overall model performance

In this section, quantitative assessment of the model performance is summarised for
FLACS v10.4r2, FLACS v10.4-ma and FLACS v10.4-ma-rt, following principles from
the integrated validation framework presented by Hisken et al. (2016) and Skjold et al.
(2013a). To perform quantitative assessment of the model performance, a set of sta-

tistical performance measures (SPM) are defined. According to Duijm and Carissimo
(2002), SPM should provide (i) a measure of bias in model predictions, i.e. the ten-
dency of a model to systematically over- or under-predict relevant variables, and (ii) a
measure of the spread in predictions, i.e. the degree of scatter around a mean value.



110 Additional model results

(a) Vent size 2.7 m2, back ignition. (b) Vent size 5.4 m2, centre ignition.

Figure 6.6: Pressure-time histories, 18 % hydrogen-air.

Two of the SPM discussed in the following are also used to assess model performance
in Paper 1 and Paper 2 of the present thesis.

Figure 6.7 (left) shows a scatter plot of the maximum obtained overpressure, pmax,
for all the relevant tests from (Bauwens et al., 2011, 2012; Bauwens and Dorofeev,
2014; Chao et al., 2011), for FLACS v10.4r2 and FLACS v10.4-ma. Figure 6.7 (right)
shows the corresponding parabola plot (Hanna et al., 1991a,b; MEGGE, 1996; Tam
and Lee, 1998) of the complete data set from Figure 6.7 (left). The parabola plot is a
graphical presentation of the geometric mean bias (MG), defined as

MG = exp [〈ln(xp/xo)〉] , (6.1)

where xp is the predicted value of a relevant variable, xo is the observed value, and 〈〉 is
the arithmetic mean, plotted against the corresponding geometric mean variance (V G),
defined as

V G = exp
[
〈ln(xp/xo)

2〉
]
. (6.2)

Results are only included for tests where pvib did not produce the maximum overpres-
sure.

Figure 6.7: Scatter plot (left) and parabola plot (right) of pmax, for all tests in the campaigns by
Bauwens et al. (2011), Chao et al. (2011), Bauwens et al. (2012) and Bauwens and Dorofeev
(2014), for FLACS v10.4r2 and FLACS v10.4-ma.

The dashed parabola in Figure 6.7 (right) represents the curve of zero arithmetic
variance, the line MG = 1 represents unbiased results; perfect agreement is therefore
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represented by the point (1,1). The experimental variability for the maximum over-
pressure is plotted in Figure 6.7 (right) together with the zero-variance parabola. The
presentation of results should reflect model performance under the various initial and
geometric conditions affecting the governing physical phenomena, to identify overall
trends for the different configurations (Hisken et al., 2016). In Figure 6.7 (right), MG

and V G for tests performed with a hydrogen concentration higher or lower than 17.5 %
are plotted separately. Criteria for “excellent” (dark grey lines) and “acceptable” (light
grey lines) model performance (in terms of MG), as suggested by Hisken et al. (2016),
are also indicated in Figure 6.7 (right). Here, “excellent” model performance in terms
of the validation target pmax from an experimental campaign is characterised by the
measured variable being reproduced with 0.77 < MG < 1.3 (i.e. a mean bias within
a factor of 1.3), and V G < 1.6 (“factor two scatter”). For “acceptable” model perfor-
mance, the measured pmax should be reproduced with 0.5 < MG < 2 (i.e. a mean bias
within a factor of two), and V G < 3.3 (“factor three scatter”). Figure 6.8 shows the
corresponding results for FLACS v10.4r2 and FLACS v10.4-ma-rt.

In addition to MG and V G, the performance criterion FAC2, defined as the fraction

of the predictions, xp, that are within a factor of 2 of the observed values, xo, is used.
An “acceptable” value of FAC2 exceeds 50 %, while an “excellent” value of FAC2
exceeds 75 %.

Figure 6.8: Scatter plot (left) and parabola plot (right) of pmax, for all tests in the campaigns by
Bauwens et al. (2011), Chao et al. (2011), Bauwens et al. (2012) and Bauwens and Dorofeev
(2014), for FLACS v10.4r2 and FLACS v10.4-ma-rt.

When considering the results from all campaigns with lean hydrogen-air mixtures
from Bauwens et al. (2011), Chao et al. (2011), Bauwens et al. (2012) and Bauwens
and Dorofeev (2014) together, the model performance for FLACS v10.4r2 is within the
“acceptable” criteria, with MG = 1.83, V G = 1.67, and FAC2 = 58 %. However, Fig-
ure 6.7 (right) shows that the maximum overpressures for mixtures with more than 17.5
% hydrogen are over-predicted compared with the leaner mixtures for FLACS v10.4r2,
with MG = 2.14 and FAC2 = 43 %. This trend is significantly less pronounced for
FLACS v10.4-ma, where all the maximum overpressures are within the criteria for “ex-
cellent” model performance. For example, FLACS v10.4-ma predicts the overpressures
from the experiments for mixtures with more than 17.5 % hydrogen with MG = 1.21,
V G = 1.12 and FAC2 = 100 %.

The pressure-time curves in figures 6.3a and 6.4a suggest that including the sub-grid
model for the RT instability improves the representation of the external explosion. This
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mechanism is particularly important for enclosures with large vent openings, when the
ignition point is positioned far from the vent. Meanwhile, the model for the RT insta-
bility does not seem necessary for reproducing the general overpressure levels in the
present experiments with sufficient accuracy. The burning rates resulting from turbu-
lence production by flow through vent openings and past walls seem to compensate for
the lack of the RT effect in FLACS v10.4-ma. This may be partly explained by the
presence of initial turbulence in the chamber, cf. the results in Section 6.2 for an ini-
tially quiescent mixture. Figure 6.8 shows that for FLACS v10.4-ma-rt, the maximum
overpressures generally are somewhat over-predicted.

Overall, when compared with the standard FLACS release, the model developments
from the present doctoral work improve model performance for the experimental cam-
paigns described by Bauwens et al. (2011), Chao et al. (2011), Bauwens et al. (2012)
and Bauwens and Dorofeev (2014). In particular, figures 6.7 and 6.8 show that FLACS
v10.4-ma and FLACS v10.4-ma-rt better reproduce trends with variations in the mix-
ture concentration than the standard release FLACS v10.4r2.

6.2 Twin-compartment enclosure

Paper 1 discusses the overpressure-generating mechanisms in a series of explosion ex-
periments performed in a 44 m3 vented enclosure. The campaign was conducted by
British Gas in the early 1980s, however, the experimental results had not been pub-
lished prior to the publication of Paper 1 in 2013. The objective of the campaign was to
obtain data relevant for accidental gas explosions in typical UK homes. Therefore, the
enclosure was divided into two 22 m3 rooms, separated by a 1.98 m × 0.76 m doorway.
Vent panels were installed on the front wall of each room (cf. Figure 6.9).

Figure 6.9: Sketch of the twin-compartment enclosure. Positions of pressure transducers are
marked with black dots.

The majority of the experimental research related to vented explosions has been per-
formed for single-compartment enclosures. The results from such campaigns demon-
strated that the pressure-time history of a vented explosion in general will show a num-
ber of peaks, with different physical phenomena contributing to each peak (Bauwens
et al., 2010; Butlin and Tonkin, 1974; Cooper et al., 1986; Harrison and Eyre, 1987;
Solberg et al., 1981; van Wingerden, 1989; van Wingerden and Zeeuwen, 1983a,b).
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Section 6.1.1 describes the physical mechanisms that typically govern the flame prop-
agation in vented explosions. With several interconnected chambers present, the sit-
uation is even more complex. When a gas explosion propagates from one room into
another, explosion overpressures may be significantly higher than for an explosion in a
single-compartment enclosure of similar total volume and vent size, due to additional
turbulence and flame surface area production resulting from interaction between the
chambers (Astbury et al., 1972, 1970; Rasbash et al., 1970). The degree of interaction
may depend significantly on the timing of pressure panel failure and the rate of turbu-
lent combustion, therefore, such explosions are challenging to model with CFD tools
that rely on sub-grid models for these processes.

A total of 85 experiments were performed in the twin-compartment enclosure, and
a selection of 22 experiments were analysed and modelled in Paper 1. These represent
a wide range of configurations, resulting in explosion overpressures ranging from 0.04
to 0.46 bar. For the tests considered in Paper 1, both chambers were either half-filled
or completely filled with a 10 vol.% natural-gas mixture in air. The ignition point
was either located at the centre of the back wall (opposite of the vent opening) or in the
centre of the left chamber (termed the ignition chamber in the following). Furthermore,
the effect on the explosion mechanism of inserting a light-weight, initially closed door
in the doorway between the rooms was investigated.

For the purpose of the analysis, the tests were divided into three classes: the Type

A experiments involved enclosures where the vent panels fitted in each room were
of the same size (and consequently, nearly identical failure pressures), in the Type B

experiments, the vent panel in the ignition chamber was larger than in the secondary
chamber, while in the Type C experiments, the vent panel in the ignition chamber was
smaller than in the connected room. The results showed that the relative size (and
consequently the failure pressure) of the vent panels significantly affected the explosion
mechanism and overpressures.

The following sections focus on how the model developments described in Paper 2
and chapters 4 and 5 of the present thesis affect simulations of a few selected tests from
the experimental programme. The presented results are considered to be representative
of the campaign. To support the discussion, Section 6.2.1 summarises the governing
physical phenomena in the Type A, B and C experiments.

6.2.1 Description of physical phenomena

Paper 1 discusses the explosion mechanism in terms of the three experiment classes,
types A, B and C. In almost all of the experiments, the explosion pressure-time profiles
displayed two distinct peaks. The first peak (denoted p1) was always associated with
the removal of one or both of the vent panels (in either of the two compartments) and
its magnitude was equal to or slightly greater than the failure pressure of the panel.
The second pressure peak (denoted p2) was found to be more complex in origin and
significantly more variable in magnitude.

Except for the presence of the door, both compartments of the explosion rig were
empty, i.e. no additional obstructions were present to promote flame acceleration. The
response of the combustion rate to turbulence and large-scale unsteady flow structures
generated by the flow of reactants through vent openings (under varying degrees of
confinement), was the dominant overpressure-generating mechanism in all tests. In ad-
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dition, pressure differences between the chambers that developed during the explosion
were seen to push the flame front for several configurations. This further enhanced the
combustion rate. As for single-compartment enclosures, the RT instability increases
the flame surface area when the flame front is accelerated towards the reactant mixture,
cf. Section 5.4. Intrinsic instability effects resulting in cellular flame propagation (de-
scribed in Section 4.4) govern the initial pressure rise, and are therefore important for
the timing of events in the explosion history.

Since the enclosures used for the experiments in Paper 1 were empty, flame-acoustic
interactions may be expected to generate overpressure. Pressure oscillations were in-
deed recorded in a few tests, occurring well after p1 and p2. Meanwhile, the oscillations
did not generate any significant pressure rise. Skippon (1985) suggested that acoustic
instabilities may be inhibited by the asymmetry of the experimental configuration.

In the Type A experiments, p1 was found to correspond to the almost simultaneous
failing of both pressure relief panels, while p2 was a result of turbulent combustion
external to the explosion chamber. The pressure-time profiles were similar to those
which likely would be generated in explosions in a single-compartment enclosure of
the same total volume. In the Type A tests, the presence of the door (either open or
closed) seemed to have little effect on the maximum overpressures.

For the Type B experiments, the pressure relief panel in the secondary enclosure had
a higher failure pressure (and smaller size) than that in the ignition enclosure. Paper
1 proposes a likely explosion mechanism based on video analysis for a typical Type B
test with a half-filled enclosure, a closed door, and back ignition. Figure 6.10 shows the
outline of the flame front at different time steps for the analysed test. Approximately
150 ms after ignition, the door between the chambers opened, before any of the pressure
relief panels failed, and the pressure began to equalise in the two enclosures. The flow
through the doorway was seen to distort the flame, causing combustion to begin in the
secondary enclosure before either of the vent panels failed. Meanwhile, the continued
combustion and pressure increase in the ignition chamber caused the large panel of
that enclosure to fail at approximately 265 ms, leading to a backflow into the ignition
chamber through the door opening. In turn, this lead to a pressure drop in the secondary
chamber, and subsequent flow back into that enclosure. Turbulent combustion in the
secondary chamber led to a significant, rapid pressure rise there, eventually causing the
smaller pressure relief panel to fail at approximately 410 ms after ignition.

In the Type B experiments, the presence of a closed door was found to significantly
promote the combustion rate in the secondary enclosure. The opening process gen-
erated additional turbulence in the unburnt mixture. Combined with a higher failure
pressure of the vent panel in the secondary enclosure than in the ignition chamber,
leading to flame front reversals through the doorway (cf. Figure 6.10), this resulted
in markedly higher overpressures than in the experiments with an initially open door-
way. The RT instability probably further enhanced the flame surface area during this
explosion phase. When the doorway was open from the time of ignition, the explosion
mechanism was more similar to that observed in the Type A experiments (p2 mainly
generated by the external explosion).

The Type C experiments were characterised by a large vent panel of low failure pres-
sure in the secondary enclosure, while the ignition enclosure was fitted with a smaller
vent panel of higher failure pressure. Paper 1 discusses the likely explosion mechanism
in the Type C experiments, based on analysis of videos and pressure-time curves, for
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Figure 6.10: Likely explosion mechanism of a representative Type B experiment, half-filled
enclosure, back ignition, closed door.

a representative test with a lightweight door fitted in the doorway between the cham-
bers (cf. Figure 6.11). During the initial phase of flame propagation, prior to the failure
of either of the panels installed at the front of the enclosure, the interconnecting door
opened. At the onset of combustion in the secondary chamber, the large vent panel
in that room failed. The subsequent flow out of the secondary chamber pushed the
flame front towards the vent opening, promoting highly turbulent combustion and RT
instability effects on the flame front. The pressure increase in the secondary enclo-
sure, enhanced by the external explosion, subsequently generated a backflow into the
ignition enclosure. Turbulent combustion under highly confined conditions led to sig-
nificant overpressures also in the ignition enclosure, eventually causing the smaller vent
panel there to fail. The Type C experiments involved the overall highest overpressures
of the campaign.

For all configurations, when the ignition position was shifted from the back to the
centre of the chamber, lower values of p2 were recorded. Centre ignition led to a weaker
external explosion, since less unburnt gas was expelled prior to flame arrival. Further-
more, centre ignition allowed for less flow of reactant mixture through the doorway
prior to flame arrival, and consequently less turbulence generation before the onset of
combustion in the secondary chamber.
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Figure 6.11: Likely explosion mechanism of a representative Type C experiment, half-filled
enclosure, back ignition, closed door.

6.2.2 Simulation results

The specifications from the experiments were followed as closely as possible when the
simulations were set up. Paper 1 describes the setups – all details are therefore not
repeated here.

The vent panels and the door in the experiments were modelled as “pressure relief
panels” in FLACS, i.e. as regions with an area porosity varying in time in response
to the explosion, according to a designated panel type, weight and failure pressure.
Due to the narrow doorway and small vent openings of the geometry, it is necessary
to use a grid resolution of 0.05 m to resolve the flow sufficiently. Applying grid cells
with characteristic dimensions of less than 0.05 m was found to be prohibitive, due to
long simulation times. The analysis in this section (as well as in Paper 1) is therefore
performed for a grid resolution of 0.05 m. The simulation setups used to produce the
updated results were as similar as possible to those used in Paper 1.

The analysis of the simulation results is complicated by improvements related to
the calculation of partial porosities and sub-grid turbulence production introduced in
FLACS version 10. The development versions of FLACS that include sub-grid models
from chapters 4 and 5, FLACS v10.4-ma-rt and FLACS v10.4-ma, builds on version 10,
while the simulations in Paper 1 were performed with FLACS version 9. The turbulence
production from partially porous regions in this and earlier versions was found to be
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artificially enhanced for a few sensitive scenarios, leading to unphysical results for
highly reactive fuels, such as hydrogen. For that reason, the model for turbulence
production from sub-grid objects in Equation (2.32) was updated in version 10, together
with the pre-processor that computes porosities. The turbulence production from the
vent panels is therefore slightly different for the two versions. Consequently, some of
the results obtained with FLACS v10.4-ma-rt are also compared with results obtained
with FLACS v10.4r2 in the following (so as to be consistent with the analysis in Section
6.1). Finally, in contrast with the analysis in Section 6.1.2, the discussion focuses on
the performance of FLACS v10.4-ma-rt, rather than FLACS v10.4-ma. Accounting for
the RT instability in the combustion model was found to be necessary to reproduce the
pressure peak due to the external explosion in the twin-compartment experiments (as
illustrated in Figure 6.12b). This is discussed further in the following sections.

Analysis of the Type A experiments

Figures 6.12a and 6.12b show the pressure-time curves for a representative pressure
transducer located in the ignition chamber for two Type A tests, with back igni-
tion, completely filled with natural gas-air, and an open and closed doorway, respec-
tively. Simulation results from FLACS v9.1r3 (used in Paper 1), FLACS v10.4r2 and
FLACS v10.4-ma-rt (including developments from the present thesis) are plotted to-
gether. In Figure 6.12b, the pressure-time history from FLACS v10.4-ma is also in-
cluded, for comparison with FLACS v10.4-ma-rt. The vertical dark grey dashed and
solid lines represent the failure of the pressure relief panels and the arrival time of the
flame at the vent opening in the FLACS v10.4-ma-rt simulations, respectively. These
lines are only drawn for the enclosure (ignition or secondary) whose pressure-time de-
velopment is plotted. Correspondingly, the vertical light grey dashed and solid lines
represent the beginning of the vent breaking process and time of arrival of the flame
at the vent opening in the experiments, respectively. The latter information is not al-
ways available, due to occasional video failure. Where only one plot is shown for an
experiment, the events in both chambers were simultaneous.

p1

p2

(a) Full enclosure, back ignition, open door.

p1

p2

(b) Full enclosure, back ignition, closed door.

Figure 6.12: Pressure-time histories for two representative Type A experiments.
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All FLACS versions predict a higher peak value of p2 when the door is closed
(Figure 6.12b), compared to the test where the doorway is initially open (Figure 6.12a).
This effect was less pronounced in the experiments, where the closed door appeared
to enhance the duration of the pressure peak (i.e. the pressure impulse) rather than
the maximum overpressure. However, all FLACS versions in Figure 6.12b predict
a significant pressure rise before flame arrival at the vent opening when the door is
initially closed, which is consistent with experimental observations (flame arrival at the
vent is only plotted for FLACS v10.4-ma-rt). FLACS v9.1r3 and FLACS v10.4r2 give
relatively similar results for these configurations. It is clear from Figure 6.12b that the
development version of FLACS that does not include the effect of the RT instability,
FLACS v10.4-ma, under-predicts the magnitude of p2.

Furthermore, figures 6.12a and 6.12b show that the time-of-arrival of p2 predicted
by FLACS v10.4-ma-rt and FLACS v10.4-ma is delayed relative to p1, when compared
with the experimental pressure-time histories and the results from the standard FLACS
versions. The Markstein number-dependent burning velocity model described in Chap-
ter 4, employed by FLACS v10.4-ma-rt and FLACS v10.4-ma, results in lower values
for the laminar and quasi-laminar burning velocity for near-stoichiometric natural gas-
air mixtures than those obtained with FLACS v9.1r3 and FLACS v10.4r2. The laminar
burning velocity for methane in the standard releases has been artificially enhanced,
presumably to compensate for insufficient representation of other flame acceleration
mechanisms (cf. Section 3.2.2). The values employed by FLACS v10.4-ma-rt and
FLACS v10.4-ma are more representative of measurements found in literature, see e.g.
(Ranzi et al., 2012). While this results in FLACS v10. 4-ma-rt and FLACS v10.4-ma
predicting a more representative flame acceleration and pressure development in the
initial phase, it likely also contributes to the delayed arrival of p2 for these versions.

Figure 6.13a compares the turbulent burning velocity predicted by the combustion
model developed in Chapter 4 with that predicted by the correlation used in standard
releases of FLACS. Figure 6.13a shows ut computed specifically for a 10 vol.% natu-
ral gas-air mixture, as a function of u′. For this specific set of experiments, the length
scale used as input to the combustion model was somewhat higher for FLACS v9.1r3
and FLACS v10.4r2 than for FLACS v10.4-ma-rt and FLACS v10.4-ma. Figure 6.13a
therefore shows ut plotted for a fixed length scale of 0.1 m for the correlation by Bray
(1990), and 0.02 m for the correlation by Bradley et al. (2013) (cf. Section 3.2.2). These
values are representative for the difference in length scales between the model versions.
The figure shows that for relatively low turbulence levels (u′ < 10 m/s), the burning ve-
locity correlation from Bray (1990) (used in FLACS v9.1r3 and FLACS v10.4r2) pre-
dicts higher burning velocities than the correlation by Bradley et al. (2013) (used in
FLACS v10.4-ma-rt and FLACS v10.4-ma). For higher turbulence levels, the opposite
is true. Figure 6.13b shows the simulated u′ for the test plotted in Figure 6.12b, 412 ms
after ignition, just before the onset of the external explosion. In the earlier phases of
the explosion history, the simulated u′ from FLACS v10.4-ma-rt is indeed in the range
where the correlation by Bradley et al. (2013) would predict lower burning velocities,
thus further contributing to the delayed time-of-arrival of p2. Meanwhile, Figure 6.12b
shows that the contribution of the RT instability model leads to a somewhat earlier pres-
sure build-up of p2 for FLACS v10.4-ma-rt than for FLACS v10.4-ma. Furthermore,
the sub-grid model for the RT instability seems to be required to produce representative
maximum overpressures from the external explosion.
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(a) Values of ut for the turbulent burning
velocity correlations from Bray (1990) (used
in FLACS v9.1r3 and FLACS v10.4r2) and
Bradley et al. (2013) (used in FLACS v10.4-ma-
rt and FLACS v10.4-ma).

(b) Turbulence velocities u′ before onset of the ex-
ternal explosion, full enclosure, back ignition, closed
door.

Figure 6.13: Analysis of turbulent burning velocities, ut , and simulated turbulence velocity
fluctuations, u′.

Figures 6.14a and 6.14b show the pressure-time curves for a representative trans-
ducer in the secondary chamber for two Type A tests, both with centre ignition, an
open doorway, half-filled and completely filled with natural gas-air, respectively. The
figures compare results from FLACS v9.1r3 with results from FLACS v10.4-ma-rt.
Since the ignition source was located significantly closer to the vent panel in the igni-
tion chamber in these tests, overpressures from two separate external explosion events
were recorded. Both experiments generated two separate peaks following p1, the first,
p2a, was attributed to the external explosion outside the ignition chamber, the second,
p2b, to the external explosion outside the secondary chamber.

FLACS v9.1r3 produces two distinct pressure peaks for the completely filled enclo-
sure in Figure 6.14b, while over-predicting the overpressures produced by the exter-
nal explosions somewhat. The double-peak structure is less marked for the half-filled
enclosure in Figure 6.14a. FLACS v10.4-ma-rt reproduces the double-peak struc-
ture for the test with a half-filled enclosure in Figure 6.14a. For the test in Figure
6.14b, the onset of the external explosion outside the ignition chamber as predicted by
FLACS v10.4-ma-rt starts at approximately 300 ms after ignition, while flame arrival
at the secondary vent opening occurs 320 ms after ignition. As the pressure generation
following the two events are merged together, a clear double-peak structure cannot be
discerned in the FLACS v10.4-ma-rt simulation.

The same trends as observed in figures 6.12a and 6.12b are seen also in figures
6.14a and 6.14b. The initial phase of flame propagation is better represented by
FLACS v10.4-ma-rt than by FLACS v9.1r3, while the time-of-arrival of p2a and p2b

from the development version is over-predicted relative to that of p1. This is most likely
explained by the same mechanisms that were proposed for the tests in figures 6.12a and
6.12b. Additionally, lower flame acceleration rates lead to less contribution from the
RT instability model in the centre ignition tests, relative to the back ignition tests.

The findings of Paper 1 are consistent with the results presented here for the Type
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p1 p2a p2b

(a) Half-filled enclosure, centre ignition, open door.

p1
p2a

p2b

(b) Full enclosure, centre ignition, open door.

Figure 6.14: Pressure-time histories.

A experiments. Paper 1 observes that the initial flame speeds for FLACS v9.1r3 gener-
ally are over-predicted, leading to an earlier pressure rise in the simulations compared
with that recorded in the experiments. The Markstein number-dependent combustion
model described in Chapter 4, used by FLACS v10.4-ma-rt and FLACS v10.4-ma,
seems to give more representative initial flame speeds. Lower flame speeds result in
less overshoot of the panel opening pressures, producing a lower value of p1. Gener-
ally, this behaviour represents an improvement of the simulation results obtained with
FLACS v10.4-ma-rt relative to those obtained with FLACS v9.1r3.

However, for the Type A experiments, p1 as predicted by FLACS v10.4-ma-rt still
occurs before the corresponding pressure peak is observed in the experiments. This
may be caused by the numerical representation of ignition, which most likely does not
reproduce the experimental ignition process exactly. It is not straightforward to analyse
this further, without additional information about the initial conditions, and, preferably,
access to high-quality video recordings from inside of the explosion chambers.

The pressure peak produced by the external explosion, p2, generally arrives later
(relative to p1) in the simulations with FLACS v10.4-ma-rt than observed in the ex-
periments. This may be due to insufficient representation of the sub-grid turbulence
production from the simplified models accounting for pressure relief panels. Mean-
while, once flame acceleration is triggered, representative maximum overpressures are
produced for most Type A tests.

Analysis of the Type B experiments

Figure 6.15 shows pressure-time curves for a typical Type B test with a half-filled
enclosure, back ignition, and a closed door between the chambers. Paper 1 analyses
the simulation of the test in Figure 6.15 in terms of the position of the flame front at
different time steps for FLACS v9.1r3, cf. Figure 9 in Paper 1. Figure 6.16 shows
corresponding plots for FLACS v10.4-ma-rt.

According to Paper 1, the interconnecting door opened at 150 ms after ignition in
the experiment (cf. Figure 6.10). While the door fails at approximately 60 ms in the
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p1
p1

p2 p2

Figure 6.15: Pressure-time histories recorded in both chambers for a Type B experiment, half-
filled enclosure, back ignition, closed door.

Figure 6.16: Simulated flame position for a Type B experiment, half-filled enclosure, back
ignition, closed door. Simulation performed with FLACS v10.4-ma-rt.

simulations performed with FLACS v9.1r3, FLACS v10.4-ma-rt predicts that the door
will start to open at approximately 110 ms. Furthermore, the dashed vertical lines in
Figure 6.15 show that FLACS v10.4-ma-rt predicts the failure of both pressure relief
panels at approximately the same time as recorded in the experiment. Consequently,
the simulated time-of-arrival of p1 agrees well with the experiment.

After the failure of the door in the simulations, the pressure in the two enclosures
starts to equalise by a flow of reactant mixture from the ignition chamber into the sec-
ondary chamber. However, before the simulated flame front is able to propagate to the
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door opening, the large pressure relief panel in the ignition enclosure fails. The prema-
ture breaking of the pressure panel in the ignition chamber with respect to the onset of
combustion in the secondary chamber leads to a history of events that differs somewhat
from that in the experiments (plotted in Figure 6.10). The flow through the doorway
reverses as the venting of the ignition chamber increases, pushing the flame front away
from the door opening (cf. Figure 9 in Paper 1 and Figure 6.16, at 396 ms). This
behaviour is observed for all FLACS versions plotted in Figure 6.15, i.e. in the simu-
lations, combustion never occurs in the right chamber before the left vent panel fails.
For FLACS v10.4-ma-rt, the simulated flame propagates into the secondary chamber at
the onset of the external explosion, cf. Figure 6.16, at 415 ms. Turbulent combustion
in this chamber then generates p2. When compared with the simulated flame propaga-
tion from FLACS v9.1r3, visualised in Figure 9 of Paper 1, this behaviour more closely
represents that observed in the experiment (cf. Figure 6.10).

The shift in timing of events has a more significant effect on the pressure-time
curves in the Type B experiments, than for the Type A experiments, due to the impor-
tance of door-generated turbulence. The p2 produced by all FLACS versions plotted
in Figure 6.15 have a longer duration than in the experiment, while the correspond-
ing maximum overpressures are under-predicted. Meanwhile, the magnitude of p2
as predicted by FLACS v10.4-ma-rt and FLACS v10.4-ma agrees significantly bet-
ter with that recorded in the experiment, compared with p2 from FLACS v9.1r3 and
FLACS v10.4r2. As observed for the Type A experiments, the time-of-arrival of p2 for
FLACS v10.4-ma-rt and FLACS v10.4-ma is over-predicted.

Paper 1 suggests that the sub-grid turbulence production from the opening of the
door as predicted by FLACS v9.1r3 is insufficient to compensate for the lack of several
flame front and flow reversals through the doorway for the Type B experiments (cf. Fig-
ure 6.10). Figure 6.17a shows the turbulence velocity u′ as predicted by FLACS v10.4-
ma-rt in a representative cut-plane 396 ms after ignition (just prior to flame entry into
the secondary chamber) for the same test as in figures 6.15 and 6.16. At this point in
time, the predicted turbulence velocities generated by reactant flow through the door-
way are less than 6 m/s, resulting in a modest flame acceleration through the door
opening.

Furthermore, Paper 1 suggests that a sub-grid model including RT instability effects
may improve the representation of p2 in the Type B experiments. The sub-grid model
for the RT instability (cf. Section 5.4.2) is included in FLACS v10.4-ma-rt, and the
contribution from this model in terms of ΞRT at 418 ms after ignition is visualised in
Figure 6.17b. As expected, the acceleration of the flame front through the doorway and
vent opening triggers the contribution to the flame surface area from the RT instability.
However, this effect alone is insufficient to ensure an equally rapid pressure build-up
for p2 as measured in the experiments – this would likely require higher initial flame
acceleration rates, induced by sub-grid turbulence production.

Higher turbulence levels obtained in the secondary enclosure in the subsequent ex-
plosion phase result in the enhanced magnitude of p2 predicted by both FLACS v10.4-
ma-rt and FLACS v10.4-ma, relative to the standard releases. The role of the RT insta-
bility does not appear to be crucial for generating p2 when the mechanism behind this
pressure peak is turbulent combustion under a high degree of confinement, such as in
the Type B experiments with an initially closed door. Meanwhile, as observed in Fig-
ure 6.15, the contribution of the RT instability model in FLACS v10.4-ma-rt gives an
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earlier pressure rise relative to p1 than that predicted by FLACS v10.4-ma.

(a) Turbulence velocity u′, 396 ms after ignition. (b) Contribution of RT instability model, ΞRT , 418 ms
after ignition.

Figure 6.17: Type B experiment, half-filled enclosure, back ignition, closed door. Simulation
performed with FLACS v10.4-ma-rt.

Figure 6.18 shows the results from a Type B test with a configuration corresponding
to that of the test plotted in Figure 6.15, with centre ignition instead of back ignition.
Overall, the same trends as for back ignition are seen for this configuration; the initial
flame speed and time-of-arrival of p1 is more accurately predicted by FLACS v10.4-
ma-rt than by FLACS v9.1r3. However, in this test, the predicted time of arrival of p2
relative to p1 is similar for both FLACS versions.

In the experiment, a double-peak was recorded in the ignition chamber after p1, see
Figure 6.18 (left). The first of these peaks was due to the external explosion outside
the ignition chamber, closely followed by p2, generated by turbulent combustion in
the secondary chamber. For both FLACS simulations, these separate events cannot
be clearly discerned in the pressure-time history. As for back ignition (cf. Figure
6.15), the rate of turbulent combustion in the secondary chamber appears to be under-
predicted by both FLACS v10.4-ma-rt and FLACS v9.1r3. Meanwhile, FLACS v10.4-
ma-rt produces a p2 that is more representative of that recorded in the experiment.

Analysis of the Type C experiments

Overall, FLACS v9.1r3 reproduces the maximum overpressures of the Type C exper-
iments within ±50 % – although with a bias towards under-prediction, see figures 16
and 17 in Paper 1. Similar to the Type A and Type B experiments, panel failure in
the FLACS v9.1r3 simulations occurs significantly earlier (in terms of how far the
flame front has progressed), compared with the experiments. Meanwhile, the pressure-
generating mechanism for the Type C experiments appears to be relatively insensitive
to the shift in timing of events.

Figure 6.19 shows updated pressure-time curves for a typical Type C test half-filled
with a 10 vol.% natural gas-air mixture, with back ignition and a closed door. Figure
6.20 shows the flame position at selected time steps for the same test, simulated with
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Figure 6.18: Pressure-time histories for a Type B experiment, half-filled enclosure, centre
ignition, closed door.

FLACS v10.4-ma-rt. The corresponding plots for FLACS v9.1r3 can be found in Fig-
ure 14 in Paper 1. As for the majority of the simulated Type A and Type B experiments,
FLACS v10.4-ma-rt predicts an initial pressure rise that is more representative of that
observed in the experiment, when compared with the standard releases. Furthermore,
the time-of-arrival of the second pressure peak, p2, is over-predicted by FLACS v10.4-
ma-rt and FLACS v10.4-ma. For the test in Figure 6.19, FLACS v10.4-ma-rt gives a
magnitude of p2 which agrees well with the experiment, while the pressure impulse is
somewhat over-estimated. Figures 6.19 and 6.20 show that in contrast with the cor-
responding FLACS v9.1r3 simulation (cf. Figure 13 in Paper 1), FLACS v10.4-ma-rt
does not predict failure of the vent panel in the ignition enclosure before the onset of
the external explosion outside the secondary enclosure. This leads to a simulated ex-
plosion mechanism that more closely represents that observed in the experiments, cf.
Figure 6.11.

Figure 6.21 (left) shows u′ in a representative cut-plane just after the flame front
has exited the vent opening of the secondary chamber, while Figure 6.21 (right) shows
the corresponding distribution of ΞRT . The simulation was performed with FLACS
v10.4-ma-rt. Figure 6.21 (left) together with Figure 6.13a indicate that the turbulence
production in the later stages of the explosion history will result in a turbulent burning
velocity that is higher when computed from the correlation by Bradley et al. (2013),
used in FLACS v10.4-ma-rt and FLACS v10.4-ma, than from the combustion model
used in the standard FLACS releases. The RT instability model (cf. Figure 6.21 (right))
further enhances the burning velocity in the Type C experiments as the flame is accel-
erated through the secondary chamber towards the larger vent opening. The combined
contributions from these two sub-grid models result in the enhanced magnitude of p2 in
Figure 6.19, while the delayed time-of-arrival of the pressure peak is likely explained
by the same mechanisms as for the Type A and B experiments. However, Figure 6.19
shows that including the sub-grid model for the RT instability somewhat improves the
prediction of both the time-of-arrival and magnitude of p2.
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Figure 6.19: Pressure-time histories for a Type C experiment, half-filled enclosure, back igni-
tion, closed door.

Figure 6.20: Flame position for a Type C experiment, half-filled enclosure, back ignition,
closed door. Simulation performed with FLACS v10.4-ma-rt.

6.2.3 Overall model performance

The experimental campaign described in Paper 1 provides challenging validation cases
for assessing how a CFD tool represents the effects of flame instabilities and turbu-
lence on the burning velocity in vented explosions. Inherent variability in initial and
boundary conditions in the experiments, combined with the sensitivity of the explosion
mechanism to the timing of subsequent events, further complicate the analysis. Paper
1 emphasises that the CFD tool FLACS mainly has been developed for predicting the
consequences of explosions in congested rigs, where the flow and flame front inter-
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Figure 6.21: Turbulence velocity u′ (left) and ΞRT (right), 420 ms after ignition for a Type C
experiment with a half-filled enclosure, back ignition, closed door. Simulation performed with
FLACS v10.4-ma-rt.

acting with complex sub-grid geometry (represented by partial porosities) is the main
mechanism driving the flame acceleration. Furthermore, the paper underlines that its
objective is to analyse the performance of the model in empty enclosures, where a
range of subtle interactions between the flow and the combustion rate contribute to the
overpressure generation.

Careful validation against experiments is necessary for the development of sub-grid
models. In particular, Paper 1 proposes that an alternative burning velocity model for
laminar and quasi-laminar flame propagation could improve the general model perfor-
mance presented for FLACS v9.1r3, as the initial phase affects the timing of important
explosion history events. Furthermore, Paper 1 suggests that a sub-grid model for the
RT instability should contribute to the simulated flame acceleration. Chapters 4 and 5
of the present thesis discuss the development of several relevant sub-grid models. Re-
sults from simulations performed with the development version FLACS v10.4-ma-rt
were presented in this section to investigate whether the improvements suggested by
Paper 1 would indeed be effective.

It is clear that FLACS v10.4-ma-rt produces more representative initial flame speeds
than FLACS 9.1r3 and FLACS v10.4r2. While the failure of the door and the pressure
relief panels were more accurately predicted by FLACS v10.4-ma-rt in terms of tim-
ing, this did not change the subsequent simulated explosion mechanisms significantly.
However, the combustion model developed in Chapter 4 resulted in improved represen-
tation of the dominant pressure peak for the Type B experiments with a closed door. As
expected, the sub-grid model for the RT instability contributed to the combustion rate
when the flame front was accelerated through vent openings. In particular, this con-
tribution was found to be necessary for FLACS v10.4-ma-rt to reproduce the external
explosion mechanism in the Type A experiments.

Figure 6.22 (left) shows a scatter plot of the maximum obtained overpressure, pmax,
for all the simulated tests in Paper 1, for FLACS v10.4r2 and FLACS v10.4-ma-rt.
Figure 6.22 (right) shows the corresponding parabola plot of the data set from Figure
6.22 (left). Section 6.1.3 describes the plot types; this information is not repeated here.
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Figure 6.22: Scatter plot (left) and parabola plot (right) of the maximum overpressure, for all
simulated tests in Paper 1, FLACS v10.4r2 and FLACS v10.4-ma-rt.

When comparing model performance in terms of pmax, FLACS v10.4-ma-rt and
FLACS v10.4r2 give similar predictions for the Type A experiments. Meanwhile,
FLACS v10.4-ma-rt clearly predicts more representative overpressures for the Type
B experiments, compared with those obtained with FLACS v10.4r2. This is consis-
tent with the discussion in Section 6.2.2; the combustion model from Chapter 4 results
in higher turbulent combustion rates in the secondary chamber than the model used in
standard FLACS releases. For the Type C experiments, FLACS v10.4-ma-rt shows a
tendency towards over-prediction of p2, while FLACS v10.4r2 under-predicts the max-
imum overpressures. To summarise, the most significant improvement in overpressure
predictions from FLACS v10.4-ma-rt, relative to FLACS v10.4r2, is seen for the Type
B experiments.

Together with instability effects, turbulence produced by the failure of the inter-
connecting door and flow through vent openings dominate the overpressure-generation
in these experiments. The physical mechanisms promote combustion both internally
and externally to the explosion chamber. However, as there are considerable uncer-
tainties associated with the modelling of these processes, it is not straightforward to
determine the limitations in either version of the CFD model. By including a wide
range of vented explosion scenarios, with different geometric configurations, the rele-
vant sub-grid models can be more extensively tested.

6.3 Large–scale offshore module: repeated tests

In this section, the effect of including the sub-grid models implemented in FLACS for
the present doctoral study is investigated for explosion experiments in large–scale com-
plex geometries (referenced in Section 1.3.1). A summary of the results is presented in
the following.

The project Blast and Fire Engineering for Topside Structures (BFETS), Phase 3A
(sponsored by the Health and Safety Executive) included 45 explosion experiments
with natural gas in offshore modules of dimensions 28 m × 12 m × 8 m (Al-Hassan and
Johnson, 1998; Evans et al., 1999; Foisselon et al., 1998). The investigated parameters
included degree of congestion (equipment density), degree of confinement (vent area),
ignition location, repeatability, and the effect of various water deluge layouts. The
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rigs all had a relatively low degree of confinement. The equivalence ratio of the fuel-
air mixture varied between ER=1.0 and ER=1.1. Figure 6.23 shows a representative
geometry from this programme.

Figure 6.23: Example of experimental rig used in BFETS Phase 3A.

The repeatability of results from large-scale experiments was investigated in the
"Alpha-series" (5 repeated experiments) and "Beta-series" (6 repeated experiments) of
the BFETS Phase 3A campaign. In general, results from nominally identical experi-
ments may vary due to differences in e.g. fuel concentration and atmospheric condi-
tions that are difficult to control and measure accurately, as well as inherent variability
of the physical phenomena, for example resulting from the interaction of shock waves
with the flame front (Evans et al., 1999). The "Alpha" and "Beta" experiments are
unique; several repetitions of large–scale experiments are rarely performed due to the
relatively high costs associated with each test. The two series therefore provide valu-
able validation cases for consequence models representing gas explosions in realistic
geometries.

The "Alpha-series" were performed with the ignition location placed centrally in the
offshore module, while in the "Beta-series", the flammable mixture was ignited at the
end of the rig. The congestion level in the module was higher overall for the "Alpha-
series" (average volume blockage 9.62 %) than for the "Beta-series" (average volume
blockage 8.27 %). All tests were performed with near-stoichiometric natural gas-air
mixtures with equivalence ratios φ ranging between 1.05 and 1.14.

The effect of including the sub-grid models implemented in FLACS for the present
doctoral study was investigated for the repeated "Alpha-" and "Beta-series". The real-
istic offshore modules used in the BFETS Phase 3A campaign differ significantly from
the layout of the vented explosions described in sections 6.1 and 6.2; these had a high
degree of confinement, and symmetrical, idealised obstacle configurations. Vented ex-
plosions are ideal for investigating certain physical phenomena, in particular flame ac-
celeration in the quasi-laminar phase and the effect of the Rayleigh–Taylor instability.
In rigs with a low degree of confinement and numerous obstructions of varying size,
the effect of turbulence generated downstream obstructions (cf. Section 4.5), together
with flame surface area increase due to flame folding around objects (cf. Section 5.1),
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is expected to govern the flame acceleration. Additionally, the RT instability may in-
crease flame surface area as the flame is accelerated over obstacles or through the vent
openings alongside the rig.

Figures 6.24 and 6.25 compare the maximum overpressures and pressure im-
pulse values predicted by FLACS v10.4-ma, FLACS v10.4-ma-rt and standard FLACS

v10.4r2 (plotted against the distance from the ignition point) against all tests in the
"Alpha-series" and "Beta-series", respectively. These three FLACS versions were also
used for the modelling work presented in sections 6.1 and 6.2.

Figure 6.24: Maximum overpressures (left) and maximum pressure impulse (right) vs. dis-
tance from ignition point, "Alpha-series".

Figure 6.25: Maximum overpressures (left) and maximum pressure impulse (right) vs. dis-
tance from ignition point, "Beta-series".

Figures 6.24 and 6.25 show the significant spread in results between repeated ex-
periments for these two configurations (denoted by black stars), which is particularly
pronounced at the monitor points positioned the furthest away from the ignition point
(maximum variations of ≈ 7 barg for the "Beta-series"). The peak pressure values
are extracted from filtered curves, processed with a moving average filter that ap-
proximately corresponds to the time-resolution in these specific simulations. For the
"Alpha-series", the flammable mixture was ignited centrally in the rig, while for the
"Beta-series", the mixture was ignited at the end, so that the flame was allowed to
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propagate throughout the length of the rig. Considerable flame acceleration and high
overpressures were achieved in the "Beta-series", and deflagration-to-detonation tran-
sition (DDT) possibly occurred (or was very close to occurring) as the flame exited the
far end of the rig opposite the ignition point. As this phenomenon is highly variable
and gives significant overpressures, it would have affected the repeatability of the re-
sults. The maximum pressure impulse is less sensitive to narrow spikes occurring in
the pressure-time history.

Figures 6.24 and 6.25 show that standard FLACS v10.4r2 predicts maximum over-
pressure and pressure impulse values in the lower range of the experimental results. For
the "Beta-series", the overpressures and pressure impulse are generally under-predicted
by FLACS v10.4r2. FLACS v10.4-ma gives consistently higher overpressures than
FLACS v10.4r2, likely due to the higher values of the turbulent burning velocity ut

from the Markstein-dependent combustion model (cf. Section 4.6 and Figure 6.13a).
Combustion in highly turbulent flow dominates the flame acceleration in these tests.
However, FLACS v10.4-ma over-predicts the maximum overpressures and pressure
impulse in several monitor points. The over-prediction is most pronounced in the lo-
cations where the flame has propagated some distance from the ignition point, and has
not yet reached the end of the module. A similar trend can be observed for the FLACS
v10. 4r2 predictions of the "Beta-series" (cf. Figure 6.25 (left)) in the intermediate
region. As DDT (a phenomenon that is not presently modelled in FLACS) likely gen-
erated the highest overpressures observed in the "Beta-series", neither version of the
model system will be able to reproduce these values.

The FLACS version that includes the contribution to flame surface area from the
RT instability, FLACS v10.4-ma-rt, consistently increases the maximum overpressures
for all monitor points when compared with the results from FLACS v10.4-ma. Con-
sequently, FLACS v10.4-ma-rt over-predicts maximum overpressures and pressure im-
pulse values for a range of monitor points, in particular for the "Alpha-series". The
local flame acceleration in these tests is such that the increase of flame surface area
from the RT instability model (cf. Section 5.4.3) is present throughout the main part of
the explosion history. Although the RT instability effect may be necessary for repre-
senting the external explosion for vented scenarios, it is not obvious that this instability
should have the same relative effect on the flame acceleration for an already highly
corrugated flame front in a turbulent flow field. To determine the relative contribution
of the RT instability for highly turbulent combustion is not straightforward. Accurate
representation of this effect in FLACS will likely require validation and optimisation
against a wider range of validation cases, as well as further development of the model
system (cf. Chapter 8). To obtain the present results, the same model parameter settings
as used for the vented scenarios were applied.

Figure 6.26 shows the pressure-time histories for two locations inside the BFETS
Phase 3A rig, measured during the first of the "Beta" tests. The corresponding pre-
dictions from FLACS v10.4r2, FLACS v10.4-ma and FLACS v10.4-ma-rt are plotted
together with the experimental results. Figure 6.26a shows the pressure-times curves
recorded in the ignition end of the rig, in the corner, at ground level, while Figure 6.26b
shows the pressure recorded at the centre of the far end of the rig, opposite of the igni-
tion point.

For the monitor point located closest to the ignition point, plotted in Figure 6.26a,
FLACS v10.4r2 gives the most accurate time to pressure rise. However, the maximum
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overpressure is represented more accurately by FLACS v10.4-ma and FLACS v10.4-
ma-rt. The development versions of FLACS predict maximum overpressures within the
experimental variations (ranging between 0.2 and 0.4 barg for repeated experiments),
while the standard release (giving 0.12 barg) under-predicts the maximum overpressure.

For the monitor point located at the far end of the rig in Figure 6.26b, FLACS
v10.4r2 over-predicts the time-of-arrival of the pressure peak, while significantly under-
predicting the maximum overpressure. The experimental recordings exhibit a double-
peak structure, where the second peak most likely (based on analysis of un-filtered
recordings) is due to DDT occurring immediately after the flame front exits the rig.
Considering this, the duration of the pressure peak from FLACS v10.4-ma-rt appears
to be over-predicted, although the value of the maximum overpressure is within the
experimental variations (ranging between 3.4 and 5.1 barg for repeated experiments).
FLACS v10.4-ma gives a more representative pressure build-up; however, the model
does not predict the narrowest structures of the pressure-time curve (even when com-
pared to a filtered pressure-time curve). As a result, the maximum overpressure is
under-predicted by FLACS v10.4-ma. The duration of the pressure peak from FLACS
v10.4- ma seems to be somewhat over-predicted, when compared to the first peak of
the experimental curve in Figure 6.26b.

Figure 6.26: Pressure-time curves for two locations in the first test of the Beta-series a) 5.8 m
and b) 27 m from the ignition point.

FLACS cannot model DDT directly. However, the CFD tool can output a parameter
called DPDX, the normalised spatial pressure gradient across the flame front (Middha,
2010). The DPDX parameter records when the flame front captures the pressure front,
and can therefore indicate whether DDT is likely. Based on validation work, the fol-
lowing ranges have been established: for DPDX less than 0.5, DDT is very unlikely,
when DPDX is in the range 0.5 to 5, DDT is possible, while for DPDX exceeding 5,
DDT is considered likely (Hansen and Johnson, 2015). However, a sufficiently high
DPDX value is not sufficient to conclude on the possibility of DDT; the flame front
also has to cover a sufficiently large area compared to the detonation cell size of the
gas. The detonation front consists of a cell pattern, and the characteristic length scale
of the cells determines the minimum geometrical dimensions necessary to support the
propagating detonation front. Typically, a minimum area of 13 x 13 detonation cell
sizes of gas cloud ahead of the fast flame front is needed for the detonation to sustain in
an unconfined situation. For example, assuming that the detonation cell size of a stoi-
chiometric methane-air mixture is around 0.30 m, an area of 4 m × 4 m is needed for a
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detonation to propagate (Gexcon, 2016; Hansen and Johnson, 2015). A mixture of nat-
ural gas with air is somewhat more reactive than a pure methane-air mixture, so an area
of 4 m × 4 m of DPDX exceeding 0.5 should be sufficient for suggesting that DDT is
possible.

Figure 6.27 shows the spatial distribution of DPDX for a horizontal cut-plane, pre-
dicted in a simulation of the "Beta-series" for a) FLACS v10.4r2 and b) FLACS v10.4-
ma. Figure 6.27a shows that FLACS v10.4r2 does not predict a sufficiently large region
where DPDX exceeds 0.5 to suggest that DDT is possible. However, the simulation
performed with FLACS v10.4-ma indicates that DDT is possible as the flame front
accelerates through the rig, cf. Figure 6.27b. Corresponding results (as for FLACS
v10.4-ma) are obtained with FLACS v10.4-ma-rt.

Figure 6.27: The predicted distribution of the normalised spatial pressure gradient DPDX,
plotted for a) FLACS v10.4r2 and b) FLACS v10.4-ma.

In conclusion, for the "Alpha-" and "Beta-series" of the BFETS Phase 3A campaign,
FLACS v10.4-ma appears to give the overall most accurate predictions (disregarding
under-prediction of the very high overpressures observed in some "Beta-tests", likely
caused by DDT). However, further development of FLACS v10.4-ma-rt may result in
improved agreement with experimental results. For example, including effects from
shock waves interacting with the flame front, (increasing the flame surface area), may
improve the representation of the "Beta-series" in particular. This was not considered
feasible for the present doctoral study. As the burning velocity model in FLACS v10.4-
ma-rt is based on the recent combustion literature, it provides an appropriate starting
point for further model development.



Chapter 7

Concluding remarks and research highlights

The present doctoral study was performed to address the following research ques-
tion: "how can the sub-grid representation of flame acceleration mechanisms due to

instability effects and flow past obstructed regions be improved in a CFD tool used

for consequence assessment of gas explosions?". Specifically, the thesis presents and
validates new sub-grid models developed for the CFD tool FLACS, focusing on the
following flame acceleration mechanisms: (i) the influence of the hydrodynamic and
thermal–diffusive instabilities (intrinsic instabilities) on flame acceleration in the ini-
tial phase of a gas explosion, (ii) the influence of thermal–diffusive effects on the rate
of turbulent combustion for different fuels and mixture concentrations, (iii) the role
of the Bénard–von Kármán (BVK) instability downstream of bluff-body obstacles in
explosion-induced flow, (iv) how the Rayleigh–Taylor (RT) instability developing on a
flame front that is accelerated over an obstacle or a vent opening may enhance the com-
bustion rate, and (v) how flexible obstructions with very small components (in the form
of vegetation) induce flame acceleration in gas explosions. There was a lack of avail-
able experimental work describing the relative importance of several of the aforemen-
tioned effects. Therefore, three experimental campaigns were designed and conducted
as part of the doctoral study (cf. papers 2-4 and Appendix B). Experimental findings
thus constitute a significant part of the original scientific contribution of the present
work; these can be used to develop sub-grid models for any consequence model sys-
tem. Three additional campaigns, performed by other research groups, were simulated
in order to validate the new sub-grid models. The findings of the study are presented
and discussed in the four papers associated with the dissertation, and in chapters 4,
5 and 6. This chapter provides overall concluding remarks and summarises the main
results from the doctoral work.

7.1 Concluding remarks

This dissertation addresses instability mechanisms that are expected to contribute to
the flame acceleration in industrial-scale gas explosions. The selection of mecha-
nisms that is discussed in the present work is based on the presentations by Cic-
carelli and Dorofeev (2008) and Oran (2015). Intrinsic instabilities, i.e. the Landau–
Darrieus and thermal–diffusive instabilities, are important for freely propagating spher-
ical flame fronts. Furthermore, when the flame propagates through areas with con-
finement and/or obstructions, the Kelvin–Helmholtz, Bénard–von Kármán, Rayleigh–
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Taylor, Richtmyer–Meshkov, and acoustic instabilities may increase the flame surface
area and the overall combustion rate significantly. These mechanisms are considered
to be geometry-induced, as the presence of confinement and/or congestion is normally
required for these to have an appreciable effect on the flame acceleration.

The dissertation also addresses effects that are relevant for turbulent premixed com-
bustion and flame propagation through congested regions. Key mechanisms relevant
for turbulent flame propagation also include the effect of the Markstein number (or
length) of the fuel-oxidiser mixture. The mixtures that are most prone to intrinsic insta-
bilities also exhibit enhanced burning rates, relative to their laminar burning velocity, in
the flamelet regimes of turbulent premixed combustion. These effects connect the rep-
resentation of the turbulent burning velocity with the modelling of the cellular phase of
flame propagation in consequence models.

Chapter 4 presents theoretical considerations of intrinsic instabilities developing on
freely expanding spherical flame fronts. The theory is corroborated by recent experi-
mental findings by Bauwens et al. (2015), Bauwens et al. (2017a) and Bauwens et al.
(2017b). These authors expressed the flame speed in the cellular regime in terms of
the fractal increase in flame surface area associated with each new generation of cells
developing on the surface. The fractal excess was found to vary with the equivalence
ratio, and effectively the Markstein number, of the fuel-air mixture. From the simu-
lations presented in Paper 1, Paper 2 and Chapter 6, it is clear that the current model
for the quasi-laminar burning velocity (representing the cellular regime of flame prop-
agation) in standard releases of FLACS (Gexcon, 2016) can be improved by including
these findings. The theory presented in Chapter 4 is used to formulate sub-grid models
for cellular flame propagation. Paper 2 and Chapter 6 demonstrate that the initial phase
of flame propagation in experiments generally is better represented in simulations that
apply the alternative sub-grid models that were formulated as part of the present doc-
toral study.

As for the regime of cellular flame propagation, Chapter 4 suggests that the mix-
ture reactivity in the turbulent regime of combustion cannot be represented fully by only
considering the laminar burning velocity. In particular, for the regime of turbulent com-
bustion, perturbations in the Markstein number change the relative dependence of the
turbulent burning velocity ut on the laminar burning velocity ul , the turbulence veloc-
ity fluctuation u′, the integral length scale ℓI and the kinematic viscosity ν . According
to Bradley et al. (2005), mixtures characterised by negative Markstein numbers exhibit
higher burning rates when exposed to positive stretch rates, are less likely to quench
at high stretch rates, and are more prone to develop flame instabilities than mixtures
with positive Markstein numbers. The experimental results of Paper 2 support these
findings. In this campaign, the effect of varying the fuel concentration in a propane-
air mixture, thus effectively changing the physicochemical properties of the mixture in
terms of the Markstein number, was explored for different flow regimes. Specifically,
for one of the experimental setups, five square cylinders were inserted as obstructions in
the explosion rig to induce turbulence in the flow. For this configuration, the maximum
pressure peak was produced in the turbulent wake downstream of the obstructions, i.e.
prior to the onset of the external explosion. With this particular setup, the maximum
explosion overpressure obtained using a stoichiometric propane-air mixture (i.e. with
φ = 1.0) was about 0.23 bar. In a corresponding test, involving a fuel-rich mixture with
φ = 1.4, the maximum recorded overpressure was 0.18 bar, i.e. approximately 80% of
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that obtained for the mixture with φ = 1.0.
However, standard releases of FLACS (at least up to version 10.5 (Gexcon, 2016))

predict the mixture reactivity variations with changes in fuel concentration only as a
function of the corresponding changes in the laminar burning velocity. Therefore, the
standard FLACS release used in Paper 2 predicted the maximum overpressure for a
test with φ = 1.4 to be only 30 % of that predicted for a mixture with φ = 1. Paper
2 and Chapter 6 explore the performance of the Markstein number-dependent burning
velocity model that was implemented in a development version of FLACS as part of
the present doctoral study. Overall, this combustion model gives significantly improved
results compared with the model that is used in standard FLACS releases – in particular
for mixtures characterised by negative Markstein numbers.

Accident scenarios involving realistic clouds with e.g. propane or gasoline vapours
challenge the domain of applicability of the CFD tool FLACS, as the model has (in the
case of hydrocarbon-air explosions) mainly been developed for and validated against
near-stoichiometric mixtures – with particular emphasis on natural gas and methane.
As discussed in Chapter 1, there is a trend towards increased use of CFD for risk analy-
sis for onshore process facilities. For these applications, the flame front may propagate
through extended regions with low degrees of congestion before reaching densely ob-
structed areas where severe overpressures are produced. Therefore, in order to represent
the explosion mechanism, it is important to reproduce variations in flame acceleration
with changes in the physicochemical properties of the mixture in the cellular regime of
flame propagation. It is obviously also crucial that the turbulent combustion rates in the
congested regions accurately reflect the reactivity of the fuel-air mixture. Hence, the
combustion model introduced in the present thesis extends the domain of applicability
of the CFD tool FLACS.

It is not necessarily straightforward to separate instability-induced flame acceler-
ation from that caused by turbulence. The main flame accelerating mechanism in gas
explosions will frequently be a combination of enhancement of flame surface area from
large-scale unsteady flow structures, and increased burning rates in the flame brush due
to small-scale turbulence produced downstream of obstacles. The review of modelling
challenges in Chapter 1 indicated that FLACS may under-predict the flame accelera-
tion in large-scale, elongated geometries with relatively few, large-scale obstructions
(Skjold et al., 2013b). To improve model performance, it is therefore relevant to inves-
tigate and include the effect of additional flame acceleration mechanisms that can be
significant in obstructed regions, such as the Bénard–von Kármán and Rayleigh–Taylor
instabilities.

The effect of the Rayleigh–Taylor instability in vented explosions has been studied
by several researchers, e.g. Solberg et al. (1981), Cooper et al. (1986), Tsuruda and Hi-
rano (1987), Bauwens et al. (2009a) and Bauwens et al. (2009b). In order to correctly
represent the external explosion in simulations of vented scenarios, several researchers
have suggested that it is necessary to include this effect, i.e. to only model the ef-
fect of turbulence is insufficient (Bauwens et al., 2009b, 2011; Keenan et al., 2014).
Pressure relief panels are used for explosion mitigation purposes in a range of appli-
cations. For example, accurate predictions of the consequences of vented explosion
scenarios are important for designing high-pressure hydrogen systems located in en-
closures. Furthermore, performing model validation for vented explosions is highly
useful for investigating how a model represents a wide range of physical phenomena –
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most of the mechanisms will be active also in other scenarios, for example in uncon-
fined explosions at large-scale process facilities.

A sub-grid model for the production of flame surface area due to the Rayleigh-
Taylor instability, based on the linearised theory by Zeldovich et al. (1985) and the
approach by Bauwens and Dorofeev (2011), was implemented in a development ver-
sion of FLACS. The simplified model approach is consistent with the general approach
for flame wrinkling in FLACS (Gexcon, 2016). The approach assumes that the effect
of acceleration on the burning rate is localised and instant within the current timestep,
and that the stabilising effect of the Rayleigh–Taylor mechanism on the flame surface
can be neglected. Moreover, the modelling approach assumes that effects that are not
explicitly represented can be compensated for by defining appropriate model constants.
Chapter 6 explores the effect of including the Rayleigh–Taylor sub-grid model for two
experimental campaigns involving vented explosions, including the experimental cam-
paign in Paper 1. The contribution of the Rayleigh–Taylor instability was found to
be necessary to reproduce the external explosion in several of the experiments from
Paper 1. Further improvement in the modelling of this effect may be obtained by im-
plementing a transport equation for the flame surface area produced by the instability,
cf. Chapter 8.

The inclusion of the RT instability effect in the third validation campaign, presented
in Section 6.3, lead to over-prediction of the overpressures in a range of monitor points.
This campaign involved a series of large–scale explosion experiments performed in a
offshore module with a complex geometry layout. Although the RT instability effect
may be necessary for representing the external explosion for vented scenarios, it is not
obvious that this instability should have the same relative effect on the flame accelera-
tion for an already highly corrugated flame front in a turbulent flow field. To determine
the relative contribution of the RT instability for highly turbulent combustion is not
straightforward. Accurate representation of this effect will likely require validation and
optimisation against a wide range of validation cases, as well as further development
of the model system.

In order to develop sub-grid models for the increase in flame surface area due to the
Bénard–von Kármán instability, more knowledge about the importance of the mecha-
nism in industrial-scale gas explosions was needed. The experiments of Paper 3 showed
that vortex shedding triggered by this instability is significant for the flame acceleration
downstream of a circular cylinder in a transient, gas explosion-driven flow. Applying
two different passive control methods to the circular cylinder in the experiments of Pa-
per 3 successfully suppressed the instability and reduced the generated explosion over-
pressures by approximately 32 %. The significant effect of applying control methods
developed for suppressing the nominally two-dimensional instability suggests that vor-
tex shedding can be important also in three-dimensional, highly transient flow fields.
Overall, based on the findings in Paper 3 and the discussion in Section 5.3.4 of the
present thesis, vortex shedding will most likely occur also in gas explosion scenarios
with higher Reynolds numbers and more realistic obstacle configurations. Further-
more, since both of the passive control methods used in the experimental campaign of
Paper 3 directly affected the global instability in the near-wake (rather than delaying
the separation point), they should be effective for a wide range of Reynolds numbers.

However, in order for a control method to be useful for reducing overpressures in a
real accident, it must be independent of the flow direction. Consequently, a fixed splitter
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plate would be unpractical, while adding a structure to the surface of the obstruction
to disrupt the two-dimensional nature of the instability (comparable to adding a helical
steel wire as in Paper 3) may be feasible. To confirm whether such an approach could
constitute a cost-effective risk-reducing measure in real process facilities would require
a series of large-scale experiments, specifically designed to investigate this effect.

In FLACS, the overall effect of vortex shedding downstream of sub-grid obstacles
is most likely included in the phenomenological model accounting for localised flame
surface area production from unresolved geometry (described in Section 5.1). How-
ever, the experiments described in Paper 3 indicate that an important effect of vortex
shedding is enhanced turbulence levels further downstream of the bluff-body, caused
by dissipation of large-scale, energetic structures. If the effect of unresolved vortex
shedding should be accounted for through the enhancement of flame surface area from
sub-grid obstructions, the flame wrinkling factor should ideally be a transported quan-
tity. Further modelling work would be required to formulate appropriate production
and destruction terms for the flame surface area generated by unresolved geometry.
Simulations performed with more fundamentally based CFD models, e.g. LES models
that resolve boundary-layers (Gourdain et al., 2009a,b), can provide further knowledge
about the increase in flame surface area from obstacles in different flow regimes.

Finally, the present dissertation investigates the effect of flexible obstructions with
very small diameter components (in the form of vegetation) on the flame acceleration in
gas explosions. The objective of the experimental campaign in Paper 4 was to study the
separate effects of flexibility and foliage. Thus, the paper addresses two separate influ-
ences on flame propagation in obstructed regions that must be represented sub-grid if
modelled by a CFD tool based on the PDR concept. The results suggested that foliage
can significantly enhance the overpressures in gas explosions. The presence of nee-
dles on spruce branches enhanced peak overpressures by approximately a factor three,
relative to tests with bare branches. Furthermore, the effect of flexibility was found
to be significant as well; inserting stainless steel models in the channel approximately
doubled the maximum overpressures compared to tests with the corresponding flexi-
ble branches. Based on the experimental results of Paper 4, the effect of flexibility was
included in FLACS simulations by constructing congestion blocks, representing the
effective drag area expected to produce turbulence and flame acceleration during the
explosion. Branch components smaller than a certain cut-off scale were not included
in the effective drag area. This approach is consistent with that applied for the inves-
tigation of the Buncefield explosion incident (Bakke, 2010; Pedersen and Brewerton,
2014).

Meanwhile, the degree to which a certain branch will act as a solid object in a gas ex-
plosion will depend upon the flow of the specific scenario. For example, for high flame
speeds, flexible obstructions will have less time to respond to the explosion-induced
flow and act more like a fixed obstacle than for low flame speeds. For modelling poten-
tial accident scenarios at onshore process facilities, a conservative approach would be
to account for components of all length scales. The influence of foliage was found to
be represented most accurately in the simulations in Paper 4 by multiplying the effec-
tive drag area from the flexibility analysis with a ‘foliage factor’. This factor was based
on the approximate average increase in cross-sectional area blockage of the spruce
branches with needles relative to the bare branches. For general use in consequence
modelling, it would be possible to estimate such foliage factors based on the type of
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tree or bush, and a visual interpretation of the density of foliage. Considering the uncer-
tainties associated with the diversity of vegetation, this approach would likely require
some conservatism.

In conclusion, the results from the experimental campaigns presented in this the-
sis have improved the understanding of several important physical effects related to
flame acceleration in industrial-scale explosions. The thesis also demonstrates how
this knowledge may be used to model gas explosions more accurately. However, for
all CFD tools that apply a system of sub-grid models, the combination of the separate
pieces results in the observed model performance. Other effects may compensate for
inaccuracies in certain sub-grid models, and it can be challenging to improve separate
pieces of the code without considering the complete model system. Nonetheless, the
model developments discussed in the present thesis are all considered to constitute fun-
damental improvements with respect to the representation of physical phenomena. The
doctoral study thus provides an improved basis for further model development. Chapter
8 outlines future perspectives, building on the present work.

7.2 Research highlights

This section summarises the main findings from the present doctoral study.

• Validation work performed for the present study suggests that the predictive ca-
pabilities of the CFD tool FLACS may be improved by introducing updated sub-
grid models for the initial phase of flame propagation, where intrinsic instabilities
govern the flame acceleration.

• The physicochemical properties of a premixed fuel-air mixture that influence the
growth rate of intrinsic instabilities, expressed in terms of the Markstein number
of the mixture, also affect the rate of turbulent combustion. The present thesis
suggests that variations in the explosion overpressure with a varying equivalence
ratio – and effectively a varying Markstein number – are misrepresented by stan-
dard FLACS releases (Gexcon, 2016).

• A Markstein number-dependent burning velocity model was implemented in a
development version of FLACS as part of the present doctoral study. Overall,
this combustion model gives significantly better results compared with the model
that is used in standard FLACS releases, in particular for mixtures characterised
by negative Markstein numbers.

• Experimental results from the present study suggest that vortex shedding down-
stream of bluff-bodies, caused by the Bénard–von Kármán instability, can con-
tribute significantly to the overpressure generation in gas explosions. Suppress-
ing the vortex shedding in laboratory-scale experiments with a single obstacle
reduced the maximum explosion overpressures by approximately 32 %.

• Based on the findings of the present study, vortex shedding will most likely en-
hance the flame acceleration also in gas explosion scenarios with higher Reynolds
numbers and multiple obstructions. To confirm whether such an approach could
constitute a cost-effective risk-reducing measure in real process facilities would
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require a series of large-scale experiments, specifically designed to investigate
this effect.

• A sub-grid model for the production of flame surface area due to the Rayleigh-
Taylor instability was implemented in a development version of FLACS. The con-
tribution of the Rayleigh–Taylor instability was found to be necessary to repro-
duce the external explosion in several simulations of vented explosions. Further
improvement in the modelling of this effect may be obtained by implementing a
transport equation for the flame surface area produced by the instability.

• Experimental results from the present study suggest that foliage can significantly
enhance the overpressures in gas explosions. The presence of needles on spruce
branches enhanced peak overpressures by approximately a factor three, relative to
tests with bare branches. Furthermore, the effect of flexibility was found to be sig-
nificant as well; inserting stainless steel models approximately doubled the max-
imum overpressures compared to tests performed with the corresponding flexible
branches.

• The effect of flexibility of vegetation was included in FLACS simulations by
constructing congestion blocks, representing the effective drag area expected to
produce turbulence and flame acceleration during the explosion. The influence of
foliage was found to be represented most accurately by multiplying the effective
drag area from the flexibility analysis with a ‘foliage factor’. This factor was
based on the approximate average increase in cross-sectional area blockage of the
spruce branches with needles, relative to the bare branches.
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Chapter 8

Future perspectives

The work presented in this dissertation provides the basis and motivation for several
further studies. This chapter outlines selected suggestions for further work.

8.1 Markstein numbers

A Markstein number-dependent model for premixed combustion can in principle ac-
count for thermal-diffusive instabilities and pressure effects for any fuel-air mixture. In
order to apply the combustion model proposed in the present work to a wider range of
fuel types and mixture concentrations, a consistent approach for obtaining the relevant
Markstein numbers must be defined. For example, the model for turbulent combus-
tion specifically requires the input of strain rate Markstein numbers. The significance
of applying an alternative measure, if necessary, should be evaluated. Some of the
required properties can be generated by using detailed chemical kinetics tools. In ad-
dition, experimental study of spherical flame propagation in explosion vessels, specifi-
cally designed to sustain high pressure levels, can provide results for the mixtures that
are challenging to represent by modelling. These values should be used to further vali-
date and improve the simple volume-weighted Markstein number mixing rule that was
implemented in FLACS for the present doctoral study.

8.2 Transporting the flame surface area

Replacing the current modelling framework for premixed combustion in FLACS with
an approach that solves transport equations for the flame surface area, following the
general concept proposed by Weller et al. (1998a), would represent a fundamental
model improvement. The burning velocity models developed as part of the present the-
sis could then provide equilibrium expressions for the transport equations, cf. Section
5.1. A complete model would include equations for flame surface area from turbulence,
the Rayleigh–Taylor instability and sub-grid obstacles (Bauwens and Dorofeev, 2011;
Puttock et al., 2014). However, solving additional equations requires computational ef-
forts, and the benefit must be weighed against the costs in terms of reduced calculation
speed. An appropriate starting point could be to only transport flame surface area due
to sub-grid obstacles, and evaluate this development before proceeding. As part of this
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work, results from a detailed LES model, such as the AVBP model developed by CER-
FACS (Gourdain et al., 2009a,b), would be highly useful for estimating the increase in
flame surface area generated by various physical phenomena.

8.3 Adaptive mesh refinement

Adaptive mesh refinement (AMR) (Bell, 2014; Berger and Colella, 1989; Berger and
Oliger, 1984) enables the user to apply a fine grid resolution in the areas of the com-
putational domain where steep gradients are located. With AMR, it will therefore be
feasible to resolve the flame front and pressure waves with a significantly finer grid
than what is presently possible in FLACS. The implementation of an AMR solver will
likely reduce grid dependency of the results, and introduce a range of new modelling
opportunities. In particular, the representation of the ignition phase and flame propa-
gation through the first control volumes would likely become more accurate and less
grid dependent, compared with using a fixed grid in the computational domain. How-
ever, to enable the significant re-structuring of the code required to implement AMR,
it is crucial to have a robust, well-documented model system with routines for continu-
ous validation to ensure that the overall capabilities of the CFD tool are retained in the
process.

8.4 Predicting the consequences of DDT

After several recent incidents at onshore facilities, such as Buncefield in 2005 and
Jaipur in 2009, there is growing awareness and concern in the industry about the oc-
currence of deflagration-to-detonation transition (DDT) (Hansen and Johnson, 2015;
Johnson et al., 2015; Oran, 2015; Tam and Johnson, 2016). Accidental explosions
typically start with the weak ignition induced e.g. by an electrical spark, or autoigni-
tion of the mixture in contact with a very hot surface (Ciccarelli and Dorofeev, 2008).
Under certain conditions, the flame can accelerate and undergo DDT. The flame accel-
eration phenomenon leading up to DDT is strictly a separate process from the actual
onset of detonation. The onset of detonation is a local phenomenon that occurs in a
very small volume of the unburnt mixture whose thermodynamic state has been con-
ditioned by the flame acceleration processes that take place over significantly larger
length and time scales. Once initiated, detonations propagate at super-sonic speeds,
generating significantly higher overpressures and more damaging blast waves than de-
flagrations. Unlike deflagrations, detonations do not depend on diffusion processes and
turbulent mixing, but are self-sustained also in regions without congestion. Large-scale
tests performed as part of the second Buncefield project showed that detonations could
propagate through unconfined propane-air clouds less than 0.2 m deep (SCI, 2014).
Significant parts of a flammable cloud can then be expected to sustain a detonation
wave.

To address the possibility of such events, Middha et al. (2006), Middha and Hansen
(2008) and Middha (2010) presented the development and validation of a new simu-
lation variable in FLACS: a normalised spatial pressure gradient. This variable can
give an indication of the likelihood of DDT, if used according to a set of guidelines.



8.5 Validation and parameter optimisation 143

The concept was further developed and validated by Hansen and Johnson (2015). As
part of the wider application of FLACS for predicting the likelihood of DDT, it is cru-
cial to correctly represent flame acceleration in the deflagration regime, leading up to
a potential transition. According to Ciccarelli and Dorofeev (2008), the study of the
flame acceleration process is as important as the actual onset of the detonation event.
The possibility of DDT in large-scale vapour cloud explosions therefore constitutes a
strong motivation for continued research on how the model represents basic flame ac-
celeration mechanisms in the deflagration regime, i.e. intrinsic and geometry-induced
instability effects, as well as flame-turbulence interactions. In particular, the effect of
shock waves interacting with the flame front as it accelerates through obstructed regions
(through the Richtmyer-Meshkov (RM) instability), may be important for explosions
where the flame speeds are approaching the speed of sound in the combustion prod-
ucts. In order to investigate these effects, detailed LES modelling would be highly
useful (Jiang et al., 2016).

Hansen and Johnson (2015) propose to use the likelihood predictor for DDT in
FLACS to trigger a new regime of flame propagation, where the flame front is induced
to propagate with a typical detonation speed. In order to include this capability in the
CFD tool, the approach would need to be further tested and validated. In addition, to
reproduce representative detonation propagation speeds, adjustments would most likely
be required for the numerical flame model.

8.5 Validation and parameter optimisation

In order to ensure the best possible overall model performance for a wide range of sce-
narios, it is necessary, but not always sufficient, to have formulated physically sound,
well-founded sub-grid models. A significant part of the complexity, non-linearity and
uncertainty of the physical phenomena that must be included in a consequence model
for industrial-scale explosions still need to be represented by empirical constants. There
are considerable uncertainties associated with empirical parameters obtained from ex-
periments. Moreover, practical applications of consequence models often involve scal-
ing, and extrapolating results will always entail uncertainty, as other physical phenom-
ena may dominate as time and length scales change (Oran, 2014). For complex CFD
models, it is generally not feasible to assess model uncertainty by analysing the validity
of its components separately. Instead, comparisons are done between a large number
of experimental results and numerical predictions (McGrattan and Toman, 2011). Sys-
tematic validation against experiments is therefore crucial for the development of robust
and accurate sub-grid models.

Adjustment of individual model parameters may be effective for addressing issues
related to model applicability. However, as the same model system is used for a wide
range of spatial scales and geometric configurations, and for different purposes, the
validation work required to re-qualify the model may be considerable. If adverse ef-
fects are observed, a single parameter adjustment may require work on several sub-grid
models. It is therefore desirable to adopt more efficient and general methods for pa-
rameter optimisation, so that the procedure easily can be repeated with new versions of
the model.

Automated optimisation techniques applied for response surfaces, generated from
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CFD model results, show promising results for improving model performance relative
to key experimental targets (Braatz and Hisken, 2017; Braatz et al., 2016). For example,
the sub-grid models that have been formulated as part of the present study will be
subject to further validation and optimisation before they are included in a commercial
software product. However, it is crucial to combine the use of such methods with an
understanding of the underlying physical phenomena.



Appendix A

Numerical methods

This appendix summarises the numerical methods that are used in FLACS to solve the
partial differential equations described in sections 2.9 – 2.10.

A.1 The computational grid

Figure A.1 shows the computational grid arrangement in the FLACS PDE solver in a
horizontal cut-plane, illustrating the staggered position for velocity components u1 and
u2 in the x1- and x2-directions, respectively, denoted by a cross (×), and the cell-centred
position for scalar variables (e.g. density ρ , pressure p and temperature T ), denoted by
a bullet point (•). Figure A.2 shows the three-dimensional control volume, centred
around the pressure point p. The corresponding control volumes centred around each
velocity point ui, i = 1,2,3, are not shown here.
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×× ×
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Figure A.1: Staggered Cartesian grid arrangement in FLACS, horizontal view.

According to (Hjertager, 1986), the general conservation equation in FLACS for the
variable Φ, assuming the volume and area porosities are all equal to 1, can be written
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Figure A.2: The three-dimensional control volume (CV), centred around the pressure point p.

on differential form as

∂

∂ t
(ρΦ)+

∂

∂xi
(ρuiΦ)− ∂

∂xi

(
ΓΦ

∂Φ

∂xi

)
= SΦ , (A.1)

where ΓΦ = µeff/σΦ is the effective turbulent diffusion coefficient and SΦ is the source
term for Φ. Sections 2.3 – 2.9 present details on the physical interpretation of each
term in Equation (A.1) for each variable Φ.

A.2 The finite volume approach

The PDE solver in FLACS uses the finite volume approach (Patankar, 1980; Versteeg
and Malalasekera, 2007). Equation (A.1) is integrated over a control volume (CV) with
sides of length δx1, δx2 and δx3, a volume of VCV = δx1δx2δx3 and a surface area
ACV = 2δx1δx2 + 2δx1δx3 + 2δx2δx3. After using Gauss’ divergence theorem, the
following equation is obtained:

∫

VCV

∂

∂ t
(ρΦ)dV +

∫

ACV

ni (ρΦui)dA−
∫

ACV

ni

(
ΓΦ

∂Φ

∂xi

)
dA =

∫

VCV

SΦdV , (A.2)

where ni is the outward-pointing vector that is everywhere normal to the surface of the
control volume.

The gradients in the diffusive fluxes are discretised using 2nd order central differ-
ences, and a second order kappa-scheme (a hybrid scheme with weighting between 2nd
order upwind and 2nd order central difference, with delimiters for some equations) is
used to compute the convective fluxes in Equation (A.2). The convective and diffusive
flux of Φ in the x1-direction, represented by the second and third term on the left hand
side of Equation (A.2), respectively, can be expressed in discretised form as

aΦ
i+1, j,k

(
Φi, j,k −Φi+1, j,k

)
+aΦ

i−1, j,k

(
Φi, j,k −Φi−1, j,k

)
. (A.3)
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The coefficients are given by

aΦ
i+1, j,k =

(
ΓΦ,i+ 1

2

δx1
+ 〈−ρ

i+ 1
2
u1,i+1, j,k〉

)
δx2δx3 , (A.4)

aΦ
i−1, j,k =

(
ΓΦ,i− 1

2

δx1
+ 〈ρ

i− 1
2
u1,i, j,k〉

)
δx2δx3 , (A.5)

where 〈〉 denotes the differencing according to the kappa-scheme. The source term
SΦ, integrated over the control volume in Equation (A.2), is often expressed as a linear
function of Φi, j,k according to

SΦ = S0
Φ,i, j,k +SΦ,i, j,kΦi, j,k . (A.6)

The first term in Equation (A.2) is discretised according to
∫

CV
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∂ t
(ρΦ)dV = ρ0
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Φi, j,k −Φ0

i, j,k

) δx1δx2δx3

δ t
= bΦ

(
Φi, j,k −Φ0

i, j,k

)
. (A.7)

After summarizing the fluxes in the x1, x2 and x3-direction, the system of integrated
equations corresponding to Equation (A.2) can be expressed as

aΦ
i, j,kΦi, j,k =aΦ

i+1, j,kΦi+1, j,k +aΦ
i−1, j,kΦi−1, j,k +aΦ

i, j+1,kΦi, j+1,k+

aΦ
i, j−1,kΦi, j−1,k +aΦ

i, j,k+1Φi, j,k+1 +aΦ
i, j,k−1Φi, j,k−1+

S0
Φ,i, j,k +bΦΦ0

i, j,k , (A.8)

where ai, j+1,k, ai, j−1,k, ai, j,k+1 and ai, j,k−1 are defined analogously to Equations (A.4)
and (A.5), and

aΦ
i, j,k = aΦ

i+1, j,k +aΦ
i−1, j,k +aΦ

i, j+1,k +aΦ
i, j−1,k +aΦ

i, j,k+1 +aΦ
i, j,k−1 +bΦ −SΦ,i, j,k . (A.9)

The velocity components ui in the momentum equations are integrated over control
volumes that are centred in the respective velocity nodes.

The integrated equations are solved using a BI_CGSTAB (bi-conjugate gradient sta-
bilised) solver. The SIMPLE algorithm, which is outlined in the next section, handles
the pressure-velocity coupling in the governing equations.

A.3 The SIMPLE algorithm

The SIMPLE algorithm (Patankar and Spalding, 1972) is applied to solve the system
of equations described in Section A.2. Hjertager (1982) extended the algorithm to
handle compressible flows with additional source terms for the compression work in
the enthalpy equation, and additional terms in the pressure correction equation.

The SIMPLE algorithm is initiated by making a guess for the pressure field at tn+1,
denoted p∗. The pressure field p∗ is then used in the momentum equations to find a
corresponding velocity field u∗, and in the equation of state to find a corresponding
density field ρ∗. In general, u∗ does not satisfy the continuity equation, therefore iter-
ative corrections are necessary. The pressure correction p′ is defined as the difference
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between the correct pressure field p and the guessed pressure field p∗ (Versteeg and
Malalasekera, 2007) according to

p = p∗+ p′ . (A.10)

By using the linearised momentum equations, the velocities can be expressed in
terms of p′ as

u1,i, j,k = u∗1,i, j,k +D
u1
i, j,k

(
p′i−1, j,k − p′i, j,k

)
, (A.11)
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(
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)
, (A.12)
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In addition, it is assumed that density variation with pressure is isentropic:

ρ = ρ∗+
1

c2
s,i, j,k

p′ , (A.14)

where cs,i, j,k is the sound velocity in the point where the scalar variables are defined,
with coordinates (i, j,k). When Equations (A.11) to (A.14) are inserted into the discre-
tised continuity equation, an equation for the pressure correction p′ is obtained. The
source term in the equation for p′ represents the mass imbalance resulting from the
guessed velocity field u∗, which will in general not satisfy continuity. The equation for
p′ can be solved to find a value for p′, and thus enable the computation of the correc-
tions in equations (A.11)-(A.13). New pressure- and velocity fields are computed using
under-relaxation to ensure convergence of the solution algorithm:

pnew = p∗+αp p′ , (A.15)

unew

1 = αu1u1 +(1−αu1)u
n−1
1 , (A.16)

unew

2 = αu2u2 +(1−αu2)u
n−1
2 , (A.17)

unew

3 = αu3u3 +(1−αu3)u
n−1
3 , (A.18)

where the under-relaxation factors αp,αu1,αu2 and αu3 take a value between 0 and 1, u

is the corrected velocity field computed without relaxation, and un−1 is the velocity field
obtained in the previous iteration (Hjertager, 1986; Versteeg and Malalasekera, 2007).
If convergence has not been obtained, the output from Equations (A.15) to (A.18) is
used to perform the corrections in Equations (A.10) to (A.13) again. The procedure is
repeated until convergence is obtained. In FLACS, the relaxation factor αp is set to 0.8.
The scalar equations are then solved.

A.4 Resolution in time and space

The time stepping scheme used in the FLACS PDE solver is a first order backward

Euler scheme (Gexcon, 2016). To ensure stability and sufficient resolution of the gov-
erning physical phenomena, guidelines for setting the resolution in time, relative to
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the resolution in space, have been established. These rely on CFL (Courant-Friedichs-
Lewy) numbers (Courant et al., 1928) based on the speed of sound cs,i and the flow
velocity ui, defined as

CFLC =
cs,i∆t

∆xi
, CFLV =

ui∆t

∆xi
, i = 1,2,3 , (A.19)

where ∆xi is the grid resolution in the ith direction, and ∆t is the time step. For gas
explosion simulations, the standard settings in FLACS are CFLC = 5, and CFLV = 0.5.

For each time step and control volume, ∆t is computed based on CFLV=0.5, the
local flow velocity in each direction ui, and the local grid size in each direction, ∆xi.
Similarly, ∆t relative to the local speed of sound, cs,i is computed, using CFLC=5. The
strictest criterion found in the computational domain is finally applied (Gexcon, 2016),
i.e.

∆t = min

[
CFLC ∆xi

cs,i
,
CFLV ∆xi

ui

]
. (A.20)

Consequently, in the initial phase of a gas explosion, when flow speeds are low, the
time step ∆t will be restricted by CFLC=5. However, when ui > 0.1 cs,i, the criterion
CFLV=0.5 will determine the time step length.
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Appendix B

Additional information about the experiments

This appendix includes additional details about the experimental campaigns that were
performed as part of the doctoral study. Sections B.1-B.4 describe the small-scale ex-
periments from papers 2-4, while Section B.5 describes the medium-scale experiments
from Paper 2.

B.1 General description of the small-scale vented channel

A small-scale vented explosion chamber, located in the Gexon research laboratory at
Fantoft in Bergen, was used for the experimental campaigns in papers 2-4 of the present
thesis. When using small-scale rigs for experimental investigations, it is possible to
undertake a higher number of tests than for large-scale experiments, i.e. perform rep-
etitions, explore further parameter variations, etc. Furthermore, the initial conditions,
such as the composition of the fuel-air cloud, initial temperature and turbulence levels,
are easier to control in a small vessel than in a larger chamber. Therefore, the small-
scale channel was considered useful for addressing the research question of the present
study.

The rectangular explosion chamber has inner dimensions of 1.5 m × 0.3 m × 0.3 m,
with one end wall (of dimensions 0.3 m × 0.3 m) removed, to provide explosion venting
to the atmosphere. The vent opening is located opposite of the ignition location. Some
minor adjustments were done to the rig for the tests for Paper 3 so that the dimensions
of that chamber were 1.5 m × 0.28 m × 0.3 m, cf. Section B.4. Figure B.1 shows the
rig geometry.

The inside of the vessel is smooth, except for two 1 1/2” holes for the gas mixing
recirculation system, positioned at the top-left and bottom-right of the back-plate. The
front wall of the explosion chamber is made from transparent polycarbonate, to enable
high-speed video analysis of the flame propagation. The vessel is positioned on a table;
therefore, the vent opening is constrained by the table at the bottom. The experiments
were performed inside a room of dimensions 18 m × 14 m × 7 m. Due to its size, the
effect of the room is considered to be insignificant for the experiments performed in the
small-scale rig.

All explosion tests performed in the Gexcon small-scale chamber for the present
doctoral study involved an initially quiescent, propane-air cloud. This was achieved by
adding a gas composed of 99.9 vol.% propane to the system in Figure B.1, and mixing
it with the air in the chamber by recirculation. Specifically, Figure B.1 illustrates the
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Figure B.1: Recirculation system for the small-scale experiments in papers 2-4.

configuration of the experiments in Paper 3. The same mixing system was used for
all experiments performed in this chamber (i.e. also for papers 2 and 4). The symbols
in Figure B.1 marked with (1) denote pneumatic actuated ball-valves, (2) denotes a
fan, while the black circles (3) mark where the piping connects to the surrounding
atmosphere. The gas concentration of the mixtures was monitored using an infrared
gas analyser, type Servomex 4200.

In order to contain the gas mixture within the vessel during mixing and filling, the
open end was covered with a thin plastic sheet. In the small-scale tests performed
for papers 2 and 4, the plastic foil was clamped over the vent opening and was not
removed prior to ignition. The opening pressure of this vent panel was observed to be
0.025±0.005 bar (cf. Paper 2). In the tests performed for Paper 3, the plastic foil was
held in place by a pneumatic system and released just prior to ignition.

A single spark generator was used as ignition source, positioned at the closed end
of the channel (cf. Figure B.1). The energy from the spark was limited by a capacitor,
and could reach a maximum energy of 50 mJ. The spark gap was 4 mm, and the igni-
tion source was positioned approximately 15 mm from the wall. Ignition happened at
least 1-2 minutes after fan shut-down for each test, in order to allow mixing-induced
turbulence to decay.

The overpressure generated within the test vessel during the explosion tests was
measured using a maximum of 4 piezo-electric pressure transducers from Kistler (type
701A) connected to Kistler charge amplifiers (type 5011A). The Kistler 701A trans-
ducers are specifically chosen for their high frequency response (70 kHz) and ability to
capture the transient pressure build up, as well as for their high signal-to-noise ratios.

The signals from the pressure transducers were measured using a purpose-built test
control and data acquisition application programmes, based on multi-purpose data ac-
quisition cards (USB-6255) and relay switching cards from National Instruments, to-
gether with the LabView programming platform. The data logger was triggered using
the relay switching card control system. A 1-2 mm thick insulating silicon layer was
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applied to the transducer surface, to reduce signal drift caused by heat from the com-
bustion products. The coordinates of the pressure transducers are given in Table B.1,
and the positions of the transducers inside the rig are illustrated in Figure B.2. A vary-
ing number of pressure transducers was used for the different campaigns, as described
in the following sections. The transducers were calibrated before each test campaign.

Table B.1: Positioning of pressure transducers in the small-scale vented channel. The origin is
located in the upper left hand corner of the top view in Figure B.2.

ID Type Amplifier x y z

P1 701A 5011A 0 mm 60 mm 240 mm
P2 701A 5011A 130 mm 0 mm 150 mm
P3 701A 5011A 610 mm 0 mm 150 mm
P4 701A 5011A 1100 mm 0 mm 150 mm

Figure B.2: Position of pressure transducers, top view (the origin is located in the upper left
hand corner in this view).

B.2 Investigation of concentration effects in the small-scale vented

channel

This section includes additional information about the small-scale explosion experi-
ments performed for Paper 2 of the present thesis. The objective of the experiments was
to obtain validation data for a Markstein number dependent burning velocity model, de-
scribed in Chapter 4, Section 4.6 and Paper 2. Tests were conducted to study the effect
on flame speeds and explosion overpressures of varying the fuel concentration in a
propane-air mixture, for different flow regimes. Changing the fuel concentration leads
to variations in the physicochemical properties of the mixture in terms of the Markstein
number and the laminar burning velocity.
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In order to study Markstein number effects at low strain rates, as well as for flows
with a higher degree of turbulence production, small-scale experiments were performed
both in an empty vented channel (termed "Setup 1" in Paper 2) and for the same config-
uration with 5 rectangular obstructions inserted (termed "Setup 2" in Paper 2). Figure
B.3 shows the overall configuration for "Setup 1" and "Setup 2", while Figure B.4
shows the obstacle configuration for "Setup 2" as inserted in the rig.

Figure B.3: Layout of small-scale experiments performed for Paper 2, "Setup 1" (top) and
"Setup 2" (bottom).

Figure B.4: Obstacle configuration of small-scale experiments performed for Paper 2, with
"Setup 2".

Table B.2 presents the full experimental matrix for the experiments in the empty,
small-scale channel with "Setup 1". In this phase of the experimental programme,
Markstein number effects in fuel-rich mixtures were of primary interest. In order to
achieve an appreciable variation in the strain rate Markstein numbers of the mixture,
the concentration of propane in air was varied between 4.2 vol % and 7.5 vol % (cf.
Section 4.5.2) for the experiments with "Setup 1". For the range of concentrations
investigated in the present study (when the equivalence ratio exceeds 1), the Markstein
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number decreases with increasing fuel percentage in the flammable mixture (cf. Figure
4.2). All tests (except for the two richest concentrations) were repeated at least twice.

Table B.2: Test matrix, small-scale, "Setup 1" (Paper 2).

Geometry vol % propane in air Comments

Test 1 Setup 1 4.2 vol.%
Test 2 Setup 1 4.2 vol.%
Test 3 Setup 1 4.2 vol.%
Test 4 Setup 1 5.0 vol.%
Test 5 Setup 1 5.0 vol.%
Test 6 Setup 1 5.5 vol.%
Test 7 Setup 1 5.5 vol.%
Test 8 Setup 1 6.0 vol.%
Test 9 Setup 1 6.0 vol.%
Test 10 Setup 1 6.5 vol.%
Test 11 Setup 1 6.5 vol.%
Test 12 Setup 1 7.0 vol.% Pressure recordings lost.
Test 13 Setup 1 7.5 vol.%

Figures B.5 - B.10 show the unfiltered pressure-time histories recorded for each of
the 4 pressure transducers (cf. Table B.1 and Figure B.2), for each test in Table B.2.
The pressure recordings from P3 and P4 exhibited signal drift, occurring after the flame
has passed, for a majority of the tests. The recordings for Test 12 in Table B.2 are not
included in the analysis, as the data files from this test were found to be corrupt.

(a) Test 1 (b) Test 2

Figure B.5: Pressure-time curves for "Setup 1", Test 1 and Test 2 (Paper 2).
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(a) Test 3 (b) Test 4

Figure B.6: Pressure-time curves for "Setup 1", Test 3 and Test 4 (Paper 2).

(a) Test 5 (b) Test 6

Figure B.7: Pressure-time curves for "Setup 1", Test 5 and Test 6 (Paper 2).
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(a) Test 7 (b) Test 8

Figure B.8: Pressure-time curves for "Setup 1", Test 7 and Test 8 (Paper 2).

(a) Test 9 (b) Test 10

Figure B.9: Pressure-time curves for "Setup 1", Test 9 and Test 10 (Paper 2).



158 Additional information about the experiments

(a) Test 11 (b) Test 13

Figure B.10: Pressure-time curves for "Setup 1", Test 11 and Test 13 (Paper 2).
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Table B.3 shows the full experimental matrix for the experiments in the small-scale
channel with five rectangular obstructions inserted ("Setup 2"). To obtain data for a
wider range of Markstein numbers and laminar burning velocities, this series was ex-
tended to fuel-lean mixtures. Only P1 and P2 (cf. Table B.1 and Figure B.2) were
available for the small-scale tests with "Setup 2". However, as the pressure-time traces
are similar for all transducers, the analysis in Paper 2 consistently focuses on the signal
from P1.

Table B.3: Test matrix, small-scale, "Setup 2" (Paper 2).

Geometry vol % propane in air Comments

Test 1 Setup 2 3.0 vol.%
Test 2 Setup 2 3.5 vol.% Pressure recordings failed.
Test 3 Setup 2 3.6 vol.%
Test 4 Setup 2 4.0 vol.%
Test 5 Setup 2 4.3 vol.%
Test 6 Setup 2 4.5 vol.%
Test 7 Setup 2 5.0 vol.%
Test 8 Setup 2 6.0 vol.%
Test 9 Setup 2 6.0 vol.%
Test 10 Setup 2 5.5 vol.%
Test 11 Setup 2 5.6 vol.%
Test 12 Setup 2 4.9 vol.%

Figures B.11-B.16 show the unfiltered pressure recordings from the test series with
"Setup 2". Due to failure of the LabView logging system, the data for Test 2 with
"Setup 2" was lost.

(a) Test 1 (b) Test 3

Figure B.11: Pressure-time curves for "Setup 2", Test 1 and Test 3 (Paper 2).
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(a) Test 4 (b) Test 5

Figure B.12: Pressure-time curves for "Setup 2", Test 4 and Test 5 (Paper 2).

(a) Test 6 (b) Test 7

Figure B.13: Pressure-time curves for "Setup 2", Test 6 and Test 7 (Paper 2).
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(a) Test 8 (b) Test 9

Figure B.14: Pressure-time curves for "Setup 2", Test 8 and Test 9 (Paper 2).

(a) Test 10 (b) Test 11

Figure B.15: Pressure-time curves for "Setup 2", Test 10 and Test 11 (Paper 2).
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Figure B.16: Pressure-time curves for "Setup 2", Test 12 (Paper 2).

B.3 Investigation of vegetation effects in the small-scale vented

channel

The small-scale rig described in Section B.1 was also used for the experiments per-
formed for Paper 4 of the present thesis. The general setup of the experiments in Paper
4 was identical to that described in Section B.1. In this series, all 4 pressure transducers
were operative (cf. Table B.1 and Figure B.2).

The experimental study described in Paper 4 was conducted to support the develop-
ment of a general sub-grid modelling approach to account for vegetation in industrial-
scale gas explosions. The need for such an approach was identified in the aftermath
of the severe incident that occurred at the fuel storage depot Buncefield, UK, in 2005
(BMIIB, 2008). Specifically, the campaign in Paper 4 involved inserting branches from
different types of trees into the small-scale, vented channel during a series of propane-
air explosions. Chapter 5 elaborates on the findings of Paper 4.

Table B.4 includes the full experimental matrix of the campaign. Branches from
Norway Spruce (Pies abies), Mugo Pine (Pinus mugo) and Thuja (Thuja occidentalis)

were inserted in the channel during a series of near-stoichiometric propane-air explo-
sions. A steel rod was added to the rig to allow for fixing branches in three different
positions: 0.35 m, 0.60 m and 0.85 m from the back wall, cf. figures B.17 and B.18. The
effect of foliage was investigated by performing tests where all needles were removed
from the spruce branches, while the effect of flexibility was studied by replacing the
bare spruce branches with stainless steel models with an identical structure. The steel
branches provided the same blockage ratio and spatial distribution of obstructions as
the real branches, but did not deform when exposed to explosion-generated flow.
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Table B.4: Experimental matrix for the small-scale vegetation tests (Paper 4).

Test
number

Geometry Gas vol %
propane
in air

Comments

Test 14 1 spruce branch (Branch 1) in middle
position

Propane 4.2 %

Test 15 1 spruce branch (Branch 1) in middle
position

Propane 4.2 % Repeat of Test
14.

Test 16 2 spruce branches, Branch 2 at inner
position, Branch 3 at middle position

Propane 4.2 %

Test 17 3 spruce branches, Branch 2 at inner
position, Branch 3 at middle position,
Branch 1 at outer position

Propane 4.2 %

Test 18 3 spruce branches, Branch 2 with-
out needles at inner position, Branch
3 without needles at middle position,
Branch 1 without needles at outer po-
sition

Propane 4.2 %

Test 19 3 steel branches, Branch 2 at inner po-
sition, Branch 3 at middle position,
Branch 1 at outer position

Propane 4.2 % Video failure.
P3 failed.

Test 20 3 steel branches, Branch 2 at inner po-
sition, Branch 3 at middle position,
Branch 1 at outer position

Propane 4.2 % Pressure
recordings
failed. Repeat
of Test 19.

Test 21 3 pine branches, Branch 3 at inner po-
sition, Branch 2 at middle position,
Branch 1 at outer position

Propane 4.2 % P3 failed.

Test 22 3 thuja branches, Branch 3 at inner
position, Branch 2 at middle position,
Branch 1 at outer position

Propane 4.2 % Pressure
recordings
failed.

Test 23 3 thuja branches, Branch 3 at inner
position, Branch 2 at middle position,
Branch 1 at outer position

Propane 4.2 % Repeat of Test
22. P3 failed.
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Figure B.17: Rig used for the vegetation tests, indicating the positions of pressure transducers
and branches (Paper 4).

Figure B.18: Branch inserted in rig (Paper 4).
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Each branch was analysed in detail, and characterised in terms of its projected two-
dimensional blockage ratio. This parameter was found from analysis of photographs,
by converting colour images of the branches to pure black and white representations,
and computing the ratio between the black and white pixels (cf. Figure B.19).

(a) Original photograph of spruce branch 1. (b) Black/white representation of spruce branch 1.

Figure B.19: Photograph analysis of blockage ratio (Paper 4).

In addition, the spruce branches were analysed further: they were weighed to deter-
mine their total mass and submerged in water to determine their volume blockage. The
latter process is illustrated by Figure B.20. The diameters and lengths of the individual
components of the spruce branches were measured. Tables B.5 and B.6 summarise the
analysis.
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Figure B.20: Volume measurement of spruce branch 3 (Paper 4).
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Table B.5: Blockage ratio analysis of all branches (Paper 4).

Branch ID Blockage ratio

Spruce branch 1 0.36
Spruce branch 1, no needles 0.08
Spruce branch 2 0.37
Spruce branch 2, no needles 0.11
Spruce branch 3 0.32
Spruce branch 3, no needles 0.12
Pine branch 1 0.32
Pine branch 2 0.28
Pine branch 3 0.21
Thuja branch 1 0.62
Thuja branch 2 0.45
Thuja branch 3 0.49
Steel spruce branch 1 0.09
Steel spruce branch 2 0.11
Steel spruce branch 3 0.12

Table B.6: Analysis of the spruce branches (Paper 4).

Branch ID Total volume Total length Mass

Spruce branch 1 19.5 ml 261 cm 21.28 g
Spruce branch 1, no needles 7 ml 261 cm 9.51 g
Spruce branch 2 35 ml 295 cm 37.97 g
Spruce branch 2, no needles 15 ml 295 cm 15.01 g
Spruce branch 3 30 ml 339 cm 32.29 g
Spruce branch 3, no needles 15 ml 339 cm 14.46 g

Figures B.21-B.24 show the recorded, unfiltered pressure-time curves from the ex-
perimental campaign performed for Paper 4. For tests 19, 21 and 23, P3 malfunctioned,
and did not record the pressure development. For tests 20 and 22, all pressure record-
ings were lost due to system failure. As in Paper 2, the analysis of test results was
performed primarily using recordings from P1. The analysis based on P1 is considered
representative for the overall internal pressure development in the different tests.
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(a) Test 14. (b) Test 15.

Figure B.21: Tests performed with one spruce branch inserted in the rig (Paper 4).

(a) Test 16. (b) Test 17.

Figure B.22: Tests performed with two spruce branches (left) and three spruce branches (right)
inserted in the rig (Paper 4).
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(a) Test 18. (b) Test 19.

Figure B.23: Tests performed with three spruce branches without needles (left) and three steel
branches (right) inserted in the rig (Paper 4).

(a) Test 21. (b) Test 23.

Figure B.24: Tests performed with three pine branches (left) and three thuja branches (right)
inserted in the rig (Paper 4).
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B.4 Investigation of vortex shedding effects in the small-scale vented

channel

For Paper 3, an experimental campaign was performed to investigate the contribution
of vortex shedding to the overpressure generation in gas explosions with a single ob-
stacle inserted. The tests for Paper 3 were performed in the small-scale rig described
in Section B.1. However, several minor adjustments were done in order to insert the
obstructions that were used for this campaign.

A cylinder with a diameter D = 0.0157 m and (effective) length 17.8D was posi-
tioned 0.50 m downstream of the ignition point, at the chamber centre-line. The cir-
cular cylinder, mounted horizontally, spanned the channel cross-section. In order to
mount the cylinder inside the chamber, and at the same time preserve the symmetric
and smooth conditions around the wake centre-line all along the length of the rig, two
polycarbonate side walls (with dimensions 1.5 m × 0.01 m × 0.30 m) were inserted to
cover the back and front walls.

The effect on the explosion overpressure of adding five different splitter plates with
a fixed (effective) width of 17.8D, thickness 0.06D and varying length L in the stream-
wise direction, to the reference case circular cylinder was studied (cf. Figure B.25).
For the present study, the polycarbonate walls inside the explosion chamber were mod-
ified such that splitter plates could be inserted from the channel’s open end through a
horizontal slit, see Figure B.26. This unique design enabled ease of operation while
maintaining stability and rigidity of both the cylinder and the splitter plates through-
out the explosion. Furthermore, tests were performed where two helical steel wires of
varying pitch (P) and fixed diameter d = 0.1D were added to the reference case cylin-
der. Figure B.27 shows the two different helical steel wires mounted on the obstruction.
Note that the wire was not completely attached to the cylinder surface and a minimal
gap is provided to allow for easy replacement of different wire configurations. Table
B.7 gives an overview of all tests in the campaign.

Figure B.25: a) A splitter plate inserted in the experimental rig and b) the splitter plate SP1,
with a length of 5.13D.
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Figure B.26: Rig used for the vortex shedding tests, with a single circular cylinder inserted
(Paper 3).

Figure B.27: Helical steel wire with a pitch of a) 8D and b) 4D, added to the circular cylinder.
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Table B.7: Test matrix, experiments for Paper 3.

Geometry vol % propane in air Comments

Test 1 Base case 4.26 vol.%
Test 2 Base case 4.10 vol.%
Test 3 SP1, length 5.13D 4.17 vol.%
Test 4 SP1, length 5.13D - Test failed
Test 5 SP1, length 5.13D 4.28 vol.%
Test 6 SP1, length 5.13D 4.25 vol.%
Test 7 SP2, length 3.04D 4.23 vol.%
Test 8 SP2, length 3.04D 4.14 vol.%
Test 9 SP2, length 3.04D 4.20 vol.%
Test 10 SP3, length 1.02D 4.19 vol.%
Test 11 SP3, length 1.02D 4.12 vol.%
Test 12 SP4, length 0.51D 4.18 vol.%
Test 13 SP4, length 0.51D 4.17 vol.%
Test 14 Base case 4.19 vol.%
Test 15 Base case 4.23 vol.%
Test 16 SP5, length 0.26D 4.24 vol.%
Test 17 SP5, length 0.26D 4.29 vol.%
Test 18 HW1, pitch 4D 4.22 vol.%
Test 19 HW1, pitch 4D 4.27 vol.%
Test 20 HW2, pitch 8D 4.24 vol.%
Test 21 HW2, pitch 8D 4.24 vol.%
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The lightweight plastic sheet was released 0.1 s prior to ignition by a pneumatic
system, to allow free flow out of the chamber during the explosion. This was done in
order to remove the uncertainty that the variable opening of the plastic panel introduced
for the small-scale experiments in papers 2 and 4.

A single transducer of the same type as described in sections B.1, B.2 and B.3 was
used to measure the pressure development, in the position of P1 (cf. Table B.1 and Fig-
ure B.2). Each test was repeated at least twice, in order to assess the reproducibility of
the results. Figures B.28-B.31 show the unfiltered curves for all tests in the experimen-
tal campaign.

(a) Base case (b) SP1

Figure B.28: Tests performed with the base case geometry (a single circular cylinder) (left)
and SP1 (right) (Paper 3).

(a) SP2 (b) SP3

Figure B.29: Tests performed with configuration SP2 (left) and SP3 (right) (Paper 3).
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(a) SP4 (b) SP5

Figure B.30: Tests performed with configuration SP4 (left) and SP5 (right) (Paper 3).

(a) HW4D (b) HW8D

Figure B.31: Tests performed with configuration HW4D (left) and HW8D (right) (Paper 3).
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B.5 Investigation of concentration effects in the medium-scale vented

channel

To produce additional validation data (at higher strain rates) for the Markstein number-
dependent combustion model developed for Paper 2, a series of experiments with vary-
ing concentrations of propane in air was performed in a medium-scale rig. The medium-
scale tests (described in Paper 2) were performed in a 1.21 m × 1.22 m × 6.10 mm
vessel with a volume of 9.0 m3. This vessel is a scaled-up version (by a factor 4) of
the small-scale rig described in sections B.1-B.4. Corresponding obstacle configura-
tions as for the small-scale experiments ("Setup 1" and "Setup 2") were used for 6 of
the experiments in the medium-scale channel (cf. Table B.8). In addition, 11 tests were
performed with "Setup 3" (cf. Table B.9). For "Setup 3", 4 arrays of 6 cylindrical ob-
structions were placed inside the vessel at respectively 2, 3, 4 and 5 meters from the
closed end of the vessel. These grids consisted of pipes with a diameter of 20 mm, and
the pipes were mounted on 10 mm thick steel brackets. Figure B.32 shows the geo-
metric configurations of the medium-scale experiments. The tests using "Setup 1" and
"Setup 2" were performed a year before the experiments with "Setup 3". Therefore, the
setup and instrumentation of the tests varied somewhat, as described in the following.

Figure B.32: Layout of medium-scale experiments performed for Paper 2, "Setup 1" (top),
"Setup 2" (middle) and "Setup 3" (bottom).
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Table B.8: Test matrix, medium-scale, "Setup 1" and "Setup 2". Concentrations in vol %
propane in air.

Test ID Geometry Target concentration Measured concentration

Test 70 Setup 1 4.2 vol.% 4.2 vol.%
Test 71 Setup 1 4.2 vol.% 4.2 vol.%
Test 72 Setup 1 5.5 vol.% 5.3 vol.%
Test 73 Setup 2 4.2 vol.% 4.2 vol.%
Test 74 Setup 2 5.5 vol.% 5.5 vol.%
Test 75 Setup 2 6.5 vol.% 6.8 vol.%

Table B.9: Test matrix, medium-scale, "Setup 3". Concentrations in vol % propane in air.

Test ID Geometry Measured concentration

Test 17 Setup 3 4.1 vol.%
Test 18 Setup 3 3.8 vol.%
Test 19 Setup 3 5.4 vol.%
Test 20 Setup 3 5.3 vol.%
Test 21 Setup 3 5.0 vol.%
Test 22 Setup 3 4.2 vol.%
Test 23 Setup 3 3.5 vol.%
Test 24 Setup 3 3.6 vol.%
Test 25 Setup 3 6.0 vol.%
Test 26 Setup 3 5.5 vol.%
Test 27 Setup 3 4.9 vol.%
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The medium-scale vessel was located outdoors at ground-level (cf. Figure B.33),
the vent opening was therefore constrained by the ground outside the vessel. The roof
of the vessel was covered with polycarbonate plates to allow filming of the explosion
propagation inside the vessel from above. An internal grid made of angle iron was
placed under the roof to prevent the polycarbonate plates from breaking during the
tests. Figure B.34 shows the roof structure. Figure B.35 shows the obstacles for "Setup
2" inserted in the medium-scale channel.

Figure B.33: Photograph of the medium-scale rig without the roof.

Figure B.34: Steel roof structure on the medium-scale rig.

To allow gas filling, the medium-scale vessel was equipped with a gas recirculation
system, consisting of a centrifugal fan and two sets of 4” butterfly valves, all con-
nected with 4” hoses. This enabled the gas mixing system to be isolated from the
explosion module prior to ignition. Gas was added to the recirculated flow immedi-
ately downstream the fan, and thus gradually mixed with air throughout the vessel. The
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Figure B.35: Medium-scale rig with the "Setup 2" obstacle configuration.

gas concentration was continuously monitored throughout the filling procedure using a
Servomex 4200 infrared gas analyser.

The oscillating spark used in the medium-scale tests was based on a transformer that
transformed the mains to 50 kV, so ignition occurred in an interval up to approximately
20 ms after it was triggered. The spark gap of the ignition source was 4 mm, and
the electrodes were located approximately 50 mm from the wall. The open end of the
vessel was covered with a thin plastic film in order to keep the gas inside the vessel
during gas filling. This plastic film was kept in place during filling using a pneumatic
system, and was released 1 second prior to ignition.

The overpressure generated within the test vessel during the explosion tests was
measured using up to 8 piezoelectric pressure transducers from Kistler (type 7261)
connected to Kistler charge amplifiers (type 5073 or 5011A). The 7261 transducers
have a frequency response of 13 kHz. For the tests performed with "Setup 1" and
"Setup 2", 4 pressure transducers were used, located in the corresponding positions as
for the small-scale tests (cf. Table B.1 and Figure B.2). In the tests performed with
"Setup 3", 8 pressure transducers were used to record the pressure-time development
inside the experimental rig. The coordinates of the pressure transducers used for "Setup
3" are given in Table B.10.

Table B.10: Positioning of pressure transducers in the medium-scale vented channel for "Setup
3" (Paper 2). The origin is located in the upper left hand corner in the top view in Figure B.34.

ID Type Amplifier x y z

P1 7261 5011A 0 mm 330 mm 850 mm
P2 7261 5011A 1050 mm 0 mm 1000 mm
P3 7261 5073 2125 mm 0 mm 200 mm
P4 7261 5073 2200 mm 0 mm 1000 mm
P5 7261 5073 2500 mm 0 mm 200 mm
P6 7261 5073 2750 mm 0 mm 1000 mm
P7 7261 5073 3125 mm 0 mm 200 mm
P8 7261 5073 3200 mm 0 mm 1000 mm

Purpose-built test control and data acquisition application programmes based on
two multi-purpose data acquisition cards (USB-6353) and several relay switching cards
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from National Instruments, together with the LabView programming platform, were
used to perform the experiments. The explosion test control system controlled the
timing of all remotely operated equipment. Switching was performed automatically
using a general-purpose output unit based on multi-channel electromechanical relay
switching cards from National Instruments, controlled by the test control programme.

The medium-scale tests with "Setup 3" were recorded using two high-speed digital
SLR cameras (Casio Exilim Ex-F1). The high speed cameras have the ability to record
at up to 1200 fps. Flame propagation analysis and flame speed estimates were made
from manually extracted flame positions vs. time from the high-speed video recordings.
Cameras were only available for the experiments with "Setup 3".

Figures B.36-B.38 show the unfiltered pressure-time curves from the medium-scale
tests with "Setup 1" and "Setup 2". Figures B.39-B.44 show the unfiltered pressure-
time curves from the medium-scale tests with "Setup 3". P2 malfunctioned throughout
the latter series. As for the small-scale tests, the analysis in Paper 2 focused on the
recordings from P1.

(a) Test 70, Setup 1. (b) Test 71, Setup 1.

Figure B.36: Pressure-time histories, medium-scale tests, Test 70 and Test 71, "Setup 1" (Paper
2).
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(a) Test 72, Setup 1. (b) Test 73, Setup 2.

Figure B.37: Pressure-time histories, medium-scale tests, Test 72, "Setup 1", and Test 73,
"Setup 2" (Paper 2).

(a) Test 74, Setup 2. (b) Test 75, Setup 2.

Figure B.38: Pressure-time histories, medium-scale tests, Test 74 and Test 75, "Setup 2" (Paper
2).
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(a) Test 17 (b) Test 18

Figure B.39: Test 17 and Test 18, performed in the medium-scale rig for Paper 2 with "Setup
3".

(a) Test 19 (b) Test 20

Figure B.40: Test 19 and Test 20, performed in the medium-scale rig for Paper 2 with "Setup
3".
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(a) Test 21 (b) Test 22

Figure B.41: Test 21 and Test 22, performed in the medium-scale rig for Paper 2 with "Setup
3".

(a) Test 23 (b) Test 24

Figure B.42: Test 23 and Test 24, performed in the medium-scale rig for Paper 2 with "Setup
3".
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(a) Test 25 (b) Test 26

Figure B.43: Test 25 and Test 26, performed in the medium-scale rig for Paper 2 with "Setup
3".

Figure B.44: Test 27, performed in the medium-scale rig with "Setup 3", for Paper 2.
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Appendix C

Wall functions

This chapter describes the wall functions that are used as input to the turbulence model
and momentum equation in Chapter 2.

Close to a wall boundary, the flow is characterised by large gradients, and a very
fine computational grid is generally required to resolve them. In order to avoid this
effort, it is common to solve the full system of equations only for the flow away from
the wall and apply wall functions to model the effects of the wall boundary. The wall

point is defined as the grid point closest to the wall where the conservation equations
are solved.

In addition, a sink term is needed in Equation (2.10), to represent the resistance
(drag force per volume) due to walls, e.g.

Fw,i =−βvτw,i
Aw

V
, (C.1)

where the shear stresses caused by the wall, τw,i, are modelled by

τw,i =





µ ũi
y

if y+ < E+

ρ ũiCκC
1/4
µ k̃1/2

Cκ E++ln
(

y+

E+

) if y+ ≥ E+




, (C.2)

the dimensionless wall distance is defined by

y+ =
ρC

1/4
µ k̃1/2y

µ
, (C.3)

and Aw is the effective area contributing to the wall resistance. In equations (C.1)–
(C.3), y is the distance from the wall point to the wall, Cµ is an empirical constant
from the turbulence model (cf. Table 2.2), Cκ is the von Karman constant, and E+ is
the dimensionless boundary of the viscous sub-layer (Gexcon, 2016; Sand and Bakke,
1989).

The production of turbulence kinetic energy Gw in the wall point, cf. Equation
(2.28), is modelled by

Gw =





0 if y+ < E+

2τ2
w ln

(
y+

E+

)

ycvρCκC
1/4
µ k̃1/2

if y+ ≥ E+



 . (C.4)
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The rate of dissipation of turbulence kinetic energy is given a value at the wall point in
the location y = ycv by solving the following integral:

εw =
1

ycv

∫ ycv

0
ε̃dy . (C.5)

The integral is estimated by

εw =





1
ycv

(
2µ k̃
ρy

+ ε̂(ycv − y)
)

if y+ < E+, else if y+ ≥ E+ , then

1
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(
2µ

[
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C
3/4
µ k̃3/2

Cκ
ln
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y+
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

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,

where k̃+1 denotes the value of k̃ and y+1 denotes the wall distance in the point beyond
the wall point in the opposite direction of the wall. Here, ε̂ denotes the mean value of
ε between the cell point and the control volume boundary in the opposite direction of
the wall.
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a b s t r a c t

Natural gas and LPG are common fuels that have been used relatively safely in the home for many de-

cades. However, when there is a release of gas within a dwelling, or gas from a leaking external pipeline

migrates into a building, an explosion may occur. Most of the experimental research into vented gas

explosions has been conducted in single enclosure, cuboid or spherical geometries which are not

representative of accidental explosions in dwellings or process industries. This paper discusses the

findings of a comprehensive large-scale experimental programme undertaken by British Gas Research

and Development and also compares FLACS CFD (Computational Fluid Dynamics) simulations against a

number of these experiments. The results suggest that the software is useful in gaining a greater un-

derstanding of the dynamics of explosion development in dwellings. The paper highlights areas of good

performance of the software as well as areas of shortcomings where further understanding and

modelling effort is needed.

� 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Accidental gas explosions represent an ever-present hazard for

process industries handling flammable gases and liquids. The

hazard is also present in many homes. In the UK, there are on

average thirty accidental gas explosions per year, causing 2 fatal-

ities, over 30 non-fatal injuries and costing the UK economy mil-

lions of pounds (Health and Safety Executive (HSE, 2011)).

In industrial and process enclosures, installing pressure relief

panels (commonly termed explosion relief) can provide effective

mitigation against the consequences of a gas explosion. However,

for cost and aesthetic reasons, it is usually not practical to install

explosion relief in buildings used as offices or for accommodation.

When accidental explosions occur in such buildings, the structure

is often fortuitously vented, as weak components fail (e.g. win-

dows), allowing hot expanding combustion gases to escape through

the openings, relieving the pressure and limiting the damage to the

building. The effectiveness of the fortuitous opening or purpose

provided explosion relief will depend on several parameters;

including, the fundamental properties of the fuel, the size of the

relief opening (vent), the vent opening pressure, the ignition po-

sition and the presence of obstacles.

Whilst there are empirically based correlations for the predic-

tion of overpressure and for vent sizing (e.g. EN 14994, 2007; NFPA

68, 2007 etc.), these are limited in application to simple, compact

enclosures with no obstacles. A typical building has interconnected

spaces and contents which would act as congestion to the propa-

gating flame, and potentially increase the flame acceleration

considerably. Therefore, the simple guidelines and correlations,

referred to above cannot be applied with any confidence to these

situations for either design or post-incident investigation purposes.

Experimental research undertaken in empty, single compart-

ment enclosures demonstrated that the pressureetime history of a

vented explosion will in general have a number of peaks, with

different physical phenomena contributing to each peak (Bauwens,

Chaffee, & Dorofeev, 2010; Butlin & Tonkin, 1974; Cooper,

Fairweather, & Tite, 1986; Harrison & Eyre, 1987; Solberg, Pappas,

& Skramstad, 1979, 1980; van Wingerden, 1989; van Wingerden &

Zeeuwen, 1983). Most buildings consist of several rooms or com-

partments connected by doorways, making the situation evenmore

complex. When a gas explosion propagates from one chamber into

* Corresponding author. GexCon AS, Research and Development, Fantoftveien 38,

P.O. Box 6015, Postterminalen, 5892 Bergen, Norway. Tel.: þ47 91636366; fax: þ47

55574331.
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another, explosion overpressures may be significantly higher than

for an explosion in a single chamber of similar total volume and

vent size (Astbury, West, & Hodgkinson, 1972; Astbury, West,

Hodgkinson, Cubbage, & Clare, 1970; Rasbash, Palmer, Rogowski,

& Ames, 1970).

In the early 1980s, a comprehensive large-scale experimental

programme was undertaken in order to gain a more detailed un-

derstanding of the mechanism of gas explosions in large and

multiple compartment enclosures, representative of a typical UK

home (Skippon, 1985). Some of the results of this experimental

programme are presented here with a comparison with numerical

simulations.

2. The experimental programme

In total, eighty-five experiments were carried out using natural

gas/air mixtures of varying concentration and distribution, in an

explosion chamber that consisted of two 22 m3 enclosures con-

nected by a door. The dimensions of each enclosure were

2.4 m � 3.6 m � 2.4 m, with each enclosure having a vent opening

of variable size, fitted to the upper half of its front face (Fig. 1).

For the experiments presented in this study, the vent panel

consisted of 12.5 mm fibreboard clamped around the edge of the

vent opening and the connecting door was of a ‘lightweight’ type,

typical of that used in UK housing at that time. The effects of

varying the following experimental variables were investigated:

the vent dimensions and configuration, the position of the inter-

connecting door, the ignition position, and the depth of the gas

layer (i.e. half-filled/full compartment).

The vent openings were either 2.48 m2, 1.49 m2 or 0.74 m2.

Correspondingly, the vent coefficients (K), defined as the area of the

front face divided by the area of the vent opening, were approxi-

mately 2.4, 4 or 8. The K ¼ 4 and K ¼ 8 reliefs could be fitted either

to the left or the right side of the vent opening. The doorway be-

tween the enclosures measured 1.98 m � 0.76 m, with the door

being either in the closed or fully open position. The natural gas/air

mixture was ignited by an electric spark positioned in the left

enclosure. The ignition position was either the centre of the rear

enclosure wall or the geometric centre of the enclosure. The

required natural gas/air mixtures were pre-mixed prior to admis-

sion into the explosion chamber and were introduced into each

enclosure through a large diffuser located in the enclosure ceiling.

This procedure allowed the formation of natural gas/air layers

extending downwards from the ceiling. Experiments involving

layers of natural gas/air mixtures were conducted with layers equal

to half the height of the enclosure. The fuel concentration was

measured bywithdrawing samples of the natural gas/air mixture at

various heights in the enclosure through remote monitored sam-

pling probes. The sampling probes were withdrawn from the en-

closures prior to ignition.

The pressures generated in the explosions were measured by

eight piezoelectric pressure transducers located in the ceiling and

front of the enclosures. The positions of the pressure transducers

are marked in Fig. 1.

3. The numerical model

The Computational Fluid Dynamics (CFD) tool FLACS is

frequently used by the oil and gas industry for explosion risk

assessment in offshore and onshore installations. The CFD model

solves the 3D Reynolds-averaged NaviereStokes equations on a

Cartesian grid. The conservation equations for mass, momentum,

enthalpy and chemical species are solved using a finite-volume

method. Turbulence is modelled using the two-equation keε

model (Launder & Spalding, 1974). The interaction between the

reactive fluid flow and the surrounding geometry is taken into

consideration through a distributed porosity concept. The keε

model is modified to capture the effect of turbulence production

from subgrid geometry. The numerical flame is thickened, typically

3e5 control volumes. See Arntzen (1998) and GexCon AS (2010) for

a more detailed description of the numerical model.

Since the typical grid resolution in FLACS is significantly larger

(0.1e1 m) than the scales where the small scale turbulence and the

chemical heat release interact (0.0001e0.01 m), several phenom-

enological subgrid models are included. In order to be successful,

the development of such models must therefore be based on an

extensive amount of validation against various experiments. In

particular, the results from high-quality, large-scale experiments

are essential.

4. Model setup

FLACS, version 9.1, release 3 (GexCon AS, 2010) was used to

simulate a selection of the large-scale vented explosion tests

described in Section 2. The model’s ability to capture the effect of

vent size and configuration and the influence of the flow in-

teractions between the two enclosures on the flame propagation

(and consequently its prediction of overpressure) is of main inter-

est. Concentration effects are not considered here.

The pressure relief panels are modelled in FLACS as planes with

porosities varying in time from an initial porosity of 0 (i.e.

completely closed) to a given end porosity. The end porosities of the

Fig. 1. Location of the pressure transducers within the explosion chamber. Fig. 2. An example of the grid sensitivity.
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vent panels on the face of the enclosure were given to be 0.8 (to

represent the breaking process), while the interconnecting door

(when present) was given an end porosity of 1. In the simulations,

both the door and the front vent panels were assigned a mass that

ensured a representative opening time of 25 ms.

A grid resolution of both 0.10 m and 0.05 m was tested for a

range of setups to investigate the grid sensitivity. A grid resolution

of 0.05 m appears to be necessary to resolve the involved mecha-

nisms satisfactorily (Fig. 2). It is not always possible to refine the

mesh until a grid independent solution is found, due to the

coupling between the propagating reaction zone and the flow

equations in the model. For resolutions close to or below 1 cm, the

thickened flame may cause severe grid dependency. Thus, a grid

resolution of 0.05 m was found to be appropriate, and is used

throughout the study.

5. Results and discussion

5.1. General remarks

In almost all of the experiments, the explosion overpressuree

time profiles displayed two distinct pressure peaks. The first

pressure peak was always associated with the removal of one or

both of the explosion relief vent panels (in either of the two en-

closures) and its magnitudewas equal to or slightly greater than the

failure pressure of the vent panel. Initially, combustion is taking

place in a totally confined enclosure and the expansion of the hot

products of combustion generates a pressure rise. As soon as the

explosion relief vent panel opens, unburnt fuel/air mixture is

allowed to escape causing the pressure to fall and giving rise to the

first pressure peak (P1). The second pressure peak was found to be

more complex in origin and significantly more variable in its

magnitude. Although in some instances, the mechanism of gener-

ation of this second pressure peak was found to be similar to that of

an explosion in a single compartment, it was also found to arise

from the complex interaction of the combustion in each of the two

compartments. This mechanism is discussed in more detail in

Sections 5.2e5.4.

During analysis of the experimental results, it was found that

the mechanism of overpressure generation was largely dependent

upon the vent configuration. Consequently, it is convenient to

categorise the experiments as follows:

� Type A: Both enclosures were fitted with vent panels of iden-

tical size, and consequently, nearly identical failure pressures.

� Type B: The left enclosure was fitted with a large vent panel of

relatively low failure pressure, whilst the right enclosure was

fitted with a smaller vent panel of higher failure pressure.

� Type C: The left enclosure was fitted with a small vent panel of

relatively high failure pressure, whilst the right enclosure was

fitted with a larger vent panel of lower failure pressure.

For the sake of brevity, selected cases will be presented for each

configuration. Overview plots are provided in Section 5.5.

5.2. Experiments of Type A

The simulated Type A tests are summarised in Table 1.

In the Type A experiments, the pressureetime profile (see Fig. 4)

was very similar to that which would be generated in an explosion

in a single enclosure of the same total volume. The first pressure

peak was associated with the almost simultaneous failing of both

the right and left enclosure pressure relief panels. Analysis of the

video records showed that the second pressure peak (P2) occurred

as a result of the combustion outside of the explosion chamber, of

the cloud of turbulent unburnt natural gas/air mixture expelled

through the vent openings. The origin of the P2 pressure peak was

confirmed by the fact that the magnitude of the second peak was

significantly greater for rear than central ignition. This occurs

because, in the case of rear ignition, a greater volume of unburnt

gas/air mixture is expelled through the vents before the turbulent

cloud ignites.

In the Type A tests, the position of the door (either open or

closed) appeared to have no effect on the maximum pressure

generated. However, the magnitude of the pressure generated was

always higher in the right enclosure than the left (ignition enclo-

sure). This is the result of turbulence enhanced combustion in the

right enclosure induced by flow through the doorway.

The effects on the overpressureetime profiles for both model

and experimental results from the degree of filling, and of inserting

a closed, lightweight interconnecting door, are illustrated for rear

ignition in Figs. 3 and 4. The dark grey solid and dashed lines

represent the failure of the pressure relief panels and the arrival

time of the flame at the vent opening in the FLACS simulations,

respectively. These lines are only drawn for the enclosure (left or

right) whose pressureetime development is plotted. Correspond-

ingly, the light grey solid and dashed lines represent the beginning

of the vent breaking process and time of arrival of the flame at the

opening in the experiments. This information is not always avail-

able, due to occasional video failure. Where only one plot is shown,

the events in both chambers were simultaneous.

The occurrences of the simulated pressure peaks appear to

correspond to the same events as observed in the experiments, and

the agreement is well within the experimental uncertainties for all

configurations. However, the pressure peaks were predicted to

occur earlier in the explosion, as the ignition and very initial

laminar propagation of the flame is more violent in the model for

numerical reasons. The simulated flame propagation for experi-

mental test BG014, indicated by the burnt product gases and the

velocity vectors, is shown Fig. 5.

The simulated flame propagation mechanism is similar to that

observed during the experiment. There is some turbulence gen-

eration as the high velocity flow is drawn towards the large vent

opening in the right chamber, driven by the pressure differential,

through the porosities representing the door. The turbulence that

is created when the door is opened is represented through a

source term for flow through partially porous regions. Conse-

quently, the turbulence generated may be somewhat dissimilar to

that generated by the opening of the real door in the experiments.

Contrary to the experiments, the left vent panel generally opens

before combustion has started in the right chamber, indicating

that the rate of combustion in the early phase of the explosion is

somewhat different from that observed in the experiments. The

central ignition experiments (not shown here) exhibited lower

overpressure amplitudes than rear ignition e otherwise, the ob-

servations for the rear ignition model results also apply to central

ignition.

Table 1

The simulated Type A experiments.

Test no. Vent coefficients (K) Initial door

position

Ignition

position

Layer/Full

Left Right

BG003 2.4 2.4 Open Rear Layer

BG005 2.4 2.4 Open Rear Full

BG010 2.4 2.4 Open Central Layer

BG014 2.4 2.4 Closed Rear Layer

BG017 2.4 2.4 Closed Rear Full

BG021 2.4 2.4 Open Central Full

BG022 2.4 2.4 Closed Central Layer
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5.3. Experiments of Type B

The experimental specifications of the simulated Type B ex-

periments are summarised in Table 2.

In the Type B experiments, the enclosure in which ignition was

initiated had a vent panel of K ¼ 2.4, whilst the right enclosure had

a smaller panel of K ¼ 4 or 8. It was observed that the important

factor was not the difference in vent area, but the difference in vent

failure pressure.

The influence of the door was found to have a significant effect

on the explosion process. Comparison of video records against the

pressureetime profile of Type B experiments (with the door in the

closed position) has allowed the most likely explanation for the

explosion process to be postulated. Fig. 6 shows the probable

flameetime profile for the two enclosures in test BG026.

One hundred (100) ms after ignition, the pressure started to rise

in the left enclosure and because the interconnecting door was

closed, a pressure difference existed between the two enclosures.

150 ms after ignition, the door opened (as this had a lower opening

pressure than the vent panel) and the pressure began to equalise in

the two enclosures. The flow through the doorway distorted the

flame and when the flame front reached the door opening, com-

bustion began in the right enclosure (shown at C in Fig. 6). At D, the

pressure had risen sufficiently for the vent panel in the left enclo-

sure to fail and the pressure in this enclosure began to fall giving

rise to a P1 peak (in this enclosure) at 265 ms. At this point, there

was rapid combustion of the turbulent mixture in the right enclo-

sure resulting in a pressure difference between the two enclosures.

Consequently, there was a flow from the right enclosure through

the doorway into the left enclosure causing the pressure to drop in

the right enclosure and giving rise to a P1 peak (in the right

enclosure) at 285 ms. The sudden relief of the right enclosure into

the left caused the pressure to drop below ambient in the right

enclosure and, as the pressure was now lower than that in the left

enclosure, the flame front ‘jetted’ back into the right enclosure

possibly assisted by the pressure produced from the external

combustion. This caused rapid, turbulent combustion, resulting in a

rapid pressure rise and the failure of the vent panel in the right

enclosure. The rate of pressure rise in this enclosure was greater

than it can be relieved through the vent opening resulting in a

higher maximum pressure being attained. Thus, it is proposed that

it is the ignition of a turbulent mixture in the right enclosure by a

jetted flame that produced the high overpressures observed (over

400 mbar in some experiments). Moreover, it was observed, that

when the interconnecting door was open, the lower degree of

turbulence resulted in an explosion mechanism that was similar to

Type A experiments.

It was also found that central ignition generally resulted in

lower overpressures. This appeared to occur because the flame

front reached the vent opening of the left enclosure at an earlier

Fig. 4. Overpressureetime curves for left chamber (left) and right chamber (right), half-layer, rear ignition, closed door.

Fig. 3. Overpressureetime for half-layer (left) and filled gas conditions (right), rear ignition, open door.
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stage of the explosion and consequently the initial turbulence

generated in the right enclosure was less than in the case of rear

ignition. Furthermore, the outside combustion was of smaller

magnitude (because less unburnt mixture was expelled) resulting

in a lower jet velocity into the right enclosure and consequently less

turbulence was generated.

Figs. 7 and 8 show the model results for the Type B experiments

BG026 (discussed in the proposed explosion mechanism above)

and BG024. The vertical lines mark the same events as in the

previous plots. It can be seen that the presence of a closed door is

significant, with overpressures enhanced by a factor of three

compared to the open door tests. The pressure peaks and events in

the experiments and simulations seem to correspond.

Fig. 9 shows the modelled flame propagation for a rear ignition

experiment with a closed interconnecting door. In the simulations,

the door is generally forced open after 60 ms for back ignition and

somewhat earlier for centre ignition.

The pressure is equalised by flow of unburnt mixture into the

right chamber, however, the flow reverses when the venting of the

left room increases, pushing the flame front away from the door

opening. At the onset of the external explosion outside of the left

vent opening, the flame propagates into the right compartment,

generating the high, second pressure peak. The early breaking of

the left pressure panel with respect to the onset of combustion in

the right chamber leads to a history of events that somewhat differs

from that in the experiments. Due to the importance of door effects

in the Type B experiments, this has a more significant effect on the

pressureetime curves than for the Type A experiments.

Later in the explosion history, the turbulence generation from

the opening of the door does not appear to compensate sufficiently

to reproduce the overpressures in Type B experiments, where the

right vent opening is smaller, and yields at a later point in time. The

flow reversals seen in the experiments resulted in increased flame

surface areas, and consequently enhanced combustion rates, due to

Fig. 5. Flame propagation in time for BG014.

Table 2

The simulated Type B experiments.

Test no. Vent coefficients (K) Initial door

position

Ignition

position

Layer/Full

Left Right

BG024 2.4 4(l)a Open Rear Layer

BG026 2.4 4(l) Closed Rear Layer

BG027 2.4 4(l) Closed Central Layer

BG034 2.4 8 Open Central Layer

BG035 2.4 8 Closed Central Layer

BG036 2.4 8 Closed Rear Layer

BG037 2.4 4(r) Open Central Layer

BG038 2.4 4(r) Open Central Full

BG040 2.4 4(r) Closed Rear Full

a The terms (l) and (r) indicate whether the vent relief panel was positioned to the

left or the right side of the vent opening.
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100 msA

Initial pressure rise

C

E F

D

B

G H

240 ms

285 ms

390 ms 410 ms

360 ms

265 ms

150 ms

Door opens, flow into right enclosure

Flame enters right enclosure

Vent opens in left enclosure, pressure drops

Flow from right to left enclosure Flow reverses into right enclosure

Rapid flame expansion

External turbulent combustion increases

internal pressure, vent in right enclosure

fails

Fig. 6. Proposed explosion mechanism for Type B experiments (rear ignition, door closed).

Fig. 7. Rear ignition, half-layer, closed door, overpressureetime for left and right chamber.
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Fig. 8. Type B experiments with an open door, rear ignition and a half-layer of gas.

Fig. 9. Flame propagation for a Type B experiment with rear ignition.
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RayleigheTaylor instabilities. The pressure waveeflame in-

teractions induced by the bursting of the vents and of the closed

door also have an enhancing effect on the combustion rate.

Inserting a smaller vent panel (K ¼ 8) in the right chamber has a

modest effect on the experimental and simulated results, see

Fig. 10. This is most probably because venting can take place from

the right enclosure through the doorway into the left enclosure,

and the doorway is approximately the same size as K ¼ 4. The

model results for the central ignition experiments showed the

same tendencies as the modelled rear ignition experiments; except

that they exhibited lower overpressures, see Fig. 11.

5.4. Experiments of Type C

The experimental variables of the Type C tests used for FLACS

simulation are summarised in Table 3.

In the Type C experiments, the right enclosure had a vent panel

of K¼ 2.4, whilst the left enclosure (inwhich ignitionwas initiated)

had a smaller panel of K ¼ 4 or 8. Similarly to Type B tests, it was

observed that the important factor was the difference in vent fail-

ure pressure and not the difference in vent area. Fig. 12 shows the

proposed mechanism for Type C experiments, derived from video

analysis and pressureetime profiles (Skippon, 1985).

In the early stages of the explosion (A and B of Fig. 12) the

mechanism was found to be similar to that of the Type B experi-

ments. Following ignition in the left enclosure, an initial pressure

differential built up between the enclosures causing the door to

swing open into the right enclosure. The subsequent flow from the

left enclosure into the right caused the flame to distort towards the

door (stage C), and at this point, the pressure had risen in the right

enclosure such that its explosion relief failed, giving rise to P1 (in

the right enclosure). As the pressure in the left enclosure was able

to relieve through the door, the P1 peak in the left enclosure showed

shortly after. This venting, through the doorway, caused the flame

front to ‘jet’ into the right enclosure towards the vent opening,

creating turbulence and enhancing the combustion rate consider-

ably within the right enclosure. This increased combustion rate

caused the pressure to rise in the right enclosure creating a pres-

sure difference between the two enclosures. The pressure differ-

ence results in a reversing of flow back into the left enclosure

causing the flame front to ‘jet’ back into the left enclosure igniting a

large volume of unburnt gas/air mixture. The resulting rapid

combustion throughout the enclosure produced a high rate of

pressure rise and generating a P2 peak.

It was observed that of all the test types, this Type C explosion

mechanismproduced the P2peaks of greatestmagnitude.Moreover,

large P2 pressures were produced even when the door was initially

Fig. 10. Rear ignition, half-layer, closed door, overpressureetime for left and right enclosure, right vent with K ¼ 8.

Fig. 11. Central ignition, half-layer, closed door, right vent with K ¼ 4.
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open. Fig. 13 shows the pressureetime profile of a FLACS simulation

of test BG 44 (half-layer of gas, a closed door, and rear ignition). The

vertical lines mark the same events as in the previous plots.

During the early stage of the explosion, FLACS predicted that a

pressure differential developed between the enclosures, causing

the door to fail. As before, the large vent opening (now in the right

chamber) failed before combustion had commenced in the right

chamber, producing the first pressure peak in this enclosure. As the

flame propagated into the right enclosure, the right, small vent

panel broke, leading to some flow reversal through the doorway.

Fig. 14 shows the simulated flame propagation mechanism for a

Type C experiment with rear ignition, an open door and a half-filled

layer with gas/air mixture.

Fig. 15 shows the effect of decreasing the vent coefficient in the

left enclosure. In the experiments, the overpressures were some-

what enhanced when the vent coefficient of the left enclosure was

increased from K ¼ 4 to K ¼ 8 (i.e. the vent size decreased). The

same effect can be seen in the FLACS simulated results. For the Type

C experiments, the flame propagation mechanism and the over-

pressures were well reproduced by FLACS e the high overpressures

achieved even without an interconnecting door were also

reproduced.

5.5. Overview of results

The maximum overpressure is often used to evaluate the results

from a study, and to determine the severity of an explosion. In

Figs. 16 and 17, the ratio of the predicted to experimental results is

compared in the manner suggested by the Gas Explosion Model

Evaluation Protocol (Model Evaluation Group Gas Explosions

(MEGGE, 1996), p. 32). Fig. 16 compares the experimental to the

simulated results in a scatter plot, marking the limits for 50%

Table 3

The simulated Type C experiments.

Test no. Vent coefficients (K) Initial door

position

Ignition

position

Layer/Full

Left Right

BG044 4(r) 2.4 Closed Rear Layer

BG046 4(r) 2.4 Closed Central Layer

BG047 4(r) 2.4 Open Central Layer

BG051 8 2.4 Open Rear Layer

BG054 8 2.4 Closed Rear Layer

BG056 8 2.4 Closed Central Layer

100 msA

Initial pressure rise

C

E F

D

B

G

225 ms

300 ms

375 ms

360 ms

265 ms

150 ms

Door opens, flow into right enclosure

Flame enters right enclosure

Vent opens in right enclosure, pressure drops

Flame dragged towards vent opening

High pressure in the right enclosure causes

flow reveral into the left enclosure

resulting in rapid combustion in both

enclosures. Vent fails in left enclosure

External turbulent combustion, rapid

pressure rise in right enclosure

Fig. 12. Proposed mechanism for Type C experiments (rear ignition, door closed).
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discrepancy. Fig. 17 shows the geometric mean and variance of the

dataset (the ratio of predicted to observed values), which respec-

tively represents systematic bias towards over or underprediction

and the variance measures the probability of getting an agreement

within certain bounds (Tam,1998). All model results from the study

are consistently predicted to be within a factor of 2 of the observed

values. The observations described in the previous sections for each

type of experiment is reflected in these overview plots, for example,

note the tendency towards underprediction for the closed door

configurations vs. the open door cases in Fig. 17.

Fig. 13. Half-layer of gas, closed door, rear ignition, left vent panel K ¼ 4.

Fig. 14. Simulated flame propagation for a Type C experiment.
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6. Concluding remarks

Some of the results of a series of large-scale experiments carried

out in a vented twin-compartment explosion chamber, have been

presented along with the results of simulations using the CFD tool

FLACS.

Generally, the pressureetime history displayed two pressure

peaks. The first pressure peak was always associated with the

removal of one or both of the explosion relief vent panels. The sec-

ond pressure peak was found to be more complex in origin e its

magnitudevaryingwith the vent configuration, degreeoffilling, and

sometimes significantly enhanced by the presence of an inter-

connecting door.

FLACS has mainly been developed for predicting the effects of

explosions in congested areas, where the flow’s interactions with

complex subgrid geometries (represented by porosities) represent

the main flame accelerating mechanism. It was a valuable exercise

to analyse the performance of the tool in empty enclosures, with

complex and subtle interactions between flow and combustion.

Validation against experiments is necessary for the further devel-

opment of subgrid models.

The model persistently overpredicted the rate of explosion

development at the very early stages of the explosion, i.e. during the

periodwhen the actualflamepropagationwasmainly in the laminar

propagation mode, and this fed through to the earlier timing of

subsequent events. The pressure relief panel model used in the

FLACS simulations that attempts tomodel theopening and closingof

the interconnecting door is a simplified approach, andwill therefore

not always give an exact representation when the results are sen-

sitive to the door effects, as was the case for the Type B experiments.

Despite the issues discussed, the numerical code predicts

maximum overpressure results within a factor of two over the

complete range of experimental configurations, and produces a

representative overpressureetime profile for a wide range of con-

figurations, which is acceptable when considering the experi-

mental uncertainties. When evaluated by methods recommended

by the Gas Explosion Model Evaluation Protocol (MEGGE, 1996) the

results show low bias and variance. The results thus suggest that

the software can be useful for gaining a greater understanding of

the dynamics of explosion development in dwellings.
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a b s t r a c t

Propaneeair gas explosion experiments were performed in two vented channels of dimensions

1.5 m� 0.3 m� 0.3 m (lab-scale) and 6 m � 1.2 m� 1.2 m (medium-scale). The pressureetime devel-

opment and flame speed were recorded. Tests were performed with several obstacle configurations. The

equivalence ratio f was varied between 0.7 and 1.7, to study the corresponding effects on the flame

acceleration and maximum explosion overpressure. The experimental results were compared to nu-

merical simulations performed with the computational fluid dynamics (CFD) tool FLACS, employing two

different burning velocity models: (i) the standard burning velocity model in FLACS, (ii) an alternative

burning velocity model that incorporates Markstein number effects. Both models gave acceptable pre-

dictions of the experimental maximum overpressures for f< 1:4. For fuel-rich mixtures, f> 1:4, the

standard burning velocity model in FLACS generally under-predicted the maximum overpressures. The

Markstein number-dependent burning velocity model gave improved results, consistently predicting

overpressures within ±10% of the experimental values.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction

In order to predict the consequences of accidental gas explo-

sions in realistic geometries, it is necessary to consider the small-

scale interactions between the flame zone and the flow, and how

they feed back to the larger scales. The use of computational fluid

dynamics (CFD) for explosion consequence analysis in the process

industries therefore increases. CFD software computes approxi-

mate solutions to a set of partial differential equations describing

fluid flow in time and three-dimensional space. However, in order

to carry out efficient gas explosion simulations for real process fa-

cilities, a range of sub-gridmodels must be invoked to allow for grid

cell sizes of 1�2 m. These cell sizes are generally larger than the

flame thickness, and are often larger than important geometry

details and the turbulence length scales generated during the ex-

plosion. Extensivemodel validation is necessary to ensure that sub-

grid models are appropriate for the applications where they are

used (Skjold et al., 2013).

The majority of large-scale gas explosion experiments found in

the literature have been performed using near-stoichiometric

fueleair mixtures, as these often have the highest laminar

burning velocity and are assumed to lead to the most severe con-

sequences. These experiments form the validation basis for the sub-

gridmodels in CFD tools. To improve the validity of sub-gridmodels

for more general scenarios, it is crucial to further extend the matrix

of gas explosion experiments involving off-stoichiometric mix-

tures, complementing earlier studies (Wingerden and Zeeuwen,

1983; Hjertager et al., 1988; Skjold et al., 2014; Bauwens et al.,

2015).

Bradley et al. (2013) recently proposed a correlation for the

turbulent burning velocity in terms of the strain rate Markstein

number Masr, to account for the response of laminar flamelets to

stretch rates in a turbulent flow. Markstein number effects are

important also at low turbulence levels, e.g. for spherical flame

propagation in the initial phase of gas explosions under initially

quiescent conditions (Bradley, 1999; Bradley et al., 2001; Jomaas

et al., 2007).

This paper presents results from 42 propaneeair gas explosion

experiments where the equivalence ratio f of the homogeneous

fueleair mixture was varied between 0.7 and 1.7. The experiments

* Corresponding author. GexCon AS, Fantoftveien 38, 5072 Bergen, Norway.
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were done primarily to produce additional validation data for nu-

merical models, and to investigate whether a burning velocity

model that incorporates Markstein number effects would be

beneficial for predicting the consequences of gas explosions in lab-

scale and medium-scale rigs with varying obstacle configurations.

Overpressures and flame speeds were compared to numerical

simulations performed with the CFD tool FLACS (GexCon AS, 2015).

2. The numerical model

The CFD tool FLACS solves the three-dimensional Favre-aver-

aged conservation equations for the densities of mass r, mo-

mentum rui, enthalpy rh, turbulent kinetic energy rk, rate of

dissipation of turbulent kinetic energy rε, mass-fraction of fuel rYf
and mixture-fraction rx on a structured Cartesian grid. The equa-

tions are closed by invoking the ideal gas equation of state and the

standard keε model for turbulence (Launder and Spalding, 1974).

Boundary layers are not resolved in FLACS, instead wall-functions

are used to compute turbulence production and drag forces for

objects that are on-grid, i.e. larger than the size of a computational

cell (GexCon AS, 2015).

Geometry is represented on the computational grid using the

porosity/distributed resistance (PDR) concept (Hjertager, 1986;

Bakke, 1986). A volume porosity bv, denoting the ratio of open vol-

ume to the total volume of each computational cell, is computed

prior to the simulation and defined at the respective grid cell centre.

Similarly, area porosities bj represents the ratio of the projected open

area between two neighbouring cell centres to the total area of the

respective control volume face. The general variable F (representing

either r, rui, rh, rk, rε, rYf or rx) is thus integrated over the porous

part of the control volume, and the flux terms in the conservation

equation for F are weighted with the area porosity bj:

v

vt
ðb

v
rFÞ þ

v

vxj

�

bjruiF
�

�
v

vxj

 

bjrGF

v

vxj
F

!

¼ b
v
ðSF � RFÞ;

(1)

where GF is the effective turbulent exchange coefficient; SF is the

source term for F; and RF represents additional resistance, addi-

tional mixing, and/or additional heat transfer caused by solid ob-

structions in the flow. The keε model is extended to have a source

term for the turbulence generation due to sub-grid obstructions.

To model premixed combustion, FLACS applies the flamelet

concept with one-step reaction kinetics. Empirical burning velocity

expressions that depend on the local mixture reactivity, pressure,

temperature and flow conditions are used to model the reaction

rate. The reaction rate is coupled with the source term in the

equation for rYf using a modified version of the eddy dissipation

model of Magnussen and Hjertager (Magnussen and Hjertager,

1977; Arntzen, 1998). The flame zone, defined by the gradient of

Yf, is numerically thickened to cover approximately three control

volumes.

2.1. Burning velocity correlations in standard FLACS

The laminar burning velocity u[ used in FLACS is based on

literature values. An empirical model for the quasi-laminar burning

velocity uq[ controls the phase of cellular flame propagation, ac-

counting for flame acceleration due to hydrodynamic instabilities

(Darrieus, 1945; Landau, 1944) and thermo-diffusive effects

(Barenblatt et al., 1962; Sivashinsky, 1977):

uq[ ¼ u[

�

1þ Cq[

ffiffiffiffiffi

Rf

q �

;

where Cq[ is an empirical constant defined for each fuel and Rf is the

flame radius. The turbulent burning velocity ut is based on the

expression by Bray (1990), correlating the 1650 experiments pre-

sented by Abdel-Gayed et al. (1987) according to

ut ¼ 0:875u0K�0:392; (2)

with the Karlovitz stretch factor K ¼ 0:157ðu0=u[Þ
2R�0:5

l
. Here, Rl is

the turbulent Reynolds number based on the integral length scale l,

and u0 is the root mean square (rms) turbulence velocity. The cor-

relation for ut is valid for mixtures with Lewis numbers Le� 1.3

(Bray, 1990). Equation (2) in the form used in FLACS takes mixture

reactivity into account only through u[.

2.2. A Markstein number-dependent burning velocity model

The Markstein number Ma quantifies the effect of flame stretch

on the localized burning velocity (Markstein, 1951), and generally

depends on the mixture composition, pressure and temperature

(Bradley et al., 1998a; Bechtold and Matalon, 2001). The stretched

laminar burning velocity un can be expressed in terms of the

unstretched laminar burning velocity u[, the laminar Karlovitz

stretch factor accounting for flow strain K[s and flame curvature K[c,

together with the corresponding Markstein numbers Masr and Mac
(Clavin, 1985; Bradley et al., 1996) as

u[ � un
u[

¼ K[sMasr þ K[cMac: (3)

It follows from Equation (3) that mixtures with low Ma have an

increased effective laminar burning velocity when exposed to

positive stretch rates, compared to mixtures with higher Ma. Davis

et al. (2002) computed Markstein numbers relative to the burnt

gases in counterflow propaneeair flames ranging from 3.56 for f ¼

0:63 to �0.46 for f ¼ 1:50.

The cellular pattern and corresponding flame acceleration

appearing at a critical flame radius R0 in a spherically expanding gas

explosion will depend on the value of Ma (Bradley, 1999; Bradley

et al., 2001). Assuming that the cellular flame surface follows a

fractal pattern, the flame radius RF for a freely propagating spherical

flame as a function of time can be expressed as

RF ¼ R0 þ Atb;

where A is a mixture specific constant and the time exponent b is

related to the fractal dimension D of the flame surface by

D ¼ ð3b� 1Þ=b (Gostintsev et al., 1988; Bauwens et al., 2015).

Bauwens et al. (2015) combined new experimental findings with

fractal considerations, and expressed the increase in flame velocity

due to cell formation on the flame surface as

uq[
u[

¼

�

RF
R0

�z

: (4)

The value for z in Equation (4) is derived from experimental

observations.

Furthermore, the Markstein number affects how the burning

rate of flamelets in turbulent premixed combustion responds to the

flame stretch rate. In particular, the flamelets in mixtures with

negative Ma appear to have significantly higher burning rates

compared to mixtures with positive Ma, and are less likely to

quench at high strain rates (Bradley et al., 2005). Bradley et al.

(2013) expressed the turbulent burning velocity ut in terms of an
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effective rms turbulence velocity u0
k
and the Karlovitz stretch factor

K ¼ 0:25ðu0=u[Þ
2R�0:5

l
:

ut
u0
k

¼ aKb; for K >0:05: (5)

Equation (5) contains the empirical parameters a and b which

are explicitly expressed in terms of the strain rate Markstein

number Masr, u
0
k
accounts for effects at the early stages of flame

propagation, and tends towards the initially measured u0 as the

flame propagates (Bradley et al., 2011). The form of Equation (2) is

similar to that of Equation (5), identifying u0 and the strain rate as

governing parameters for turbulent premixed combustion. How-

ever, correlations in terms of Masr have been found to give

improved agreement with computed values and experimental

measurements of ut for a range of mixtures (Bradley et al., 2005). An

important consequence of using Equation (5) rather than Equation

(2) to predict ut is that the dependency of the turbulent burning

velocity on the turbulence variables u0 and l changes with different

values of Masr.

As part of this study, an alternative burning velocity model

based on Equation (4) and Equation (5) were implemented in

FLACS. Updated values for Masr (Bradley et al., 1998b) and laminar

burning velocities u[ (Law et al., 1988) were used.

3. Experimental setup

The experimental setup comprised a homogeneous, initially

quiescent propaneeair mixture contained within a square channel

of dimensions 1.5 m� 0.3 m� 0.3 m (lab-scale) and

6 m� 1.2 m� 1.2 m (medium-scale). Table 1 gives an overview of

the investigated configurations. All lab-scale tests were repeated

twice, while only a selection of medium-scale tests were repeated.

The mixture was ignited by a low-energy electric spark at the

centre of the closed end of the channel. The open end was covered

by a light plastic sheet to contain the flammable mixture. Ob-

structions were included primarily to produce additional turbu-

lence, so that explosion overpressures and flame speeds at various

turbulence levels could be studied. Pressure transducers (2, 4 or 8

depending on the test) were mounted internally and recorded the

overpressureetime development with a sampling rate of 40 kHz,

while high-speed cameras recorded the flame propagation.

Fig. 1 shows the two configurations used in the lab-scale ex-

periments: an empty channel (Setup 1) and five rectangular ob-

structions of size 0.023 m� 0.30 m� 0.042 m inserted (Setup 2).

The lab-scale rig was fitted with a 1 m long and 0.4 m wide plate

outside the vent opening, to reproduce ground effects. One side

wall of the rig was transparent to allow for video recordings of the

flame propagation. A Phantom v210 high-speed camera recording

5000 frames per second (fps) was used to record the lab-scale tests.

The plastic sheet burst at a low pressure and was subsequently

removed by the explosion.

Fig. 2 gives an overview of the medium-scale setup. The

medium-scale tests included corresponding geometrical configu-

rations to those in the lab-scale tests, scaled up by a factor of 4. In

addition to Setup 1 and 2, a third configuration with circular cy-

lindrical obstructions with diameters of 20 mm, arranged in 4 grids

of 6 obstructions per grid was used (Setup 3). The medium scale-rig

was situated at ground level, and the roof had transparent sections

to allow for video recordings of the flame propagation. A Casio

Exilim Pro EX-F1, recording 600 fps, was used. For the medium-

scale tests, the plastic sheet was released automatically at ignition.

4. Experimental results

The pressureetime curves were filtered using a SavitzkyeGolay

filter (Savitzky and Golay, 1964), neglecting oscillations with fre-

quencies higher than 1 kHz. As all the internal transducers recorded

similar pressureetime histories, only one representative curve is

presented for each experiment. The representative pressureetime

tracewas recorded at the closed end of the channel, since there was

a transducer present there in all tests.

In the following, the flame speed is presented as a function of

the distance from the ignition point to the flame front. The flame

speed was determined from video analysis, whenever a recording

was available. The development of the flame front position in time

in the lab-scale tests was analysed with a LabVIEW script (National

Instruments, 2013).

Due to limited optical access to the rig, a detailed video analysis

was not feasible for the medium-scale tests. To get an indication of

the flame speed, data points were obtained by manually noting the

flame position in each video frame.

4.1. Lab-scale tests

Fig. 3 shows representative pressureetime traces and corre-

sponding flame speed curves from two repeated lab-scale experi-

ments with Setup 2, f ¼ 1:40.

The first pressure peak (P1) in Fig. 3 is associatedwith the plastic

sheet yielding. For Setup 2, the sheet consistently broke at

0.025±0.005 bar. The subsequent removal process of the sheet

varied somewhat, and most likely influenced the turbulence level

close to the vent opening. This was later confirmed by additional

tests performed with and without an automatic release system.

Without automatic release of the plastic sheet at ignition, the

magnitude of the oscillations were enhanced by a factor of 2 in

average.

The second pressure peak (P2) consistently resulted in the

highest overpressure for all lab-scale tests with Setup 2, and was

always due to flame acceleration in the shear layers and wakes

downstream of the obstacles. The second pressure peak and the

flame speed up to 1m from ignitionwere reproduced within ±5% in

repeated tests. The flame speed displayed a higher variability

(±25%) in the final 0.5 m of the channel, most likely due to the

remaining fragments of the plastic sheet creating various degrees of

additional turbulence and blockage to the outflow. This variability

was also reflected in the third pressure peak (P3) in Fig. 3, due to the

external explosion, and the subsequent Helmholtz oscillations.

Fig. 4 shows selected video frames from a test with f ¼ 1:40,

corresponding to the pressureetime and flame speed curves in

Fig. 3. A cellular structure has developed on the flame surface

before the flame folds around the first set of obstructions. The

plastic sheet yields at 72 ms, as the flame reaches the second set of

obstructions. Turbulent shear layers and unsteady wakes are

generated as unreacted mixture is accelerated past the obstacles.

Upon flame arrival, the turbulence structures and unsteadiness of

Table 1

Test conditions.

Geometry Description Equivalence ratio f

Lab-scale Medium-scale

Setup 1 Empty 1.05, 1.26, 1.39 1.0, 1.1, 1.3

1.52, 1.66

Setup 2 5 rectangular obstructions 0.74, 0.87, 0.89, 1.1, 1.3, 1.7

1.00, 1.07, 1.12,

1.23, 1.26, 1.40,

1.52

Setup 3 4� 6 cylindrical obstructions 0.8, 0.9, 1.0,

1.1, 1.2, 1.3

1.4, 1.5
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Fig. 1. Lab-scale Setup 1 (top) and Setup 2 (bottom).

Fig. 2. Medium-scale Setup 1 (top), Setup 2 (middle) and Setup 3 (bottom).

Fig. 3. Pressureetime (left) and flame speed (right) curves from lab-scale tests with Setup 2. Grey vertical lines signify obstacle locations.
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the flow enhance the flame area and the burning rate. Luminosity is

higher in the regions where intense flame wrinkling and burning

take place. The flame accelerates some distance downstream of

each of the three positions where obstructions are located (marked

with grey vertical lines in Fig. 3) producing the second pressure

peak at 89ms.When the flame front has propagated approximately

1.1 m from ignition, dark patches appear in the areas downstream

of the obstacles where intense combustion previously was

observed, indicating that the flame has reached the channel walls

in those regions. Combustion in themiddle section of the channel is

therefore partly finished when the flame front reaches the vent

opening at 96 ms. A series of Helmholtz oscillations with a fre-

quency of 120 Hz is initiated, and the channel alternates between

an under-vented and over-vented state. Reactants will have been

pushed out of the vent opening during the internal explosion,

forming a turbulent combustible cloud outside the rig.

The external explosion generates P3 in Fig. 3 at 100 ms, and

appears to be in phase with the Helmholtz oscillations. The lumi-

nosity of the cellular-like flame wrinkles in the innermost part of

the channel increase at the time of arrival of the pressure peaks. The

Helmholtz oscillations might be further enhanced by the Ray-

leigheTaylor instability increasing the flame area by producing

additional wrinkles when the burnt products pushes towards the

denser reactants (Solberg et al., 1981; Cooper et al., 1986; Bauwens

et al., 2008, 2010). However, due to the high aspect ratio of the rig

and the ignition position at the closed end, a significant part of the

reactants inside the channel are burnt before the exit of the flame.

Flame acceleration through the wakes downstream of the ob-

structions is the dominant pressure-generating mechanism for

Setup 2.

Fig. 5 shows the pressureetime and flame speed curves for

selected lab-scale tests with f ¼ 1:00, f ¼ 1:23 and f ¼ 1:52 for

Setup 2. The same pressure-generating mechanisms as for f ¼ 1:40

produce the pressure peaks P1, P2, P3 and subsequent Helmholtz

oscillations. However, for f ¼ 1:52, the flame decelerates signifi-

cantly before exiting the channel, leading to under-pressure even

before the venting of combustion products starts. For the slow

burning velocities in fuel-richmixtures, heat loss to thewalls might

play a more significant role than for the leaner mixtures with a

higher reactivity (Skjold et al., 2014). The flame accelerates again as

it propagates through the turbulent flow at the vent opening.

For the empty rig tests (Setup 1), pressures of 0.010e0.030 bar

and flame speeds of 10e50 m/s were obtained. For the Setup 1 test

series, the plastic sheet consistently yielded at 0.010± 0.005 bar. At

the low turbulence levels in the empty rig, the breaking process of

the vent panel becomes important for the pressureetime behav-

iour, leading to a higher variability of ±30% in maximum over-

pressures and average flame speeds between repeated tests. The

most significant variations in flame speeds were seen as oscillations

in the last 0.5 m of the channel. Fig. 6 shows pressureetime and

flame speed curves for selected equivalence ratios.

For f ¼ 1:05 and f ¼ 1:39, the first two pressure peaks in Fig. 6

are associated with the vent panel yielding, first partly, then fully.

The third pressure peak is a result of flame acceleration due to the

development of a cellular flame, generation of vorticity in the

boundary layers along the walls, and the corresponding increase in

flame surface area. The external explosion generates a pressure

peak at 120ms for f ¼ 1:05 and at 135ms for f ¼ 1:39. There is less

combustion inside of the channel after the flame has reached the

vent opening than for Setup 2, as the slower flame speed and more

homogeneous flow conditions allow the flame to propagate out to

the walls before external combustion commences. For f ¼ 1:39, the

Fig. 4. Explosion test in the lab scale rig, f ¼ 1:40, Setup 2.
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flame surface visibly transitions to the cellular regime at approxi-

mately 0.2 m; this is associated with the flame front accelerating

from 0.15 m to 0.3 m. The cellular structures appears later for

f ¼ 1:05, at approximately 0.5 m from ignition.

For the test with f ¼ 1:66, flame propagation is slow throughout

the explosion. Combustion closer to the roof is promoted due to

buoyancy effects, producing an asymmetrical flame profile. The

pressure peak at 170 ms is associated with the initial breaking of

the plastic sheet, and subsequent pressure oscillations are insig-

nificant in comparison. The flame reaches the vent opening at

450 ms.

4.2. Medium-scale tests

Fig. 7 shows the pressureetime curves from two medium-scale

configurations, empty channel (Setup 1) and with five rectangular

obstructions inserted (Setup 2). Themaximum overpressures in the

medium-scale experiments were reproduced within ±10% in

repeated tests. As the medium-scale rig included an automatic

system that released the plastic sheet at ignition, the yielding of the

panel did not produce a pressure peak. Video recordings and

consequently flame speed measurements were not available for

Setup 1 and 2. Fig. 7 shows that the maximum overpressure

generated in the fuel-rich tests (f ¼ 1:3) were of comparable

magnitude to that observed for the near-stoichiometric mixtures

(f ¼ 1:1). The pressure oscillations following the main pressure

Fig. 5. Pressureetime curves (left) and flame speeds (right) from the lab-scale test programme, Setup 2, with increasing f. Grey vertical lines signify obstacle locations.

Fig. 6. Pressureetime curves (left) and flame speeds (right) from the lab-scale test programme, Setup 1.

Fig. 7. Selected pressureetime curves, Setup 1 (left) and Setup 2 (right), medium-scale.
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peak appears to have been insensitive to themixture concentration.

Fig. 8 shows the pressureetime traces and corresponding flame

speeds of representative tests using Setup 3 with f ¼ 1:0, f ¼ 1:4

and f ¼ 1:5. The grey vertical lines in Fig. 8 (right) mark the posi-

tion of the obstacle grids relative to the ignition point. The domi-

nating pressure peak in all the tests shown in Fig. 8 are associated

with the flame acceleration through the last 3 m of the channel

combined with the external explosion. The obstacles in Setup 3

were located towards the open end of the channel, promoting

continuous rapid flame acceleration starting from 2 m from igni-

tion, and creating a highly turbulent gas cloud outside the vent

opening.

The average amplitude of the Helmholtz oscillations in the

medium-scale tests were consistently smaller relative to the

dominating pressure peak than in the lab-scale experiments. As the

plastic sheet was released at ignition, it played a less significant

role. The presence of a larger ground area outside the vent opening

in the medium scale configuration may have contributed to a more

effective dampening of the Helmholtz oscillations.

Although less information is available for the medium-scale

experiments compared to the lab-scale experiments, the rela-

tively large scale and the reproducibility of the maximum over-

pressures make the tests highly relevant for model validation.

5. Numerical results

All experiments in Table 1 were simulated with a development

version of FLACS v10.3r2. Two different combustion models were

investigated: (i) the standard FLACS burning velocity model,

denoted SBV in the following and (ii) a Markstein number-

dependent burning velocity model, denoted MBV.

5.1. Lab-scale tests

The lab-scale tests were simulated using a uniform computa-

tional grid size of 0.05, 0.03 and 0.015 m, to investigate how the

results depend on the grid resolution. A vent panel was specified at

the open end of the channel with an opening pressure of 0.010 bar

and 0.025 bar for Setup 1 and 2, respectively. A submodel ac-

counting for heat loss to the channel walls was activated (Skjold

et al., 2014; GexCon AS, 2015). Applying a grid size of less than

0.02m is not recommended in standard FLACS due to the particular

settings in the sub-grid models for turbulence and combustion

(GexCon AS, 2015). In the Markstein number-dependent burning

velocity model (MBV), a correction was implemented in the flame

model, enhancing the thickness of the flame numerically, so that a

grid size of 0.015 m could be used. Overall, the maximum over-

pressure varied with less than 30% with each mesh refinement.

Fig. 9 shows representative results for FLACS using MBV.

The 0.05 m grid consistently gave the highest overpressures and

flame speeds for both SBV and MBV. Some grid dependency of re-

sults is expected, as the resolution of flow structures and the flame

surface changes with the grid resolution. Moreover, the sub-grid

models for turbulence and combustion are optimized to repre-

sent a certain range of grid cell sizes and spatial scales that are

typically larger (0.1e1 m) than those used in the lab-scale simula-

tions. In particular, flame propagation in the initial phase depends

on the grid, due to the ignitionmodel for the numerically thickened

flame. This grid dependency can be seen as a difference in the time

of arrival of the first pressure peak in Fig. 9. However, it should be

noted that the arrival time is not considered to be the most

important model validation variable for FLACS, as it is the peak

height and dynamics that determines any structural response to the

Fig. 8. Representative pressureetime curves (left) and flame speeds (right) from the medium-scale tests with Setup 3. Grey lines signify obstacle locations.

Fig. 9. Simulated pressureetime curves (left) and flame speeds (right) for a lab-scale test with Setup 2, using FLACS with MBV.
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explosion.

Numerical and experimental pressureetime curves and flame

speeds are plotted in Figs. 10 and 11 for Setup 1 and 2, respectively,

using a grid cell size of 0.03 m. Black curves are the experimental

results, grey curves are simulated with the standard combustion

model SBV, dashed curves with the new combustion model MBV.

The simulated first pressure peak for all tests with both Setup 1 and

2 is produced by the vent panel yielding, as in the experiments.

However, Figs.10 and 11 show that the ignitionmodel over-predicts

the flame speed in the initial phase for both combustion models, so

that the panel consistently yields earlier in the simulations

compared to the experiments.

For f ¼ 1:05 with Setup 1, the burning velocity is over-predicted

with SBV throughout the channel. The burning velocity predicted

by MBV is more representative, but over-predicts in the initial

phase and after the flame has propagated 1.0 m from ignition.

Results obtained for empty, small-scale enclosures, are particularly

sensitive to the settings of the wall functions that model the tur-

bulence production in the boundary layers along the channel walls.

Fig. 10 shows that the numerical flame speeds for both SBV and

MBV decrease around 0.6 m from ignition before the flame front

accelerates again. This is likely caused by the modelled turbulence

production along the walls starting to grow at this point. For both

SBV and MBV the simulated pressure peak giving the maximum

overpressure for f ¼ 1:05 is due to the continuous flame acceler-

ation through the last 0.75 m of the channel. This is also true for

MBV when f ¼ 1:39. The breaking of the vent panel gives a slightly

higher pressure peakwhen using SBV for f ¼ 1:39. For f ¼ 1:66, the

yielding of the vent panel gives the maximum overpressures for

both combustion models. FLACS using MBV reproduces the exper-

imental pressure peak at 300 ms, however, it is associated with

flame acceleration through the last 0.75m of the channel where the

Fig. 10. Selected experimental and numerical pressureetime curves (left) and flame speeds (right), Setup 1, lab-scale.
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flame speed is over-predicted.

The flame speeds close to the vent opening seems to be

consistently higher in the simulations than in the experiments. The

combined effect of heat loss, boundary layer effects and the

breaking of the plastic sheet is challenging to model exactly.

However, except from SBV with f ¼ 1:05, both models produce

pressures peaks within the experimental uncertainty.

The pressure peaks resulting in the maximum overpressure for

all the tests presented in Fig. 11 occur as the flame propagates

through the wakes and turbulent shear layers downstream of the

obstructions, as in the experiments. After the external explosion is

initiated in the simulations, pressure builds up within the channel

again, producing a second pressure peak of approximately

0.050 bar. The pressure oscillations following the second pressure

peak are generally less distinct than in the experiments. This may

be partly explained by the effects of the plastic sheet breaking in a

non-uniformmanner in the experiments; as this process cannot be

represented exactly in the simulations. It is possible that the os-

cillations observed in the experiments are further enhanced by the

continuous combustion inside the explosion chamber. Due to the

limited resolution of the flame surface and flow structures, com-

bustion is more effectively distributed in the simulations. Internal

combustion of reactants is therefore more or less completed at the

onset of the external explosion.

For the tests with Setup 2 and f ¼ 1:40 and f ¼ 1:52, Fig. 11

shows that the simulated overpressures are under-predicted by

FLACS using SBV. This is consistent with the earlier observations by

Skjold et al. (2014). The burning velocity predicted by MBV has a

higher dependency on the rms turbulence velocity u0 for the

negative Masr of fuel-rich propaneeair mixtures, relative to the

Fig. 11. Selected experimental and numerical pressureetime curves (left) and flame speeds (right), Setup 2, lab-scale. Grey vertical lines signify obstacle locations.
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near-stoichiometric mixtures with positive Masr. This changes the

timing of events and produces more representative overpressures

for the fuel-rich explosions than with standard FLACS, in particular

for f>1:4. Furthermore, the f-dependent formulation of the quasi-

laminar burning velocity uq[ in MBV introduces Markstein number

effects on the regime of cellular flame propagation in the absence of

significant turbulence production.

5.2. Medium-scale tests

The medium-scale tests were simulated using three different

grid resolutions: 0.20, 0.12 and 0.06 m. Overall, the maximum

overpressure varied with less than 30% with each refinement. The

highest overpressures and flame speeds were consistently obtained

using a grid resolution of 0.20 m.

Fig. 12 shows numerical and experimental pressureetime

curves and flame speeds for Setup 1, using a uniform grid cell size

of 0.12 m. The simulated maximum overpressures for Setup 1 are

produced by continuous flame acceleration through the channel;

the peak occurs as the venting of hot combustion products starts.

Simulations with Setup 2 are shown in Fig. 13. The same pressure

generating mechanism as in the corresponding simulated lab-

scale tests, i.e. flame propagation through the turbulent wakes

due to the obstructions, produces the main pressure peak. The

time of arrival of the pressure peaks for both Setup 1 and 2 is

under-predicted by both models, however, FLACS using MBV gives

improved results.

Fig. 14 shows the results for Setup 3. The simulated dominating

pressure peaks predicted by FLACS using both SBV and MBV are

generated by the continuous flame acceleration due to the presence

of obstructions, in combination with the external explosion, as

observed in the experiments. The flame acceleration due to ob-

structions can clearly be seen as a rapid increase in flame speed

after each of the grey lines in Fig. 14. It is not possible to conclude

whether a correspondingly rapid acceleration occurred in the ex-

periments, due to the limited number of flame speed measure-

ments. For both combustion models, the simulated flow reverses

after the main pressure peak, and creates a second pressure peak

and subsequent oscillations that are very similar to those observed

in the experiments. The time of arrival of the pressure peak is

consistently under-predicted by FLACS using SBV. FLACS using MBV

under-predicts the time of arrival somewhat for f ¼ 1:0 and

f ¼ 1:4, and over-predicts somewhat for f ¼ 1:5. The differences in

timing of events between SBV and MBV are most likely explained

by the varying dependency of MBV on the modelled turbulence

variables for different f. The explosion events predicted by FLACS

usingMBV generally are more closely linked to the particular build-

up of the rms turbulence velocity u0 than for FLACS using SBV.

Overall, the modelled flame speed and overpressures using both

combustion models match the experimental values well. However,

Fig. 12. Selected experimental and numerical pressureetime curves, Setup 1, medium-scale.

Fig. 13. Selected experimental and numerical pressureetime curves, Setup 2, medium-scale.
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the pressure peaks for the fuel-rich mixtures, f ¼ 1:4 and f ¼ 1:5,

are under-predicted compared to that of f ¼ 1:0. Results for fuel-

rich mixtures improve when a burning velocity model that in-

corporates Markstein number effects is applied.

5.3. Summary of model performance

The model evaluation protocol by Model Evaluation Group Gas

Explosions (MEGGE, 1996) suggests using parameters such as the

geometric mean bias (MG), quantifying systematic bias, and the

corresponding geometric mean variance (VG) defined as

MG ¼ exp
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�
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#

; VG ¼ exp

"

1

n

X

n

i¼1

ln

�

xp
xo

�2
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(6)

to measure model performance. Here, xp is the predicted (simu-

lated) variable and xo is the observed (experimental) variable.

Fig. 15 shows MG and VG for the maximum overpressures obtained

in all the tests of the present study, together with a scatter plot of

the same data. Experimental results are compared with simulation

results using the intermediate grid resolution of 0.03 m (lab-scale)

and 0.12 m (medium-scale), for FLACS using both SBV and MBV.

The maximum overpressures for f<1:4 are somewhat conser-

vative for FLACS using SBV, with a mean bias with respect to the

Fig. 14. Selected experimental and numerical pressureetime curves (left) and flame speeds (right), Setup 3, medium-scale. Grey vertical lines signify obstacle locations.
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experimental values of 1.7± 0.1, while the results for FLACS using

MBV are very accurate, producing a mean bias of 1.2± 0.1.

Maximum overpressures for mixtures with negative Masr (corre-

sponding to f > 1.4) obtained with standard FLACS are under-

predicted, with a mean bias of 0.4± 0.1, while a model that in-

corporates Markstein number effects gives improved agreement

with a geometric mean bias of 1.0± 0.1.

6. Conclusions

A series of lab-scale and medium-scale gas explosion experi-

ments involving propaneeair mixtures with equivalence ratios f

ranging between 0.7 and 1.7 performed in two vented channels

have been presented. Three obstruction layouts were used to pro-

duce different turbulent flow regimes. Numerical simulations using

two different sub-grid models for premixed combustion in the CFD

tool FLACS were compared to the experimental results: (i) the

burning velocity model used in standard FLACS (SBV), (ii) an

alternative burning velocity model that incorporates Markstein

number effects (MBV) based on recent findings (Bauwens et al.,

2015; Bradley et al., 2013).

It was found that the experimental maximum overpressures for

f<1:4 were reproduced well by both models, with somewhat

conservative results for standard FLACS. For fuel-rich propaneeair

mixtures with f>1:4, standard FLACS under-predicted the

maximum overpressures by more than a factor of 2. The findings

were consistent with earlier studies (Skjold et al., 2014). Mean-

while, the Markstein number-dependent model reproduced the

experimental overpressures with a geometric mean bias of 1.0± 0.1.

The results show that a sub-grid model taking into account

Markstein number effects improves the CFD simulation results for

fuel-rich propaneeair explosions. However, further validation

including awider range of scenarios is needed before concluding on

the modelling of propaneeair mixtures with f<1:4.
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a b s t r a c t

This paper reports occurrence of vortex shedding behind bluff-bodies in gas explosions, methods to

suppress them using passive flow control techniques, and their overall impact on explosion over-

pressures. The pressure-time histories from a series of explosion tests, using an initially quiescent

propane-air mixture in a vented channel of dimensions 1.5 m � 0.28 m � 0.3 m, are presented. Selected

high-speed video frames visualizing the flame propagation are also presented. Three different bluff-

obstruction scenarios are considered: 1) a reference case with a single smooth circular cylinder of

diameter D ¼ 0.0157 m, 2) a single cylinder identical to that in the reference case, mounted with a splitter

plate of varying length from 5.13D to 0.26D, width 17.8D and thickness 0.06D, and 3) a single helically

wired cylinder with wire diameter 0.1D and pitch 4D or 8D. All circular cylinders had a length of 17.8D

and were mounted normal to the direction of the flow, spanning the channel cross-section 0.5 m

downstream of the ignition point. The obstructions were inserted in the rig using a unique experimental

setup. The peak overpressure generated by the explosion is of main interest. Both vortex shedding

suppression techniques 2) and 3) yielded significant reduction in maximum overpressures when

compared to the reference cylinder case 1). While all splitter plate configurations successfully reduced

the maximum explosion overpressure, the splitter plates with length 1.02D and 0.51D were the most

efficient, with an average reduction in overpressure of 32 ± 3%. The helical steel wire configurations also

had a significant effect, with 25 ± 3% and 20 ± 3% reduction in the maximum overpressure for pitch 4D

and 8D, respectively. The high-speed video visualization further buttressed the quantitative findings in

the pressure measurements and clearly showed vortex shedding suppression. The current observations

imply that the contribution from vortex shedding, i.e. apart from turbulence effects, to the overpressure

generation in gas explosions is significant. The modelling community must consider this while preparing

their simulators.

© 2016 Published by Elsevier Ltd.

1. Introduction

The industries associatedwith energy extraction and conversion

often involve the handling and storage of large quantities of flam-

mable gases or liquids. Gas or vapour cloud explosions following an

accidental release of a flammable gas or liquid may cause fatalities

and severe material and environmental damage e examples are

Piper Alpha (July 6, 1988), Buncefield (December 11, 2005),

Deepwater Horizon (April 20, 2010), and Fukushima Daiichi (March

11, 2011) (Marsh, 2014; Skjold et al., 2014). Industrial-scale gas

explosions generally involve premixed combustion embedded in

unsteady, turbulent flows in complex geometries. The interplay

between turbulence and premixed combustion depends on the

characteristic time and length scales of turbulence relative to those

of the chemical reactions. Vortices of sufficient strength increase

the overall flame surface area, promote mixing and heat transfer,

leading to higher mass burning rates in the propagating flame

brush, see e.g. (Damk€ohler, 1940; Spalding, 1971; Libby et al., 1979;

Peters, 1988). The primary mechanism for flame acceleration in

congested geometries is the positive feedback between the

expansion of combustion products, turbulence generated in the
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unreacted mixture downstream of the propagating flame front,

especially in shear- and boundary-layers from flow past obstacles

and walls, and enhanced combustion rates (Wheeler, 1919;

Shchelkin, 1940; Moen et al., 1980, 1982). Rapid flame accelera-

tion creates pressure waves that can potentially damage structures;

therefore, the severity of an explosion is usually given in terms of

the generated overpressure, its spatial distribution, and the asso-

ciated pressure impulse.

The process industries invest considerable resources in reducing

the probability and consequences of a potential accident; the latter

can be addressed by applying appropriate mitigation measures

(Eckhoff, 2005). In order to reduce the gas explosion hazard, it is

crucial to have detailed knowledge of the physical phenomena

leading to flame acceleration. This is particularly important when

developing engineering software for consequence prediction of

industrial scale explosions. For computational fluid dynamics (CFD)

software used to simulate large-scale gas explosions in complex

geometries, phenomenological or empirical sub-grid models are

implemented to represent processes that are not resolved on the

computational grid. For example, such CFD models must account

for turbulence production by sub-grid scale obstructions (Skjold

et al., 2014). Other than turbulence, a range of fluid flow in-

stabilities, either intrinsic in nature or induced by the surrounding

geometry, may also promote flame acceleration in gas explosions

(Ciccarelli and Dorofeev, 2008). For a certain range of Reynolds

numbers, the B�enardevon K�arm�an (BVK) instability, resulting in

the phenomenon called vortex shedding, occurs in non-reacting

bluff-body wake flows (Zdravkovich, 1997). The BVK instability

introduces a strong periodicity in the velocity and pressure mea-

surements just downstream of the bluff-body, and is associated

with a significant increase in the form drag, enhanced mixing, as

well as possible structural vibrations and noise. Therefore, a range

of engineering techniques to suppress or control vortex shedding

has been developed (Choi et al., 2008; Zdravkovich, 1997).

The BVK instability and its effects have been extensively studied

for non-reacting flow (Roshko, 1993; Williamson, 1996), and in

reacting flow for flame holder configurations in various combustor

applications (Hertzberg et al., 1991; Fureby, 2000; Lieuwen, 2013).

Some investigators (Kong, 1996; Kong and Sand, 1996) measured

and discussed vortex shedding in transient, explosion driven flow

past various bluff-bodies. However, to the present authors’

knowledge, no information is available on the effect of applying

control methods to bluff-bodies in gas explosions. This experi-

mental study investigates the occurrence of vortex shedding

behind a single circular cylinder embedded in a premixed fuel-air

cloud during a gas explosion, ways to control the shedding, and

finally its overall impact on the overpressure generation.

2. Theory and background

2.1. Flow around a circular cylinder

The circular cylinder is a canonical object in practical applica-

tions and has been widely studied in the field of fluid mechanics

(Roshko, 1993; Zdravkovich, 1997, 2003). For flow across a circular

cylinder, the Reynolds number is defined as Re ¼ UD/n, where U is

the upstream flow speed, D is the diameter of the cylinder, and n is

the kinematic viscosity of the fluid. The two-dimensional flow

around a circular cylinder can be represented by a thin viscous

boundary-layer, surrounded by an external potential flow. Up-

stream of the highest point of the curved body, where the

streamlines converge, the pressure gradient is favourable, i.e. it

points in the opposite direction of the flow. However, downstream

of the highest point of the curved body the streamlines diverge,

giving rise to a positive pressure gradient with respect to the flow

direction, i.e. an adverse pressure gradient. The boundary-layer

experiences the same pressure as the external flow. If the adverse

pressure gradient is sufficiently strong, the flow near the wall will

decelerate faster than the external flow, and eventually reverses its

direction leading to boundary-layer separation.

Following flow separation, shear layers emanate from each side

of the bluff-body. At Re from ~4 to 47, the separated shear-layers roll

up to form two counter-rotating steady laminar vortices behind the

circular cylinder. When Re exceeds ~47, the two-dimensional wake

becomes globally unstable and unsteady. The BVK instability is

initially observed as a periodic oscillation of the laminar wake,

producing two staggered rows of counter-rotating vortices in an

anti-symmetric pattern. Regions of concentrated vorticity are then

shed periodically from alternate sides of the cylinder and convected

downstream, forming a von K�arm�an vortex street. The vortex

shedding is nominally two-dimensional in nature for Re < 190. At

Re z 190, three-dimensional effects due to intrinsic secondary

instabilities becomes appreciable (Williamson, 1996). The periodic

oscillations persist, albeit with less coherence, as Re increases, and

the three-dimensional structures become increasingly disordered.

At Re > 1200, vortices generated by the convective Kel-

vineHelmholtz instability in the separated shear layers start to

appear (Bloor, 1964). The turbulence transition point in the shear

layers move upstream towards the cylinder with increasing Re

(Schiller and Linke, 1933). The boundary-layer around the circular

cylinder itself undergoes transition to turbulence at Rez 200,000.

Themore energetic turbulent boundary-layer can resist the adverse

pressure gradient and hence separation for a longer time than the

laminar boundary-layer. Consequently, the boundary-layer transi-

tion leads to less pressure deficiency across the cylinder, i.e. less

form drag, and a narrower wake (Roshko, 1993). However, for

Re > 200,000, coherent vortex shedding can still be discerned (e.g.

Thomann, 1959; Roshko, 1961; Williamson, 1996; Rodríguez et al.,

2015).

2.2. Flow control methods

The flow oscillations due to two-dimensional vortex shedding

can be characterized by the Strouhal number St ¼ fD/U, where f is

the shedding frequency. For a circular cylinder, St can be expressed

as a piecewise linear function of 1/√Re in the flow regimes from

47 < Re < 2 � 105 (Fey et al., 1998). Based on these relations, St

varies between 0.18 and 0.21 for 1000 < Re < 2 � 105. As vortices

shed alternately from each side of the cylinder in a counter-rotating

fashion, they produce a lateral force on the cylinder. For flow past

real structures, this may cause damaging vortex-induced vibrations

(VIV) if the shedding has some critical frequency close to the nat-

ural frequency of the structure (i.e. the so-called lock-in phenom-

enon). Overall, the onset of vortex shedding is associated with a

significant increase in the form drag, enhanced mixing, as well as

possible structural vibrations and noise. Therefore, several engi-

neering techniques to eliminate or suppress vortex shedding have

been developed, and are applied for structures such as oil-rigs and

suspension bridges.

Flow control methods for bluff-body wakes can be either passive

or active (Choi et al., 2008). The present study focuses on passive

control methods, as they do not require any power input or feed-

back sensor, and therefore are straightforward to implement. In

particular, the methods for controlling bluff-body wake flows

considered here entail direct modification of either (i) the near-

wake or (ii) the boundary-layer. A classical type (i) method is to

introduce a thin splitter plate along thewake centre-line at the base

region downstream of the cylinder, as illustrated in Fig. 1. A splitter

plate prevents the two separated shear layers from interacting, and

thus stabilizes the near-wake (Roshko, 1993).
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Boundary-layer separation in a straight line along the spanwise

length of the circular cylinder seems to be necessary for coherent

vortex shedding (Buresti, 2000). Fig. 2 illustrates a common control

method of type (ii) i.e. adding “edges” to the bluff-body surface, for

example using helical wires. The added edges force the boundary-

layer to separate in-homogeneously along the cylinder span, and

thus disrupt the two-dimensional nature of the instability. Ac-

cording to Zdravkovich (2003), a spiral with a pitch P around 8D

would effectively suppress the shedding in non-reacting flows.

Both of the passive control methods described here directly affect

the global instability in the near-wake, rather than delaying the

separation point, and should therefore be effective for a wide range

of Re (Choi et al., 2008).

2.3. Vortex shedding mechanisms in gas explosions

The theory described in Sections 2.1 and Section 2.2 concerns

vortex shedding in non-reacting, quasi-steady, uniform density

flows. For bluff-bodies located inside a fuel-air cloud during a gas

explosion, additional factors make the situation more complex.

Combusting flows generally involve significant density gradients,

which directly affect the stability of the bluff-body wake. Yu and

Monkewitz (1990) presented a local stability analysis for the two-

dimensional wake behind a bluff-body with non-uniform density

gradients. The analysis shows that the wake can be further de-

stabilized if the fluid in the wake has a higher density than the

approach flow. Similarly, the presence of a heated, low-density

wake stabilizes the BVK instability.

Furthermore, flow induced by flame propagation in a gas ex-

plosion will generally be transient. Lee and Budwig (1991)

investigated vortex shedding in uniformly accelerating flow at

20 < Re < 330, and found that the critical Re for the onset of the BVK

instability increased with increasing flow acceleration. Flow

deceleration had the opposite (de-stabilizing) effect. However, the

overall time to onset of the BVK instability decreased with

increasing flow acceleration, and the temporal growth rate of the

instability was approximately proportional to the applied flow ac-

celeration. As part of the Gas Safety Programme (1993e1996), and

the EMERGE (Extended Modelling and Experimental Research into

Gas Explosions) project, Chr. Michelsen Research (CMR) evaluated

drag, loading and turbulence velocities in the near-wake of circular

and square cylinders (Kong, 1996; Kong and Sand, 1996; Mercx,

1996). Velocities were measured in both steady flow with Re

varying between 1.4 � 104 and 7 � 104, and in transient, explosion

driven flow with maximum upstream flow speeds comparable to

those of the steady flows. In the transient experiments, the bluff-

bodies were not inserted inside the premixed fuel-air cloud due

to sensitivity of the LDA (Laser-Doppler anemometry) system to

temperature changes, but in a test section downstream of the ex-

plosion. The investigators observed significant effects from vortex

shedding on the measured velocities in the near-wake of a single

circular cylinder in both steady and transient flow. Furthermore,

they found significant turbulence fluctuations also in the spanwise

direction, indicating that three-dimensional effects in the near

wake were non-negligible. The measured time-varying mean ve-

locity due to vortex shedding in the transient flow was irregular, in

contrast to the quasi-periodic variation in the steady flow condi-

tions. In the transient case, the overall turbulence production was

measured to be lower in the near-wake (2D and 4D downstream of

the circular cylinder) compared to the corresponding steady con-

figurations. However, the contributions from large-scale vortices

were significant in this region, so Kong and Sand (1996) suggested

that the larger-scale structures located there had not yet merged

and dissipated to smaller-scale turbulence. From the velocity

measurements, they estimated St to 0.22 to 0.25 in the near-wake,

and suggested that a similar relation between St and Re as in steady

flow exists also for transient flow.

In the present study, explosions in a confined enclosure with a

vent opening are considered. As the ignition point is located at the

closed end of the chamber, unburned fuel-air mixture is pushed

towards the vent opening, through the cross-section where the

bluff-body is situated. The gas expansion behind the flame front

accelerates the flow upstream of the obstruction. The bluff-body

wake initially consists of high-density reactants, however, as the

flame propagates into the wake and folds around the obstruction,

reactants burn, and the near-wake is filled with low-density com-

bustion products. Due to the higher kinematic viscosity of the

combustion products relative to the un-burned fuel-air mixture, Re

at the circular cylinder will likely be somewhat lower after the

flame has passed. Turbulence and unsteady flow structures that

have formed in the reactant flow just prior to flame arrival will lead

to flame acceleration in the bluff-body wake (Moen et al., 1980;

Lindstedt and Sakthitharan, 1998).

The characteristic length scales of the vortices determine how

the flame zone and the turbulent flow field interact. Large-scale

flow structures distort and increase the overall flame surface

area, leading to an overall higher fuel consumption rate; small-

scale turbulence structures promote mixing in the flame brush

and enhance the combustion rate locally. Most theoretical and

experimental studies on turbulent premixed combustion relate the

turbulent burning velocity ut to the turbulence velocity fluctuations

in the ith direction, u0i, and express ut as increasing with u0i before

quenching effects become important (Lipatnikov and Chomiak,

2002). For flow past a bluff-body in non-reacting flow, where a

splitter plate suppresses the vortex shedding, the highest values of

Fig. 1. A circular cylinder with a splitter plate, a) illustration and b) photograph, as

inserted in the experimental rig.

Fig. 2. A circular cylinder with a helical steel wire, a) illustration, b) diameter of wire

vs. diameter of cylinder and c) photograph.
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the Reynolds stresses u0
i
u0
j
are found in the separated shear layers. In

a bluff-body wake without a splitter plate, where vortex shedding

dominates, the Reynolds stresses are higher and more evenly

distributed compared to the splitter plate case (Cantwell and Coles,

1983; Roshko, 1993). Large-scale coherent structures eventually

break down into smaller-scale turbulence (Schadow and Gutmark,

1992). Coherent vortex shedding may therefore promote combus-

tion further downstream of the bluff-bodymore efficiently than the

separated shear layers.

In summary, the presence of vortex shedding behind bluff-

bodies is expected to significantly influence the flame accelera-

tion in gas explosions. However, the combined effect of the relevant

physical phenomena is not straightforward to estimate. In order to

quantify these effects, a series of lab-scale propane-air gas explo-

sion experiments were performed, employing the two passive flow

control methods described in Section 2.2.

3. Experimental setup

The experiments were conducted in an explosion chamber of

internal dimensions 1.5 m� 0.28m� 0.30 m, with one end wall (of

dimensions 0.28 m � 0.30 m) removed, to provide explosion

venting to the atmosphere. Fig. 3 shows the layout of the experi-

mental rig, together with a schematic diagram of the recirculation

system. The front wall of the explosion chamber shown in Fig. 3 is

made from transparent polycarbonate, to enable high-speed video

analysis of the flame propagation. One piezo-electric pressure

transducer (P1) of type Kistler 701a mounted internally at the

closed end recorded the overpressure-time development with a

sampling rate of 50 kHz. Previous experiments showed that the

pressure-time history in the rig could be sufficiently described by a

single transducer (Hisken et al., 2015). A Phantom v210 high-speed

camera recorded the flame propagation at a rate of 4000 frames per

second.

A cylinder with a diameter D ¼ 0.0157 m and (effective) length

17.8D was positioned 0.50 m downstream of the ignition point, at

the chamber centre-line. The circular cylinder, mounted horizon-

tally, spanned the channel cross-section. The experimental setup

was such that symmetric and smooth conditions prevailed on

either side of the wake centre-line all along the length of the rig. To

achieve this, additional polycarbonate plates (measuring

1.5 m � 0.01 m � 0.30 m) had been inserted to cover the back and

front walls.

Prior to each test, the channel was filled with a mixture of 4.2

(±0.1) volume% propane in air. This was achieved by adding a gas

composed of 99.9 vol% propane to the system presented in Fig. 3,

and mixing it with the air in the chamber by recirculation. During

the fuel-air mixing stage, a lightweight plastic sheet covered the

open end of the channel in order to contain the flammable mixture.

After the desired fuel concentration was obtained, the fuel-air

mixture was allowed to rest for 1e2 min for mixing-induced tur-

bulence to decay. A spark-plug generated low-energy electric spark

at the centre of the channel’s closed end ignited the mixture. The

lightweight plastic sheet was released 0.1 s prior to ignition by a

pneumatic system, to allow free flow out of the chamber.

The effect on the explosion overpressure of adding five different

splitter plates with a fixed (effective) width of 17.8D, thickness

0.06D and varying length L in the streamwise direction, (cf. Fig. 1

and Table 1) to the reference case circular cylinder was studied.

Furthermore, tests were performedwhere two helical steel wires of

varying pitch (P) and fixed diameter d ¼ 0.1D (cf. Fig. 2 and Table 2)

were added to the reference case cylinder. Note that the helical wire

was not completely attached to the cylinder surface and a minimal

gap is provided to allow for easy replacement of different wire

configurations. For the present study, the polycarbonate walls in-

side the explosion chamber were modified such that splitter plates

could be inserted from the channel’s open end through a horizontal

slit. This unique design enabled ease of operation while maintain-

ing stability and rigidity of both the cylinder and the splitter plates

throughout the explosion. Fig. 4 illustrates the configuration of

different obstruction types in the rig. Each test was repeated at least

twice, in order to assess the reproducibility of the results. All

pressure-time curves were filtered by the technique proposed by

Savitzky and Golay (1964), using a window size of 25 points. The

flame velocity curves were post-processed using a moving average

filter with 10 side points.

4. Results and discussion

4.1. Reference case

High-speed videos were used to analyse the flame propagation

inside the explosion chamber. Fig. 5 presents selected high-speed

video frames from a test with the reference case geometry (cf.

Fig. 4a). Fig. 6a and b show the overpressure-time history and the

flame speed vs. distance from ignition (determined by video anal-

ysis of the leading flame front), respectively, for the reference case

in Fig. 5. The dominant pressure peak was reproduced within

±0.0008 bar (or approximately ±3%) for similar initial conditions,

while the maximum pressure impulse, integrated over the main

pressure peak, varied by approximately ±0.0007 kPa s (or ±2%).

In Fig. 5, the flame appears to propagate from the ignition point

in the shape of a half-ellipsoid. Some large-scale structures on the

flame surface are present from ignition; however, the smaller, more

uniformly distributed cellular pattern associated with hydrody-

namic and thermo-diffusive instabilities (Bradley et al., 2001)

cannot be discerned here. The expanding combustion products

push the flame front and the downstream reactant mixture to-

wards the vent opening, located at the right hand side of Fig. 5. As

the flame accelerates from the ignition point, the volume expansion

starts to exceed the venting rate, leading to a pressure rise of

approximately 0.0065 bar from ignition at t ¼ 0.000 s to the flame

front reaches the channel walls at t ¼ 0.060 s. The overpressure in

the chamber is approximately constant between t ¼ 0.060 s and

t ¼ 0.070 s, possibly due to cooling effects from the wall. No further

(significant) pressure rise is measured until the flame front reaches

the circular cylinder at t ¼ 0.075 s.

As the flame propagates past the cylinder, a pocket of reactants

persists in the near-wake. At t ¼ 0.077 s, the flame fronts on each

side of the pocket curve downwards around the reactants

Fig. 3. The experimental rig, with a schematic diagram of the recirculation system. The

vent opening is located at the far right of the rig in the figure, opposite of the ignition

location. The symbols marked with (1) denote pneumatic actuated ball-valves, (2)

denotes a fan, while the black circles (3) mark where the piping connects to the sur-

rounding atmosphere.
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remaining in the near-wake. The flame fronts propagate into the

near-wake from each side, and an antisymmetric, ‘sinusoidal’

pattern of increased luminosity can be observed downstream of the

obstruction from t ¼ 0.079 s. Inside of the antisymmetric, large-

scale structures, the combustion rate is clearly enhanced, and the

shape of the leading flame front is seen to have changed accord-

ingly at t ¼ 0.081 s. These large-scale structures are qualitatively

similar to the von K�arm�an vortex street observed in the wake of

bluff-bodies in a range of non-reacting and combusting flows (see

e.g. Thomann, 1959; Williamson, 1996; Lieuwen, 2013). This sug-

gests that the BVK instability leading to vortex shedding, as

described in Section 2, indeed has occurred behind the circular

cylinder.

After t ¼ 0.086 s, the flow speed past the cylinder is likely lower

than prior to flame arrival, and the combusting region in the near-

wake has become symmetric with respect to the circular cylinder

centre-line. At the time of the peak overpressure (at t¼ 0.088 s), the

symmetric near-wake in Fig. 5 consists of a central region where

combustion appears to be completed, and two shear layers on

either side of the cylinder where combusting vortices are still

visible. Turbulent combustion further downstream is still anti-

symmetric, and an extensive region of intense burning is observed

there. As the flame propagates further downstream of the bluff-

body, the antisymmetric luminous structures are further distrib-

uted across the channel cross-section, and the regions of enhanced

burning appear more disorganized. The flame front reaches the

vent opening at t ¼ 0.096 s, and venting of combustion products

and external combustion commences. Fig. 6a shows that the

increased venting rate of low-density combustion products at first

leads to under-pressure in the chamber, thereafter Helmholtz os-

cillations over the vent opening are triggered. Compared to the

dominant pressure peak, the amplitude of the subsequent pressure

oscillations is not significant.

4.2. Effect of splitter plates

To investigate the effect of applying flow control methods on the

explosion overpressure, splitter plates of varying length (cf.

Table 1), were inserted in the rig. Fig. 6a presents the overpressure-

time history after adding a splitter plate (SP3) with L ¼ 1.02D to the

cylinder, together with the reference case. For both configurations,

the main pressure peak was generated by flame acceleration in the

circular cylinder wake. However, the splitter plate with L ¼ 1.02D

reduced themagnitude of themain pressure peak by 32% compared

to the reference case, and the maximum pressure impulse was

reduced by approximately 25%. Fig. 6b shows the corresponding

flame speeds as a function of distance from the ignition point. The

flame speeds are similar before the flame front passes the cylinder.

In the reference case, the most significant flame acceleration occurs

at approximately 0.7 m downstream of the ignition point, pro-

ducing the pressure peak at 0.088 s. The flame front continues to

accelerate until it reaches the vent opening. There is significantly

less flame acceleration in the corresponding region for the splitter

plate test, resulting in a lower maximum overpressure. For this

configuration, the leading flame front propagates with an approx-

imately constant speed from a distance of 1 m from the ignition

point.

Table 1 presents the reduction in overpressure and the corre-

sponding pressure impulse relative to the reference case for each

splitter plate configuration, computed as the average over all

repeated tests. The reduction varied with less than ±3% between

repeated tests.

The high-speed video frames in Fig. 7 visualize the effect of the

splitter plate with a length of 5.13D on the flame propagation

through the cylinder wake. Prior to flame arrival at the obstruction,

the flame propagation seems to be very similar to the reference

case in Fig. 5. As the flame propagates past the cylinder at

t ¼ 0.073 s, the flame fronts surrounding the reactants just

Table 1

Splitter plate specification, reduction in overpressure and pressure impulse. All plates had the same thickness 0.06D and width 17.8D.

Splitter plate Length (L) Average reduction in maximum overpressure Average reduction in maximum pressure impulse

SP1 5.13D 25% 21%

SP2 3.04D 26% 25%

SP3 1.02D 32% 25%

SP4 0.51D 31% 21%

SP5 0.26D 20% 4%

Table 2

Helical steel wire specification and reduction in overpressure. Both wires had the same diameter d ¼ 0.1D.

Helical steel wire Pitch (P) Average reduction in maximum overpressure Average reduction in maximum pressure impulse

HW1 4D 25% 16%

HW2 8D 20% 13%

Fig. 4. Obstructions as inserted in test rig: a) reference case, b) splitter plate and c) helical steel wire.
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Fig. 5. Selected high-speed video frames, reference case.
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downstream of the cylinder appear to be symmetric with respect to

the cylinder centre-line (in contrast to the reference case at

t ¼ 0.077 s in Fig. 5). The enhanced rate of combustion due to

increased mixing in the turbulent shear layers is clearly visualized

from t ¼ 0.074 s in Fig. 7. The burning shear layers curve sym-

metrically on each side of the splitter plate, in a convex shape with

respect to the combustion products, and meet at the end of the

splitter plate at t ¼ 0.077 s.

In the high-speed video frames at t ¼ 0.077 and 0.078 s (in

Fig. 7), it is clear from the increased luminosity that combustion is

also promoted in the boundary-layers along both sides of the

splitter plate. These mechanisms generate the main pressure peak

at t ¼ 0.078 s. At t¼ 0.085 s, the wake still appears to be symmetric,

and combustion seems to be completed in the regions around the

splitter plate. The luminous structures further downstream stay

narrow and symmetric around the channel centre-line until the

flame front reaches the vent opening at t ¼ 0.096 s.

Table 1 indicates that all splitter plates SP1-SP5 to some extent

prevented the shear layers in the near-wake from interacting and

thereby stabilized the near-wake, as the maximum overpressures

were all significantly reduced. Furthermore, high-speed video

analysis suggests that the longest splitter plates, SP1 and SP2, are

able to suppress the vortex shedding completely. However, apart

from stabilizing the near-wake, splitter plates introduce additional

boundary-layers to the flow, resulting in increased skin-friction

drag. The maximum overpressures for the longer splitter plates

SP1 and SP2 in Table 1 suggest that the fine-scale turbulence pro-

duced in this region promotes flame acceleration somewhat

compared to the shorter splitter plates SP3 and SP4.

Splitter plates SP3 and SP4 were nearly equally efficient with a

reduction in maximum overpressure of approximately 32%, and

25% reduction in maximum pressure impulse. Fig. 8aee shows

high-speed video frames at the time of occurrence of the maximum

pressure peak for five different geometries. For configurations SP1-

SP4, coherent vortex shedding is not observed in the high-speed

videos. While the wake, as visualized by enhanced burning rates,

appears to be symmetric for SP1 and SP2 (cf. Figs. 7 and 8b for SP1),

the video frames for SP3 and SP4 show a slightly antisymmetric

pattern emerging as the flame passes the splitter plate (cf. Fig. 8c

for SP3).

The shortest splitter plate, SP5, had a mitigation effect compa-

rable to that of SP1 and SP2 for the maximum overpressure, how-

ever, the pressure impulse was not significantly reduced (cf.

Table 1). For SP5, an antisymmetric pattern reminiscent of that

observed in the reference case could be discerned downstream of

the splitter plate in the cylinder wake (cf. Fig. 8d). Fig. 9a confirms

that the pressure peak is wider when SP5 is applied, and Fig. 9b

shows that the corresponding flame acceleration is significantly

higher towards the vent opening, compared to SP3 in Fig. 6b. In

summary, a splitter plate with L ¼ 0.26D does not appear to

completely suppress vortex shedding in the present test setup.

However, the circular cylinder wakes with added splitter plates, as

visualized by increased burning rates in Figs. 7 and 8bed, all appear

narrower and less energetic than for the reference case in Figs. 5

and 8a.

4.3. Effect of helical wires

Fig. 10a shows the effect on the overpressure-time history of

adding a helical steel wire with P ¼ 4D (HW1) or P ¼ 8D (HW2) to

the circular cylinder surface, while Fig. 10b shows the corre-

sponding flame speeds. Compared to the reference case, the

maximum overpressure is reduced also in this configuration, by an

average of 25% and 20% for P ¼ 4D and P ¼ 8D, respectively. The

reduction in pressure impulse is somewhat less, approximately 16%

and 13% for P ¼ 4D and P ¼ 8D, respectively. Fig. 10b compares the

flame speeds for the helical steel wire configurations to that ob-

tained for the reference case. The flame speeds are initially similar.

However, in contrast to the reference case, the flame front for the

helical wire configurations decelerates after propagating 0.8 m

from the ignition point. These observations are confirmed by the

high-speed videos frames in Fig. 11, visualizing the flame propa-

gation for the configuration HW1 (helical wire with P ¼ 4D).

Combustion seems to be most intense in the near-wake, generating

the main pressure peak at t ¼ 0.081 s. Coherent vortex shedding is

not observed in the bluff-body wake; the flow structures in the

wake appear to be more “three-dimensional” and disorganized

than in the previous configurations. As the flame propagates to-

wards the vent opening, combustion appears markedly less intense

compared to the reference case. Table 2 presents the average

reduction in maximum overpressure and pressure impulse, relative

to the reference case for the cylinders with a helical steel wire.

4.4. General discussion

Fig. 8 shows high-speed video frames at the time of the

maximum overpressure for five different configurations. The

reference case in Fig. 8a clearly stands out when compared to

Fig. 8bee, as the flame front has progressed significantly further

from the cylinder at the time of the maximum overpressure. When

Fig. 6. a) Overpressure-time history and b) flame speed vs. distance curves for the reference case (þ), and with a splitter plate inserted, L ¼ 1.02D (▫).
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Fig. 7. Selected high-speed video frames, cylinder with a splitter plate of length 5.13D (SP1).
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vortex shedding is allowed to develop freely, relatively large re-

gions with intense burning rates seem to be produced in the far-

wake. Presumably, the large-scale coherent structures promote

macroscopic flame folding, and breaks down in the far-wake to

scales at which combustion is efficiently promoted. The small-scale

turbulence generated in the near-wake of the cylinder, for example

in the boundary-layers along splitter plates, promotes combustion

in the regions closer to the obstruction. The maximum over-

pressure (the average over all repeated tests) is plotted against

splitter plate length in Fig. 12a, and against the pitch of the steel

wire helix in Fig. 12b.

With the current experimental setup, the wake of the obstruc-

tion prior to flame arrival cannot be visualized. However, the high-

speed video recordings can be used together with a simple method

for analysing vented explosions to derive an order-of-magnitude

estimate of Re around the circular cylinder, prior to flame arrival.

For example, the method presented by Hernandez et al. (2015) uses

the ideal gas law for the combustion reactants and products

Fig. 8. High-speed video frame at time of peak overpressure, a) reference case, b) SP1, c) SP3, d) SP5, e) HW1.

Fig. 9. a) Overpressure-time history and b) flame speed vs. distance curves for the reference case (þ) and with a splitter plate inserted, L ¼ 0.26D (▫).
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together with the basic conservation principle for mass in the ex-

plosion chamber. It is similar to approaches presented by e.g.

Bradley and Mitcheson (1976) and Molkov and Nekrasov (1981).

The temperature and molar mass is assumed to be constant for

each of the two gas components (reactants and products), and the

pressure is assumed to be uniformly distributed within the enclo-

sure. The rate of change of reactant mass with time inside the

chamber, dmr/dt, can be expressed as

dmr

dt
¼ �

dVreacting

dt
rr �

dmr

dt

�

�

�

�

vented

; (1.1)

where dVreacting/dt is the volumetric burning rate, rr and mr are the

density and the mass of the reactants, respectively. The second

term on the right hand side of Equation (1.1) denotes the rate of

outflow of reactants through the vent opening. Similarly, the rate of

change of combustion product mass with respect to time inside the

chamber, dmp/dt, can be expressed as

dmp

dt
¼

dVreacting

dt
rr �

dmp

dt

�

�

�

�

vented

: (1.2)

Prior to venting of combustion products, the second term on the

right hand side of Equation (1.2) can be set to zero. In the following,

Vp and Vr are the volume of the products and reactants inside the

chamber, respectively. The rate of volume of reactants that are

converted to combustion products, dVreacting/dt, can be expressed in

terms of Vp by inserting the following relation (derived from the

ideal gas law) into Equation (1.2)

dmp

dt
¼

MP

RTP
Vp

dP

dt
þ

MP

RTP
P
dVp

dt
; (1.3)

where P is the (uniformly distributed) time-dependent pressure

inside the chamber, Mp and Tp are the molar mass and the tem-

perature of the combustion products, respectively, and R is the ideal

gas constant. The resulting expression,

dVreacting

dt

rr

rp

¼
dVp

dt
þ
dP

dt

Vp

P
; (1.4)

where rp is the density of the combustion products, holds prior to

venting of combustion products.

The volume of combustion products, Vp, and the rate of change

of combustion product volume with respect to time inside the

chamber, dVp/dt, in Equation (1.4) can be estimated from analysis of

the leading flame front in the high-speed video recordings. The

combustion products are initially assumed to be shaped like a half-

ellipsoid, with dimensions estimated from the high-speed video

frames. After the flame has reached the walls, the combustion

products are assumed to have the shape of a half-ellipsoid followed

by a square cylinder with a cross-section equal to that of the

chamber. Any irregularities of the flame surface are neglected.

These assumptions are considered reasonable before the flame

front reaches the circular cylinder. The corresponding expression to

Equation (1.3) for dmr/dt can be applied together with the relation

Vr þ Vp ¼ Vchamber; (1.5)

where Vchamber is the (constant) volume of the vented channel, to

determine dmr/dt|vented from Equation (1.1). If the flow of reactants

is assumed to be approximately uniform along the length of the

channel prior to flame arrival at the cylinder, an average speed U of

the reactants through the cross-section just upstream of the cir-

cular cylinder can be estimated from the outflow rate of reactants

through the vent opening.

Fig. 13 shows Re¼ UD/n as a function of time for a representative

test, where U is the estimated flow of reactants just upstream of the

circular cylinder, D ¼ 0.0157 m is the cylinder diameter, and

n ¼ 1.78 � 10�5 m2/s is the kinematic viscosity of the reactant

mixture. Prior to flame arrival at the cylinder, the flow speed was

found to be similar (<5% variation) for all configurations. Due to the

presumably larger uncertainties in the flow speed computations,

the estimation of Re in Fig. 13 is assumed representative for all tests.

According to Fig. 13, Re in the cylinder wake increases rapidly from

O(102) to O(104) in a time interval of approximately 50ms. Previous

investigations in non-reacting flows for the indicated range of Re

(Section 2) suggest that vortex shedding will occur in the turbulent

cylinder wake prior to flame arrival. In particular, Kong and Sand

(1996) reported significant vortex shedding effects on velocity

measurements in the near-wake of a circular cylinder for transient,

explosion-driven flow with similar overpressures and build-up

times as in the present study. Furthermore, Kong & Sand (1996)

observed that broadband fluctuations due to turbulence were less

developed in the near-wake compared to tests with a steady up-

stream flow. Fig. 13 indicates that the boundary-layer transition,

which appears at Rez 2� 105, has not yet occurred at flame arrival

at the circular cylinder in the present study. These observations

further corroborate the proposition that the coherent structures

observed in Fig. 5 are indeed due to vortex shedding in the cylinder

wake.

As noted in Section 2, the BVK instability is essentially two-

Fig. 10. a) Overpressure-time history and b) flame speed vs. distance for a single cylinder (þ) and the same configuration with a helical steel wire, P ¼ 4D (▫) and P ¼ 8D (B).
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Fig. 11. Selected high-speed video frames, cylinder with a helical steel wire, P ¼ 4D (HW1).
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dimensional in nature. In the experiments discussed here, the

flame front approaching the cylinder originates from a point igni-

tion. The flame front initially has the shape of a half-ellipsoid, and

therefore creates a three-dimensional flow field upstream of the

cylinder in the initial phase. In addition, boundary-layers are

created as the flow is pushed along the channel walls, and the flow

past the circular cylinder will likely be affected by end effects and

various three-dimensional instabilities (Kong, 1996). For a circular

cylinder with an aspect ratio of 17.8 in an accelerating flow,

confining walls may delay somewhat the onset of BVK instability

(Lee and Budwig, 1991). For the present experimental setup, three-

dimensional effects cannot be further analysed. However, the sig-

nificant effects of applying control methods developed for sup-

pressing the nominally two-dimensional instability suggest that

the effects of the instability can be important also in three-

dimensional, transient flow fields. Furthermore, the efficiency of

the present control methods at relatively high Re implies that the

prime instability mode associated with the von K�arm�an vortex

street dominates a wide range of flows (Choi et al., 2008).

5. Conclusions

The experimental results presented in this paper imply that

vortex shedding due to the B�enardevon K�arm�an (BVK) instability in

the wake of a bluff-body may have a significant effect on the

overpressure generation in gas explosions. Furthermore, the results

show that applying passive control methods to the bluff-body can

significantly reduce the maximum explosion overpressure. In the

present study, two different passive bluff-body control methods

were applied to a circular cylinder, inserted in a series of propane-

air explosions. For method i) a splitter plate of varying length L was

inserted just downstream of the cylinder, and for method ii) a he-

lical steel wire of varying pitch P was added to the cylinder surface.

The most effective splitter plate lengths for method i) were 1.02D

and 0.51D, while for method ii), a pitch of 4D gave the most sig-

nificant reduction in overpressure. For these configurations, the

maximum overpressures were reduced by approximately 32% and

25% for method i) and ii), respectively, while the corresponding

reductions in maximum pressure impulse were 25% and 16%,

respectively. High-speed video recordings visualized the flame

propagation in each test. Regions of enhanced burning rates in the

circular cylinder wake, in large coherent structures resembling the

von K�arm�an vortex street, could be observed when no control

method was applied. When the control methods were successful,

coherent shedding could not be discerned in the high-speed videos,

and the circular cylinder wakes appeared less energetic.

The results from the present study can be used as input to

empirical sub-grid models in gas explosion simulators, as resolving

vortex shedding for small-scale obstructions in typical CFD tools

may require considerable computational resources. In these situa-

tions, the effects of vortex shedding must be accounted for by

appropriate sub-grid models. To extend the study further, bluff-

body control methods should be applied in corresponding large-

scale gas explosion tests, to investigate the effect of vortex shed-

ding on flame propagation at higher Reynolds numbers. Experi-

ments should also be performed with several bluff-bodies inserted

in various configurations, to study the effects of vortex shedding

suppression on wake interactions in more realistic geometries.

Depending on the results of further investigations, practically

applicable flow control techniques (such as fairings, helical wires or

straking) may even be considered as potential explosion mitigation

methods.
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