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Abstract. A coupled biogeochemical-physical ocean model
is used to study the seasonal and long–term variations of sur-
facepCO2 in the North Atlantic Ocean. The model agrees
well with recent underwaypCO2 observations from the Sur-
face Ocean CO2 Atlas (SOCAT) in various locations in the
North Atlantic. Some of the distinct seasonal cycles observed
in different parts of the North Atlantic are well reproduced by
the model. In most regions except the subpolar domain, re-
cent observed trends inpCO2 and air–sea carbon fluxes are
also simulated by the model. Over the longer period between
1960–2008, the primary mode of surfacepCO2 variability
is dominated by the increasing trend associated with the in-
vasion of anthropogenic CO2 into the ocean. We show that
the spatial variability of this dominant increasing trend, to
first order, can be explained by the surface ocean circula-
tion and air–sea heat flux patterns. Regions with large sur-
face mass transport and negative air–sea heat flux have the
tendency to maintain lower surfacepCO2. Regions of sur-
face convergence and mean positive air–sea heat flux such
as the subtropical gyre and the western subpolar gyre have
a higher long–term surfacepCO2 mean. The North Atlantic
Oscillation (NAO) plays a major role in controlling the vari-
ability occurring at interannual to decadal time scales. The
NAO predominantly influences surfacepCO2 in the North
Atlantic by changing the physical properties of the North At-
lantic water masses, particularly by perturbing the tempera-
ture and dissolved inorganic carbon in the surface ocean. We

show that present underway sea surfacepCO2 observations
are valuable for both calibrating the model, as well as for im-
proving our understanding of the regionally heterogeneous
variability of surfacepCO2. In addition, they can be impor-
tant for detecting any long term change in the regional carbon
cycle due to ongoing climate change.

1 Introduction

Future climate change will largely depend on the evolution
of the atmospheric CO2 concentration, which has been per-
turbed considerably by human activity during the past cen-
turies. Studies have confirmed that less than half of the total
anthropogenic CO2 emitted over the anthropocene era due
to burning of fossil fuels, land use change, and cement pro-
duction remains in the atmosphere today (e.g.,Canadell et
al., 2007; Le Qúeŕe et al., 2009). The rest has been taken
up by the terrestrial and ocean reservoirs mainly through
plant photosynthesis and dissolution into seawater, respec-
tively. The anthropogenic carbon uptake rate, however, is
inhomogeneous in time and space and depends strongly on
other external forcings acting on different spatial and tem-
poral scales. In the ocean, the carbon uptake is influenced
by processes ranging from short–term biological activity to
long–term climate variability.
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The North Atlantic ocean is an important region for ocean
carbon uptake.Takahashi et al.(2009) show that the most
intense CO2 sink area of the world oceans is located in the
North Atlantic (for reference year 2000). For the year 2000,
a modeling study byTjiputra et al.(2010b) estimates a mean
carbon uptake of 21.6 g C m−2 yr−1 in the North Atlantic re-
gion between 18◦N and 66◦N. Of this amount, approximately
half represents anthropogenic carbon. Because of this many
studies, both observational and modeling, in the past decade
have been dedicated to better understand the variability of
air–sea CO2 fluxes in this region (e.g.,Lefèvre et al., 2004;
Lüger et al., 2006; Corbìere et al., 2007; Thomas et al., 2008;
Ullman et al., 2009; Watson et al., 2009; Levine et al., 2011;
McKinley et al., 2011). In addition to altering the physical
properties such as the temperature and ocean circulation of
the North Atlantic, climate change will also feedback onto
the biogeochemical processes by influencing the surface car-
bon chemistry and biological processes, crucial for oceanic
carbon uptake. Therefore, understanding the role of present
climate variability in controlling the North Atlantic carbon
uptake remains a fundamental challenge and a necessary step
in order to reduce the uncertainty associated with future cli-
mate projections.

On a time scale of less than one year, the air-sea CO2
fluxes in the North Atlantic are controlled by the seasonal
variability of biological processes, temperature, wind speeds,
and mixed layer depth (e.g.,Lefèvre et al., 2004; Olsen et al.,
2008; Bennington et al., 2009). On interannual and decadal
timescales, long–term changes in the physical parameters as-
sociated with ocean circulation and climate variability dom-
inate. The leading mode of climate variability in the North
Atlantic is the North Atlantic Oscillation (NAO) (Hurrell and
Deser, 2009). In this study, we assess the seasonal variabil-
ity of the sea surface CO2 partial pressure (pCO2) simu-
lated by an ocean biogeochemical general circulation model
(OBGCM) as compared to available observations. Next, we
apply a principal component statistical analysis to identify
the primary and secondary mode of the surfacepCO2 vari-
ability over the North Atlantic basin between 1960 and 2008.
While the study byThomas et al.(2008) has assessed the
oceanic carbon uptake variability associated with the NAO,
our study applies a different technique and covers a longer
period in time.

Since thepCO2 is one of the carbon parameters that is di-
rectly measurable and represents the thermodynamical driver
of air-sea CO2 exchange, we focus on this parameter for the
comparison between model results and observations. Fur-
thermore, with the advancement of measurement techniques
over the last years, autonomouspCO2 measurement systems
have been installed onboard many voluntary observing ships
(VOS) to monitor the seawaterpCO2 (Pierrot et al., 2009).
Resulting from this is a substantial increase in the number of
ship-based surfacepCO2 measurements with relatively high
coverage both in space and time (Watson et al., 2009). In
certain regions, the amount of data has increased to the point

where month-to-monthpCO2 and flux maps can be com-
piled. This allows for further insight into understanding the
spatial and temporal variations of carbon dynamics in the
North Atlantic region.

Another motivation for this study is to evaluate whether or
not the governing processes behind the ocean carbon cycle
model used in this study are sufficient to simulate the ob-
served spatial and temporalpCO2 variability in the North
Atlantic. Basin-wide characteristics of key ocean carbon
cycle variability will be studied. This is an essential step
because the model will be integrated into an Earth system
model framework (e.g.,Tjiputra et al., 2010a) and used to
project future variability related to the climate change. Full
assessment of the model, thus, will reduce the uncertainties
and provide more confidence in future projections of the cli-
mate system and its associated carbon cycle feedback. It also
serves as a prerequisite to test whether the model provides an
appropriate first guess for use in advanced data assimilation
schemes for more detailed global and regional now-casts and
predictions and optimisation of governing parameters of the
carbon cycle.

The paper is organized as follows: in the next two sections
we describe the observations and model used in this study.
Section four discusses the results of the analyses, and the
study is summarized in section five.

2 Observations

In order to evaluate the model simulation, two indepen-
dent data sets are employed. The first is from the CA-
RINA (CARbon dioxide IN the Atlantic Ocean) data synthe-
sis project which can be downloaded fromhttp://cdiac.ornl.
gov/oceans/CARINA/(Velo et al., 2009; Key et al., 2010;
Pierrot et al., 2010; Tanhua et al., 2010). It is comprised of
quality-controlled observations from 188 cruises focusing on
carbon-related parameters. For the model comparison, we
extracted the surface measurements of temperature (SST),
salinity (SSS), dissolved inorganic carbon (DIC), and alka-
linity (ALK) over the North Atlantic domain between 1990
and 2006. The data is then averaged and binned into monthly
fields with 1◦ by 1◦ horizontal resolution.

The second data set consists of observations of surface
f CO2 (i.e., fugacity of CO2) extracted from the Surface
Ocean CO2 Atlas (SOCAT,Pfeil et al., 2012). SOCAT is
the latest and most comprehensive surface oceanf CO2 data
base, containing 6.3 millionf CO2 values from 1851 voy-
ages carried out between 1968 and 2007. SOCAT contains
only measuredf CO2 data (i.e., not calculated from, for ex-
ample, dissolved inorganic carbon and total alkalinity data).
The data have been predominantly analyzed through infrared
analysis of a sample of air in equilibration with a continuous
stream of seawater (Pierrot et al., 2009), but some of the older
data were measured using an automated gas chromatographic
system (Weiss, 1981). The SOCAT data have an accuracy of
4–5 ppm.
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Fig. 1. Map of the total number of monthly underway observations
of surface oceanpCO2 from the SOCAT database binned into one
degree boxes. The value (out of a potential 216 monthly observa-
tions) is computed based on whether or not any observations are
present for each month between 1990 to 2007.

In this study, we focus on the data sub-set from the North
Atlantic. Figure1 shows the spatial distribution of the data.
Since the data is mainly used for comparison with the model
in the seasonal time scale, we have selected three 4◦ by 4◦

regions based on the following criteria: (i) that they have
good seasonal coverage (i.e., data from at least 8 out of 12
months) for at least three consecutive years and (ii) that they
represented different oceanographic provinces (i.e., in those
cases where several neighbouring 4◦ by 4◦ regions had the
required seasonal coverage, we chose one). In addition, we
also avoid regions close to the continental margins where the
model does not perform adequately due to its fairly coarse
resolution. Based on these criteria, we found three regions
that fulfill the above conditions, as shown by the white rect-
angle in Fig.1. To standardize the analysis, we use all data
from these three locations spanning the period from 2002 to
2007 for comparison with the model simulation.

The first region, centered at 60◦ N 32◦ W, is lo-
cated in the subpolar gyre (NASPG) and was mainly
covered by the routes of MV Skogafoss (processed
by the United States,http://www.aoml.noaa.gov/ocd/gcc/
skogafossintroduction.php) and MV Nuka Arctica of the
Danish Royal Arctic Lines (Olsen et al., 2008). At this lo-
cation, there is no data available for the year 2002, and only
three months (June, November and December) for the year
2003. The second region is located in the northeast North At-
lantic and was covered by the several VOS lines operated by
Germany (Steinhoff, 2010), France, Spain (Gonźalez D́avila
et al., 2005; Padin et al., 2010), the UK (Schuster and Wat-
son, 2007) and the United States, and is centered at 44◦ N
17◦ W (NE-ATL). The last location is close to the Caribbean
and is covered by routes of research vessels from Germany,
United States, Spain, and the UK, centered at 22◦ N 52◦ W
(Caribbean). The three sub-domains represent different types
of oceanic provinces from high- to low-latitudes.

In addition to the underway observations, thepCO2 data
set from the Bermuda Atlantic Time series Station (BATS,
31◦40′ N, 64◦10′ W) (Bates, 2007) is also used as additional
model validation. The addition of BATS is useful as it is one
of the best studied ocean locations. For the purpose of this
study, we only use data from the same period as the under-
way observations (i.e., 2002–2007). The data from BATS are
available through the spring of 2006.

3 Model

In this study, we use a global coupled physical–
biogeochemical ocean model (Assmann et al., 2010). The
physical component is the dynamical isopycnic vertical coor-
dinate ocean model MICOM (Bleck and Smith, 1990; Bleck
et al., 1992), which includes some modifications as described
in Bentsen et al.(2004). The horizontal resolution is approx-
imately 2.4◦

× 2.4◦, corresponding to grid spacing ranging
from 60 km in the Arctic and Southern Ocean to 180 km in
the subtropical regions. Vertically, the model consists of 34
isopycnic layers. In the additional topmost layer, the model
adopts a single non-isopycnic surface mixed layer, the depth
of which is computed according to formulation byGaspar
(1988). This temporally and spatially varying mixed layer
provides the linkage between the atmospheric forcing and the
ocean interior. The ocean carbon cycle model is the Ham-
burg Oceanic Carbon Cycle (HAMOCC5) model, which is
based on the original work ofMaier-Reimer(1993). The
time step of the model is four-thirds of an hour, following
the physical model. The model has since then been im-
proved extensively and has been used in many studies (Six
and Maier-Reimer, 1996; Heinze et al., 1999; Aumont et al.,
2003; Maier-Reimer et al., 2005). The current version of
the model includes an NPZD-type ecosystem model, a 12-
layer sediment module, full carbon chemistry (Maier-Reimer
et al., 2005), and multi-nutrient co-limitation of the primary
production. The surfacepCO2 in the model is computed
based on the prognostic temperature, salinity, pressure, dis-
solved inorganic carbon, and alkalinity. For the air–sea gas
exchange, the model adopts the formulation ofWanninkhof
(1992). A detailed description of the isopycnic version of
HAMOCC is given byAssmann et al.(2010).

The model simulations performed in this study are forced
by the daily atmospheric fields from the NCEP Reanalysis
data set (Kalnay et al., 1996). For the air–sea CO2 flux
computation, the model prescribes observed atmospheric
CO2 concentration (instead of the observed emissions) from
Mauna Loa observatory in Hawaii, which is a reasonable
proxy for global mean concentration (Gammon et al., 1985).
In general, the model reproduces the amplitude and seasonal
variabilities of the observed SST in all three North Atlantic
locations and at BATS quite well (Supplement Fig. 1). Dur-
ing winter the model mixed layer depth (MLD) tends to
be deeper than is observed, which may be attributed to the
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Fig. 2. Taylor diagramme (left panel) summarizing both the temporal (monthly) and regional (one-degree binned) model-data fit of surface
temperature (SST), salinity (SSS), dissolved inorganic carbon (DIC), and alkalinity (ALK) over the North Atlantic region. The standard
deviations were normalized to combine the different variables in one diagramme. The right panel shows the scatter plots comparing the
model data distribution of SST (◦C), SSS (psu), DIC (mol m−3), and ALK (eq m−3). The data are taken from a subset of the CARINA
database.

slightly cooler SST as compared to the observations. A more
detailed evaluation of the model performance with respect to
the global physical and carbon cycle parameters is provided
in Assmann et al.(2010).

4 Results

For the basin scale comparison with the CARINA data, the
model-data fit is summarized in the Taylor diagram (Tay-
lor et al., 2001) shown in Fig.2. The Taylor diagram gives
a statistical summary of how well the model simulated tracer
distributions match the observed ones in term of correla-
tion, standard deviations, and root-mean-square-difference
(RMSD). Note that we only use the surface data set (five me-
ter and above) for this comparison because the main focus
of this manuscript is to study the surfacepCO2 variability.
Figure2 shows that the model simulated range of temporal
and regional variabilities are generally close to the observa-
tions. The model simulated SST, SSS, DIC and ALK dis-
tributions have significant (within 95 % confidence interval)
correlations of 0.77, 0.65, 0.73, and 0.69, respectively with
the observations. In addition to the Taylor diagram, Fig.2
also shows the scatter plots, which illustrate the spreads and
ranges of the model simulated variables relative to those from
the observation. For most of the case, there is a good agree-
ment between the model and observation.

4.1 Regional seasonality off CO2

In this subsection we analyze the surfacef CO2 seasonal
variability for the different sub-domains in the North At-
lantic. The model simulatedpCO2 is converted intof CO2
by using a conversion factor of 0.3 % (Weiss, 1974). This
conversion is done in order to compare with data from SO-
CAT, which isf CO2. Figure3 compares the seasonal vari-
ability of surfacef CO2 taken from the underway measure-
ments as well as from the BATS station with the model sim-
ulation. For all regions, except for the Northeast Atlantic,
the model broadly agrees with the observations in term of
the amplitude of the seasonal cycle, but the phase is slightly
shifted (e.g., in the NASPG region).

To further identify the mechanisms behind the differences
in seasonal variability between the model and data, we sep-
arate thef CO2 variability into temperature-driven (f CO2-
T) and non temperature-driven (f CO2-nonT) variability fol-
lowing Takahashi et al.(2002). The f CO2-T represents
the thermodynamic, temperature-controlled, variability, as
colder water has higher CO2 solubility, thus lowerf CO2,
whereas the opposite is true for warmer water. Thef CO2-
nonT is composed of variability associated with alkalinity,
SSS, and DIC variations throughout the year. The devia-
tion of both thef CO2-T andf CO2-nonT monthly variabil-
ity from the observations and model are shown in Fig.4 for
each studied region.

Biogeosciences, 9, 907–923, 2012 www.biogeosciences.net/9/907/2012/
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Fig. 3. Observed and simulated seasonalf CO2 variability (in ppm
units) in the NASPG, Northeast Atlantic, Caribbean, and BATS for
2002–2007. Dashed black lines represent the mean seasonal vari-
ation. Numbers above the left-hand panels give the total number
of months with observations over the 6 yr period. Grey dots in the
right hand panels represent the observed monthly mean atmospheric
mole fraction in dry air (in ppm units).

For the NASPG region, the observations indicate a clear
seasonal signal with winter maximum and summer mini-
mum, consistent with earlier analyses (Olsen et al., 2008)
for this region. The model is in accordance with these ob-
servations, but with its seasonal phase shifted by approxi-
mately two months. Based on the observations,Olsen et al.
(2008) describe that the seasonal variability in this location
is mostly dominated by upward mixing of DIC-rich water to
the surface in the winter and by strong biological consump-
tion throughout spring and summer. The simulated temporal
variation of mixed layer depth in this region agrees well with
the climatology estimate (de Boyer Mont́egut et al., 2004)
and ocean reanalysis product (Ferry et al., 2010), as shown
in supplemental Fig. 2. Strongest mixing occurs during the
winter and early spring period with maximum mixed layer
depth of around 400 m depth.

Consequently, Fig.4shows similar observed patterns, with
a weaker amplitude of the variability off CO2-T thanf CO2-
nonT in the NASPG. The model shows good agreement with
the observations in terms off CO2-T variability, but the am-
plitude off CO2-nonT in the model is weaker than observed.
This may be attributed to the underestimated model nutrient
concentration, a known weakness of the model (Assmann
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et al., 2010). The f CO2-nonT phase-shift in the model is
predominantly attributed to the simulated timing of biolog-
ical processes. In the early spring period, the increase in
temperature and light availability combined with strong mix-
ing leads to an accelerated phytoplankton growth, which is
known as spring bloom. In the model, this condition im-
mediately consumes most of the nutrient upwelled from the
previous winter. As a result, the nutrients become depleted
and weak nutrient regeneration over the summer season is
insufficient to maintain the steady biological consumption
as observed (see supplemental Fig. 3). During this period,
the temperature effect simulated by the model prevails where
an increase in temperature brings the simulatedpCO2 back
up to its high winter values (see Fig.3). On the contrary,
the observational-based study byOlsen et al.(2008) suggests
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that the biological drawdown of DIC is maintained over the
summer and dominates the increasing summer temperature.
Consistent with the observations shown here, they found
minimum f CO2 values between 325–340 ppm during the
summer. Simulating the correct ecosystem dynamics at high
latitudes is a well known problem in global models as most
models calibrate their ecosystem model towards time-series
stations such as BATS, which are biased toward the subtrop-
ical regions (Tjiputra et al., 2007). A recent one-dimensional
ecosystem model study bySignorini et al.(2011) shows that
more sophisticated multi-functional groups of phytoplankton
may be necessary to reproduce the biological carbon uptake
during summer in the Icelandic waters close to where the
NASPG domain is located. In their model study, which uses
three phytoplankton species parameterized individually, they
show that each species thrives at different periods. For exam-
ple, diatom is shown to be the dominant species in the early
spring period, whereas dinoflagellates and coccolithophores
play a crucial role in maintaining high summer productivity
and maximizing the drawdown of surface DIC.

Our Northeast Atlantic station is located in between the
North Atlantic subpolar and subtropical gyres. It is therefore
expected that the variability here is dominated by both tem-
perature variability as well as surface DIC dynamics. The
observations (Fig.4) suggest that thef CO2-T andf CO2-
nonT variability are equally important and nearly cancel each
other, resulting in the relatively weak seasonal cycle (com-
pared to that in the sub-polar region), as shown in Fig.3. The
study bySchuster and Watson(2007) over a somewhat larger
ship-based observational region (30◦ W–5◦ W and 39◦ N–
50◦ N) also shows similar weak seasonalf CO2 variability
in the early 2000s. The observations show two time intervals
with maximumf CO2: during late winter and late summer.
Figure4 shows that the late winter maximum is associated to
the dynamics of surface DIC (nonT effect) whereas the late
summer maximum is dominated by the temperature varia-
tions (i.e., maximum SST around the August and September
months). The model is able to simulate the observedf CO2-T
seasonal cycle relatively well but the simulatedf CO2-nonT
is considerably weaker. The modelf CO2 variability in this
location appears very similar to that at the BATS station (see
Fig. 4). As described above, this artefact is potentially due
to the ecosystem dynamics biased toward the one at BATS.
Another explanation for the model-data mismatch is due to
the coarse resolution of the model, the location of the North
Atlantic current (which is important for this domain) is not
correctly simulated by the model.

In the Caribbean sub-domain, both model and observa-
tions show the lowest seasonal variability of surfacef CO2
as compared to the other regions (Fig.3). This is a gen-
eral feature for oligotrophic low latitude regions (e.g.,Wat-
son et al., 2009). Figure 4 shows that variations in sur-
face temperature are the main driver for the seasonal fluctua-
tions, consistent with an earlier observational study over the
same domain (Wanninkhof et al., 2007). Consequently, the

maximum surfacef CO2 occurs in the summer period when
SST is high, and the minimumf CO2 is observed during win-
ter. The smaller role off CO2-nonT in this location can be
attributed to the relatively weak seasonal variations in both
the observed chlorophyll (i.e., biological activity) and mixed
layer depth (Behrenfeld et al., 2005; de Boyer Mont́egut et
al., 2004).

A study byBates et al.(1996) reported that the surface wa-
ters at BATS are supersaturated with respect to CO2 during
the stratified summer months and undersaturated during the
strong mixing in wintertime. Figure3shows that the model is
able to simulate the observed mean seasonal cycle in terms of
both phase and amplitude. While there is a pronounced sea-
sonality in the surface DIC (i.e., upwelling of DIC-rich sub-
surface water mass during the winter and biological produc-
tion in the summer), both the model and observations agree
in that thef CO2-T variability dominates the seasonal vari-
ations (see Fig.4). The seasonal SST variation at BATS is
as large as that in the NASPG but the seasonal Net Primary
Production (NPP) cycle remains much weaker (as shown in
supplemental Figs. 1 and 3). This dominant control of SST
on the surfacef CO2 at BATS has also been shown byGru-
ber at al.(2002) for the period prior to the year 2000. Thus,
similar to the Caribbean station, thef CO2-nonT at BATS
has only minor contributions to the totalf CO2 variation.

4.2 Regional sea-air CO2 flux

Here, we compare the monthly sea–air CO2 flux from the
model output with the observational-based estimates. For the
observed CO2 flux estimates, we use the formulation ofWan-
ninkhof (1992) where the formulation fromWeiss(1974) is
used to compute the CO2 solubility. In situ SST and SSS ac-
companying the underway observation are used for the solu-
bility computation. When SSS is unavailable, climatological
data from the World Ocean Atlas 2009 (WOA09,Antonov
et al. (2010)) is used. NCEP monthly wind speed is used
to compute the gas transfer rate. Finally, the monthly atmo-
spheric CO2 concentration observed at Mauna Loa observa-
tory is used as a proxy for atmosphericpCO2 boundary con-
dition over each of our stations. For the model, thef CO2
and CO2 flux variables are computed prognostically based
on the simulated SST, SSS, and surface wind speed from the
physical model (also based on NCEP data).

Figure 5 shows the sea-to-air CO2 flux from both the
model and observations for 2002–2007. In the NASPG re-
gion, the model-data bias can largely be attributed to the
differences in seasonal cycle off CO2. The model simu-
lates maximum uptake during the spring season with mini-
mum uptake during summer. On the other hand, the obser-
vational estimates show the largest uptake during late spring
and summer periods with weak outgassing during the late
winter period. This bias in the seasonal cycle is is expected
as shown earlier by thef CO2 seasonal cycle in Fig.3. For
the annual mean flux in the NASPG, the model and the
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Fig. 5. Time-series of model simulated monthly sea-to-air CO2 flux
for 2002–2007 for the NASPG, Northeast Atlantic, Caribbean and
BATS stations. Whenever available, observational-based estimates
are shown as well (red-stars). Positive values represent outgassing
of carbon to the atmosphere and negative values represent uptake.

observations suggest net annual carbon uptakes of−3.5 and
−1.4 moles C m−2 yr−1, respectively. As discussed in the
previous subsection, the model bias in this region can be at-
tributed to the ecosystem module and potentially too strong
winter mixing. Figure3 also indicates that the model tends
to underestimate the annual mean surfacef CO2 compared
to the observations.

At our Northeast Atlantic station, the model-data misfit is
less than in NASPG. Note that this occurs despite the sea-
sonalf CO2 cycles appearing very different. Both the model
and observation suggest net annual carbon uptakes of−1.5
and−1.9 moles C m−2 yr−1, respectively. With respect to the
seasonal cycle, the observations suggest two periods with
relatively strong uptake (i.e., early spring and early winter)
with one period of close to neutral condition (i.e., late sum-
mer). The model only captures the strong uptake during early

spring and outgassing during late summer period. Figure4
indicates that this seasonal bias is largely associated with the
deficiencies in the model mixing and biological processes.

The model simulated sea-to-air CO2 flux seasonal cycle
is in good agreement with the one calculated from the ob-
servation at the Caribbean station with weak uptake dur-
ing the spring and weak outgassing in the summer. Despite
this agreement, the model simulates higher monthly surface
fCO2 values than the observations (see also Fig.3), which
introduces a small bias in the annual mean CO2 flux. At
this location, the model suggests an annual outgassing of
0.3 moles C m−2 yr−1, while the observationally based esti-
mate suggests a net uptake of−0.7 moles C m−2 yr−1.

At the BATS station, the seasonal cycle of the sea-to-air
CO2 flux from the model is in good agreement with the ob-
servations. Both estimates suggest a clear seasonality with
strong carbon uptake during late winter/early spring and out-
gassing in the fall season. Stronger winter carbon uptake than
summer outgassing shown here is also consistent with the
study byBates(2007). For the mean annual fluxes, the obser-
vationally based estimate indicates a somewhat stronger an-
nual carbon uptake of−1.3 moles C m−2 yr−1, relative to that
of the model output,−1.0 moles C m−2 yr−1. Both values are
reasonable compared to the estimates fromBates(2007).

4.3 Regional trends inf CO2 and sea-air CO2 flux

In this subsection, we compare the model simulated trend
with estimates from observations. Annual trends of SST,
SSS, surface wind speed,f CO2, and CO2 flux for the
2002–2007 periods were computed from the observations
and model results using linear least squares methodology.
The seasonal cycle in all variables is removed from both
the model and observations (i.e., seasonally filtered) by sub-
stracting the monthly mean values from the data sets.

Table 1 shows that the model and the observations con-
sistently give trends in the same direction (increasing or de-
creasing) for SST and SSS, although the magnitude is weaker
in the model. As described inAssmann et al.(2010), in or-
der for the model to maintain a stable and realistic Atlantic
Meridional Overturning Circulation (AMOC), a Newtonian
relaxation is applied to the SST and SSS parameters in the
model. For the simulation in this study, the SST and SSS are
relaxed to the climatology values at time scales of 180 and 60
days, respectively. This may explain the much weaker trend
simulated by the model as compared to the observations, par-
ticularly for SSS. For most stations, except BATS, warming
trends are estimated by both the model and the observations.
There are only small changes in the surface salinity at all sta-
tions. For the surface wind speed trend, not surprisingly, both
model and observations show the same sign for all regions,
as both come from the same source (i.e., NCEP Reanalysis).
The discrepancies in the magnitude may be attributed to the
data interpolation from NCEP to model grid domains. The
seasonally filtered trends of surfacef CO2 and sea-air CO2
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Fig. 6. Observed and simulated seasonally filtered (left-column) surfacef CO2 and (right-column) sea-air CO2 fluxes at the NASPG,
Northeast Atlantic, Caribbean, and BATS stations for 2002–2007. Units are in (ppm) and (moles C m−2 yr−1), respectively. The coloured
numbers represent the annual trend computed after removing the seasonal mean from both observations (blue) and model (red). Positive
trend in the sea-air CO2 flux represents increasing in outgassing or less uptake, whereas negative trend represents the opposite.

fluxes at the four locations in the North Atlantic are shown
in Fig. 6. After the seasonal signals are removed from the
time-series, there is a clear distinction in the magnitude of
the interannual variations, with higher variability being more
pronounced in high latitudes. Both the model and the ob-
servations suggest that surfacef CO2 interannual variability
ranges within± 30 ppm for nearly all regions. The amplitude
of the interannual variability of the sea-air CO2 fluxes varies
from one region to the other, with the strongest variability
shown at high latitude (i.e., NASPG), and the weakest at low
latitude (i.e., Caribbean).

For 2002–2007 the model shows a positive trend of surface
f CO2 at all stations consistent with the observational esti-
mates, except for the NASPG station where the observations
indicate a negative trend. This is interesting as a previous
study estimated that the surfacef CO2 around the NASPG
domain has increased relatively faster (e.g., over the pe-
riod 1990–2006) than in other regions of the North Atlantic
(Corbìere et al., 2007; Schuster et al., 2009). The observed
negative trend in the NASPG domain can be attributed to
the unusually low summerf CO2 in 2007 (when the data
from year 2007 is excluded, the observedf CO2 trend is

0.502 ppm yr−1), which is not reproduced by the model. This
anomalously lowf CO2 value is recorded despite the fact
that both model and observation indicate a positive anomaly
in SST (not shown) during the summer of 2007 relative to
the previous summer periods, as also shown in Table1 (i.e.,
a warming trend in SST). Therefore, the anomalously low
summerf CO2 in 2007 may be attributed to the other fac-
tors, such as unusually high summer biological production
as seen from observationally-derived estimates (Behrenfeld
and Falkowski, 1997). And due to the model deficiency in
maintaining high summer productivity in this location (sup-
plement Fig. 3), it is unable to reproduce the anomalously
low f CO2 value. Interestingly, a modeling study byOschlies
(2001) suggests only a small increase in the nutrient concen-
tration in this region under a positive NAO-phase (2007 is a
dominant positive NAO phase year). We note that, due to the
large surfacef CO2 deviation in the year 2007, a longer time
series of observations is necessary to yield a more reliable
long-term trend analysis.

The respective observed atmospheric CO2 trend for the
same period is 2.031 ppm yr−1. Due to this opposing trend,
it is not surprising that the observed sea-air carbon flux in

Biogeosciences, 9, 907–923, 2012 www.biogeosciences.net/9/907/2012/



J. F. Tjiputra et al.: North Atlantic pCO2 variability 915

Table 1. Observed seasonally filtered trends of sea surface temperature (◦C yr−1), Salinity (psu yr−1), surface wind speed (m s−1 yr−1),
surfacef CO2 (ppm yr−1), and sea-air CO2 fluxes (mol C m−2 yr−2) at the NASPG, Northeast Atlantic (NE-Atl.), Caribbean, and BATS
stations. The numbers within parentheses represent the associated values from the model.

Parameter NASPG NE-Atl. Caribbean BATS

Period Jan 2002–Dec 2007 Jan 2002–Dec 2007 Jan 2002–Dec 2007 Jan 2002–Dec 2007
SST 0.161 (0.047) 0.065 (0.009) 0.074 (0.065) –0.130 (–0.072)
SSS 0.000 (0.000) 0.008 (0.001) –0.021 (–0.014) 0.044 (0.004)
Wind 0.047 (0.023) –0.024 (–0.063) –0.120 (–0.068) 0.075 (0.021)
f CO2 –2.630 (1.690) 2.811 (2.542) 1.497 (1.240) 2.853 (0.555)
CO2 fluxes –0.284 (0.043) 0.070 (0.101) –0.035 (–0.030) 0.005 (–0.098)

the NASPG has a large negative trend (i.e., increasing ocean
carbon uptake) of−0.284 mol C m−2 yr−2. The model on
the other hand suggests a very small positive trend (i.e.,
less uptake) despite lower increase in surface oceanpCO2
(1.690 ppm yr−1) than in atmosphere (2.031 ppm yr−1). This
can be partially attributed to the negative trend in the spring
surface wind speed in the region (not shown), which leads the
model to simulate weaker atmospheric carbon uptake over
time. Note that for the NASPG location, the model simulates
the largest sea-airf CO2 difference during the spring season
as shown in Fig.3.

At the Northeast Atlantic station, the simulated positive
surfacef CO2 trend of 2.542 ppm yr−1 compares favourably
with the observed of 2.811 ppm yr−1. Both the model and ob-
servations here suggest a stronger increase in oceanicf CO2
than in the atmosphere, which translates into a weak positive
trend in the sea-air CO2 fluxes or less uptake (see Fig.6).
This is also consistent with the negative trend of surface wind
speed (Table1), as surface water in the Northeast Atlantic
region is mostly undersaturated with respect to atmospheric
f CO2 throughout the year (i.e., a net carbon sink region).

At the Caribbean station, thef CO2 trend in the
model (1.240 ppm yr−1) agrees well with the observed of
1.497 ppm yr−1 with magnitude weaker than the atmospheric
value and therefore the sea–air CO2 fluxes are weakly de-
creasing (more carbon uptake). The opposing signals in
CO2 fluxes between the Caribbean and the Northeast At-
lantic region discussed above is also consistent with a recent
observational-based estimate (covering a broader spectrum
of VOS ship tracks between northwestern Europe and the
Caribbean) that suggest a positive trend in carbon uptake fol-
lowed by a negative one over the 2002–2007 period (Watson
et al., 2009), resulting in small net change over the region.

The f CO2 trends at BATS computed from the measure-
ments and the model are both positive. However, the signal
is much stronger in the observations, resulting in a positive
trend in sea-air CO2 fluxes (i.e., less oceanic uptake). The
modelf CO2 trend, on the other hand, is weaker than the cor-
responding atmospheric trend, and the model therefore sim-
ulates a negative trend of the sea-air CO2 fluxes (i.e., more

carbon uptake) in this location. Consistent with our model
results, a study byUllman et al.(2009) also suggests a rela-
tively smaller increase in surfacepCO2 at the BATS station
compared to the rest of the North Atlantic region, although
their trend extends over the 1992–2006 period.

4.4 Basin scale trends and variability

Previous subsections show that, despite its deficiencies, the
model is able to reasonably capture the seasonal variabil-
ity and short-term interannual trends observed in some re-
gions of the North Atlantic basin. Here, we attempt to
explain the regional variations in the surfacepCO2 trend
simulated by the model and, to some extent, the observed
ones. First, we analyze the dominant primary and secondary
modes of long-term interannual variability of simulated sur-
facepCO2 for 1960–2008. To do this, we first removed the
meanpCO2 value from each model grid point to yield the
simulatedpCO2 anomaly. A principal component statistical
analysis (von Storch and Zwiers, 2002) was then applied to
these anomalies. Figure7 shows the first empirical orthog-
onal function (EOF1) and the associated principal compo-
nent (PC1) of the simulated annual surfacepCO2 anomaly
for 1960–2008. The first EOF explains 98 % of the over-
all model variance. The first principal component is plotted
together with anomalies of model simulated annualpCO2
and atmospheric CO2 concentration observed at the Mauna
Loa station. Multiplying the EOF1 value with the PC1 time-
series yields the primary mode of surfacepCO2 variability
simulated by the model. The temporal variability of PC1 in-
dicates a dominant positive trend that correlates strongly with
the observed atmospheric CO2 anomaly (r = 0.99). This sug-
gests that the primary temporal variability of surfacepCO2
in the model is mainly due to the invasion of anthropogenic
carbon into the seawater. Therefore, at regional scales and in
the long run, the model simulated oceanpCO2 follows the
atmosphere.

For the above reason, the EOF1 map shown in Fig.7 in-
dicates regions where the anthropogenic CO2 significantly
affects the surfacepCO2 concentration. The magnitude of
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Fig. 7. (a)The first empirical orthogonal functions of surfacepCO2
and (b) the associated principal component for 1960–2008. The
black contour lines in(a) indicate the value of one. The tempo-
ral variation of PC1 in(b) is plotted together with the anomaly of
model simulated annual surfacepCO2 (blue line) and annual ob-
served atmospheric CO2 concentration (black pluses).

PC1 shown in Fig.7b is standardized to be comparable to the
observed atmospheric CO2 anomaly. The EOF1 map can be
used to approximate the simulated strength of increasing sur-
facepCO2 trend over the period 1960–2008. Regions with
values greater than one tend to have surfacepCO2 increasing
faster than regions with values less than one. Note that this
trend and these variations occur over a much longer period
than recent observational studies. Thus, in order to under-
stand and compare the trend in this study with the relatively
shorter trend from the observational study, a further analysis
on the short term interannual climate variability is required
(see below).

The main reason for the regional differences in the mag-
nitude of the surfacepCO2 increasing long-term trend can
be explained in terms of the surface transport and air–sea
heat flux patterns. The anthropogenic carbon taken up by
the surface ocean is advected by the ocean circulation at the
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Fig. 8. Simulated mean North Atlantic lateral surface velocity for
the period 1960–2008 (m s−1).

surface and transported into the deep by mixing and deep
water formation processes (Tjiputra et al., 2010b). Figures8
and9 show the mean lateral ocean surface velocity and air–
sea heat flux simulated by the model over the period 1960–
2008. In regions with strong mass transport, such as the
Gulf Stream, relatively warm water from the subtropics is
advected northward and loses heat to the atmosphere. Here,
the cooling of surface temperature increases the CO2 gas sol-
ubility and translates into lower surfacepCO2 for the same
dissolved inorganic carbon content. Thus, along 30◦ N and
45◦ N, where the water is continuously transported northeast-
ward into the Nordic Seas by the North Atlantic drift water,
the surfacepCO2 increases relatively slower than most other
regions, as illustrated in Fig.7. In contrast, in the western
subpolar gyre along 50◦ N latitude, the water mass here is
transported southward from the Labrador Sea and warmed
up by the atmosphere. Hence, the surfacepCO2 in this re-
gion increases relatively faster than the other regions.

Consistently, a recent study byTjiputra et al.(2010b) us-
ing a fully coupled Earth system model shows that future
anthropogenic carbon uptake in the North Atlantic regions
is well confined to the North Atlantic drift current region.
Convergence regions such as the subtropical Atlantic con-
vergence zone are marked by a stronger increase in surface
pCO2 as less anthropogenic CO2 is laterally advected away
from this area (Fig.8) and there is a net heat gain in this re-
gion (Fig.9). Both the Greenland and the Norwegian Seas
represent some of the oldest surface water masses before
they are transported to the deep water (i.e., have resided for
a long period close to the sea surface), which also explains
the relatively high anthropogenic CO2 concentration simu-
lated in the model. On the western coast of North Africa,
the anomalously lower contribution of anthropogenic CO2
can be explained by the fact that this is an upwelling region,
where water masses unexposed to the present atmospheric
CO2 concentration come to the surface.

To understand the shorter term mode variability, we com-
pute the second mode of variability simulated by the model.
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Fig. 9. Simulated mean North Atlantic air–sea heat fluxes for the
period 1960–2008 (W m−1). The black contour lines indicate the
value of zero.

Figure10 shows the EOF2, which gives the dominant vari-
ability of surfacepCO2 after the positive trend resulting from
the anthropogenic CO2 uptake (see Fig.7b) is removed. Thus
it explains the main variations due to physical climate vari-
ability over the period 1960–2008. Figure10b shows that
the temporal variations of PC2 are reasonably well corre-
lated with the North Atlantic Oscillation (NAO)-index (Hur-
rell and Deser, 2009) (r = 0.557). The NAO is a leading
climate variability pattern over the North Atlantic, which af-
fects, e.g., the heat content and circulation of the ocean. The
correlation is stronger during strong NAO index events (i.e.,
when the NAO-index is greater than one standard deviation,
r = 0.747). This correlation ofpCO2 and NAO variability is
consistent with a previous study (Thomas et al., 2008), which
shows that changes in wind-driven surface ocean circulation
associated with the NAO variability influence the North At-
lantic CO2 system.

The spatial pattern of EOF2 shown in Fig.10 indicates
that the second mode of variability (approximately NAO-
like) predominantly represents the interannual variability of
surfacepCO2 in the North Atlantic sub-polar region, with
opposite variability between the western and eastern parts.
In the western sub-polar gyre, the model simulates negative
anomalies ofpCO2 under positive NAO conditions, whereas
positive anomalies are simulated in the eastern part of the
sub-polar gyre.

In the model, thepCO2 is determined as a function of sur-
face temperature (SST), salinity (SSS), alkalinity, and dis-
solved inorganic carbon (DIC) concentrations. To quantify
the influence of the NAO-variability on each of these pa-
rameters, we analyzed an earlier model simulation, which
used the same atmospheric physical forcing, but maintained
a preindustrial atmospheric CO2 concentration (Assmann et
al., 2010). This simulation, in principle, would have the pos-
itive pCO2 trend associated with the anthropogenic effects,
as shown in Fig.7, removed from the system. Therefore,
it can be better used to analyze the variability of the CO2
system associated with the present climate variability. Next,
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Fig. 10. (a)The second empirical orthogonal function of surface
pCO2 and (b) the associated principal component (blue line) to-
gether with the observed North Atlantic Oscillation index (grey
bars) for 1960–2008.

we compute mean annual anomalies of the simulated SST,
SSS, alkalinity, and DIC under the dominant positive and
negative NAO phases between 1960–2007. The dominant
NAO-phase is defined here as years when the absolute NAO-
index is larger than one standard deviation. The computed
annual anomalies are then used to construct a composite of
the surfacepCO2 anomalies attributed to changes in these
parameters under both positive and negative NAO condition,
as shown in Fig.11. For example, to compute the SST-
attributedpCO2 anomaly (i.e.,pCO2-SST), we compute the
pCO2 applying the SST anomalies together with the mean
values of SSS, alkalinity, and DIC simulated by the model.
For thepCO2 computation here, we use the Matlab code pro-
vided byZeebe and Wolf-Gladrow(2001).

In the North Atlantic, the surface temperature has been
recognized to vary with respect to the dominant NAO vari-
ability (Hurrell and Deser, 2009). The model simulates well
the expected tri-polar SST anomalies that are direct result of
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Fig. 11. Composites of anomalies of annual surface pCO2 associated with changes in surface tempera-
ture, salinity, alkalinity, and dissolved inorganic carbon under a dominant positive and negative phase of
the North Atlantic Oscillation. Years with dominant positive and negative NAO phases are defined as the
year when the winter (December–March) NAO-index is greater and smaller than one standard deviation
computed over the period 1960–2008, respectively. Units are in ppm.

44

Fig. 11. Composites of annual surfacepCO2 anomalies associ-
ated with changes in surface temperature, salinity, alkalinity, and
dissolved inorganic carbon under a dominant positive and negative
phase of the North Atlantic Oscillation. Years with dominant pos-
itive and negative NAO phases are defined as the year when the
winter (December–March) NAO-index is greater and smaller than
one standard deviation computed over the period 1960–2008, re-
spectively. Units are in ppm.

the anomalous air–sea heat fluxes associated with the differ-
ent NAO-modes (Marshall et al., 2001). These have been
shown to persist for about a year (Watanabe and Kimoto,
2000). Under a positive NAO-mode, the tri-polar structure
consists of the following: a cold anomaly in the subpo-
lar North Atlantic due to the enhanced northerly cold Arc-
tic air masses, which results in net sea-to-air heat loss, and
in the mid–latitudes, stronger westerly flows introduce rel-
atively warm air mass and creating a warm anomaly in the
region. A strong correlation between the SST and NAO-
index in the North Sea is also shown, due to the NAO-
dependent inflow of warmer and more saline Atlantic water
mass into the region (Pingree, 2005) which is also reflected
in the pCO2-SSS component in Fig.11. Finally, stronger

clockwise flow over the subtropical Atlantic high leads to
a negative SST anomaly, which closes the tri-polar structure.
During the negative NAO-mode, the approximately oppo-
site conditions prevail. Figure11 shows that this regional
change in SST translates into similar regional variability in
the surfacepCO2 anomalies, with colder SST yielding neg-
ative pCO2 anomalies whereas warmer SSTs yield the op-
posite. The strongest NAO-associated temperature effect on
the surfacepCO2 occurs in the western part of the North At-
lantic subpolar gyre. This region has been recently shown
by Corbìere et al.(2007) and Metzl et al. (2010) to have
a positive trend in surfacepCO2, predominantly attributed
by the observed surface warming. For a similar period as
their studies, i.e., 1993–2008, our model also simulates a sur-
facepCO2 trend between 2.0 and 2.5 ppm yr−1 in the same
region. Figure10 shows that the surfacepCO2 in this re-
gion (between Iceland and Northeastern Canada) is reason-
ably well (negatively) correlated with the NAO-index. The
NAO-phase is moving from dominant positive (year 1993)
into more neutral phase (year 2000 and 2001) and from weak
negative (year 2001) to positive phase (year 2008). Thus we
could expect to have increasingpCO2 due to temperature
variations at the former stage follow by DIC variations at the
latter stage. Other regions strongly affected by the tempera-
ture variability, such as the eastern part of the subpolar gyre
and along the North Atlantic drift region, are damped by the
opposingpCO2-DIC variability, as described below.

Due to the relaxation applied to the SSS in the model,
the year-to-year salinity variations are weak. Therefore, the
salinity in the model has relatively small effect than the other
parameters in influencing the surfacepCO2 over most of the
North Atlantic basin. A weak positive SSS anomaly dur-
ing a strong positive NAO phase is simulated in the western
part of the transition region between the subtropical and sub-
polar gyre (slightly south of 45◦ N), which is associated to
the northward shift of the subtropical gyre transporting more
saline water from the tropics. The opposite is seen during
a negative NAO phase.

The variability of surfacepCO2 due to variations of alka-
linity in the surface is generally small (Tjiputra and Wiguth,
2008). Figure 11 shows that under both dominant NAO-
phases thepCO2-ALK variability is most pronounced along
the western coast of North Africa. Close to the North African
coast, anomalously high trade winds during positive NAO
phase (Visbeck et al., 2003) lead to enhanced nutrient up-
welling and surface biological production. This is consis-
tent with a study byOschlies(2001), which shows that sur-
face nutrient input in this region is enhanced by both vertical
mixing and horizontal advection during dominant positive
NAO phases. This NPP increase explains the lowerpCO2-
alkalinity as biological production increases surface alkalin-
ity through nitrate consumption, and thus reduces thepCO2.
Note that the calcification process in the model also reduce
the alkalinity, but less significant than nitrate consumption.
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The DIC driven surfacepCO2 variability is very pro-
nounced along the North Atlantic inter-gyre boundary re-
gion located along 45◦ N (i.e., between the North Atlantic
subtropical and subpolar gyres). Stronger wind-forced sur-
face water transport during a positive NAO phase leads to
an increase in supply of relatively low-DIC subtropical wa-
ter, which induces a negative annual anomaly ofpCO2-
DIC. The reverse is true for dominant negative NAO phase
years. In the northeastern part of the North Atlantic subpolar
gyre (i.e., approximately between 55◦ N–60◦ N and 25◦ W–
30◦ W), strong cooling under a positive NAO phase deepens
the winter MLD and upwells DIC-rich deep water, creating
a positivepCO2-DIC anomaly. In contrast,Thomas et al.
(2008) show a negative1pCO2 (reduced surfacepCO2) in
this region during the early 1990s positive NAO period due to
an increase in low-DIC water mass from the subtropical re-
gion. This disagreement may be attributed to the difference
in the location of the North Atlantic drift simulated by the
different models. In the southern part of the subpolar gyre
(i.e., centered approximately around 50◦ N and 38◦ W), the
pCO2-DIC shows distinct variations between the two phases
of NAO. Under dominant positive NAO years, a stronger
southward current from the Labrador Sea transports colder
(as also shown inpCO2-SST), DIC-rich water and leads to
a positivepCO2-DIC anomaly. Under a dominant negative
NAO-phase, the model shows a clear opposite regional pat-
tern. There is also a pronounced co-variation between the
NAO and thepCO2-DIC in the center of the subtropical gyre.
Visbeck et al.(2003) show that the winter wind stress in this
location is co-varying with the NAO, which is attributed to
the slightly enhanced trade winds during positive NAO con-
ditions. In the model, this relation translates into stronger
surface DIC transport away from the region, creating a nega-
tive pCO2-DIC anomaly. Consequently, the model also sim-
ulates a positive air–sea CO2 flux anomaly (i.e., more car-
bon uptake) in this location during a dominant positive NAO
phase (not shown). During a negative NAO phase, the op-
posite process occurs. Figure10 shows that the DIC control
of surfacepCO2 in the inter-gyre boundary is damped by
the SST effect. Similarly, in the southern part of the sub-
polar gyre thepCO2-SST overcomes thepCO2-DIC vari-
ability. The strongest effects ofpCO2-DIC variability due
to changes in the NAO-phase are taking effect in the eastern
subpolar gyre and in the central subtropical gyre.

4.5 Monitoring future feedback

Figure 1 shows that there are in particular three locations
representing different oceanographic provinces away from
the continental margins in the North Atlantic, where the fre-
quency of underwayf CO2 measurements shows full sea-
sonal cycles over multiple years in a relatively small area.
This is mostly due to the operation of autonomouspCO2
instruments on well-established shipping lines between Eu-
rope and North America (Pfeil et al., 2012) and the fact that

underwaypCO2 observations are relatively cost efficient to
obtain compared to the traditional bottle data. It is not up to
the CO2 research community to decide the routes of commer-
cial vessels and while these locations are not optimal (i.e.,
as suggested by our model), if the measurements are con-
tinued steadily, they may have the potential to monitor any
emerging climate feedback on carbon uptake in the future.
In both Figs.7a and10a, these three locations show that sur-
face oceanpCO2 generally increases at a rate following the
atmospheric CO2 increase (i.e., value close to one in Fig.7a)
but with short term deviations that depends on the NAO vari-
ability. Therefore, continued measurements on these lines
will be useful to better constrain any short term change in the
surfacepCO2 trend recently observed in parts of the North
Atlantic. For example, a recent study byMetzl et al.(2010)
shows that observations of surfacepCO2 between Iceland
and Canada over the 1993–2008 indicate an positive trend
faster than the atmosphere. This is consistent with Fig.10,
which shows that the region has a negative correlation with
the NAO index, and over the 1993–2008 the NAO index trend
is negative.

To evaluate the expected carbon system response at the
three regions we identified in the SOCAT data as well as at
BATS, the model is applied to compute thepCO2 trend at
each location during relatively large shifts of NAO regimes.
We focus on two periods: one with a strong shift from neg-
ative to positive (1969–1973) and one from positive to nega-
tive (1993–1997) NAO-index (see Fig.10b). Table 2 summa-
rizes the trends in surfacepCO2 as well as the sea-air CO2
fluxes simulated by the model. During the 1969–1973 period
of strong positive trend of NAO (strong shift from negative
to positive), the NASPG, Northeast Atlantic, and Caribbean
stations have weakerpCO2 trends than the atmosphere. The
trend at BATS more closely follows the atmospheric trend.
Analogously, the model also simulates a negative CO2 flux
trend (more carbon uptake) in the NASPG and the Caribbean,
whereas less carbon uptake (or more outgassing) is simulated
at BATS. Interestingly, the model simulates a weak increase
in outgassing (less uptake) in the Northeast Atlantic loca-
tion. Since the model does not perform well compared to
the observation in this location (see Figs.3 and4), it is more
difficult to interpret the results. During the positive to nega-
tive shifts in the NAO index (1993–1997), the model shows
the opposite signals, but with much stronger trends in sur-
facepCO2 at the three underway stations relative to the at-
mospheric CO2 trend. Consequently, the sea-air CO2 fluxes
show positive trends (less uptake) for these locations. For
the BATS station, our model shows the opposite signals (i.e.,
negative sea-air CO2 fluxes trend) for this period. This is
consistent with earlier study byGruber at al.(2002) who also
show a dominant negative trend in CO2 fluxes (more carbon
uptake) for the period 1993–1997.
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Table 2. Seasonally filtered surfacepCO2 and sea-air CO2 fluxes trends from the model at the NASPG, Northeast Atlantic, Caribbean, and
BATS stations for the periods 1969–1973 and 1993–1997. Positive trends for the sea-air CO2 fluxes indicate less uptake, and negative ones
indicate more. The atmospheric CO2 trend is computed from the Mauna Loa data.

Periods NASPG NE-Atl. Caribbean BATS atm. CO2

pCO2 trend (ppm yr−1)
1969–1973 –0.392 0.449 –0.404 0.965 1.141
1993–1997 2.768 2.834 2.730 0.2396 1.610

CO2 fluxes trend (moles C m−2 yr−2)
1969–1973 –0.110 0.007 –0.075 0.054
1993–1997 0.255 0.089 0.0336 –0.0582

5 Summary

In this study, we use a coupled ocean biogeochemical gen-
eral circulation model to assess the long term variability of
surfacef CO2 in the North Atlantic. We apply two inde-
pendent data sets to validate the model simulation (CARINA
and SOCAT). For most of the locations we select, the model
is able to produce the correct amplitude of the observed sea-
sonal cycle. In the North Atlantic subpolar gyre, the seasonal
cycle phase in the model is slightly shifted compared to the
observations, which can be attributed to the model deficiency
in the surface biological processes. Additionally, the model
broadly agrees with the observation in the interannual trend
of surfacef CO2 and air–sea CO2 fluxes.

Using a principal component analysis, we show that the
primary variability of the surfacepCO2 simulated by the
model over the period 1960–2008 is associated with the in-
creasing trend of atmospheric CO2. The spatial variabil-
ity of this trend is predominantly influenced by the surface
ocean circulation and air–sea heat flux patterns. Regions with
steady mass transport or heat loss to the atmosphere, such as
the North Atlantic drift current, generally have weakerpCO2
trends than most other regions. In contrast, convergence re-
gions (e.g., subtropical gyres) or regions with large heat gain
(e.g., western subpolar gyre) have a relatively larger trend
over the long-term period.

The analysis also reveals that over shorter interannual to
decadal time scales, the variability of surfacepCO2 is con-
siderably influenced by the NAO, the leading climate vari-
ability pattern over the North Atlantic. We also evaluate the
physical and chemical mechanisms behind the NAO induced
regionalpCO2 variations. The NAO associated temperature
variability influences the surfacepCO2 variability, particu-
larly in the western part of the subpolar gyre. In the inter-
gyre boundary, thepCO2 variations due to change in SST
and DIC are almost equal in magnitude but in opposite direc-
tions, so they cancel each other. In the subtropical gyre, the
change in wind stress in different NAO-regimes affects the
transport of surface DIC, and hence alters the surfacepCO2.

In general we find very little contributions from SSS and al-
kalinity to the overallpCO2 variability.

Based on the model analysis, regions where the surface
carbon system variability is strongly influenced by the NAO
(e.g., the subpolar gyre) generally do not have sufficient tem-
poral coverage. Nevertheless, we show that, while not opti-
mal, if the currently established shipping routes in the North
Atlantic continue to record the surfacepCO2, they will have
the potential to monitor any long termpCO2 variability as
well as solidify our understanding of climate-carbon cycle
interactions in the North Atlantic basin. Note also that the
SOCAT data capacity is beyond what is shown in this study.
The growing SOCAT database can also be applied to map the
climatology state in the North Atlantic as well as to evaluate
model performance by applying data assimilation.

Presently, the next generation MICOM–HAMOCC model
is being tested. The latest version of the model adopts a
higher spatial resolution, improved physical mixing param-
eterization, as well as updated carbon chemistry. Together
with more publicly available underwayf CO2 data that is
soon to be released (SOCATv2), we intend to perform a
similar study to further evaluate the model–data inconsis-
tencies. Improving the ecosystem parameterization in the
model, which is shown here to be one of the model deficien-
cies at high latitude, through data assimilation method is also
on the agenda.

Supplementary material related to this
article is available online at: http://www.biogeosciences.
net/9/907/2012/bg-9-907-2012-supplement.pdf.
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Gonźalez D́avila, M., Santana-Casiano, J. M., Merlivat, L.,
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Sturm, C., and Heinze, C.: Bergen Earth system model
(BCM-C): model description and regional climate-carbon cy-
cle feedbacks assessment, Geosci. Model Dev., 3, 123–141,
doi:10.5194/gmd-3-123-2010, 2010a.

Tjiputra, J. F., Assmann, K., and Heinze, C.: Anthropogenic car-
bon dynamics in the changing ocean, Ocean Sci., 6, 605–614,
doi:10.5194/os-6-605-2010, 2010b.

Ullman, D. J., McKinley, G. A., Bennington, V., and Dutkiewicz, S.:
Trends in the North Atlantic carbon sink: 1992–2006, Global
Biogeochem. Cy., 23, GB4011,doi:10.1029/2008GB003383,
2009.

Velo, A., Perez, F. F., Brown, P., Tanhua, T., Schuster, U., and Key,
R. M.: CARINA alkalinity data in the Atlantic Ocean, Earth Syst.
Sci. Data, 1, 45–61,doi:10.5194/essd-1-45-2009, 2009.

Visbeck, M., Chassignet, E. P., Curry, R. G., Delworth, T. L., Dick-
son, R. R., and Krahmann, G.: The ocean’s response to North
Atlantic Oscillation variability, in: The North Atlantic Oscilla-
tion, Climate Significance and Environmental Impact, edited by:
Hurrell, J. W., Kushnir, Y., Ottersen, G., Visbeck, M., AGU Geo-
physical Monograph, 134, American Geophysical Union, Wash-
ington, DC, 113–146, 2003.

von Storch, H. and Zwiers, F. W.: Statistical Analysis in Climate
Research, Pergamon, Oxford, UK, 442 pp., 2002.

Wanninkhof, R.: Relationship between wind speed and gas ex-
change over the ocean, J. Geophys. Res., 97, 7373–7382, 1992.

Wanninkhof, R., Olsen, A., and Triñanes, J.: Air-sea CO2 fluxes in
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