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Abstract

Following its discovery by the ATLLAS and CMS experiments in 2012, the Higgs bo-
son has been studied in a multitude of decay modes. So far, its measured properties
match very well with the predictions of the Standard Model of particle physics, which
postulates the existence of a scalar field, to which all massive particles must couple.
The scalar hypothesis can be tested by studying these couplings in detail. Several
models predict an extension of the Higgs sector, which would involve a minimum
of four additional Higgs bosons. These can potentially mix with each other, altering
the kinematics of how the 125 GeV boson decays. This thesis presents a study of the
potential for probing for new physics in Higgs decays into pairs of tau leptons. The
correlation between the spin directions of the taus is reconstructed from the kinemat-
ics of the tau decay products, resulting in an observable angle, which is sensitive to
the charge-parity (CP) state of the Higgs.

Successful reconstruction of tau leptons rely on the information from the ATLAS
tracking detectors. The innermost part of the detector, consisting of high-granularity
pixel sensors, was before the beginning of 2015 operation upgraded with an addi-
tional pixel layer, the IBL, positioned extremely close to the collision point. Part of
this thesis is devoted to the readout software which converts pixel detector output into
data objects used by the event reconstruction algorithms. This software provides the
mapping from the subdetector-specific module identification numbers, to the global
ATLAS coordinate system.

The intense conditions close to the collision point, under the record-breaking lu-
minosity delivered by the LHC during the past three years of running, causes constant
damage to the pixel sensors. To both ensure optimal operation of the detector, and to
provide numbers to which simulations can be compared, a study has been carried out
to measure the bias voltage required to fully deplete the sensors. Dedicated voltage
scans have been performed at several occasions, to find the evolution of the depletion
voltage over time.
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Chapter 1

Introduction

The announcement of the discovery of the Higgs boson on July 4, 2012, some 40
years after its existence was first proposed, marked two great successes of particle
physics; first, the last missing piece of the Standard Model (SM) was finally identi-
fied, laying the foundation for the mechanism for how particles can have mass in a
renormalisable theory; second, the very successful design and operation of the Large
Hadron Collider, and the experiments surrounding it. The end of 2012 closed off the
so-called Run 1 of the LHC, followed by a two-and-a-half year technical stop dur-
ing which both the LHC and the ATLAS experiment were upgraded to deliver and
record collisions at nearly twice the energy. The beginning of Run 2 heralded a new
period in particle physics, where the aim was no longer to search for the Higgs, but
now to measure its properties, its production and its decays, to identify if it really
fits with the Standard Model expectation. Naturally, direct searches for beyond-SM
physics is still a vital part of the ATLAS programme. But a strong indication of
new physics, even far beyond the current LHC energy, would be if the Higgs proper-
ties turned out to deviate from the expectation. A good example would be if Higgs
decays were to violate charge-parity (CP) symmetry — if the Higgs boson is not a
pure scalar particle, as predicted by the SM, but rather a mixture containing a pseu-
doscalar component, this implies that additional Higgs bosons must exist. This is
exactly the aim of the study presented in part III of the thesis. This study looks at the
decay of the Higgs into pairs of tau leptons, which is arguably the most promising
decay to probe CP violation in Yukawa interactions. In the SM, where neutrinos are
considered massless, the only source of CP violation is in the quark mixing matrix.
This effect is, however, not sizeable enough to explain the imbalance between mat-
ter and antimatter observed throughout the universe, giving a reason to believe that
other sources of CP violation should exist.

The H — 71 CP analysis was started from scratch in early 2015, with the author
as one of two PhD students responsible for the main parts of the analysis. Since there
is significant overlap with this analysis and the cross section measurement, I have
also contributed to the analysis software used for the di-hadronic decay mode of the
H — 77 cross section measurement. Likewise, analysers working on the cross sec-
tion measurement have also contributed to the CP analysis. Prior to getting involved
with the analysis work, I took part in updating the software devoted to converting the
raw data output from the pixel detector into an ATLAS-general format, so that it can
be used in track reconstruction. This coincided with the commissioning of the new
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addition to the ATLAS inner detector in 2014, the Insertable b-Layer (IBL). Contin-
ued changes in the readout system required the software to be actively maintained for
two years to follow; chapter 4 describes the functionality and improvements added to
the software. While engaged in the pixel community I started a study of the depletion
voltage in the IBL and the pixel layers, a task touching the areas of both detector op-
eration and sensor performance. The study is necessary to ensure that the proper bias
voltage is applied, keeping the detector running at highest efficiency. At the same
time, the study shows how silicon sensors are degraded by radiation, and provides
valuable input for the modelling and simulation of radiation damage. This analysis
uses data taken at the beginning and the end of the run periods in 2016 and 2017,
thereby allowing to investigate not only the degradation caused by continuous irradi-
ation, but also the beneficial annealing process during the winter shutdown between
the two years. Chapter 5 describes the method and the results.
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Chapter 2

The Standard Model

The theory formulating the present knowledge of particle physics is known as the
Standard Model (SM). It is mathematically founded in the framework of quantum
field theory, and adheres to the principle of gauge invariance, stating that the Lan-
grangian is invariant under phase (or gauge) transformations. Such a transformation,
acting on a particle field ¢, can be written in a general form as

Y(x) = Up(x), where U = e o1 @aXa, 2.1

The exponent contains a sum over Hermitian operators y,, multiplied by continu-
ous, real parameters «,, which change the phase of the field by an equal amount
at each point in space. The SM Lagrangian is however also invariant under gauge
transformations that are local, meaning @, can be a function of space-time, so that
U = U(x) = e/ Zi-1 % Noether’s theorem gives that such a symmetry of the La-
grangian must imply a conserved quantity, in our case a charge. The dimensions and
the properties of the transformation matrix U specify the symmetry groups of the
theory. Unitary N X N matrices make a U(N) group, and if the matrices also have
determinant +1, the group is SU(N). The interactions of the SM are invariant un-
der the joint SU(3)¢ X SU(2); x U(1)y gauge groups, where subscripts indicate the
conserved charge: C for colour charge, L for left-handedness (chirality) and Y for
hypercharge. Thorough reviews of the symmetries of the SM can be found in [1]
and [2]. The following focusses on electroweak symmetry breaking and the need for
the Higgs boson.

2.1 Electroweak theory

It is known from experiments that the weak interactions involve only left-handed
fermion fields. The left- and right-handed components are projected out as

1
v = 51 =75 u)
2.2)

1
W) = S+ ys)U (0.

The quantum number of the SU(2); gauge symmetry is the weak isospin /,, where
a = 1,2,3. Right-handed fermions have zero isospin, hence their transformation
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under SU(2); is trivial. The quantum number of the U(1)y group is the weak hyper-
charge Y, which is related to the electric charge Q and the third component of the
weak isospin through
Y= Q. L, (2.3)
e
where e is the fundamental charge. Under the two gauge groups combined, the above
fields transform as

W) - expligZhau(x) + ig YACOIW ()
v (x) = explig YBOOW* (),

where g and g’ are the coupling constants of SU(2); and U(1)y respectively, o, are
the 2 x 2 Pauli matrices, and «,, 8 are real, differentiable functions. As one can see,
left- and right-handed fields transform equally under U(1)y, since the electromag-
netic interaction does not distinguish between handedness. At this point the theory
contains three massless Yang-Mills gauge fields, of which two are charged (W*),
while the neutral one can along with the single massless U(1)y field be written as lin-
ear combinations of the physical fields Z° and . The mixing of the neutral fields is
parametrised by the electroweak mixing angle 8y. Quarks and leptons so far have to
be massless too, since mass terms myny = m(y g + Yryr) are not invariant under
the transformations in eq. (2.4).

24)

2.2 Spontaneous symmetry breaking and the Higgs mech-
anism

Since explicit mass terms are not gauge invariant, fermion masses must instead be
generated. This can be achieved by introducing a doublet of scalar fields ®,

(2.5)

where ¢* and ¢° are both complex fields with nonzero isospin and hypercharge. This
means that under SU(2); X U(1)y, ® transforms the same way as the left-handed field
in eq. (2.4). The addition to the Lagrangian following the introduction of ® is

Lo = (D#(I))T(D’HD) - V(0), (2.6)
where D, is the gauge covariant derivative, and V is the scalar potential,
V(®) = (20T D + A(DTD), 1> 0. (2.7)

In classical field theory, u> > 0 corresponds the potential energy surface shown in
fig. 2.1a, which exhibits an absolute minimum at the origin. Upon quantisation, such
a field would represent a charged scalar particle of mass u, with a unique ground
state with zero vacuum expectation value. In the case of uz < 0, on the other hand,
the potential energy surface takes the form shown in fig. 2.1b, and has its mini-
mum at |®]> = —%,uz /A. The vacuum state becomes degenerate, and the (arbitrary)
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choice of direction in weak isospin and hypercharge space spontaneously breaks the
SU2), x U(1)y symmetry. The introduction of ® adds four new degrees of freedom,
where one corresponds to a real field o(x) which gives rise to a massive, electri-
cally neutral spin-0 particle, the Higgs boson. The explicit appearance of the tree
remaining ones can be removed by a gauge transformation, and are then absorbed
into the longitudinal degrees of freedom of the W* and Z bosons, which thereby ac-
quire masses. After this transformation into what is known as the unitary gauge, the
® field takes the simple form

1 0
D(x) = % (v + o-(x)) , (2.8)

with v = 4/—u2/A. The masses of the W* and Z bosons are given by v and the two
coupling constants of SU(2); x U(1)y,

1 1
my = Egzv, mz =3 \&?% + 8%, 2.9

while the mass of the Higgs boson is

my = /—2u% = V22 (2.10)

After electroweak symmetry breaking the fermions acquire masses through the cou-
pling between the Higgs and the fermion fields. These Yukawa interactions, shown
here for the tau lepton,

L2 —Gu[tr(DT) + (GrD)TL], €L = (VT) , = (‘5);) (2.11)
L

are both renormalisable and invariant under SU(2); X U(1)y transformations. The in-
terpretation of the coupling constant G, becomes more apparent in the unitary gauge
form of ®, where one obtains

£ 5 —(Gv/ V)7t - (G,] V2)o7r. (2.12)

The first part is recognisable as a mass term, and the prefactor can be rewritten as
V2m./v. The coupling to the Higgs field then becomes

=0 (2.13)
v

showing that the Higgs coupling is proportional to the fermion mass.

2.3 Higgs production

At the LHC, Higgs bosons can be produced through a number of different processes,
the most important ones being gluon fusion, and vector boson fusion. Production
cross sections for a 125 GeV Higgs boson at a center-of-mass energy of /s = 13 TeV
are given in table 2.1.
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Figure 2.1: Illustration of the energy potential surfaces for positive and negative sign of u?.

9

Figure 2.2: Feynman diagrams for the four most important Higgs production processes at

the LHC. (a) Gluon-gluon fusion, (b) vector boson fusion, (¢c) W/Z-associated production,
(d) tt-associated production.

ggF VBF WH ZH ttH Combined
Predicted % % % % A
cross section 48.6’_'2(;0 3.73;0 1.371’% O.88f25§0 0.5’:?;7% 55.1
S TE Lyl LIS 08904 07998 2397 109y

Table 2.1: Predicted cross section values, in pb, for different production processes. The
values correspond to proton-proton collisions at a centre-of-mass energy of 13 TeV, for
a 125 GeV Higgs boson. The measured signal strength u gives the ratio of measured to
predicted cross section; a value of y = 1 indicates full correspondence with the SM, while
1 = 0 would mean the process is not observed. The signal strengths values are the current
world average numbers from the Particle Data Group (PDG) [3].
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The gluon fusion (ggF) process, illustrated in fig. 2.2 (a), occurs through a loop
exchange of virtual quarks. This will predominantly be the top quark, as the contri-
bution is proportional to the square of the quark mass. Since this is a strong process
there are significant radiative corrections; at next-to-leading (NLO) order, the dia-
gram is augmented with real emissions of a gluon or a quark from one of the incom-
ing gluons, or emission of a gluon from one of the internal quark propagators. These
NLO corrections increase the cross section by approximately 80% [3], while NNLO
corrections increase it even further by an additional 30%. This means a large part of
Higgs bosons produced through ggF will be recoiling off one or several jets, provid-
ing a handle to separate such events from soft QCD background. The most recent
cross section calculations are performed at N3LO level [4].

Vector boson fusion (VBF) production, shown in fig. 2.2 (b), occurs through ¢- or
u-channel exchange of W or Z bosons between two incoming quarks. The outgoing
quarks form two jets, which are colour connected with the remnants of the colliding
protons. This has two implications for the kinematics of the event; first, the two
jets go predominantly in the forward and backward directions relative to the beam
directions, and second, QCD radiation in the central direction is strongly suppressed.
Although the VBF production cross section is ten times smaller than that of ggF,
this clean signature makes it a highly sensitive process. Current VBF cross section
numbers are calculated at NNLO for QCD and NLO for electroweak corrections.

The Higgs coupling to electroweak bosons are also involved in the W- and Z-
associated production, shown in fig. 2.2 (c). The decay of the associated W/Z pro-
vides a signature for classifying this mode. As for VBF production, cross section
calculations are available at NNLO for QCD and NLO for EW.

Besides ggF, the Higgs to top quark coupling comes into play in Higgs production
associated with a #7 pair, illustrated in fig. 2.2 (d). In addition to this diagram, one can
also have s-channel ¢ production, where the Higgs is radiated off one of the top lines.
The ##- associated mode is of high interest since it allows for probing the top Yukawa
coupling directly, exclusive of the loop effect in ggF. Cross section calculations have
been performed at NLO level in QCD, with relatively high theoretical uncertainty, as
can be seen in table 2.1.

2.4 Higgs quantum numbers

The Standard Model postulates the Higgs boson to be a CP-even scalar particle,
JP = 0". Since it has been observed to decay into pairs of photons, the Landau-
Yang theorem states that it cannot have spin 1, but must have either spin O or 2.
The spin 1 hypothesis has been excluded in decays to WW and ZZ too, at 99.999%
confidence level (CL) [5]. Various graviton-like spin 2 modes have been tested, but
are all excluded at 99% CL or higher by both ATLAS and CMS [5, 6]. The result
from ATLAS is shown in fig. 2.3a.

The parity has been tested in WW and ZZ decays, both for fixed-parity state hy-
potheses J© = 0% and J¥ = 07, and for mixed states. In the fixed-parity scenario,
studies of H — ZZ decays exclude the pure pseudoscalar hypothesis at 99.98% CL.
The only remaining possibilities for non-SM properties lie in the couplings. Anoma-
lous couplings to fermions can be probed either in #H production or in H decays to
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bb or 77!, none of which have been performed so far. Prospects for investigating pos-

sible CP-violating effects in decays to 77, are discussed in part III. The couplings to
gauge bosons have been tested by both ATLAS and CMS, by parametrising the in-
teraction in form of an effective field theory, where the Lagrangian under the spin 0
hypothesis is given by [7]

1 _
25" = cos@ksml58uz2ZuZ" + guww Wy W]

- i[ cos(@)kuzzZnZ" + sin(@)kazzZyuw 2] (2.14)

- %[ cos(@)kpww W, W + sin(a)KAWWW;VW_”V]}XO.
This equation will not be discussed in too much detail, apart from the coupling con-
stants ksm, kgyy and kayy, which correspond to the ZZ and WW couplings to a SM
boson, a BSM CP-even boson, and a BSM CP-odd boson, respectively. Non-zero
values of xgyyy and k4yy would indicate the presence of additional Higgs bosons; val-
ues of the CP mixing angle & # 0, r would indicate mixing between them. No indica-
tion of new physics has so far been observed. Combined H — ZZ and H — WW re-
sults from ATLAS Run-1 data are shown in fig. 2.3b and fig. 2.3c. Updated H — ZZ
results with Run-2 data can be found in [8] and [9].

!For shorthand the bar will be omitted (77) in the following.
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ATLAS H—ZZ* - 4

—e— Observed Vs=7TeV,45f'

=== Expected Vs=8TeV,2031t"

I 0'SM 1

(] o*smlzz H— WW* - evuv

[CJo'sMz3c Vs=8Tev,20.31"

-J:115 H—yy

-:]jyfiﬁ 5=7TeV, 451"

1o i Vs=8TeV, 203"

40F 4
30F E
20F E
10. rl I l . F
=W OE R gR
] l I I
20F E
-30F E

JP=op JP=0 UP=20 UP=2 yP=2r UP=2r SP=2r
~ 0 0 e, k2
P0GV p<i25CeV p <S00GeV p <125 GV

(a) Expected and observed distributions of
the test statistic for the SM, in blue, and al-
ternative J© scenarios, in red.

< 0T < B0pTrTTT T
~ [ ATLAS Ho 22" >4 ] ~ [ ATLAS Ho 22" >4 ]
' F Vs=7TeV, 451" 1 ' F VS=7TeV, 451" 1
25— Observed \E=8TeV,203 15" ] 25— observed \E=8TeV,20315" ]
[ ____ Expected: H—o WW* > evuy [ ____ Expected: H—o WW* > evuy
201 signal strength fit to data \5=8TeV, 203 15" I 20; signal strength fit to data \5=8TeV, 203 15" I
[ Expected: SM ,’.‘ ] Lo Expected: SM 4
(W F /
o P ISR RN AR IR V 4 7 I A i cu\\uM\\\HMNMM-‘\\H\MHMHM
8 6 4 =2 2 4 6 8 8 6 4 =2 0 2 4 6 8
K/ Ksu (Kan/Kgy ) -tana
(b) Likelihood profile for the BSM CP-even (c) Likelihood profile for the BSM CP-odd
coupling constant kyyy divided by the SM coupling constant k4yy divided by the SM
coupling constant ks p coupling constant ks 57, multiplied by the tan-

gent of the CP mixing parameter .

Figure 2.3: Results from analysis of alternative J” scenarios and of anomalous couplings in
H—>Z7Z"— 40, H— WW* — evuv and H — yy decays [6].
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Chapter 3

The ATLAS experiment

3.1 CERN and the Large Hadron Collider

Located at the French-Swiss border just outside of Geneva, the European Organiza-
tion for Nuclear Research (originally Conseil Européen pour la Recherche Nucléaire
— CERN) is one of the leading laboratories for high-energy particle and nuclear
physics. Founded in 1954, it has been the site of several major discoveries, among
those the discovery of neutral currents (1973), the W and Z bosons (1983), direct
CP violation (1999), and most recently, the Higgs boson (2012). The long history of
accelerator development plays an important role in the modern-day operation of the
experimental facilities at CERN — not only through accumulation of knowledge, but
also in a more direct way, since the old circular colliders are being used as intermedi-
ate accelerators for the currently most powerful machine, the Large Hadron Collider
(LHO).

3.1.1 The LHC

The LHC is a 27 km long circular proton-proton collider, designed for delivering col-
lisions at a center-of-mass energy /s = 14 TeV. The first beams were brought into
orbit in 2008, but due to a technical malfunction causing severe damage to several
of the superconducting bending magnets, the start of the first stable physics run was
delayed until 2010. In the period from 2010 to 2013, referred to as Run 1, the LHC
was operating at a collision energies of 7 and 8 TeV. Following a period of upgrades
and maintenance, the Long Shutdown 1 (LS1), operation was continued in 2015 at
\/s = 13 TeV. The first period of the second proton run, Run 2, was closed at the end
of 2017.

3.2 The ATLAS experiment

The ATLAS (A Toroidal Lhc ApparatuS) detector, with a length of 44 m, diame-
ter of 25m, and an overall weight of around 7000 tons, is the largest of the LHC
experiments. Named after its characteristic toroidal magnets surrounding the muon
spectrometer, ATLAS is a multipurpose detector designed for making high-precision
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measurements, under the radiation intensive conditions provided by the LHC. A cut-
out overview is shown in fig. 3.1.

Coordinate system and common observables

The ATLAS coordinate system is defined with the nominal interaction point as the
origin, where the x-axis points inwards to the centre of the LHC ring, and the y-axis
points upwards. The system is right-handed, so that the z-axis goes along the beam
line, in the counter-clockwise direction. Usually, cylindrical coordinates are used,
with ¢ being the azimuthal angle around the z-axis, and 6 the polar angle. Rather
than the polar angle, a more convenient observable is the pseudorapidity n, defined as
n = —Intan(#/2). Under the assumption of particles moving at relativistic speeds (i.e.
p = E), differences in pseudorapidities are Lorentz invariant under boosts along the
z-axis. Observables defined in the transverse (x-y) plane are denoted by a subscript
T, such as transverse momentum pr = psin6 and transverse energy Et = E sin6.

The angular distance between objects, AR, is defined as AR = /(An)2 + (A¢)2.

3.3 Layout of the ATLAS detector

3.3.1 Inner detector

Responsible for measuring particle momenta and vertex positions, the inner detector
consists of three subsystems: the Pixel detector, the SemiConductor Tracker (SCT)
and the Transition Radiation Tracker (TRT). The placement of the different subsys-
tems is shown in fig. 3.2.

Pixels and the IBL

Arranged in four concentric cylinders around the beam pipe and three disks in each
of the endcaps, the pixel detector is designed with high granularity in mind. The
innermost barrel layer, the Insertable b-Layer (IBL), was installed during Long Shut-
down 1. The three original layers are typically just referred to as ‘pixels’, and consist
of in total 1744 modules, each with external dimensions of 19 x 63 mm?2. The sen-
sors themselves are 250 um thick, with nominal pixel size of 50 x 400 um?. The bulk
material of the sensor wafer is oxygenated n-type silicon, with n* implants on the
readout side, and p* regions on the back side, where the reverse bias is applied. This
design is chosen to ensure high charge collection efficiency even after prolonged ir-
radiation; see chapter 5 for further discussion about the effects of radiation damage.
Each pixel module is assembled from 16 front-end electronics chips bump-bonded
to the sensor. The front-end chips, type FE-I3 [11], amplify the sensor charge sig-
nal and digitise it in form of Time over Threshold (ToT), i.e. the time during which
the signal amplitude is higher than the discriminator setting, measured in number of
bunch crossings. Each individual front-end reads out signals for pixels arranged in 18
columns (along ¢) and 164 rows (along 1), which is forwarded to the Module Con-
trol Chip (MCC), located at the other side of the sensor wafer. The MCC formats and



17

3.3 Layout of the ATLAS detector

193204} J0JONPUODIWDS
Joubpw plous|os SI9QUUDYD uonNw

sjaubpuwl ploio|

19¥204} UoYDIPDI UOHISUDI]

SIDJDWOIDD JUYDUBPUIOLDD|D Y]

\ 10J2919p |9XId
S19JOWILIOJDD PIDMIO) /

pup dos-pud ducIpLyY Iy

[SETETN el [ RCTIT

Wy

bers are partly embedded inside them. The detector is situated in a cavern 100 m under

large toroid magnets surround the inner detector and the calorimeters, and the muon cham-
ground. Graphic from [10].

Figure 3.1: Overview of the ATLAS detector, showing the main detector components. The



18 The ATLAS experiment

transmits digital data, so-called bytestream data, to the off-detector readout electron-
ics. In total for the three pixel layers, approximately 80 million individual channels
are read out.

An additional 12 megapixels are provided by the IBL, which was installed be-
tween the innermost pixel layer and a new, smaller beam pipe in 2014. This layer
features two different types of pixel technologies; out of 20 modules per stave, the
12 center modules have planar pixel sensors, while the 4 outermost modules on each
side use 3D sensors. Both sensor types have a pixel size of 50 x 250 um?, and are
read out by a new, more radiation-hard front-end chip, named FE-I14B. The pixel
configuration read out by each front-end consists of 336 columns and 80 rows.

The planar sensors have a surface of 41 x 19 mm? and are 200 um thick. One
such sensor is read out by two front-ends, while the 3D sensors are half the surface
area and 230 um thick, and read out by a single chip. The 3D technology involves
etching microscopic holes in the silicon wafer, from both sides; on the readout side,
the columns are n* type, while the back side they are p*. This technique allows for
a shorter inter-electrode distance than for planar sensors, which lowers the voltage
required for depleting the sensor, which in turn makes the sensor perform well after
heavy irradiation [12]. This motivates the choice of 3D technology for the high
pseudorapidity regions.

SemiConductor Tracker (SCT)

The SCT is a silicon microstrip detector, consisting of four layers in the barrel, and
nine disks in each of the endcaps. The layers are arranged so that any track within
the 1 coverage should pass through four sensors. The modules are double-sided,
mounted with a stereo angle of 40 mrad, which give a position resolution along the
strip direction of 580 um. Along the perpendicular direction, the resolution is 17 um.
The number of readout channels is approximately 6.3 million.

Transition Radiation Tracker (TRT)

Consisting of 4 mm diameter gas-filled straw tubes, interleaved with radiation foils,
the TRT offers both position measurements and electron identification. The straws
are parallel with the beam axis in the barrel region, and extend radially in the endcaps.
Although the position resolution is significantly lower than for the silicon systems,
the TRT sees a large number of hits per track (36, on average), which makes an im-
portant contribution to tracking. While charged particles traversing the straws ionise
the gas directly, considerably stronger ionisation can occur due to transition radia-
tion, an effect caused by the change in dielectric constant seen by a particle crossing
the tube boundary. Since the radiation intensity is proportional to the Lorentz fac-
tor vy, electrons can be separated from heavier particles, which radiate less. The total
number of readout channels is approximately 351 000.

3.3.2 Calorimeters

The ATLAS calorimeters, all of the sampling type, using alternating layers of ac-
tive and passive material, are assembled from five major subsystems. The electro-
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Figure 3.2: Cut-out view of the inner detector, showing at increasing radius the beam pipe,
the IBL and pixel layers, the SCT, and finally the TRT. Graphic from [13].

magnetic calorimeter, consisting of barrel and endcap parts, uses liquid argon and
accordion-shaped lead absorber plates. The coverage goes up to || < 3.2, although
the resolution is best in the region || < 2.5. Since the electromagnetic calorimeter is
situated downstream of the solenoid magnet, a single, thin liquid Ar layer is placed
in front of the solenoid and serves as a presampler to correct for energy lost in the
front of the calorimeter. The total thickness of the EM calorimeter ranges from > 22
radiation lengths in the barrel, to > 24 radiation lengths in the endcaps.

Directly outside of the EM calorimeter sits the hadronic calorimeter, which in
the barrel region is constructed using plastic scintillators and steel absorber plates.
This covers the region up to || = 1.7. The endcap sections, extending to || = 3.2,
use liquid Ar as active material, in conjunction with copper absorber plates. The
thickness of the hadronic calorimeter corresponds to approximately 10 interaction
lengths, meaning there is little leakage, or ‘punch-through’, which is important for
reconstruction of energetic jets. In addition, to ensure maximal hermeticity of the
detector, a liquid argon forward calorimeter provides coverage up to || = 4.7. This
subsystem uses a combination of copper and tungsten absorber plates, and is of high
importance for reconstruction of very forward jets.

3.3.3 Muon spectrometer

The muon spectrometer employs four different detector technologies, put together to
provide both precision measurements, and fast triggering. It is essentially built into
the toroid magnet system, which bends tracks in the R-z-plane. The main technol-
ogy used for tracking is Monitored Drift Tubes (MDT), which are 30 mm diameter
gas-filled tubes, covering the pseudorapidity range up to || < 2.7. In the endcaps,
MDTs are supported by segmented multiwire proportional chambers called Cathode
Strip Chambers (CSC), which have higher rate capabilities. The muon trigger sys-
tem is operated using a combination of resistive plate chambers in the barrel, and thin
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multiwire proportional chambers in the endcaps. In addition to triggering, these sys-
tems also measure track coordinates in the non-bending (¢) direction, orthogonal to
that of the MDT's and CSCs.

3.3.4 Magnet systems

The magnet system in ATLAS consists of the barrel solenoid, the barrel toroid, and
two endcap toroids, all superconducting and operating at 4.6 K. The solenoid gen-
erates a 2'T magnetic field parallel to the beam axis. Since the coils are placed in
front of the EM calorimeter, they were engineered with minimal thickness in mind;
at normal incidence, the assembly corresponds to around 0.66 radiation lengths. The
toroid systems feature eight coils each, providing a field of 0.5 to 1.0 T, depending
on position. Mapping and continuous monitoring of the magnetic field is done using
Hall effect sensors distributed around the detector volume.

3.3.5 Event triggering

Interesting collision events are selected by the trigger system, which is divided in
two stages. The first stage, the Level 1 Trigger (L.1), is implemented in the detector
hardware and uses information from the calorimeter and the muon spectrometer to
provide a rough identification of high-pr jets, taus, and other objects. The L1 trigger
reduces the initial event rate from 40 MHz (one collision every 25ns) to approxi-
mately 100 kHz [14]. Events passing this step are then evaluated by the High-Level
Trigger (HLT), which is software based, and reconstructs objects using the full de-
tector information. Different triggers [15] target different types of events, depending
on the presence of for instance large missing transverse energy, or certain objects
of interest. The HLT further reduces the event rate to around 1kHz. While await-
ing the L1 trigger decision, which has a fixed latency of 2.5 us, the detector output is
buffered in the individual modules. The HLT has an average latency of 350 ms before
reaching the decision to store or reject the event.

3.4 Event reconstruction

Collision events passing the trigger selection, are written to disk for offline process-
ing. Reconstructed entities like tracks, jets and taus are collectively referred to as ob-
Jjects and are defined by criteria provided by dedicated performance working groups
in ATLAS.

3.4.1 Tracks

Charged-particle trajectories are reconstructed starting from three hits in the pixel
and SCT detectors. In the pixel layers, a traversing particle typically deposits energy
in multiple pixel cells, which are clustered together to form a hit. The charge collec-
tion in each individual pixel is used to estimate the position of the track through the
cluster, by computing the ‘centre of gravity’ of charge contributions to the cluster. In
the SCT, clusters of strips are formed, but both sides of the layer must be combined
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to form a point in three-dimensional space. Three compatible space-points make up
a track seed, which enter into an iterative combinatorial track finding. The procedure
attempts to add additional hits from the remaining silicon layers, potentially creat-
ing multiple track candidates, in case several compatible hit combinations are found.
Each candidate is assigned a track score, computed based on quality criteria such as
fit quality and cluster properties, which is used to solve ambiguities [16].

3.4.2 Vertices

The position of proton interactions is computed by fitting tracks to a common vertex.
The process starts from a seed position, determined in the transverse plane by the
beam spot, and in the z direction by the mode of z-coordinates of tracks passing a
quality selection. In an iterative procedure, a y? fit is performed, and each track is
assigned a weight corresponding to how well the track parameters match the vertex
position. Using the weighted tracks, the fit is performed again, and the track weights
are updated to reflect the new vertex position. After the last iteration, any track falling
outside the vertex position by more than seven standard deviations, are removed from
this vertex candidate and used to seed a new vertex. A vertex candidate is retained if
it contains at least two tracks. The distribution of the number of vertices per bunch
crossing in Run 2 is shown in fig. 3.3, and as indicated on the plot, the average value
for 2015 and 2016 data combined is 23.7. The vertex with the highest sum of squared
track pr is selected as the primary (or hard-scattering) vertex, while all other vertices
are attributed to pile-up.

The distance of closest approach between a track and the reconstructed vertex,
called the impact parameter, is computed in the transverse and longitudinal direc-
tions and denoted djy and zg, respectively. Tracks originating from secondary decay
vertices, such as from tau or b-quark decays, typically have large impact parameters,
which will be shown in section 6.2 to be of importance for inferring the polarisation
directions. The impact parameter resolution decreases with track pr, while increas-
ing with higher || [17].

3.4.3 Jets

Being segmented in both the lateral and longitudinal direction, the calorimeters can
reconstruct particle showers in three dimensions, known as topological clusters. If
the energy deposit in a cluster corresponds to a py greater than 7 GeV, the jet is recon-
structed using the anti-kt algorithm [19], with a distance parameter of R = 0.4. The
calorimeter cell energy is initially calibrated to the electromagnetic scale, i.e. the en-
ergy deposit of electromagnetically interacting particles. Taking into account tracks
associated with the jet, the final calibration is derived using a combination of simu-
lation and in situ methods [20]. The latter uses data from well-known processes such
as Z boson decays. The calibration affects the reconstruction performance via two
parameters: the jet energy scale, which relates the calorimeter response to the true jet
energy, and the jet energy resolution. Both depend on the jet pr and pseudorapidity.

To suppress pile-up jets, a Jet Vertex Tagging (JVT) algorithm [21] is used to
identify jets which originate from the primary vertex. For very forward jets (n >
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crossing in 2015 (green) and 2016 (light blue) data. The dark blue curve shows the combi-
nation of the two. Plot taken from [18].

2.4), a separate forward-JVT tool [22] is used. Identifying such jets is important for
reconstructing events with a Higgs boson produced via vector boson fusion.

3.4.4 Electrons and muons

Electrons are reconstructed by combining inner detector tracks with energy deposits
in the EM calorimeter. The track quality and the shape of the EM shower is used
to determine the identification quality. Likewise for muons, the reconstruction com-
bines inner detector tracks with tracks in the muon spectrometer. In the following
analysis, electrons and muons are only used as input to the calculation of missing
energy, and to veto events containing non-tau leptons.

3.4.5 Missing transverse energy

The missing transverse energy, E%‘iss, denotes the momentum imbalance in an event,
measured in the transverse plane. It is calculated as the negative momentum sum of
all reconstructed and calibrated objects seen in the event,
is jets SoftT

Eps = - Er=—(Eg + E} + B} + E}° + EY"™™ + Ep). (3.0
The ‘soft term’ corresponds to inner detector tracks originating from the primary
vertex, which are not associated to any reconstructed object [23]. The magnitude
of EX'™ is used to select boosted tau pairs, since the neutrinos from the tau decays
can carry off significant momentum, and is also used as input for the ditau mass
reconstruction, discussed in section 6.2.4.

3.4.6 Taus

With a mean flight path of 87.03 um [3], taus typically decay inside the beam pipe,
making its reconstruction considerably harder than for the other leptons. 35% of
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Table 3.1: Branching ratios of important hadronic tau decay modes [3]. The & indicates a
charged hadron, which can be either a 7* or a K*. All decays involve a v,, which is not
written explicitly.

Decay mode Brancing ratio
h* 11.51 £ 0.05%
h*r® 25.93 +0.09%
h* > 270 10.81 + 0.09%
3n* 9.80 + 0.05%
3ht > 10 5.09 +0.05%

decays are leptonic (t — {v,v,, £ = e,u), while the remaining involve hadronic
decay products. Of the latter, five dominant decay modes make up over 90% of the
branching ratio. These involve either one or three charged hadrons, typically called
prongs, and are listed in table 3.1. The following analysis considers only hadronically
decaying taus (7Tpaq).

The reconstruction starts with topological calorimeter clusters, from which jets
are constructed, as usual with radius parameter R = 0.4. For a jet to be considered as
a Thag candidate, it must first satisfy pr > 10GeV and || < 2.5. Before computing
the momentum vector of the candidate, a tau production vertex is assigned, based on
the tracks within AR < 0.2 of the jet seed direction. The 7p,q direction can now be
determined by the tau production vertex and the cluster barycentre, and tracks are
assigned to the candidate if they lie within the core region R = 0.2 of the candidate
direction, and satisfy quality requirements [24]. The complete 7p,q 4-momentum is
constructed from clusters within the core region. To account for differences in energy
calibration between QCD jets and taus, a tau energy scale correction is applied.

Separation of taus from QCD jets is done by Boosted Decision Trees (BDTs) [25],
operating on various observables oriented around jet shape and energy deposition
ratios. Three identification working points are provided, determined from the BDT
score and the pr, so that the combined reconstruction and identification efficiency
is approximately constant as function of pr for a given working point. These are
named loose, medium and tight, in order of increasing background rejection. The
combined signal efficiencies are, in the same order, 0.6 (0.5), 0.55 (0.4) and 0.45
(0.3) for 1-prong (3-prong) taus.

At this point, a novel algorithm introduced in Run 2 called tau particle flow [26]
(or tau substructure algorithm — a pet child has many names), further refines the Tp,q
candidate by reconstructing its individual charged and neutral components. Access
to the 7% 4-momentum is vital for the reconstruction of the tau decay plane, as will
be discussed in section 6.2.

7° reconstruction

Practically all neutral pions decay to a pair of photons; of these photons, around half
of them convert to e*e™ pairs due to interactions with detector material in front of
the calorimeter. EM calorimeter clusters in the core region around the 1,4 form the
starting point of the 7° reconstruction. The energy deposit is corrected for contami-
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taken from [26]

nation from charged hadrons, and a minimum pt requirement is imposed, in order to
reduce contributions from pile-up and calorimeter noise. The remaining background
is mainly from charged hadrons. The 7° identification decision is based on the score
from a BDT trained on observables like shower shape and energy density, where
the decision threshold is optimised in five |7 intervals, corresponding to structurally
different calorimeter regions.

Decay mode classification

Rather than simply counting the number of reconstructed charged and neutral
hadrons, several BDTs are employed to classify the decay mode, taking the kine-
matics of the decay as input. 7°°s from a real tau decay are correlated both in energy
and direction, hence the multivariate approach can more effectively assign the 7°
multiplicity instead of using the 7° identification score alone. The classification effi-
ciency is illustrated in the matrix in fig. 3.4, showing that the probability of correctly
classifying one-prong decays with zero or one 7°, is 90% and 75%, respectively. Ef-
fects from pile-up are shown to have minimal impact on the classification, degrading
it by approximately 0.04% per additional vertex in the event.

4-momentum reconstruction

The Tp,q four-momentum is computed by summing the momenta of the individual
tracks and 7° candidates, and calibrating the energy using calorimeter information.
This calibration is most important at high transverse energies, where the decay prod-
ucts are highly collimated and the 7° energy deposits cannot be separated. The par-
ticle flow and calorimeter information is combined by a regression BDT trained on
simulation, a calibration known as MVA TES.
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The most vital element for the particle flow method is, however, the angular res-
olution, which is significantly improved with respect to a calorimeter-only approach.
This does in turn improve the ditau mass resolution. Further, access to the individ-
ual 7° 4-momenta is essential for the study of the Higgs CP properties. The particle
flow reconstruction is stable in the presence of pileup; the T, angular resolution de-
grades by ~ 0.5% per additional reconstructed vertex, while the transverse energy
resolution increases by ~ 4 MeV per additional vertex.

3.4.7 Overlap removal

In the case where two or more objects are geometrically overlapping, the identifica-
tion ambiguity is resolved by keeping only the object of which the identification is
most certain. This means retaining the first object in the following order of priority:
muons, electrons, taus, and lastly jets. The overlap criterion depends on the type of
object. Electrons are excluded if within AR < 0.2 of a muon, and similarly, Tp,4 can-
didates are excluded if within AR < 0.2 of an electron of a muon. Jets are excluded
if within AR < 0.2 of a T,q, or if within AR < 0.4 of an electron or muon.
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Chapter 4

Bytestream converter software

Algorithms and tools for event reconstruction are implemented in the ATHENA frame-
work [27], an ATLAS-specific variant of the general Gaupi framework [28]. The
reconstruction code is divided into separate packages, which can roughly be clas-
sified as algorithms, which operate on data objects to produce higher-level out-
put, and services, which perform some common task that one or several algo-
rithms may need. The core of the bytestream converter software resides in the
PixelRawDataByteStreamCnv package, while the PixelCabling service pro-
vides the mapping from local pixel module coordinates to the global ATLAS-wide
coordinate system. This software is run both offline, i.e. when reconstructing previ-
ously recorded data, and online, in real-time as the detector is taking data, in order to
provide input to the trigger software.

The raw data output from the detector is written in a module-dependent binary
format, known as bytestream data. The bytestream data is organised into blocks of
data called fragments, containing the output from a readout unit. The beginning of a
fragment is indicated by a header, a 32-bit block identifying the type and properties of
the fragments to follow. These 32-bit blocks are the minimum quanta of bytestream
data, and are typically referred to as ‘words’. Each header has a generic part, which
is structurally identical all across the types of fragment, and a fragment specific part,
which can include information applicable only to a specific subsystem. The frag-
ments are divided into five types of progressively lower subsystem level, where a
given fragment type is essentially an aggregation of the lower-level fragments from
this subsystem. The highest level is the event fragment — all recorded detector data
from one event is contained within this. It is divided into subdetector fragments,
which is further divided into Read-Out Subsystem (ROS) fragments, divided again
into Read-Out Buffer (ROB) fragments. The final ATLAS-general fragment type is
the Read-Out Driver (ROD) fragment [29]. The contents of the data elements con-
tained within ROD fragments are purely specific to the detector subsystem that they
originate from. In fact, due to the difference of the FE-I3 and the FE-I4B, the content
of the pixel ROD fragment is dissimilar between the IBL and the existing pixel layers
— hence the software that interprets the data must be capable of switching between
two different binary formats.

Interaction with the bytestream format is a two-way process. The converter soft-
ware does the decoding part, translating the raw detector output into offline data
objects, but also the reverse operation of encoding offline data into raw data. The lat-
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Figure 4.1: Schematic of the ROD fragment format [31]. See text for description.

ter is performed during detector simulation of Monte Carlo (MC) events, to emulate
the input to the trigger software.

4.0.1 ROD fragment format

The lowest unit of detector-wide standardised fragments is the ROD fragment, shown
in fig. 4.1. The start-of-header marker, identifying the beginning of a ROD header, is
always OxEE1234EE. The next words indicate the header size and version, followed
by the source identifier, which is composed of the subdetector and module identifier
numbers. A subdetector ID of Ox11 corresponds to barrel layers 1 and 2, 0x12 corre-
sponds to the disks, while 0x13 to the b-layer. ID 0x14 is given to both the IBL and
the Diamond Beam Monitor (DBM) [30], which both use FE-I4B sensors. The mod-
ule identifier equals the ROB ID. The task of translating the source identifier into the
physical position of the module that sent the fragment, is done by the PixelCabling
service. The subsequent fields of the ROD header (run number, Level 1 ID, bunch
crossing ID) give the timestamp of the event, while the trigger type field gives trigger
information, and the event type field allows for additional information mainly related
to calibration.

The ROD header is followed by module blocks, containing data from each sensor;
the specific format of the module blocks is discussed in the next section. The ROD
trailer closes off the fragment, and contains error flags and counters for the number
of status elements (equals number of error flag words, always two) and number of
module blocks.
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4.1 FE-I4B fragment format

The format of the pixel and IBL module blocks contained within the ROD fragment
is entirely module specific, and is decided by firmware developers. The differences
in arrangement and features of the new FE-I4B chip compared to the FE-13 called for
a new format to be developed, which has been continuously updated over the com-
missioning period of the IBL. A noticeable difference in the transmission of hit data
is the absence of an MCC on the IBL modules; each IBL front-end communicates
hit data to the ROD directly. The FE-I4B module format is listed in table 4.1, while
the FE-I3 format is for reference shown in fig. A.1. The general structure of data en-
closed within a header and a trailer applies to both, but the format itself differs. The
identity of the front-end is given by the five nnnnn bits, indicating the link number.
The two most significant bits (in little-endian format) give the Slink number, while
the remaining three give the front-end number within the Slink. More details on the
orientation of this numbering is given in section 4.1.3. The header further provides
the Level 1 and bunch crossing IDs.

Table 4.1: FE-I4 module fragment format, up to date as of 2017.

Module block data_out[31:0]
header 00 InnnnnFLLLLLLLLLII.I.I. BBBBBBBBBB

hit (long) 10OnnNnnnTTTTTTTTCCCCCCCRRRRRRRRR

101RRRRRTTTTTTTTCCCCCCCRRRRRRRRR
1CCCRRRRRRRRRTTTTTTTTCCCCCCCRRRR
1TTTCCCCCCCRRRRRRRRRTTTTTTTTCCCC
111TTTTTTTTCCCCCCCRRRRRRRRRTTTTT

FE flag error  000nnnnnxSSSSSSxxxxxxxDDDDDDDDDD

hit (condensed)

trailer 0 10nnnnnEcPplbzhvMMMMMMMMMVMBBBBB
n: link number F: FE-I4B flag bit L: L1ID
B: BCID R: row C: column
T: hit ToT x: unused S: service code
D: service code counter E: readout timeout error bit c¢: condensed mode bit
P: link masked by PPC p: preamble/header error 1/b: L1ID/BCID error
z: trailer timeout error h: header/trailer limit error  v: row/column error
M: skipped trigger counter

The FE-I4B features two protocols for transmitting hit data. The first is a ‘long’
hit, where one 32-bit word is used to communicate the position of a single hit. The
word is identified by the most significant bits being 0x100, followed by link number
(n), ToT (T), column (C) and row (R) information. The column and row numbering
starts at (1,1), in the the upper left corner of the sensor [32]. The columns go along
the global ¢ direction and range from 1 to 336 inclusive, while the rows go up to 80.
The second hit data protocol is the condensed mode, which allows for the information
in five long hit words to be compressed into four, thereby saving 32 bits. Reducing
the bandwidth usage is a concern for the IBL, to avoid overflowing the readout buffer
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in events with high track multiplicities.

The front-end flag error block contains FE-I4B service codes (S), and a 10-bit
payload (D). The service codes range from O to 31, indicating different types of error
reported by the front-end. The full list of service codes is given in [32]. For all
codes except 14, 15 and 16, the payload is a counter, which adds up the number of
times an error has occured. This counter is reset once the service code is read out.
The payload of the special codes 14—16 contain information on skipped triggers and
event truncation.

The module trailer contains an aggregation of error codes reported by the ROD.
The readout timeout error (E) indicates that the module did not send its data within
the maximum allowed time after a L1 trigger signal. The ROD still inserts a header-
trailer pair for unresponsive modules, but it will necessarily not enclose any data,
and the E bit is set. In addition, the least significant bits of both the header and
trailer are set to 0OXOOOBAD. The condensed mode bit (c) is set if the module data
is encoded in condensed mode; the decoder software does however not rely on this
to correctly identify and process condensed hit words, it is merely implemented as
a cross-check. The P bit indicates that this particular front-end is masked off by the
ROD software. The preamble/header error (p) bit is set if the ROD receives an ill-
formatted header from the front-end. The 1 and b bits indicate errors with the L1ID
and BCID counters, respectively. The z bit is set in case the ROD did not receive
a module trailer within a certain time limit, similarly as for the E error; in this case
the ROD inserts a generic trailer. To limit the amount of data placed in the link
buffers, a threshold can be applied, forcing the ROD to stop outputting data beyond
the limit. The h bit will then signal that the limit was reached. The v bit indicates
row or column error, while the 10-bit M field is the skipped trigger counter. This
counter adds up the number of times an L.1 trigger was ignored because the front-end
buffer was full. The final five B bits of the trailer is just a repetition of the five least
significant bits in the BCID.

4.1.1 FE-I4B Time-over-Threshold (ToT) values

The FE-I4B ToT resolution is four bits, hence the ToT value can range from O to 15.
However, the ToT field in a hit word is eight bits, which is due to a feature called
dynamic phi pairing: If two neighbouring pixels are above threshold, located in the
same column but adjacent row, the ToT value of the upper-row hit can be written
into the same hit word as the lower-row hit. This is also a bandwidth-saving feature,
which in combination with the condensed mode can allow for up to ten hits to be
written in only four 32-bit words. The four most significant bits in the ToT field
corresponds to the pixel indicated by the row and column numbers, while the four
least significant bits correspond to the neighbouring pixel. In case of no hit in this
pixel, the ToT is zero.

The FE-I4B has two hit discriminators, one analogue and one digital. The latter
is adjustable to three different levels, and gives the threshold for which the ToT value
is measured. If the analogue threshold is passed but the digital is not, the hit is
assigned status as a ‘small’ hit, and is only kept if adjacent to a ‘big’ hit, i.e. a hit
passing the digital threshold. Due to the rise time of the pulse, a small hit is likely
to be assigned to the wrong bunch crossing, therefore the association with a big hit
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is allowed to stretch one bunch crossing backwards in time [32, 33]. The ToT output
from the sensor is encoded using the digital discriminator setting, Hi tDiscCnfg, and
is converted back to the true ToT value by the ROD. The relationship between the
ToT code and the true ToT value is shown in table 4.2. As can be seen, the value
of the HitDiscCnfg setting equals the offset from ToT = 1. The HitDiscCnfg
setting is reflected in the bytestream decoder software, in order to correctly identify
the overflow value. At HitDiscCnfg = 2, the decoder will interpret ToT 0x2 as
0x10, thereby fully utilising the four-bit ToT budget for all HitDiscCnfg settings.

Table 4.2: Conversion table from ToT code to true ToT value, for the different possible
values of HitDiscCnfg. All numbers in hexadecimal.

W
& &
N S S
& o7 & <°
ToT code 01234567 89 ABC D E F
0[l 2345678 9 ABCD E 0 0
TreeToT | 1|2 3 456 78 9 ABCDE F 1 0
3456789 ABCDETF 210 1 0

4.1.2 PixelRawDataByteStreamCnv

The descriptively named PixelRawDataByteStreamCnv package constitutes the
core of pixel bytestream decoding. It receives the module data in sequential order,
from all pixel, IBL and DBM RODs, and converts hits into an inner-detector gen-
eral format called Raw Data Object (RDO) [34]. The RDO data object has specific
classes depending on the subdetector; for pixels it represents a single pixel, for SCT
it represent a strip, and for TRT a single straw. The common part of the RDO object
is the offline identifier, a 64-bit unique number identifying the position of the mea-
surement within the ATLAS coordinate system. Specific to the pixel RDO is the ToT
value of the hit, as well as the Level 1 and bunch crossing identifiers.

In addition to converting the hit data into the generalised format, required for the
clusterisation and tracking algorithms, the bytestream decoder also propagates the
front-end errors to the pixel monitoring software. This is done through an interface
to the PixelByteStreamErrorsSvc service, which keeps track of the per-event
count of all front-end errors, including errors occurring in the fragment decoding.
Such decoding errors are

e missing header before a hit word or a trailer; in case of the former, the hit data
is ignored,

e missing trailer before a new header is encountered,

e the link number reported by the module is not known to the cabling map (see
next section),

e a stream of four condensed hit words is interrupted; in this case all hits in the
stream are ignored, or
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e the data word was not recognised as any known type.

These errors typically indicate data corruption, except for the unknown link number,
which can also be a configuration issue. Errors related to unexpected hit position or
ToT values are categorised as ‘invalid identifier’ errors.

4.1.3 PixelCabling

The purpose of the pixel cabling service, located in the PixelCabling package, is
to provide the translation from the online identity of a given pixel in bytestream data,
to its physical position in ATLAS-wide coordinates, represented in the form of an
RDO object. To be able to encode simulated events, the reverse operation also has
to be supported. The translation can be separated into two stages, the first being to
associate a module to its position in n-¢-layer space, while the second is to convert
row and column number within the module to the -¢ position of the pixel. To set the
terminology for the translation, the online position is the location described by the
ROD output, i.e. the ROD/ROB number, the module link number, and the row and
column on the module. The offline position, on the other hand, is given in eta and phi
indices' and is part of the RDO.

The cabling map

Identification of a module based on the ROD and link numbers is done using a look-
up table constructed upon initialisation of PixelCablingSvc. The structure of the
table, referred to as the cabling map, is shown in table 4.3. The first four columns are
the offline positional parameters, while the others are related to the online identity.
The meanings of each of these are:

Barrel/EC Indicating whether the module is located in the barrel region (0), the
endcap (+2 for A side (high-n side), -2 for C side) or is part of the DBM (+4
for A side, -4 for C side).

Layer/Disk Layer or disk number. 0 = IBL, 1 = b-layer, 2 = layer 1, 3 = layer 2.
For DBM, it corresponds to the sensor number in a telescope, ranging from 0
to 2 with increasing |7|.

Phi and eta module Module index in phi and eta directions.

ROB and ROD ID ROB and ROD identifier numbers. Note that for the pixel layers,
one ROD corresponds uniquely to one ROB, and follow the numbering pattern
ROD = ROB = 0xDDRRRR, where DD is the subdetector ID, and the R’s give
the module number. For the IBL, on the other hand, four ROBs are connected
to one ROD, and follow a slightly different numbering; ROD = 0xDDRRRL and
ROB = 0xDDRRRO, where L is the Slink number within a stave.

I'Since the position of a pixel on the module is discrete in 77 and ¢, is it given in indices. These indices are
internal to the ATLAS software, and are not to be confused with 17 and ¢ coordinates. To make the distinction
more clear, eta and phi are spelled out when referring to the pixel indices.
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Table 4.3: Excerpt of the cabling map used for 2017 datataking, showing the entries for half
of IBL stave number 2. See the text for explanation of each column.

CFTT o © S o o
&) )

& ¢§$~$5> & P P TS o
VAR QY & SRR o

0 0 1 9 140071 140070 0 7 O F LI_S02_A_M4_A8_2
0 0 1 8 140071 140070 0 6 O F LI_SO2_A_M4_AS_1
0 0 1 7 140071 140070 0 5 O F LI_S02_A_M4_A7_2
0 0 1 6 140071 140070 0 4 O F LI_SO2_A_M4_A7_1
0 0 1 5 140071 140070 O 2 0 3 LI_SO2_A_M3_A6

0 0 1 4 140071 140070 0 O O 1 LI_SO2_A_M3_A5

0 0 1 3 140070 140070 0 6 O 7 LI_SO2_A_M2_A4

0 0 1 2 140070 140070 0 4 O 5 LI_SO2_A_M2_A3

0 0 1 1 140070 140070 0 2 O 3 LI_S02_A_MI_A2

0 0 1 0 140070 140070 O O O 1 LI_SO2_A_MI_Al

Link and formatter (FMT) numbers The readout bandwidth for the pixel lay-
ers can be either 40 Mb/s, in which case the 40FMT/40Link columns are
used, or 80 Mb/s (the b-layer supports also 160 Mb/s), in which case the
80FMT/80Link columns are used. The link number reported by a pixel module
header is an eight-bit aggregation of the two, defined as (FMT << 4 | Link).
The IBL modules all operate at 160 Mb/s, hence the meaning of these columns
is different. To incorporate the IBL module layout, the 40Link and 80Link
columns are repurposed to allow for unique identification of the front-end on a
given module. Recall that unlike the pixel modules, where the MCC transmits
data for the entire module, the IBL front-ends transmit data separately, so the
module identity is insufficient to locate a hit. The value in the 40Link column
indicate the lowest-eta front-end on a planar sensor, while the 80Link column
indicate the higher-eta one. The numbering of the front-ends decreases with
and is shown in fig. 4.2. For 3D sensors with only a single front-end per mod-
ule, the 40Link column contains the only relevant values, and the 80Link values
are simply set to OxF. Comparing to the nnnnn bits of the fragment header, de-
scribed in section 4.1, the numbers of the 40/80Link columns correspond to the
two least significant bits.

Geographical ID The module name given by DCS. Not of relevance to the software.

To correctly set the pixel link numbers, which depend on the readout speed, the
cabling service downloads a list of readout speed settings for all RODs prior to cre-
ating the cabling map. This information is stored in the ATLAS COOL conditions
database [35]. The values of the cabling map itself was during Run-1 and the begin-
ning of Run-2 read from locally stored text files, but has been updated to be read from
the COOL database. This significantly eases the process of updating link numbers in
case of hardware upgrades or other changes to the cabling. Reading the values from
local files is still supported, and is used for simulation. In particular, a set of map-
ping files corresponding to potential layouts of the future ITk [36] upgrade have been
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Figure 4.2: IBL sensor numbering.

provided for use in scoping studies. The FE-I4B HitDiscCnfg setting is also added
in the database, for all individual front-ends. Most front-ends will have the same
setting, so in order to save storage space, the database entry contains a single most-
common value for the planar sensors, an optional single most-common value for the
3D sensors, and finally an exception list, containing the settings and link numbers of
all front-ends which do not adhere to the common value. All database entries are as-
sociated with an Interval Of Validity (IOV), a timestamp indicating the start time of
a conditions setting. Upon entering a new IOV, the three database entries are down-
loaded anew, and if a change is detected, all information stored in PixelCablingSvc
is reloaded. Since the entries are partly interconnected — a change in the readout
speed must be reflected by the link numbers of the cabling map — a change in any
of the three triggers an update of the two others as well. The software updates have
full backwards compatibility, to ensure Run-1 data can be processed even though the
newly added database folders are nonexistent in the Run-1 database instance.

Online Identifier

For an efficient mapping between the offline ID of a module, given by the four first
columns in the cabling map and encoded in RDO objects, and the module position in
terms of online parameters (columns 5 and onwards), a 64-bit online identity token
is constructed, defined as

e Pixels: Online ID = 0x00FLDDMMMM, where F = FMT, L = link, and DDMMMM is
the ROB number. The FMT and link values depend on module readout speed,
as explained in section 4.1.3.

e [BL: Online ID = OxEFGHDDMMML, where E = 80FMT, F = 80Link, G = 40FMT,
H = 40Link. This definition allows to associate both front-ends on a planar
module to the correct module position.

The online ID is purely internal to the pixel bytestream converter code, to facilitate
the look-up of modules in the cabling map. With the offline and online module
identities being unambiguously determined by the two tokens, the implementation of
the module mapping consists of two main dictionaries providing the translation from
online ID to offline ID and back; two dictionaries for the ROB to ROD relationship,
and one additional dictionary for the HitDiscCnfg settings.
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On-module pixel identity

The offline module identity is resolved when receiving a module fragment header,
while for each following hit, the pixel row and column numbers within the module
must be converted to eta and phi indices. This naturally depends on the arrangement
of the module, and on the sensor technology. The phi index always increases with
increasing ¢ coordinate, while the definition of the eta index differs between the
barrel and endcap region: In the barrel, it increases along the positive z direction, and
in the endcaps, it increases along the R direction, i.e. it increases for decreasing |7|.
The conversion is done separately for pixels, IBL and the DBM:

Pixels (barrel): The FE-I3 front-ends are arranged in a 8 X2 grid on a module, facing
each other so that the row number increases towards the centre of the module
(see fig. A.2). Hence the phi index is equal to the row number for front-ends 8
to 16, while it decreases with increasing row for front-ends O to 7. The same
goes for the eta index. Since row and column numbers are given with respect
to the front-end, and not the entire module, the indices has to be corrected for
the front-end position on the module.

Pixels (disks): Disk modules with odd-numbered phi value (column 3 in table 4.3)
follow the same structure as for barrel modules, while even-numbered modules
are mirrored, so that the phi index goes in the opposite direction. The logic for
the eta index is unchanged.

IBL: All modules on the IBL staves are mounted in the same direction, with phi
index increasing along decreasing row number, and eta index increasing with
increasing column number. Recall that the numbering in the FE-I4B starts at
(row, column) = (1, 1), in contrast to the phi and eta index convention, which
like for the FE-I3 which starts at (0,0). This is taken into account. Further,
the eta index must be corrected for the different number of front-ends between
planar and 3D modules.

DBM: The DBM sensors are rotated by 90° with respect to the usual phi and eta
index directions, so that the eta index increases with decreasing row. The phi
index increases with column on the A side of the detector, and decreases with
column on the C side.

The software is written to be flexible in terms of the detector layout it can accom-
modate, which was important during the study of alternative IBL designs, before the
hybrid design of planar plus 3D sensors was chosen. To select the correct detector
layout for a given geometry description, the PixelCablingSvc code is interfaced
with the IBLParameterSvc package, which provides information about the number
of IBL modules, the number of front-ends per module, and the number of columns
and rows per front-end. The chain of information in the pixel bytestream conversion
code is illustrated as a flowchart in fig. 4.3. Two event displays, showing early 2015
cosmic and collision events, can be seen in fig. 4.4. They illustrate that both the de-
coding of data and the module position assignments of the PixelCablingSvc works
correctly.



36 Bytestream converter software

Byte- @ IBLParameterSvc

stream
IBL layout

v ROBFragment

FE, row, col

ByteStreamCnv- PixelRDO PixelRawData-
SvcBase .| ByteStreamCnv

l L ,
Encoding
Byte-
_—
stream Decoding

Figure 4.3: The information flow in the pixel bytestream converter software. Solid arrows
indicate bytestream decoding, i.e. reading out real data from the detector. The higher-level
parts of code (ByteStreamCnvSvcBase) selects out ROBFragments from the pixel, IBL
and DBM subdetectors, and provides them to PixelRawDataByteStreamCnv for conver-
sion. The row, column, front-end and module numbers of each hit are converted into a
PixelID object by the PixelCabling code, which requires input on the detector geometry
from IBLParameterSvc. Dashed arrows indicate bytestream encoding, which is the reverse
process, used for processing simulated events. Not shown is the propagation of front-end
errors, which are decoded and passed on to the pixel monitoring software.
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(a) An event display from Milestone Week 7 in December 2014, during a commissioning
run to prepare ATLAS for Run 2 datataking. This particular run recorded cosmic radiation,
and the green curve shows a cosmic muon passing through the entire detector from above.
As one can see there are hits in all layers, including the newly inserted IBL, which is not
only operating successfully, but its recorded data is also being properly read out.

ATLAS

EXPERIMENT

(b) An event display from early collision data in June 2015. The red lines show the tracks
of two muons from a J/y candidate, extrapolated back from the muon spectrometer to
match with tracks in the inner detector.

Figure 4.4: Event displays from early 2015 datataking.
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Chapter 5

Depletion voltage measurement

Monitoring the radiation damage to the pixel sensors is vital to the operation of the
detector. Given the proximity to the interaction point, the physical properties of
the sensors are expected to change noticeably over time, and the design of the sen-
sors reflect this. For optimal performance, the sensors should operate fully depleted,
meaning the electrically charged region of the p-n-junction extends over the entire
sensor volume. The bias voltage required to maintain full depletion, called the de-
pletion voltage, depends on several factors, the main one being the fluence the sensor
has been exposed to. The bias voltage of the pixel sensors is continually adjusted and
is foreseen to reach 600 V at the end of the sensor lifetime. The depletion voltage has
been measured in voltage scans in 2016 and 2017 data.

5.1 Radiation damage in silicon sensors

Radiation-induced effects in semiconductors are typically divided into surface and
bulk effects. Surface damage encompasses all effects related to the silicon oxide
layer, the passivation layer, and the interface between the two. Ionisation of the oxide
is not a fully reversible process, and leads for instance to build-up of positive charge,
which increases noise. The following study will however concentrate on damage
caused to the sensor bulk, meaning defects created in the silicon lattice. Such defects
manifest observable changes like increased leakage current, charge trapping, and
most relevant for this study, an increase in the depletion voltage.

On a microscopic level, defects are created by interactions between atoms in the
lattice, and impinging particles. The structure of the defect can be a single displaced
atom (an interstitial) and a vacancy, known as a Frenkel pair, or in case the impacting
particle or recoiling atom has enough energy to displace additional atoms, a defect
cluster. The minimum energy required to displace a silicon lattice atom is about
25eV, while about 5keV is required to create a defect cluster [37]. Interactions
via the Coulomb force tend to favour small energy transfers, so electrons will typi-
cally produce point defects, while neutrons, interacting via the strong force, produce
mainly clusters. Secondary interactions from knocked-loose atoms evens out the pic-
ture, but the amount of radiation damage is still strongly dependent on the type of
incoming particle, and its energy. To compare the damage from different types of
particles at different energies, one can compute a scaling factor which (to first or-
der) accounts for all energy not causing ionisation, but deposited into the lattice. The
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Non-Ionising Energy Loss (NIEL) hypothesis [38] assumes that this scaling factor
is proportional to the resulting damage. As a standard for comparison, 1 MeV neu-
trons are typically used. For a given fluence @ of a certain particle, the corresponding
1 MeV neutron equivalence fluence @ is obtained by multiplying by the particle’s
hardness factor.

In addition to Frenkel pairs, more complex lattice deformations can occur. These
may be neighbouring vacancies or di-interstitials, or the vacancies and interstitials
can combine with impurity atoms. This results in new levels in the forbidden gap
between the valence and the conduction band, altering the properties of the sensor
material. For instance, additional energy levels in the middle of the band gap in-
creases conductivity and therefore the leakage current, while shallow levels act as
traps, immobilising electrons or holes for a period of time, reducing the charge col-
lection efficiency. Changes to acceptor- or donor-like levels, in the lower or upper
part on the band gap, respectively, change the effective doping of the material. This
directly affects the depletion voltage.

5.1.1 Evolution of the depletion voltage during irradiation

Before irradiation, the depletion voltage Vgep of a simple diode can be expressed in
terms of the sensor thickness ¢ and the donor concentration Np [39],

6]e]de2
2ep€si

Vdepl = 5.1
where ¢, is the elementary charge, and €, €s; are the permittivities of vacuum and
silicon, respectively. For an actual sensor, the layout of the pixel implants and the
thickness of the oxide layer will both give corrections to this equation, but focussing
on the sensor bulk, the relation generally holds'.

The spatial extension of the depleted zone depends on the sensor type. For the
ATLAS pixel sensors, an n*-in-n design is used, where n*-doped electrodes are im-
planted on an n-type substrate. On the back side of the sensor, p* material is de-
posited. With this configuration, the depleted region grows from the back side, and
only reaches the electrodes when the bias voltage is equal to or higher than the deple-
tion voltage. Figure 5.1a illustrates the extension of the depleted zone. This means
that for any lower voltages, the pixels are all connected by the conducting bulk ma-
terial, rendering the sensor unoperational. At the depletion voltage, the strength of
the electric field is lowest closest to the pixel side, so operating at a higher voltage
(overdepletion) is beneficial for the charge collection.

The advantage of the n*-in-n design lies in the behaviour after irradiation. The
effective doping of the bulk material is altered by the creation of Frenkel pairs, which
can migrate through the lattice, and interact with dopant atoms. A vacancy can for
instance combine with a phosphorus atom, neutralising its donor property. Another
case is di-vacancies combining with oxygen, which adds acceptor-like energy levels
in the band gap. The depletion voltage becomes a function of the effective doping

I'This expression relies on a few assumptions. First, that donor and acceptor atoms are completely ionised,
so that the electron/hole concentrations are equal to the concentration of acceptors/donors. Second, that the
diode consists of a highly doped p* implant in low doped bulk material, and third, that the built-in potential is
negligible compared to the bias voltage. For details on the derivation, see [39].
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(a) Before type inversion. The sensor bulk is
n-type, and the depleted region grows from the
p-n-junction located at the back side (bottom)

(b) After type inversion. The sensor bulk is now
p-type, and the depleted region grows from the
read-out side (top).

of the sensor.

Figure 5.1: Illustration of the depletion zones in a sensor. The arrows indicate the direction
of growth of the depleted region with increasing bias voltage.

Nest = Np — N4, which is the difference between donor-like and acceptor-like states,
and can be expressed similarly to eq. (5.1):

_ qelNerld®

Vdepl - (5 . 2)
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As the concentration of acceptor-like states increases, the depletion voltage de-
creases, until it reaches the point where N.g becomes zero. This is known as the
point of type inversion (or space charge inversion). From here on, N4 starts to domi-
nate, and the silicon bulk effectively becomes p-type. The p-n-junction is now shifted
to the read-out side, and the depletion region grows in the opposite direction, as il-
lustrated in fig. 5.1b. The depletion voltage, which depends on the absolute value
of N.g, rises again, and continues to rise as the fluence increases. The evolution of
Viepl as function of 1 MeV neutron equivalent fluence is shown in fig. 5.2. At the
point where the bias voltage can no longer be increased, the sensor can still be op-
erated partially depleted, since the peak of the electric field is now located by the
electrodes. At partial depletion, the charge collection efficiency is expected to be
proportional to the depth of the depleted region. This is an approximate statement
due to the complexity of the electric field structure, which is described (at least par-
tially) by the double junction model [40], where a structure of the type p*npn* is
assumed. Test-beam studies show that there is still some charge collected from the
undepleted region, demonstrating that a small electric field is present also here [39].

5.1.2 Evolution of depletion voltage over time, after irradiation

Lattice defects are in general mobile, and diffuse over time. This causes Frenkel
pairs to recombine, consolidate into more stable defects, or otherwise rearrange into
other configurations. This behaviour is collectively known as annealing, and alters
the effective doping of the silicon bulk. The time scales for these processes differ,
but can be associated to a short- and a long-term component, as described by the
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Figure 5.2: Depletion depth as function of fluence, measured immediately after neutron
irradiation [37]. The solid curve represents the Hamburg model.

Hamburg model [41]:

Achf((Deq’ t,T) ENeff(q)eq =0)- Neff(q)eq’ t,T)

53
:NC((Deq) +NA((Deq»t, T) +NY(cDeq,t, T). -3)

The first component, N¢, depends only on the fluence and accounts for the rates of
donor removal, and acceptor creation. The second component, N4, depending on
time ¢ and temperature 7', represents short-term, beneficial annealing. This relates
to decay of the radiation-induced acceptor-like states, and decreases exponentially
with a time constant of around 20 minutes at a temperature of 60°C [42]. The last
component Ny is a long-term effect, with a time constant of 21 hours at 60°C, but
increases rather than decreases N.g over time. This effect is referred to as reverse
annealing. It should be noted, however, that the time constants are strongly dependent
on temperature: For comparison, at 0°C, the beneficial annealing time constant is
around 53 days, while the time constant for the reverse annealing is 61 years. This
means that in the temperature controlled environment in the inner detector, reverse
annealing can in practice be avoided, while raising the temperature during technical
stops allows to take advantage of the beneficial annealing process. Parameterisations
of the terms in eq. (5.3) can be found in [42].

Evolution of charge collection efficiency

The charge trapping rate is proportional to the concentration of trapping centres,
which is, to first order, proportional to the fluence. Trapping becomes a problem
when charges are trapped for longer than the charge collection time. For the ATLAS
sensors, the charge collection efficiency after 1 X 10 ngqem™ irradiation followed
by beneficial annealing is (72+ 14 %) [43]. This does not affect the depletion voltage,
but is mentioned here as it makes an impact on the measurement technique described
in the next section.
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5.2 Depletion voltage scans

Several methods exist to measure the depletion voltage of a sensor. This section gives
a short review on the main advantages and drawbacks of some of them.

IV measurements Thermal excitations occurring in the depleted region of the sen-
sor will cause a current to flow. Being proportional to the size of the depleted vol-
ume, this current will increase with voltage until full depletion is reached, and then
remain constant. Plotting the current as function of bias voltage can therefore be
used to extract Vgepl, which is convenient, since one would typically do this mea-
surement anyway, when testing the breakdown voltage of a sensor. The method is
somewhat impractical, however, since the transition between the rise (which goes
with the square root of the voltage) and the plateau is not exact. The total leakage
current is also dependent on charge diffusion and other factors. Because it increases
proportionally with fluence, the leakage current is a good measure of the accumulated
radiation dose.

CV measurements A similar but more precise method is to plot inverse square of
the capacitance as function of voltage. Viewing the sensor as two conductive plates
separated by the depletion depth, the capacitance decreases with increasing bias volt-
age and becomes constant at full depletion. Once a readout circuit is attached to
the sensor, the method is not applicable anymore, since this disrupts the capacitance
measurement.

Inter-pixel crosstalk  Since the undepleted region of the silicon bulk is conductive,
the depletion voltage of the sensor before type inversion can be measured by looking
at the charge collection in a single pixel, while injecting charge into the neighbouring
ones. At the point of full depletion, the pixels become isolated and will not experi-
ence cross-talk. After type inversion, the method cannot be used anymore, since the
depleted region grows from the readout side of the sensor. This rules out the method
for this study, as the b-layer type-inverted in 2012 after approximately 5 to 10fb~!,
while the IBL underwent inversion in 2015 after about 3 fb~! of integrated luminos-
ity [44].

Grazing angle A way to study the depth of the depleted region for a given bias volt-
age, is to place the sensor in a testbeam under a shallow incidence angle, and look
at the distribution of pixel hits along the trajectory of the beam. If a track traverses
the undepleted region of a pixel, the collected charge will be significantly smaller
(although non-zero) than in the depleted region. Using the incidence angle and the
point of impact, one can compute the depletion depth to a precision of the order of
microns. This technique was used to test the ATLAS pixel sensors [45, 46]. The
method necessarily needs a testbeam setup, and cannot be used to evaluate sensors
after they have been installed in the detector.

Once sensors are installed in the detector, the choice of methods is rather limited,
especially when considering that it must also work after type inversion. The method
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Figure 5.3: Example of a fit to cluster charge, for Layer 2 in run 324320, operated at 120 V.
The grey curve shows the fit function, which is a convolution of a Landau and a Gaussian
distribution.

chosen for this analysis, is to monitor the charge collection during collision data
taking, while increasing the bias voltage in steps. The collected charge is to first
order proportional to the bias voltage when Vy,s < Viep1, While constant after Viepy is
reached. Results are provided in unit of ToT, which is independent of the per-module
ToT to charge calibration.

For this study, only pixel clusters associated to an inner detector track are se-
lected. The tracks are required to pass the loose-primary selection of the InDet-
TrackSelectionTool, provided by the tracking group. The full description of the
individual selections comprising this working point is documented in [47]. In ad-
dition, tracks are required to have transverse momentum larger than 500 GeV, and
have hits in all pixel layers. The track-hit residuals must be less than 1.0 mm in both
the local x and y directions. Clusters are excluded from the analysis if they contain
long or ganged pixels, and the distance to the closest neighbouring cluster centre is
required to be more than 2.0 mm, to avoid overlap or charge sharing.

For each cluster, the charge is normalised to correspond to normal track incidence
angle, by dividing by the track length. The length / is computed from the incidence
angles in the local x direction (¢) and in y direction (6), yielding

1= \tan 6)? + 1/(cos ¢)>. (5.4)

For each scan point, i.e. each examined bias voltage, the distribution of normalised
cluster ToT is fitted to obtain the most probable value. Generally, the average energy
loss through ionisation follows a Landau distribution, but is here convoluted with a
Gaussian to account for resolution effects. An example of such a fitted distribution is
shown in fig. 5.3.

To estimate the depletion voltage, a two-phased piecewise linear function is fitted
to the values of the most probable cluster ToT. The intersection point of the two
linear parts gives the estimate of the voltage at full depletion, Vdepl. The transition is
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smoothed by a quadratic term with smoothing factor e, resulting in the following fit

function:
V) = a+b(V = Vaep1) = (b + ) \J(V = Vaep))? + €. (5.5)

Here, a is the constant offset, while » and c are the slopes of the two linear parts. No
initial restrictions are imposed on any of the fit parameters, and the fit function in not
required to pass through the origin, as the assumption of linear relationship between
ToT and bias voltage is not expected to hold for low voltages in irradiated sensors.
Exceptionally, if the fit fails to converge, the slope of the second linear segment is
fixed to zero, i.e. the plateau is force to be flat, before the fit is performed anew.

5.2.1 Data samples

Voltage scans were performed at five different occasions in 2016 and 2017. The first
was done in April 2016, during the first runs with stable beams, after the winter shut-
down. The IBL had at this point been exposed to 3.2 fb™! of integrated luminosity,
while the pixel layers had seen an additional 28.9 fb~! of Run 1 luminosity. The scan
was split over two consecutive LHC fills, corresponding to run numbers 296939 and
296942, and consisted of six scan points for IBL and disks (including the nominal
voltage), eleven for the b-layer, and five for layers 1 and 2.

The second scan was performed on October 6, 2016, in run 310015, during a
week of machine development. 29.2 fb~! had been delivered since the previous scan.
Unfortunately only four scan points of IBL. modules were completed before the beam
was dumped, and stable beams were not declared again until after the machine de-
velopment period was over. A new scan was done two weeks later, in run 310969,
taking six points for the IBL and for the b-layer. Over these two weeks, approx-
imately 3.8 fb~! of collisions were delivered. An additional 2.8 fb~! was collected
before the 2016 datataking was closed.

The first of the 2017 scans were performed in May, in run 324320 and 324340,
during the first stable beams at the end of the recommissioning period. Nine scan
points were taken for the b-layer, layer 1, and planar IBL modules, eight for layer 2
and disks, and seven for the 3D IBL modules. The last of the scans were taken in
end of November 2017, after a strong period of LHC operation, doubling the Run 2
luminosity. All detector layers were scanned during this run.

For all scans, each scan point had a duration of five lumiblocks. However, the first
and last lumiblock is rejected to ensure all module voltages are stable. The exception
is run 339957, where the duration was three lumiblocks per scan point. A list of the
dates and run numbers are given in table 5.1.

5.2.2 Results

Depletion voltages for each layer are extracted for all runs, excluding the cases where
the scanned voltage range did not cover both the rising part (required to fit the slope
b in eq. (5.5)) and the plateau (required to fit c) of the cluster ToT curve. The results
are averaged over all modules in the layer. The following systematic uncertainties
are considered:
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Table 5.1: Numbers and dates of runs used for voltage scans. The luminosity column gives
the integrated delivered luminosity between the start of Run 2 and the date of the respective
run.

Approx. accumulated

Run number Date Components Run 2 luminosity [fb~']
296939 Apr 22,2016 1IBL 3.39
296942 Apr23,2016 BL, L1, L2, disks 3.39
310015 Oct 6, 2016 IBL 32.6
310969 Oct 19,2016 IBL, BL 36.3
324320 May 23,2017 BL,L1,L2 39.2
324340 May 23,2017 1IBL 39.2
339957 Nov 23,2017 IBL, BL, L1, L2, disks 82.4

Sensor thickness For pixels, the uncertainty in wafer thickness is 6 um [43]. The
uncertainty on the IBL thickness is not given, so the same value as for pixels
is assumed. This yields a 2.4% uncertainty on the track length correction for
pixels, 2.6% 3D IBL sensors, and 3% for IBL planar sensors.

Alignment A misalignment of the rotational degrees of freedom for the individual
modules would affect the track length correction. During the first alignment of
the IBL, a temperature-dependent distortion of the staves was observed [48],
which affected both the position and rotation of the modules. This effect is
however well studied and corrected for with high precision in the updated align-
ment [49]. The position of the pixel modules have since Run 1 been aligned to
within 1 um [50]. A 1° variation in both 77 and ¢ would impact the track length
correction by only 0.1%, therefore this uncertainty is neglected.

ToT calibration The modules are regularly calibrated so that a given charge always
yields the same ToT. For the IBL, 16 % 103 electrons should produce a ToT of 8;
for pixels, the tuning is ToT of 18. The ToT is observed to drift over time [44],
resulting in a difference between calibration scans which is typically below 5%.
This effect shifts the offset value a in eq. (5.5), but has limited effect on Vdepl. In
any case, to account for the fact that the ToT calibration is done individually per
module and may affect the layer-averaged measurement differently after each
new calibration, the 5% uncertainty is retained.

Fit The systematic uncertainty arising from the choice of fit model (eq. (5.5)) is
evaluated by repeating the fit without the quadratic smoothing term, i.e. fixing
e = 0. Half of the difference with respect to the nominal result is taken as the
uncertainty. If the fit was constrained by requiring the plateau of the curve to
be flat, an additional 10% uncertainty on the measured value is added.

The results are shown in figs. 5.4 to 5.8, and the fit values for the depletion voltage
are listed in table 5.2.

For the IBL planar sensors, shown in fig. 5.4, the depletion voltage is very low
for the first of the 2016 runs, as is expected, since the sensors had type-inverted
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Table 5.2: Results for the depletion voltage measurements. For each layer, all modules
are averaged over, before a fit to the normalised cluster ToT is performed. The first uncer-
tainty is statistical, while the second is systematic. The main contribution to the systematic
uncertainty comes from the fit. All values are given in volts.

Run number

296939/ 324320/
Layer 310969 339957

296942 324340

IBL planar 13.31 £0.06 £+ 1.88 100.6 +0.1 £16.7 90.0+0.3+229 211.9+0.3+24.6

IBL 3D - - - 19.6%)¢ £2.2
b-layer - 143.1£04 214 1114733 £206 228.0+0.6+27.8
Layer 1 21.6+03£6.9 - 553*27£33  1209+0.6+14.6
Layer 2 32.5%02 £2.6 - 281732 +£7.87  874£06+53

the year before. The scan in run 310015 was aborted before reaching the charge-
collection plateau, but one can see that the two weeks of irradiation before the next
scan (run 310969) was started, had already increased the depletion voltage signifi-
cantly. From the following run in early 2017 (run 324320), the effect of beneficial
annealing over the winter shutdown is apparent. The nominal operating voltage for
the planar sensors was 150 V in 2016, increased to 350 V in 2017. These values en-
sured the sensors were operated at the plateau at all times during datataking, although
the margin in 2016 turned out to be somewhat small. For the IBL 3D sensors, shown
in fig. 5.5, the last of the 2017 scan was the first run one could really identify the
point of underdepletion.

The first 2016 scan of the b-layer was started at too high voltages, and could not
be used to fit the depletion voltage. It did, however, provide an estimate of the range
to be covered in the following scan, which was successful. The large difference
in the plateau value of the charge and ToT is believed to be caused mainly by a
change in the ToT calibration, which was incorrect for all runs up until run number
298862. As seen in the IBL curves, the annealing effect during the winter shutdown
reduces the depletion voltage also in the b-layer, here by approximately 30 V. The
irradiation during the entire 2017 run period increased Vgep) up to nearly 230 V, which
is still well below the nominal operating voltage of 350 V. It should be noted that the
uncertainty from the fit is rather large in several of the measurements.
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Chapter 6

Analysis introduction

This chapter discusses the theoretical motivation behind the analysis, the observables
used, and signal modelling in simulation. The technical implementation of the anal-
ysis is described in the next chapter.

6.1 Theoretical motivation

In presence of CP-violating effects, a model-independent effective Lagrangian for
the Yukawa interaction between the Higgs H and taus can be parametrised using a
mixing parameter ¢-,

Lhter = = ko (c0S ¢y TT + sin G, TiysTVH (6.1)
v

where v = 246 GeV is the vacuum expectation value of the Higgs field, and x; > 0
is the reduced Yukawa coupling strength. A mixing parameter value of ¢, = 0
corresponds to a CP-even coupling, which is the Standard Model hypothesis. For
¢ = m/2, only the TiysT term is nonzero, corresponding to a pure CP-odd coupling.
Any other value indicates that the coupling violates CP. The mixing parameter is
not a physical observable by itself, but is accessible through studying the correlation
between the transverse spin components of the taus. In the tau rest frame, the spin
vector can be decomposed into parts longitudinal (s;) and transverse (s ) to the nor-
malised tau direction, k, where k is evaluated in the rest frame of the Higgs. From
the differential decay width [51]

dUre o 1= 5757 +co8(2¢,)(sT - sT) + sinpo)[(sT x sT) - k 1, (6.2)

one can explicitly see the relation between ¢, and the transverse spin components
of the taus. Because the weak decay of tau violates parity maximally, information
about the spin direction is passed on to the decay products, encoded in their angular
distributions. Accessing the correlation can be done by constructing a plane from the
decay products of each tau, and measuring the angle between them, ¢, € [0, 27).
The decay planes and the ¢, angle is shown in fig. 6.1. In a 7~ decay, the neutrino is
preferably emitted in the antiparallel direction to the transverse spin vector of the tau,
and the visible decay products in the parallel direction. For a 7+ decay, the directions
are reversed. This means that if the taus come from a scalar particle and have their
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Figure 6.1: Illustration of ¢f.,. The dashed lines indicates the direction of the taus before
decaying, in the ditau rest frame.

transverse spin components aligned, the visible decay products preferably go in the
opposite directions, and from looking at fig. 6.1 one expects ¢, to be peaked around
n. Similarly, for taus from the decay of a pseudoscalar, ¢, is peaked around 0
and 2. More accurately, the relation between ¢, and the mixing parameter can be
shown by reformulating the differential decay width as [52]

2
T
AT =~ 1 — b(E+)b(E_)E cos(pep — 2¢7). (6.3)

This approximation holds at leading order. The functions b(E.) express the spin
analysing power of the given decay mode, which for the direct decay 7 — mv equal
+1, but are for other decays in general energy dependent. As can be seen from
eq. (6.3), the decay width for a CP-even Higgs boson follows a cosine curve, while
for a CP-odd Higgs it has a phase shift of 7. Observing a ¢, distribution with a
phase of a non-integer multiple of 7 would indicate CP mixing.

A vital feature of the ¢, observable is the fact that for background processes, it
follows a uniform distribution. Hence the sensitivity to ¢, is a priori not biased by
the presence of backgrounds. For combinatorial background where the taus are not
correlated, for instance if one or both tau candidates are misreconstructed jets, all
angular configurations are of course equally probable; however, it can be shown that
the cross section for Z/y* — 77 is also independent of ¢, for all final states [53].

6.2 Observables

Constructing ¢, as shown in fig. 6.1 is a purely academic exercise, since the neutrino
momenta cannot be determined. On detector level, two different ¢, reconstruction
methods can be employed, using the four-momenta of the available decay products to
form decay planes. In both cases, the four-momenta are given in the restframe of the
visible ditau system, obtained by a rotation-free Lorentz boost along the combined
ditau direction.



6.2 Observables 55

6.2.1 Impact parameter (IP) method

The Impact Parameter (IP) method [53] requires only a single track to form the decay
plane, using its three-dimensional impact parameter vector. It can in principle be
used for any tau decay, but naturally excels for one-prong decays with no 7%, where
this is the only choice. The tau decay plane is constructed using the spatial vector
q: and the impact parameter vector n. of the charged track. The impact parameter
vector is defined as the point of closest approach between the track and the primary
vertex. A schematic illustration of the vectors and the tau decay plane is shown
in fig. 6.2a. The component of the impact parameter vector which is transverse to the
track spatial vector, denoted n_, is computed for both the positive and negative track.
Using the normalised vectors (unit vectors are in the following always indicated by a
circumflex), the angle ¢* between the tau decay planes can be defined by

¢" = arccos(fi} - A7), (6.4)

where +, — indicates the charge of the track. The direction of the negative track can
be used to compute a CP-odd and T-odd triple-product correlation 0y p,

Orp =@ - (AT xA7). (6.5)

The ¢, observable, ranging from 0 to 27, can now be defined by

. * if 0%, >0
Gep =10 Lo P : (6.6)
2n—¢* ifOf, <0

Although the above definition is given for decays with a single track, the method can
also be extended to three-prong decays such as 7 — a;v — 7m*x77*v by using the
combined momentum vector of the three tracks, and calculating the closest point of
approach between this vector, starting in the tau decay vertex, and the primary vertex.

The distribution of ¢, on generator level, for a CP-even and CP-odd Higgs,
along with the main background Z — 77, is shown in fig. 6.3a.

6.2.2 p method

For tau decays involving neutral pions, one can span a plane from the spatial vectors
of the charged and the neutral components. This method is usually called the p
method, since it is suitable for indirect decays via a p(770), which in turn decays to
n*n°. The method can also be used for any tau decay mode with more than one 7°,
by separately summing charged and neutral decay products, but the sensitivity to the
transverse spin direction of the decaying tau deteriorates drastically with increasing
multiplicity of the final state. The angle ¢* and the triple correlation &, are defined
using the normalised spatial vectors of the charged and neutral components ¢* and
4"+, where the ‘+’ superscript on 4" indicates that this 7° is associated with the 7+,
and vice versa. Taking the transverse component of §"* relative to §*, the definition

reads
A0+

¢ =arccos(@) - 4)), O =4 @ xg)). (6.7)
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structed using the IP method. structed using the p method.

Figure 6.2: Illustrations of the tau decay plane reconstruction methods.

An intermediate angle ¢* is defined by

v _ ©* it 0520 6.8)
2n—¢* i O, <O0. )
Because the spin sensitivity of each decay plane is dependent on the energy difference
between the charged and neutral component, the average distribution of ¢* is at this
point uniform. To obtain a nontrivial shape, events are separated based on the sign of

the observables £ £ E

e, Sl y, = o (6.9)
E +Ep E + Ep

where the pion energies are measured in the laboratory frame [51]. The angle ¢,

can now be defined in a unified way:

y-

(6.10)

R ify,y- >0
PP =\ on— o ify,y. <0,

The distribution of ¢, for 7 — p(n*n%v is shown in fig. 6.2b.

6.2.3 Combined IP-p method

In case of one tau of the ditau pair decaying with a neutral component and the other
without, the IP and p decay methods can be combined, to create a ¢, observable
consistent with the definitions in the two previous sections. Considering a case where
the 7+ decays to p*(7*2°), the normalised direction §}* of the n° transverse to the 7+
is computed; while if the 7~ decays to 7~ v, the decay plane is on this side constructed
using the transverse component of the impact parameter vector fi; and the spatial

vector {~ of the 77, which yields
¢* = arccos(§ " - fi]), Oty = sgn(p) - q- - (§ x A7). (6.11)
These two are combined into the intermediate angle ¢* according to

. {90* if 62 > 0

. 6.12
2n—¢* it O, <0 (©.12)
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Figure 6.3: Distributions of ¢.,, for the three relevant ditau decay modes, at generator level.
Green points corresponds to pure scalar Higgs, red points to a pseudoscalar, while blue
points show the distribution for Z — 77 decays.

Using the sign of y,, defined in eq. (6.9), the definition of ¢, becomes

. 90*/
SDCP_ 271,_90*/

ify, >0
Sl (6.13)
ify, <0
In case of charge conjugation, the definition of course remains the same, but the sign
of the p charge must be included in the triple product in eq. (6.11).

6.2.4 Mass reconstruction

The invariant mass of the ditau system is reconstructed using a method called the
Missing Mass Calculator (MMC) [54], which aims to find the most probable neutrino
momenta, given the kinematic constraints of the decay. This is done by scanning over
the distance between the visible and invisible decay products, while calculating the
likelihood at each scan point. The probability density function for the distributions
are constructed using simulated events. The final mass estimate, for a single event,
is the mass corresponding to the maximum likelihood. The symbol m™MC is used to
indicate the invariant mass reconstructed using the MMC.

6.3 Modelling Higgs decays to T pairs

In the simulation of the signal process pp — H — 77, the narrow width approxima-
tion is assumed, meaning that the production and decay factorises and can be treated
separately. This allows for using different Monte Carlo generators for the two steps.
Since the analysis requires simulation of several CP mixing scenarios, some practical
aspects need to be taken into account. Two possible approaches can be taken, the first
one being to generate independent samples for each mixing hypothesis under consid-
eration. This necessarily requires an MC generator capable of computing the matrix
element of a Lagrangian containing CP-violating Yukawa terms. The other option
is to generate a single MC sample, and subsequently re-weight events according to
the different mixing scenarios, based on a recalculation of the matrix element. In
practice, this weighting procedure gives higher importance to simulated decays that
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are more likely to originate from a given CP state. Although this strategy requires
additional post-processing of the sample, the re-use of events for different mixing
scenarios greatly increases the sample statistics; further, since the samples for the
different scenarios are dependent, there are no inter-sample statistical fluctuations to
potentially disrupt the basis for comparison. The following section shows that the
two approaches result in identical kinematic distributions. Spin correlations are for
the first case computed in the PytHia [55] MC generator, while in the second using
TAUSPINNER [56-58]. Both will be introduced in the following sections.

These studies were performed using generators interfaced through the common
ATLAS software ATHENA, release 19.2.3.6. Since the aim is to check the truth-level
kinematics, no detector simulation is performed. The final samples used for the anal-
ysis are generated and reconstructed with release 20.7, with full detector modelling;
more details about this in section 7.1. The settings used for the tau decay and hadro-
nisation, however, are the same as described in this section.

Higgs production and decay

The Higgs production processes are simulated using PowneG-Box [59-61]. Produc-
tion via ggF [62] and VBF [63] are both evaluated at next-to-leading order (NLO),
using the CT10 [64] set of parton density functions. No non-SM physics is assumed
in this step. The Higgs decay and subsequent showering and hadronisation is done
in PytHia. Since version 8.200, Pytuia models full spin correlations in tau decays,
for arbitrary values of the mixing parameter ¢,. Replacing the old implementation
with isotropic decays, the new sophisticated modelling follows the spin correlation
algorithm of Richardson [65], for up to six-body tau decays. The procedure is sum-
marised in [66], and documented in detail in [67]. In brief, the spin correlations are
separated from the computation of the hard-scattering matrix element, by initially
setting all decay matrices to the identity. Starting from the last decayed particle, the
decay matrix is computed, and iteratively going backwards through all decays, the
decay is repeated and the decay matrix updated. Finally, after processing all decays,
the outgoing particles are all correlated. For a spin-0 particle such as the Higgs, no
information about the production process is required to model the decay, apart from
its CP state, which is set globally. PyTHiA is used to model the tau decays also in the
samples that are later reweighted, but in this case the spin correlations are ignored,
and the decays are done isotropically.

Event reweighting

The event reweighting is done using TauSpINNER, Which is distributed as part of the
TauoLa library [68, 69]. TAUSPINNER takes as input the four-momenta of all tau decay
products, including the neutrinos, and calculates a per-event spin weight, correspond-
ing to the specified properties of the parent boson. The spin weight is computed on
basis of the tau polarimetric vectors, which are uniquely determined by the decay
product kinematics, and a spin density matrix, which depends on the ditau produc-
tion. For Higgs decays, the spin density matrix is diagonal (but with opposite sign)
for a pure scalar or pseudoscalar Higgs, but contains off-diagonal elements in the
case of CP mixing. The full range of mixing parameter values is supported.
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6.3.1 Validation of event reweighting procedure
There are three cases to be considered for comparison:

e PytHIA version 8.186. This will serve as the reference, as this version contains
the sophisticated tau decay algorithm, and is thoroughly validated by the AT-
LAS Physics Modelling Group (PMG). This was the final PyTHia version to be
used for MC12 (8 TeV) sample generation campaign. Only SM Higgs decays
are supported; this version is also included in the comparison of pseudoscalar
decays, but in this case the events are reweighted to the pseudoscalar hypothesis
using TAUSPINNER.

e PytHia version 8.205. This version features full control of Higgs parity, and
spin correlations are modelled according to the description in section 6.3. This
was, at the time of the study, the most recently released version. It was later
validated separately for the MC15 (13TeV) campaign by the PMG.

e PytHia version 8.205, with spin correlations switched off, but re-introduced
using TAUSPINNER weights. TAuSPINNER version 1.4.0, distributed with TavoLa
version 1.1.5, is used.

In order to be consistent with the at the time most recent PMG validation status, the
comparison is performed at a center-of-mass energy /s = 8 TeV. Figure 6.4 shows
the results for the scalar Higgs scenario, while fig. 6.5 shows the pseudoscalar sce-
nario. The observables plotted here are computed in the true Higgs rest frame, and
do in some cases depend on the neutrino momentum vectors. Hence they do not
equal the ¢, definitions in section 6.2, but the shape and thereby sensitivity to ¢-,
is the same. The definition is specified in the caption of each figure. The refer-
ence (PyTH1a8.186) is shown in green, spin correlations modelled by PyTuia8.205 in
dashed black, and spin correlations modelled by TAUSPINNER are shown in red. The
lower section on each plot indicates the difference with respect to the reference.

No deviation is observed between the modelling of the spin correlations in PyTaia
and TauSpINNer. The event reweighting approach, having the practical benefit of re-
lying only on a single high-statistics signal sample to simulate all mixing scenarios,
is implemented for the following analysis. Note that an updated version of TAuSPIN-
NER is used for the final samples; this does, however, not affect the modelling. The
systematic uncertainty of the spin correlation modelling is discussed in section 7.4.
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Chapter 7

Estimating the sensitivity for measuring
CP invariance in Higgs decays to tau
pairs

The expected performance of a measurement of the Higgs CP mixing parameter us-
ing the ¢, observable, is studied using data and Monte Carlo corresponding to an
integrated luminosity of 36.1 fb~!. At the time of submission of this thesis, the re-
sults have not been approved by the ATLAS collaboration for public presentation,
therefore only the expected final results, and only plots of distributions outside of
the signal regions, are shown. The fundamental parts of the analysis are based upon
the Run 2 H — 77 cross section measurement, which is also, at the time being,
not approved by the internal review committee for public release. Apart from the
Z — 77 background estimate, the cross section measurement builds largely on the
Run 1 result [70]. The CP invariance measurement, described in this chapter, uses a
reweighting technique and fit model inspired by the Run 1 measurement of CP invari-
ance in VBF production [71] using H — 77 decays. This measurement probed the
HVYV coupling, and is completely independent of CP violation in the Yukawa cou-
pling, discussed here. In the same fashion as this VBF analysis, a binned likelihood
fit is employed to assess different mixing hypotheses, where the signal template is
constructed from Monte Carlo events, reweighted following the procedure described
in section 6.3. Although an analytic expression for the ¢, distribution as function
of the mixing parameter ¢, does exist (eq. (6.3)), the impact of detector reconstruc-
tion is not easily parameterised. Using simulation to extract the templates takes into
account not only reconstruction effects, which may alter the shape of the template,
but also the amplitude difference caused by selection requirements. A limiting factor
to this approach is the finite size of the MC samples, and the systematic uncertain-
ties arising from the simulation. Both these points are at least partially mitigated by
using a data-driven approach to estimate the contribution from the main background
processes.
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7.1 Data and Monte Carlo samples

Data

The full dataset from 2015 and 2016 data taking is used, corresponding to a total
integrated luminosity of 36.07 fb~!, after rejecting lumiblocks where the detector
was not fully operational. Split by year, the datasets contains 3.21 and 32.81 fb~! for
2015 and 2016, respectively.

Signal samples

The signal samples are generated using PowHEG-Box for the Higgs production, and
PytHia version 8.212 for the Higgs decay, parton shower and hadronisation. VBF
production is simulated with NLO accuracy, while ggF is simulated at next-to-next-
to-leading order (NNLO). In both cases the PDFALHC15 [72] parametrisation of the
parton density function is used, with the AZNLO [73] tune. The hadronisation part uses
the CTEQ6L1 [74] PDF set. QED emissions from electroweak vertices and charged
leptons are simulated with PHotos [75] version 3.61. The production cross section
numbers are provided by the LHC Higgs Cross Section Working Group [76], com-
puted at N®LO QCD accuracy [4] for ggF and NNLO [77] for VBF, in both cases
with NLO electroweak corrections. The spin correlation between the taus from the
Higgs decay is disabled in PyTHia, and re-introduced using event weights computed
by TauSpINNER version 2.0.3.

Background MC samples

All electroweak production of W and Z bosons is simulated using SHERPA [78] version
2.2.1. This includes the important, irreducible Z — 77 background, W produced
along with jets, and diboson production. Single-boson production in association with
jets is computed at NLO QCD and electroweak precision for up to and including two
jets, and at LO for > 3 jets [79]. The NNPDF3ONNLO [80] PDF set is used for these
processes.

Top pair and single-top production is simulated in PowHEeG-Box using the
CT10 [64] PDF set, interfaced to PyTHia version 6.428 for the parton shower. PyTHia
is configured with the CTEQ6L1 PDF set and the Perugia2012 tune [81]. The list of
individual samples considered for the analysis are shown in table 7.1.

All MC samples include a full simulation of the interaction with the detector
material, using GEant4 [82], and a subsequent emulation of detector and trigger re-
sponse [83]. The samples are reconstructed using the same ATHENA software version
as used for data. In order to correctly account for effects from pile-up, all events
are overlaid with simulated minimum-bias interactions. These interactions include
double-, single- and non-diffractive pp collisions, simulated in PyTHIA8 using the
MSTW2008LO0 [84] PDF set with A2 [85] tunes. The minimum-bias overlay is added
randomly so that the distribution of number of pile-up vertices match that observed
in data.
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Table 7.1: Signal and background Monte Carlo samples considered for this analysis. Under
‘Generator’, ‘ME’ gives the MC generator used to calculate the matrix element of the hard
scattering, while ‘PS’ indicates the generator used for the parton showering. The PDF col-
umn lists the PDF used for the hard scattering; the parton showering may involve a different
PDF.

Process Generator PDF o X A [pb]
ME PS

ggFH — 17 PowHeg Pythia PDF4LHC15 0.57338706

VBFH — 17 PowHeg Pythia PDF4LHC15 0.0468777389

Z 1T Sherpa2.2.1 NNPDF3QNNLO 2550.9

Z—-t,t=p,e Sherpa2.2.1 NNPDF3ONNLO 9004.4

W + jets Sherpa2.2.1 NNPDF30NNLO 59650.3

tf and single top PowHeg Pythia6 CT10 981.5

Diboson Sherpa2.2.1 CT10 99.8

7.2 Event selection

The event selection follows the H — 77 cross section analysis closely, but with a
more specific final state and with dedicated signal regions. Events are selected by a
hadronic di-tau trigger, which in 2015 data taking was
HLT_tau35_mediuml_tracktwo_tau25_mediuml_tracktwo_L1TAU20IM_2TAU12IM,

while in 2016 the trigger was HLT_tau35_mediuml_tracktwo_tau25_mediuml_tracktwo.
A detailed description of the tau trigger algorithm can be found in [86]. The triggers
listed here are both unprescaled. Because of the increase in instantaneous luminosity
between 2015 and 2016, the 2016 trigger requires an event signature of two hadronic
tau candidates and an additional L1 jet, where the jet must satisfy pr > 25 GeV and
7] < 3.2. The trigger efficiency is low for jets just above the pr threshold, and reaches
the plateau of full efficiency only at around 70 GeV. To avoid potential mismodelling
due to the trigger turn-on curve, the offline reconstructed jet py is required to be
greater than 70 GeV, as well have || < 3.2. The leading jet in the event is further
required to be within AR < 0.4 of the online jet that passed the trigger. To ensure
a consistent selection between the 2015 and 2016 datasets, this jet requirement is
applied also in 2015 data.

A set of minimal requirements is used to define a preselection region, which is
background dominated and will be used for background estimation and validation of
the background modelling. All signal regions are subsets of the events passing pres-
election. Events are required to have exactly two hadronic tau candidates passing the
medium identification criterion, and at least one must also pass the tight criterion. The
candidates must be oppositely charged. Only tau candidates classified as one-prong,
with either zero or one associated 7%, are selected. Events with electrons or muons
are rejected. The leading tau candidate must have transverse momentum greater than
40 GeV, and the subleading candidate greater than 30 GeV, which is at the plateau
of the trigger efficiency curve. Both candidates must be associated to the same pri-
mary vertex. Topological requirements are imposed to further reduce background:
the angular distance between the tau candidates must satisfy 0.8 < AR < 2.4, and the
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distance in pseudorapidity, A, must be less than 1.5. Since neutrinos from the tau
decays are expected, a requirement on the missing transverse energy is imposed, of
E‘T’rliss > 20 GeV. The neutrinos are further expected to be aligned with the direction
of the tau candidate. This is ensured by computing the fraction of momenta carried
away by the visible decay products, using the collinear approximation. The fraction
is required to be between 0.1 and 1.0 for both tau candidates. Finally, the recon-
structed invariant Higgs mass is required to lie in the interval 70 < mMMC < 150 GeV.
Distibutions of essential tau candidate and event observables are shown in figs. 7.1
and 7.2, respectively.

The signal regions are split to target the VBF and ggF production modes sepa-
rately. The VBF region consists of events with at least two jets with pp > 30GeV,
where the pseudorapidity difference between the two leading jets satisfy An;; > 3.0.
Both tau candidates are required to lie between the two leading jets in pseudorapid-
ity, and the product of the two jet pseudorapidities must be negative. The invariant
mass of the two jets, mj, is required to be greater than 400 GeV.

The boosted region targets Higgs bosons produced with high pr, typically re-
coiling off a hard jet produced together with the Higgs in gluon-gluon fusion. The
boosted region consists of events passing preselection, but failing the VBF selection,
and where the reconstructed Higgs transverse momentum is greater than 100 GeV.
The Higgs transverse momentum p¥ is defined as the magnitude of the vector sum
of the transverse tau and missing energy momentum,

P = pl + pl + EXS, (7.1)

The boosted region is further split in a signal-enriched high-pr region, requiring
p¥ > 175GeV. Events failing this selection are assigned to a low-pr boosted
category. A summary of the different selection categories is given in table 7.2.

Each of the VBF and boosted regions are further divided into subcategories de-
pending on the decay modes of the tau candidates. The category naming is given
according to the method used to reconstruct .,

o TP-IP contains events where both taus have one charged but no neutral compo-
nent, where the IP method (section 6.2.1) is used to construct the decay planes
of both taus,

o IP-p contains events where one tau has a neutral component but the other does
not, so the combined IP and p method (section 6.2.3) is used, and

e p-p contains events where both taus have neutral component, and the p method
is used (section 6.2.2).

Two non-overlapping mass regions are defined, where the Higgs signal region is
bounded by 100 < mMM€ < 150 GeV, while a separate Z control region is defined

T

by 70 < mMMC < 100GeV. The Z mass interval is used to obtain the data-driven

Z — 771 background template, while the final fit is performed in the Higgs signal
region.
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tion. The uncertainties are statistical only.
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Table 7.2: Overview of the event selection.

Event selection and categorisation

Preselection

Exactly two 74,4 candidates passing medium identification, > one must also pass tight
One jet with pr > 70GeV, || < 3.2

Both 7 candidates classified as one-prong, 0 or 1 7°

Both 7 candidates matched to same primary vertex

Leading 7 pr > 40 GeV, subleading 7 pr > 30 GeV

Topological requirements: An,, < 1.5and 0.8 < AR, < 2.4

EXss > 20GeV

Reconstructed mass in the interval 70 < mMMC < 150 GeV

No electrons or muons

Fraction of visible 7 momentum, calculated using collinear approximation:
0.1<x<1401<x,<14

VBF region Boosted region

> two jets, subleading jet pr > 30 GeV Failed VBF selection

|An;;l > 3.0, 7(j1) X n(j») <0 pi > 100GeV

mj; > 400 GeV

Both 7 candidates lie between Boosted high-py | Boosted low-py
the jets in n pi > 175GeV pi < 175GeV

Decay mode selection

1P-IP 1P-p P-p
1pOn, 1pOn 1pOn, 1pln 1pln, 1pln
High &3%/y Low d3%/y High y,y_ | Lowy,y_
No further ¥ (T1pon) > 1.4 | d3¥(T1p0n) < 1.4
splitting and or [ysy-| > 0.2 | [ysy-| <0.2
y(Tlpln) >0.3 y(TIpln) <03
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Figure 7.4: Distributions of ¢, using the p-p method, for increasing minimum requirements
on [y,y-|.

7.2.1 Per decay mode optimisation

The amplitude of the ¢., distribution depends on the reconstruction method, but also
on the kinematics of the tau decays. For each method, several observables have been
studied to investigate the correlation with ¢ ..

For 7 — pv decays, the sensitivity to the tau polarisation is found to be larger
for higher absolute values of the charged-to-neutral energy difference y, defined in
eq. (6.9). This can be understood from egs. (6.10) and (6.13): if y, and/or y_ is close
to 0, one can easily reconstruct it with wrong sign, hence choosing the wrong phase
in the ¢, definition. To mitigate this, while still retaining all signal events, events
reconstructed using the p-p method are divided into a high-sensitivity category, re-
quiring |y;+y-| > 0.2, and a low-sensitivity category, defined by |y,y_| < 0.2. This
threshold is optimised by running the full fit procedure described in section 7.5, us-
ing only p-p events, and varying the y,y_ requirement to find the value resulting in
the highest sensitivity to ¢.. The ¢, distributions at preselection, for increasing
[y;y-| thresholds, are shown in fig. 7.4.

The IP-IP method can suffer from poor performance if the impact parameter vec-
tors are small, or of similar magnitude, compared to the uncertainty on the primary
vertex position. The best improvement is found to be a requirement on the signifi-
cance of the transverse track impact parameter d, denoted d(s)lg , which is defined as
dy divided by its uncertainty in the vertex fit. Figure 7.5 shows the ¢, distribution

for events reconstructed with the IP-IP method, at preselection, for increasing d(s)ig

values of both tau candidates. The highest increase in sensitivity is found for a d;ig
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Figure 7.5: Distributions of ¢, using the IP method, for increasing minimum requirements

sig
ond,".

requirement greater than 1.4 for both tau candidates. With the low statistics avail-
able in the current dataset, however, splitting T — v events into subcategories is not
feasible. The study is left for future reference, and the IP-IP category is kept as-is.
For the combined IP-p method, the higher branching ratio does allow for a divi-
sion into high- and low-sensitivity categories. The dg‘g requirement of 1.4 is applied
to the T — 7v candidate, while the |y| value of the T — n7’v candidate is optimised.
Requiring |y| > 0.3 is found is found to give the highest expected sensitivity.

7.3 Background estimation

The backgrounds can be separated into processes involving two real taus, processes
involving one real tau and one QCD jet misidentified as a tau, and events where both
tau candidates are misidentified jets.

The first category is by far dominated by Z — 77 decays, but also includes a
small contribution from top pair production and diboson events with two real taus
in the final state. Events with one real tau originate from electroweak production of
W together with jets, and single top production. All electroweak and top processes
are estimated from MC simulations, and are, since their combined contribution is
comparatively small, grouped into a single class named Others. Events where both
tau candidates are faked by jets, for simplicity called fakes, constitute the second
most important background.

Both the fake tau background and Z — 77 is modelled using a data-driven ap-
proach. To avoid overlap between events with one and two fake tau candidates,
events from MC are requested to contain at least one hadronically decaying tau in the
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truth record, and this must be the same object as the tau candidate is reconstructed
from. The normalisation of all samples in the Others category is taken from the MC
generator cross section calculation, listed in table 7.1.

7.3.1 Estimation of fake tau background from QCD jets

The shape template for fake taus is obtained from data in the respective signal re-
gions, by inverting the ditau opposite-sign (OS) charge requirement, and selecting in-
stead events with same sign (SS). The distribution of m™C€ and ¢¢p in the same-sign
region, at preselection and in the VBF and boosted categories, is shown in fig. 7.6.
The contribution from events with one or more real tau decay is small, but to avoid
double counting of these events, the same-sign contribution in all MC backgrounds
are subtracted from the fake template. This procedure introduces a dependence on
the MC sample statistics, which is accounted for by a shape uncertainty on the fake
template, determined by varying the MC contribution up and down within its total
statistical uncertainty. The impact of this uncertainty is typically less than 5% of the
fake yield.

A second source of systematic uncertainty comes from the extrapolation of the
SS templates to the OS regions. To estimate this uncertainty, an alternative method
of extracting the fake templates is used, which is to define an anti-ID control region.
This region consists of OS events where both taus pass the medium identification
threshold, but both fail #ight identification. Since the anti-ID region has a large con-
tamination of processes with true tau decays, it is not chosen as the nominal region
to extract the fake templates, but it does still provide means of evaluating the SS to
OS extrapolation procedure. The shape uncertainty is estimated by taking the differ-
ence between the SS and anti-ID distributions at preselection, for IP-IP, IP-p and p-p
events separately.

7.3.2 Estimation of Z — 77 background

The shape templates for Z — 77 are in each region constructed from events pass-
ing all selection criteria, but lie in a mass interval around the Z peak, 70 < mMM€ <
100 GeV. Templates for fakes and all MC samples, in this mass region, are sub-
tracted to avoid double counting. Taking the Z template from data is beneficial for
two reasons; first, one avoids the theory uncertainties from the choice of QCD pa-
rameters (such as renormalisation scale, factorisation scale and PDF), which can be
substantial, and second, selecting events at the Z peak ensures a large sample size.
The distributions of 7., for 70 < mMM€ < 100 GeV is shown in fig. 7.7.

The validity of porting the Z template from the low-mass interval to the Higgs
mass interval is tested by comparing the ¢, distribution between the two at genera-
tor level, no selection requirements applied, using the SHErRPA MC sample. The com-
parison, done for the three relevant decay mode combinations separately, is shown in
fig. 7.8. At NLO precision, there is no apparent discrepancy. However, to account for
differences introduced by reconstruction and phase space selection, an uncertainty on
the mass range extrapolation is assigned by performing the same comparison at pre-
selection, and propagating the difference to all signal regions. This is again done

separately for the different decay modes.
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Figure 7.7: Distributions of ¢., in the Z mass region, 70 < mMM¢ < 100 GeV, at preselec-
tion.

The uncertainty on the subtraction procedure follows the same prescription as for
the fake-tau template, where the subtracted processes are varied up and down by their
statistical uncertainty.

7.3.3 Normalisation of data-driven background templates

The normalisation of the Z and fakes templates is determined from a fit to the distri-
bution of A7, in data in the preselection region, using MC for the Z histogram. The
signal yield at preselection is less than 1%, and is ignored. In this fit the minimum
requirement on An,, is raised to 2.0, which gives a strong handle on the normali-
sation of fakes. As can be seen in fig. 7.9, the highest two bins have virtually zero
contribution from other backgrounds. The separate normalisation factors for the fake
tau and Z contributions are unconstrained, while the normalisation for the remain-
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Figure 7.8: Comparison of the ¢, distribution in MC at generator level, in the Higgs (pur-
ple) and the Z (blue) mass regions. No selection criteria apart from the mass selection are
applied.

ing backgrounds are fixed at their theoretical prediction. Normalisation factors of
rz = 0.98 £ 0.04 for the Z contribution and rgcp = 1.66 + 0.10 for the fake tau con-
tribution are obtained. The rz value being close to one shows that the cross section
estimate from SHERPaA is accurate with respect to data. This is important, as the event
yield from MC is needed to correctly normalise the ¢, templates in the Higgs mass
region. The procedure to extract and normalise the data-driven background templates
can be outlined as follows:

MMC <

1. The An, fit is performed at preselection in the full mass range 70 < my;

150 GeV, and the normalisation factors rz and rqcp are extracted.

2. In the VBF and boosted signal regions, in the Z mass range, ¢, histograms
for fakes are created from SS data, and scaled by rocp. Histograms for Z are
created from OS data, and the histograms for fakes and other backgrounds are
subtracted. The Z histograms will be used as templates in the final fit; the
histograms from fakes and other backgrounds in the Z mass range are only
used for the subtraction.

3. In the VBF and boosted signal regions, now in the Higgs mass range, his-
tograms for fakes are created from SS data, and scaled by rocp. The yield of
Z events in MC is extracted, and scaled by rz, to account for the difference be-
tween MC and data. The Z histograms from the previous step is scaled to this
yield, and used as templates for the ¢, distribution in Z events. Histograms
from other backgrounds are created from MC.

Theoretical uncertainties affecting the Z — 77 cross section are incorporated in the
fit. The resulting uncertainty on the Z and fake-tau normalisations are propagated
on to the final ¢, fit. The expected numbers of signal and background events, after
background normalisation, are given for all event categories in table 7.3.

7.4 Systematic uncertainties

This section describes the systematic uncertainties affecting the analysis. These are
divided into experimental uncertainties, related to detector and reconstruction effects,
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Table 7.3: Event yields for the different samples considered, at preselection and in the signal

regions.
Category
Sample Preselection VBF inclusive VBF IP-IP VBF IP-rho VBF rhorho
VBFH 25.9+0.3 11.8+0.2 1.2+0.1 4.9+0.1 4.9+0.1
geH 72.5+1.1 4.0+0.3 0.4+0.1 1.5+0.2 1.7+0.2
Sum signal 98.3+1.2 15.8+0.3 1.6+0.1 6.4+0.2 6.5+0.2
Fake 3265.4+73.5 152.0£15.9 3.3+23 39.7+8.1 26.4+6.6
Z->1T 5153.7+68.6 184.1+£9.3 3.8+1.9 26.6+3.9 19.6+3.0
Others 190.0£17.5 7.6+£2.2 0.2+0.1 0.7+0.8 4.4+1.9
Data 8696.0+93.3 298.0+17.3 20.0+4.5 50.0+7.1 43.0+6.6
Sum bgnd 8609.1+102.0 343.8+18.5 7.3£3.0 67.0+£9.0 50.5+£7.5
Sample Boost high-pt,  Boost high-pr, Boost high-pr, Boost high-pr, Boost high-pr, Boost high-pr,
inclusive IP-IP IP-rho high df)'g/y IP-rho low d;]'g/y rho-rho high ygy;  rho-rho low ygy;
VBFH 4.8+0.1 0.5+0.0 0.8+0.1 1.3+0.1 0.8+0.1 1.0+0.1
geH 23.1+0.6 2.1+0.2 3.8+0.3 6.3+0.3 4.3+0.3 5.0+0.3
Sum signal 27.9+0.6 2.6+0.2 4.7+0.3 7.7+0.3 5.2+0.3 6.1+0.3
Fake 67.8+10.6 0.0+0.0 3.3+23 5.0+2.9 6.6+3.3 16.5+5.2
Z->1T 1053.6+20.8 39.9+4.3 47.4+4.6 73.245.0 48.4+4.6 53.1+4.9
Others 38.8+4.8 2.6+1.3 3.2+1.1 7.94£2.0 1.5£2.0 1.7£2.6
Data 1236.0+35.2 57.0+7.5 58.0+7.6 98.0+£9.9 66.0+8.1 98.0+9.9
Sum bgnd 1160.1+23.8 42.5+4.4 53.9+5.3 86.0+6.1 56.5+6.0 71.4+7.6
Sample Boost low-pr, Boost low-pr, Boost low‘—pT, Boost low-pr, Boost low-pr, Boost low-pr,
inclusive IP-IP IP-rho d,®/y IP-rho dy®/y rho-rho yoyi rho-rho yoyi
VBFH 6.9+0.2 0.7+0.1 1.1+0.1 2.0+0.1 1.1+0.1 1.4+0.1
geH 33.4+0.8 3.4+0.3 4.7+0.3 9.0+0.4 6.0+0.3 7.2+0.4
Sum signal 40.4+0.8 4.1+0.3 5.8+0.3 11.0£0.4 7.1+0.3 8.5+0.4
Fake 1517.0+50.1 43.0+8.4 59.5+9.9 196.6+18.0 102.5+13.0 175.2+17.0
Z->1r 2912.5+50.7 103.3+11.1 107.4+8.6 205.8+12.3 139.9+49.9 151.5+20.9
Others 103.0+13.1 43x1.6 5.6x1.5 19.0+5.8 14.8+6.3 7.3+£5.6
Data 4518.0+67.2 139.0+11.8 178.0+13.3 427.0+20.7 242.0+15.6 322.0+17.9
Sum bgnd 4532.5+72.5 150.6+14.0 172.5£13.2 421.5+22.6 257.1%17.5 334.0+27.6
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and theory uncertainties, which are related to the underlying assumptions of the sim-
ulations.

7.4.1 Experimental uncertainties

Uncertainties related to reconstruction of physics objects are provided by the Com-
bined Performance working groups, and are implemented in the analysis through a
common software framework. The uncertainties are evaluated on a per-object basis,
so to evaluate the uncertainty on for instance the jet energy scale, all jets in an event
are varied by =10 of the prescribed value, and observables are recalculated. The
systematic uncertainties related to the background estimate method are discussed in
section 7.3.

Jet uncertainties

The uncertainty on the jet energy resolution and jet energy scale depend on prt and
pseudorapidity of the reconstructed jet, and is estimated through data and MC com-
parisons [87]. Different MC samples, corresponding to variations of the hadronic
shower model, calorimeter noise thresholds, and detector configuration, are used to
derive the uncertainty. To account for differences in energy resolution between data
and simulation, jets in MC are smeared by a pr and n dependent scaling factor. The
JER uncertainty is parametrised by the full set of 11 nuisance parameters provided
by the JetEtMiss working group, while for the JES uncertainty, a reduced set of 21
nuisance parameters is used. In addition, the uncertainty on the efficiency of the jet
vertex tagger is included.

Tau uncertainties

Like for jets, uncertainties on the tau energy scale (TES) are derived using both sim-
ulations and data. Uncertainties arising specifically from the detector modelling and
hadronic shower model are estimated from alternative MC samples.

Uncertainties related to the tau identification efficiency are estimated from tag-
and-probe analyses [88], and include nuisance parameters for trigger efficiency, re-
construction efficiency, and misidentification of electrons as hadronic taus.

Currently, the Tau Working Group does not provide an uncertainty estimate of
the resolution of the 7° momentum vector from the particle flow algorithm. This is
acknowledged as a limitation to the analysis; deriving an estimate independently of
the Tau WG is, however, not considered a feasible option.

ET'S uncertainties

The uncertainties on the objects used to compute the E?iss are propagated through the
calculation, but additional uncertainties enter in the soft term. These uncertainties,
on the resolution and the scale of the E%‘iss, are derived by the Jet/EtMiss group using
data-driven methods [89].
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Track uncertainties

Uncertainties on the resolution of the transverse and longitudinal track impact param-
eters, dy and 7, are derived from data-MC comparisons and parametrised as function
of pr and pseudorapidity. These directly affect the calculation of ¢, in the IP and
p methods. Separate nuisance parameters are introduced for the uncertainty caused
by dead inner detector modules, and for the general mismeasurement. A pr and 7-
dependent smearing is applied to tracks in simulation, so that the resolution matches
that observed in data. Additional uncertainties arise from the detector alignment,
since certain types of deformation are difficult or even impossible to account for in
the alignment procedure [90]. These affect the track impact parameters as well as the
momentum [17].

Luminosity and pile-up

The uncertainty on the combined integrated luminosity for the 2015 and 2016 dataset
amounts to 2.2%.

As mentioned in section 7.1, all simulated events are overlaid with pile-up inter-
actions, where the number of pile-up vertices is sampled from a generalised u profile.
For the profile in simulations to match that of data, MC events are reweighted by a
correction factor of 1/(1.16*%7).

7.4.2 Theory uncertainties

With the use of data-driven estimation methods for the two main backgrounds, and
the contributions from remaining backgrounds being less than 4% in the signal re-
gions, no generator uncertainties on the background ¢, modelling are necessary.
Theory uncertainties on the Z — 77 contribution are included in the background
estimation procedure; these affect the normalisation and also the shape of the An,,
distribution. More specifically, they are computed on basis of varying the renormali-
sation scale, the factorisation scale, and the parametrisation of the PDF and the strong
coupling constant [91].

A shape uncertainty on the signal is assigned by comparing the ¢, modelling
of TauSpiNnNEr and PyTHia8. The compatibility between the two has already been
checked thoroughly in section 6.3.1, but the comparison is now redone in the
analysis-specific region of phase-space. The uncertainty estimate is obtained by in-
verting the TauSpINNER reweighting: A signal sample with SM spin correlations is
weighted by the reciprocal of the TauSPINNER weight corresponding to the SM hy-
pothesis. This removes the spin correlation in the sample, ideally resulting in a uni-
form ¢, distribution. The deviation from a flat distribution is taken as a general
shape uncertainty, applied to all mixing scenarios. The procedure was suggested by
the TauSpPINNER authors. Since the signal strength is not considered a parameter of
interest, no uncertainty on the signal cross section is taken into account.

The impact of each systematic uncertainty on the event yields, at preselection
level, is quantified in table 7.4. The impact on the fit is evaluated in section 7.6.
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Table 7.4: Impact on event yields at preselection, for the different systematic uncertainties
considered. Track uncertainties do not affect the yields, and are therefore not listed.

NP Signal Fake Z->1T Others
Nominal 98.3 3141.0 52412 226.8
fake_contamination +0.0/0.0 —38.7/+38.7 +0.0/0.0 +0.0/0.0
jetAfjvteft +0.2/-0.2 +0.3/-0.3 +8.7/-8.7 +0.6 /0.6
jet_jer_crosscalibfwd 1.0/-1.0 2.8/-2.8 48/-4.8 +2.9/-29
jet_jer_noisefwd 1.0/-1.0 3.1/-3.1 12.7/-12.7 +2.8/-2.8
jetjer_np0 +1.2/-12 +112.4/+112.4 +19.7/-19.7 -1.4/+1.4
jetjer_npl -0.2/+0.1 -1.9/+36.0 -274/+423 +0.1/-0.2
jetjer_np2 +0.1/-0.2 +64.2/-59 +0.6/-12.1 -0.2/+2.7
jetjer_np3 +0.3/-0.4 -8.4/+14.2 +4.1/-274 -6.9/+1.1
jetjernp4 -0.4/+0.2 +40.7/-3.7 -38.1/+15.0 +29/-14
jet_jer_np5 -0.5/+0.4 +2.5/-10.8 -29.2/+224 +24/-35
jet_jer_np6 —0.1/+0.2 -3.2/+6.5 -3.6/-5.1 +0.3/0.1
jetjer_np7 +0.0/0.2 +26.0/-12.6 +54/-12.8 -0.3/-0.9
jetjer_np8 +0.0/0.1 +13.2/-0.1 +0.0/ -28.1 +0.0/-1.9
jet_jes_bjes_response +0.0/-0.0 +0.0/-0.0 +0.0/-0.0 +0.0/-0.0
jet_jes_effectivenp_1 +0.6/-0.8 -1.4/+32 +28.8 / —60.5 +1.9/-32
jetjes_effectivenp_2 +0.3/-0.1 +1.2/-23 +1.1/-22.8 +0.3/-0.6
jet_jes_effectivenp_3 -0.0/+0.4 +0.6/-0.4 -27.9/+12.0 -0.9/+0.3
jet_jes_effectivenp_4 +0.3/-0.1 -1.1/+0.4 +9.6/-19.0 +2.6/-0.1
jet_jes_effectivenp_5 +0.0/-0.0 -0.1/+1.0 +3.8/-49 +3.6/-0.7
jet_jes_effectivenp_6 -0.1/+0.1 +0.1/-0.4 +3.9/-0.8 -24/+1.1
jet_jes_effectivenp_7 +0.1/-0.1 +0.2/-0.3 +6.0/-3.5 +1.0/-1.0
jet_jes_effectivenp_8restterm +0.2/-0.0 +1.5/-0.3 +2.8/-11.2 +0.2/-0.6
jet_jes_etaintercalibration_modelling +0.1/-0.5 -1.3/+1.8 +18.7/-48.4 +2.3/-39
jet_jes_etaintercalibration_nonclosure -0.5/+0.4 +0.4/-5.7 -51.0/+36.0 -52/+1.5
jet_jes_etaintercalibration_totalstat +0.2/-0.2 +0.4/-0.7 +12.0/-21.8 +0.7/-0.5
jet_jes_flavor_composition +0.7/-1.0 -1.9/+1.2 +17.0/-11.8 +1.0/-3.0
jet_jes_flavor_response -1.2/+12 +2.3/-1.0 —66.7 / +50.1 -2.0/+4.0
jet_jes_pileup_offsetmu -0.3/+0.2 +14/-02 -18.5/+43.1 -19/435
jet_jes_pileup_offsetnpv +0.0/-0.1 +2.4/-25 +6.6/ -18.6 +1.4/-05
jetjes_pileup_ptterm +0.6/-0.5 -7.8/+0.1 +37.5/-54.4 +0.2/+2.0
jetjes_pileup_rhotopology +0.8/-1.1 +1.7/-4.8 +71.5/-90.8 +0.9/-7.4
jet_jes_punchthrough_mc15 +0.0/-0.0 +0.0/-0.0 +0.7/-0.1 +0.3/-0.0
jet_jes_singleparticle_highpt +0.0/-0.0 +0.0/-0.0 +0.0/-0.0 +0.0/-0.0
jetjvteff +0.3/-0.3 +0.6/-0.6 +19.4/-194 +14/-14
lumi +3.1/-3.0 +3.9/-39 +163.6/-163.5 +7.1/-1.1
met_softtrk_resopara +14/-14 +0.0/+0.0 +0.0/-0.0 +0.0/-0.0
met_softtrk_resoperp +12/-1.2 +0.0/+0.0 +0.0/-0.0 +0.0/-0.0
met_softtrk_scale +1.2/-1.0 +0.0/+0.0 +0.0/0.0 +0.0/0.0
pu_prw2015 +0.1/-0.0 +2.2/-6.4 -0.1/+29.2 +3.9/-3.6
pu_prw2016 +3.3/-2.6 +2.7/-179 —183.6/+76.5 -17.9/+79
QCD_scale_uncertainty +0.0/0.0 +177.9/-1779  -1719/+177.9 +0.0/0.0
tau_eff_eleolr_trueelectron +0.0/-0.0 -0.3/+0.3 +0.0/-0.0 +1.2/-1.1
tau_eff_eleolr_truehadtau +2.7/-2.7 -2.7/+2.7 +137.5/-135.6 +4.4/-43
tau_eff_jetid_highpt +0.1/-0.1 -0.0/+0.1 +2.5/-24 +0.1/-0.1
tau_eff_jetid_total +11.7/-11.0 -12.1/+11.6 +623.4/-5883 +19.6/-18.8
tau_eff_reco_highpt +0.0/-0.0 +0.0/-0.0 +0.0/-0.0 +0.0/-0.0
tau_eff_reco_total +7.1/-6.8 -7.8/+7.6 +401.7/-386.9 +12.5/-12.2
tau_tes_detector -2.0/+24 +0.1/-1.5 —126.1/+130.6 -4.0/+42.3
tau_tes_insitu +3.5/-43 -7.5/+12.8 +315.9/-3948  +193/-9.3
tau_tes_model +0.7/-0.5 -2.0/+24 +55.2/-61.5 +4.6/-0.0
tau_trigger_statdata2015 +0.4/-0.5 -0.4/+0.6 +16.1/-21.0 +0.5/-0.6
tau_trigger_statdata2016 +1.5/-1.4 -1.5/+15 +76.7/-76.0 +2.5/-25
tau_trigger_statmc2015 +0.2/-0.2 -0.2/+0.2 +6.5/-8.0 +0.2/-0.2
tau_trigger_statmc2016 +0.9/-0.8 -0.9/+0.9 +46.0 / —45.8 +1.5/-1.5
tau_trigger_syst2015 +0.3/-0.2 -0.4/+0.5 +13.8/-14.0 +0.4/-04
tau_trigger_syst2016 +0.6/-0.5 -0.5/+0.6 +28.3/-28.1 +0.9/-0.9
theory _ztt_PDF +0.0/0.0 -5.6/+5.6 +394.1/-394.0 +0.0/0.0
theory_ztt_lhe3weight_mur05_muf05_pdf261000 +0.0/0.0 -16.8/-16.8 +700.4 / =700.4 +0.0/0.0
theory ztt_lhe3weight_mur05_muf1_pdf261000 +0.0/0.0 -16.2/+16.2 +667.0 / —-667.0 +0.0/0.0
theory_ztt_lhe3weight_murl_muf05_pdf261000 +0.0/0.0 -0.1/+0.1 -22/+22 +0.0/0.0
theory_ztt_lhe3weight_murl_muf1_pdf261000 +0.0/0.0 -0.0/+0.0 +0.0/-0.0 +0.0/0.0
theory_ztt_lhe3weight_murl_muf2_pdf261000 +0.0/0.0 -0.1/+0.1 +6.8/-6.8 +0.0/0.0
theory_ztt_lhe3weight_mur2_muf1_pdf261000 +0.0/0.0 +112/-11.2 -513.0/+513.0 +0.0/0.0
theory_ztt_lhe3weight_mur2_muf2_pdf261000 +0.0/0.0 +11.0/-11.0 —490.1 / +490.1 +0.0/0.0

Z_scale_uncertainty +0.0/0.0 —187.3/+187.3 +187.3/-187.3 +0.0/0.0
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7.5 Fit procedure

The sensitivity to the CP mixing angle ¢- is estimated by performing maximum like-
lihood fits of ¢, in the separate signal regions simultaneously. Denoting the mea-
sured data by x, a binned likelihood function L(x; u, 8) is constructed, where y is the
signal strength, and 6 represents further nuisance parameters. The signal strength is
defined as the ratio of the measured signal cross section times branching ratio (0-xX.%),
to the SM expectation. It is not constrained in the fit, hence no model dependence on
o X % for mixed-CP states is introduced, only information about the shape of ¢,
is exploited. The likelihood function consists of the signal model for a given mix-
ing hypothesis, and the background model, and is defined as the product of Poisson
probability terms for each bin in the distribution of ¢ .

For each mixing hypothesis considered, the corresponding TauSPINNER weighted
signal template is used, while the background model is kept fixed. The likelihood
function is evaluated for each hypothesis, profiling the nuisance parameters to their
best-fit values 6. The best estimator for the mixing parameter, @., is the signal hy-
pothesis for which the log-likelihood is highest, i.e. log L(x, i, ) = 10g Linax. The 1o
confidence interval on ¢, is defined by

1
log L(6) > log Liax — > (7.2)

which can be rewritten using the difference between log-likelihood value of each
hypothesis and the best-fit hypothesis,

1
Alog L = L(6) — log Ly« > 7 (7.3)

Since in practice the negative log-likelihood (NLL) is computed, the relation be-
comes

1
ANLL = log Linax — L(0) < 7 (7.4)

After computing the NLL value for each hypothesis, the curve for ANLL as function
of ¢, can be plotted by interpolating between the points. From this curve, one can
read off ¢. at the point where the curve has a minimum, and from the above equation,
the 1o confidence interval can be read off directly at the points where the curve
crosses ANLL = 0.5.

7.6 Results

The expected sensitivity is estimated by running the fit to a set of pseudo-data, con-
structed to be equal to the expected ¢, distribution of all backgrounds, plus a signal
model corresponding to the SM hypothesis. In this Asimov dataset [92], all param-
eters, including event yields and all nuisance parameters to the fit, are set to their
expected values, which allows for computing the median significance without gener-
ating a large number of Monte Carlo pseudo-experiments. The signal model is ‘SM’
both in terms of the ¢, distribution, representing a pure scalar, and the production
cross section, set equal to the SM expectation. The background contribution follows
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Figure 7.10: Matrix showing the correlation between the nuisance parameters included in
the fit of the ¢, = 0 hypothesis.

exactly the description in section 7.3, using same-sign data events in the Higgs mass
window for QCD jets faking taus, and opposite-sign data events in the Z mass win-
dow for Z — 77 background. The statistical power of the Asimov dataset is equal to
that of the combined 2015 and 2016 data.

The full set of nuisance parameters are included in the fit, and their fitted values
in the case of the CP-even hypothesis are shown in table A.1. For convenience, the
values and their uncertainties are plotted in fig. 7.11. The correlation between the
individual nuisance parameters is calculated and shown in fig. 7.10.

Fitted distributions for the CP-even hypothesis (¢, = 0) are shown in fig. 7.12 for
the VBF category, in fig. 7.13 for the boosted high-p category, and in fig. 7.14 for
the boosted low-pr category.

The resulting ANLL curve is shown in fig. 7.15. As expected, the CP-even hy-
pothesis (¢, = 0) is favoured, and increasing values of the mixing parameter show
decreasing compatibility with the Asimov dataset. The statistical power of the 2015
and 2016 dataset is, however, not sufficient to set 1o limits on ¢,.

7.6.1 Luminosity extrapolation

To estimate the approximate integrated luminosity needed to set limits on the Higgs
mixing angle, the result from the previous section is extrapolated to correspond to
larger datasets. The templates are scaled to the luminosity of two future scenar-
ios: First, the expected LHC dataset at the end of running with the current machine
configuration, planned to happen around 2023, at which point the anticipated lumi-
nosity is 300 fb~!. Second, the expected dataset from ten years of running with the
High-Luminosity LHC [93], which is planned to be approximately 3000 fb~!. The
resulting ANLL curves are shown in fig. 7.16. A dataset of 300 fb~! does still not
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Figure 7.11: Pulls of the nuisance parameters. The values of each point are also listed in

table A.1.

and yellow represents the fake tau background. The shaded region illustrates the post-fit

Figure 7.12: Postfit ¢, distributions in the VBF category. Data points correspond to the
uncertainty.

Asimov dataset. The red histogram represents signal, light blue represents Z — 77 decays,
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Figure 7.15: Difference in fitted negative log-likelihood (NLL) values between the best-fit
¢. hypothesis to the Asimov dataset, and the fit to alternative hypotheses. Each data point
represents the ANLL value for a given hypothesis. The line is a cubic interpolation to the
points, and is only meant to guide the eye. The Asimov data used in the fits correspond to
an integrated luminosity of 36.1 fb=!.

exclude the CP-odd hypothesis, while the 3000 fb~! dataset should allow for setting
limits of —60° < ¢, < 60° at 10~ confidence level.
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Chapter 8

Multivariate study

Since the approach using ¢, shown in the previous chapter, exhibits too low sen-
sitivity to provide a measurement with the current available data, a study has been
conducted to investigate the potential gain of using a multivariate approach. Initially
motivated by the fact that the IP-IP method can be applied to all decay types, and that
choosing one applicable ¢, reconstruction method over another might imply loss of
information, the approach is extended to include all basic observables in the ditau
decay system. A neural network is employed, chosen on basis of their capability to
learn correlations across input observables, which is key to this task. The network is
used to regress the Higgs mixing angle for each event, and then the network predic-
tions are used as input to a maximum likelihood fit, similar to the procedure described
in section 7.5. The following sections explain the approach in detail. For this study
only 77 — p(an°)p(n7°) decays are considered, since it is, compared to 7t — 7p
and 7t — 7, the most complicated decay and therefore more likely to benefit from
a multivariate analysis; in addition, having the highest branching ratio, this decay of-
fers the highest statistics in terms of training events. All observables, the data and
MC samples, and the selection requirements used in the following, are identical to
the previous chapter, unless otherwise stated.

8.1 Input observables

The event kinematics provided as input to the neural network are a combination of
fundamental and derived observables. Studies on neural networks [94, 95] show
that multi-layer (deep) networks, unlike for instance decision trees, perform very
well on low-level observables alone, and adding high-level observables may add only
a small improvement on top. Still, to ensure the best possible results, all relevant
spin-sensitive observables are included. To conform with machine learning jargon,
observables are hereafter called features.

The low-level feature set comprises the four-momenta of all visible tau decay
products, boosted back to the ditau rest frame. In order to express the vectors in a
reference frame common to all events, so that the spin correlations are not washed
out by an arbitrary choice of basis, the positive z direction is chosen to lie along the
direction of the negative tau. The system is rotated around the z axis so that the 7~
has zero x component. Since the 7% and n° are the only two particles constituting
the tau decay system, their x and y components are opposite of each other, and the
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Figure 8.1: Illustration of the transformation of the coordiante system. First, all vectors are
boosted back to the ditau restframe; second, the system is rotated so that the 7~ points in the
postitive z direction; lastly, the system is rotated around the z axis so that the 7~ has zero x
component.

original 16 four-momentum components can this way be reduced to 11 independent
variables. The rotation is illustrated in fig. 8.1.

The set of high-level features include y_, y, and the product y_y,, impact pa-
rameter vectors of the charged pions, boosted and rotated the same way as for the
four-momentum vectors, and ¢, computed with all reconstruction methods: IP-IP,
IP-p and p-p. Before being input to the network, all features are scaled so that each
distribution in the training data has unit variance, and zero mean.

8.2 Assigning mixing parameter values to training data

In order for the network to learn the correlation between the event kinematics and the
Higgs mixing parameter, each training event must be provided with the true mixing
value used in simulation. Ideally, to cover the full spectrum of possible mixing val-
ues with equal precision, one would have signal samples generated with continuous
values of the mixing parameter. A typical approach would be to introduce some level
of discretisation, simulating events at certain intervals of the mixing parameter, and
let the network interpolate between these intervals. With an unpolarised signal sam-
ple, however, a continuous range of mixing parameters can in practice be realised by
using TauSpinner weights. The unpolarised sample has by definition no value of
the mixing parameter, hence no target for the network to learn; this is introduced in
its entirety by the following post-simulation analysis.

As discussed in section 6.3, for an event with unpolarised taus, TauSpinner cal-
culates a weight w € (0,2) representing how compatible the event is with a given
mixing parameter hypothesis. For all events, this weight is computed for 18 differ-
ent mixing hypotheses in equally spaced intervals of 10° in ¢.. The distribution of
weights as function of mixing hypothesis, for an example event, is shown in fig. 8.2.
Due to the probabilistic nature of the spin correlation, the distribution of weights is
broad, and because of the structure of the decay matrix element it follows a sinu-
soidal shape. A least-squares fit is performed to obtain the parameters of the sine
curve. This curve is now interpreted as an unnormalised probability density function
for the mixing parameter, from which a parameter value can be sampled, using a sim-
ple acceptance-rejection method. The solid line in fig. 8.2 shows the sampled value
for this particular event. This value is now taken to be the inherent mixing parame-
ter for the event, and following this procedure, all events are assigned a non-discrete
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Figure 8.2: Distribution of TauSpinner weights for a single example event. The calcu-
lated TauSpinner weights are deterministic, while the mixing parameter value is randomly
sampled.

mixing value, which for the sample as a whole will be uniformly distributed over the
allowed ¢, range.

8.3 Network structure and loss function

The network is a fully connected feed-forward network implemented in Keras [96]
using TensorFlow [97] as backend. It consists of an input layer with 300 nodes,
followed by four equally wide hidden layers with 300 nodes each, using rectified lin-
ear (ReLU) [98] activation functions. The single output node has a linear activation
function. Batch normalisation [99] is used to improve the speed and stability of train-
ing, and the weights are regularised using a combination of L2 regularisation, which
penalises the squared sum of node weights, and dropout [100], which randomly re-
moves a percentage of nodes during training, reducing the amount of co-adaptations
between nodes and thereby adding robustness. These techniques are all largely stan-
dard in machine learning applications. The node weights are optimised using the
Adam [101] algorithm, a variant of stochastic gradient descent, including momen-
tum and adaptive learning rate. The networks are trained for 200 epochs using a
batch size of 256.

The loss function quantifies the discrepancy between the network prediction and
the true target value, and is the value being minimised during training. Typical loss
values for a regression problem are mean squared error, MSE = 1/n 3\, (i — 92,
or mean absolute error, MAE = 1/n Y7 [y — 3|, where § is the network output,
and y"™* the target value. A disadvantage of MSE loss is that it is heavily affected
by values located far from J, meaning it is not robust against outliers, measurements
which are far from the peak of their distribution. For this particular analysis, outlier
is hardly the right term — looking at the most sensitive observable, ¢, (fig. 6.3), all
points on the allowed range have reasonably high probability, irregardless of mixing
value. In other words, the network should not penalise the pseudoscalar hypothesis
too heavily, for an event with ¢, = 7. On the other hand, although MAE is more
robust, is is also less efficient [102], and the non-differentiability at O can in some
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Figure 8.3: Comparison of periodic loss functions. Values greater than /2 and smaller than
—m/2 are not possible, but included here to illustrate the periodicity.

cases pose problems.
An elegant way to combine the two is the Huber loss function [103], defined as

1, if |x] < 6,
o(|x| — %6) otherwise,

L(x) = 8.1)

where x = yI™® — §; is used, for simplicity. This function behaves linearly for large x
(greater than the parameter ¢), but is quadratic for small x. The definition in eq. (8.1)
is shown primarily because it is somewhat easy to visualise; in practice a continu-
ously differentiable approximation is used, defined as

1 1
L(x) = log(i exp(x) — 5 exp(—x)). (8.2)

Because the target variable ¢, is periodic, this periodicity must be incorporated
into the loss function. Otherwise, the distance between for instance ¢, = 89° and
¢ = —89° would be computed to 178° and result in a high loss value, while the true
distance is in fact 2°, which should yield a low loss. This is solved by redefining
the target variable from a scalar to a two-component vector, where one component
equals sin(2¢,), and the other cos(2¢,). The factor 2 accounts for ¢, being periodic
on an interval of width x, rather than 2. The norm of this vector is always less than
m, and gives the desired behaviour at the boundaries of ¢;. An illustration of the
resulting loss function, including a comparison to periodic MSE and MAE, is shown
in fig. 8.3. Upon evaluation of test data, the two-component vector output from the
neural network is converted back into the mixing parameter.

8.4 Sensitivity comparison

To compare the neural network approach with the one-dimensional ¢, method, a
similar fit as explained in section 7.5 is performed, but with the neural network output
as the discriminating variable. Like for ¢, the network output ranges from —m/2 to
m/2 and represents the network’s belief in the underlying mixing parameter of each
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individual event. Half of the signal sample is used to train the network, while the
other half is used to create templates to be used in the fit. The different templates are
constructed from the unpolarised signal sample the same way as for ¢.,; TauSpinner
weights are used to re-weight the histogram to each different mixing hypothesis being
studied.

The technique of applying a template fit to the output for a machine learning
algorithm is known to improve sensitivity in classifiers, compared to simply cutting
at an optimised value [104]. The procedure was for instance used in the ATLAS
H — 77 search in Run 1 data [70]. Also in the regression case, utilising the shape
of the network output in a fit is sensitivity-wise preferable over simply averaging the
output values. At the same time, it allows for a direct one-to-one comparison with
the ¢, approach, as the only difference is the observable being fitted.

8.4.1 Generator-level analysis

As in initial test, the comparison of the methods is performed on generator level
samples, i.e. without detector simulation. No selection requirements are applied in
this case, while a more realistic comparison using the full set of background samples
is covered in the next section. To investigate how the performance is affected by
which features are included, different networks are trained on the following feature
sets:

e ¢/p only: This network is trained on the single feature ¢, and is expected to
be very similar in performance as fitting to ¢, directly, since the information
is the same. This network has a smaller architecture of ten nodes in the input
layer, followed by a single hidden layer, also with ten nodes.

e Basic observables: This network is trained on the four-momenta of the tau
decay products, and the missing transverse momentum vector.

e All observables: This network is trained on the basic observables, but also on
the track impact parameter vectors, the y,,- values, and all ¢, reconstruction
methods.

In this simplified comparison, the dataset which will be tested, is generic and
composed of 100 CP-even signal events, and 300 background events. Since the aim
in this case is to study how effectively the network can identify the mixing angle in
signal events, the background template is taken to be uniform distribution normalised
to 300 events; no background events are actually evaluated by the network. The
expectation that the network response on uncorrelated tau candidate pairs (from fake
taus) and tau pairs from a spin-1 decay (Z/vy) is uniform, is based on the fact that the
¢p distribution for these backgrounds is also uniform. This approximation is lifted
in the next section.

Part of the reason for performing a generator-level study is the fact that the num-
ber of available training events is significantly higher, as basic quality requirements
applied during early stages of sample processing, in the physics groups derivations,
are avoided. These requirements include pr(r) > 18 GeV and AR, < 0.6. Further-
more, the impact of the detector simulation is removed. The signal sample statistics
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Figure 8.4: Generator-level comparison of neural networks to the ¢7., method. The ¢7.,
approach is shown in green dots. The simple network trained on the distribution of ¢f.,
alone, plotted with purple triangles, shows nearly identical performance. Blue triangles
show the network trained on the four-momentum of the decay products and EX'**, while red
squares show the network trained on all available features.

on generator level is 326 276 events, of which 50% is used for training the network,
and 50% is used to validate the training. After each training epoch, i.e. after each full
pass over all training events, the network is evaluated on the unseen validation set in
order to prevent overfitting.

The result of the comparison can be seen in fig. 8.4. The baseline for the compar-
ison, the ¢, fit, is shown in green points. The network trained on ¢, alone shows
similar performance, as expected, while training on the basic observable set yields
only marginal improvement. Although not initially expected, using the full feature
set performs noticeably better.

8.4.2 Reconstruction level comparison

Having established the potential improvement of using a neural network approach,
the method is applied to full detector simulation samples, using the complete set of
expected backgrounds. To make the following result comparable to the discussion in
the previous chapter, the same event selection and categorisation defined in table 7.2
is used. The analysis is still restricted to p-p decays, however, and systematic uncer-
tainties are not included. After preselection requirements, the signal sample contains
12920 events in total, again to be split 50-50 in a training and a validation set. The
very limited number of events available for training, in addition to the equally lim-
ited number of events to use for template creation, poses a major problem to the
procedure. In a sparsely populated feature space there is high risk of overfitting, and
necessarily difficult to model the true underlying probability density functions of the
features. For this reason, a single network is trained on data in the preselection re-
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Figure 8.5: ANLL curves for the ¢, approach (green points), a network trained on without
the resampling technique (purple points), and a network trained with the resampling tech-
nique (blue points). Since these results are obtained using only p-p decays, the ANLL values
are not directly comparable to fig. 7.15.

gion, rather than training separately on the final VBF and boosted signal regions. A
method to mitigate this issue is discussed in the next section; results without this
technique, are shown for comparison.

Similar to section 7.6, the expected sensitivity is estimated from fits to an Asimov
dataset corresponding to CP-even signal and backgrounds normalised to the Standard
Model expectation. The contribution from Z — 77 is taken from Monte Carlo, while
the fake tau contribution is taken from data. The background normalisation is fixed
from a fit to the An,, distribution as described in section 7.3. All events, including
backgrounds, are evaluated by the network. As nothing is different from the ordinary
¢p fit at this point, the event yields and normalisations are identical. The resulting
ANLL curve is shown in fig. 8.5, where the ¢, method is plotted with green points,
and the neural network approach with purple points. It is quite apparent that the
network approach is underperforming, as it not only exhibiting lower amplitude than
the result using the ¢, observable, but it is also horizontally shifted and fails to
identify the true ¢, value of the dataset.

Case resampling

To overcome the performance limitations caused by the insufficient number of train-
ing events, a method for resampling events is explored. Various techniques for creat-
ing synthetic data from a sample exists, for instance by considering two data points
which lie near each other in feature space, and randomly create a new data point
somewhere on the vector connecting them [105]. For this particular analysis, how-
ever, the inherent randomness in the way the target value of an event is assigned,
is put to use. Since the mixing parameter value is drawn randomly from the distri-
bution of TauSpinner weights, repeating the procedure on the same event yields a
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non-identical value. A set of resampled training data is created by duplicating the
initial data points ten times, but each time drawing a new mixing parameter value for
each event. A new network is trained on these data, and plotted in blue in fig. 8.5.
Post-fit histograms for each analysis region, are shown in section 8.4.2. Using the
resampled data, the ANLL curve for the network recovers the expected shape, but
the performance remains lower than the baseline ¢, result. Several reasons can ex-
plain this. First of all, the training data, and likewise the data used to create the
templates for the fit, are very limited, making it difficult both for the network to learn
the probability density distributions of the input features, and to estimate the distri-
bution of the network output for different mixing hypotheses. Second, also due to
the limited statistics, the network was trained on data in a less restricted region that
in the signal regions where it is tested, and does therefore not see the same feature
distributions as trained on. Since generating Monte Carlo samples with full detec-
tor simulation is highly CPU intensive, the problem cannot be quickly remedied by
creating larger samples, which makes resampling techniques attractive. To conclude,
significant improvements are required for the neural network approach to be stable
enough to compete with the existing method.



Chapter 9

Conclusion

So far over the course of Run 2, the ATLAS experiment has seen several highlights,
one of them being the successful inclusion of a new pixel layer. The readout and re-
construction software has been updated to accommodate the new sensors and the new
features provided by the upgraded front-end chips, and has been thoroughly tested
over the several dedicated commissioning periods leading up to the start of 13 TeV
proton collisions in 2015. Over the following years of datataking, the radiation dam-
age to the pixel layers has been studied by analysing the charge collection as function
of applied bias voltage. The operating voltages of the different layers have been con-
tinually adjusted to reflect the rising depletion voltage, ensuring efficient operation
of the detector.

An improved tau reconstruction algorithm allowed for studying the spin correla-
tion between tau pairs, which gives insight to the CP property of the Higgs boson.
A Monte Carlo study, hopefully to be followed by a public result in the near future,
shows that the method is, however, not sensitive enough to provide a satisfactory
limit on the possible mixing of Higgs CP states. A potential improvement is possi-
ble through the use of multivariate techniques; a neural network approach has been
assessed, but is limited by the availability of simulated training events.

The performance of the LHC has been constantly increasing over Run 2, with
2017 being an impressive year where the highest instantaneous luminosity reached
twice the machine’s design value. Run 2 will continue out 2018, when a second long
shutdown period begins. An upgraded High-Luminosity LHC is planned to start op-
eration in 2025, increasing the instantaneous luminosity by an order of magnitude.
This improvement allows for probing extremely rare processes, suggesting an inter-
esting time lies ahead.
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Auxiliary material

Table A.1:
tion 7.6.

ATLAS _epsilon_rejected
Forward_JVT
JES_BJES 0
JES _EffectiveNP_1
JES _EffectiveNP_2
JES _EffectiveNP_3
JES _EffectiveNP_4
JES _EffectiveNP_5
JES _EffectiveNP_6
JES _EffectiveNP_7
JES _EffectiveNP_8
JES_Etalnter_Model
JES_Etalnter_NonClosure
JES_Etalnter_Stat
JES_Flavor_Comp
JES_Flavor_Resp
JES_HighPt
JES_PU_OffsetMu
JES_PU_OffsetNPV
JES_PU_PtTerm
JES_PU_Rho
JES _PunchThrough
VT

1

0
0.99335

0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

-2.84768
0.99335
-0.99335
0.979699
0.982163
0.987755
0.987319
0.980134
0.982834
0.979729
0.984644
0.967735
0.983185
0.982099
0.981288
0.97894
0.99335
0.984789
0.985458
0.983726
0.97422
0.993161
0.99335

2.84768
-0.99335

-0.979699
-0.982163
-0.987755
-0.987319
-0.980134
-0.982834
-0.979729
-0.984644
-0.967735
-0.983185
-0.982099
-0.981288
-0.97894

-0.99335

-0.984789
-0.985458
-0.983726
-0.97422

-0.993161

-0.99335

MET_SoftTrk_ResoPara
MET_SoftTrk_ResoPerp
MET _SoftTrk_Scale
PRW_DATASF
TAU_EFF_ELEORL_TRUEELE

TAU_EFF_ELEORL_TRUEHADTAU

TAU_EFF_ID_HIGHPT
TAU_EFF_ID_TOTAL
TAU_EFF_RECO_HIGHPT
TAU_EFF_RECO_TOTAL
TAU_EFF_TRIG_STATDATA2015
TAU_EFF_TRIG_STATDATA2016
TAU_EFF_TRIG_STATMC2015
TAU_EFF_TRIG_STATMC2016
TAU_EFF_TRIG_SYST2015
TAU_EFF_TRIG_SYST2016
TAU_TES_DETECTOR
TAU_TES_INSITU
TAU_TES_MODEL
LumiUncertainty
PileupReweighting
QCD_scale_uncertainty
TRK_bias_.d0-WM
TRK _bias_qoverp_sagitta_ WM
TRK_res_d0_dead
TRK_res_d0_meas
TRK_res_z0_dead
TRK_res_z0_meas
TauSpinner_closure
Z_data_MC_subtraction
Z _scale_uncertainty
hh_fake_contamination
jet_jer_crosscalibfwd
jet_jer_noisefwd
jetjer_np0
jetjernpl
jet_jer_np2
jetjernp3
jetjer_np4
jet_jer_np5
jet_jer_np6
jetjer_np7
jetjer_np8

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0.99333
0.993307
0.993361
0.965369
0.992908
0.993127
0.993338
0.989575

0.99335
0.991933
0.993321
0.993251
0.993344
0.993309
0.993354
0.993331
0.975545
0.964914
0.980079
0.992751
0.974124
0.746212
0.993346

0.99335

0.99335
0.993343

0.99335
0.993312
0.989435
0.989069
0.902191
0.989089
0.965636
0.971205
0.648535
0.887004
0.843696
0.812716
0.760693
0.847905
0.827346
0.877896
0.881911

Fitted values of the nuisance parameters included in the fit, discussed in sec-

-0.99333
-0.993307
-0.993361
-0.965369
-0.992908
-0.993127
-0.993338
-0.989575

-0.99335
-0.991933
-0.993321
-0.993251
-0.993344
-0.993309
-0.993354
-0.993331
-0.975545
-0.964914
-0.980079
-0.992751
-0.974124
-0.746212
-0.993346

-0.99335

-0.99335
-0.993343

-0.99335
-0.993312
-0.989435
-0.989069
-0.902191
-0.989089
-0.965636
-0.971205
-0.648535
-0.887004
-0.843696
-0.812716
-0.760693
-0.847905
-0.827346
-0.877896
-0.881911



bodweenors | .|

Moclule clata
status 1: bit errors error flags L[flag type 1 error]] 0000FFFFXXXXXXXXXXX1 1110FFFFEEEE
status 2: count of words with errors  |error count, ROL status: .1 0000FFFFXXXXXXXXXXX1 1 110FFFFEEEE.
number of status words 0x2 [flag type 2 error] 0001 FFFFxxx11111000cdefgacqqaponm
number of data words nbata ] 0001 FFFFxxx11111000cdefgqaagponm
status block pos.: '0' before/'1" after clata ‘ox1"
‘End Of Fragment' marker '0XEOFO'+S-LINK flags
| L..] ['OXEOFO'+S-LINK flags
ATLAS Pixel v = readout crate (0x0...0x9) MCC FE:
w = ROD VME slot S = LVLI1 skips F = FE number
Bytestream Format (0X05...0x15) L = LVL1 ID T = time over threshold value
[ ROD heacler W Module hit P = pramble error B = bunch crossing ID C = Pixel column
[] ROD trailer t = time out error C = LVLIID EoE check R = Pixel row
[ Mocdlule headler Mocdlule errors | = LVLI error failed m = EOC overflow
B Modlule trailer b = bunch crossing ID error = BCID EoE check n
ROD: M = link number failed o
reserved D = raw data e = LVL1ID check failed  p = hit parity error
sub-cletector ID (OX11 - Layer-1 & 2, 2 = trailerbiterror f = EoE overflow q = FEerror flag (111" = no
0x12 - endcap A, 0x13 - endcap C, H = header trailer limit error g = Hit overflow error/ "1110" = error)
0x14 - B-layer) V = data overflow error E = FE error code
x = filled by ROD with '0's

u = Pixel layer/disk (Ox1, 0x2, 0x3)

Figure A.1: The MCC bytestream format of the original pixel layers.
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OnlinelD: Oxflrrrrrr barrel n}?ﬂﬂ!)e
EBLLPPPPPEEEEpppppppppeeeeeeee

ATLAS Pixel

Module Identifier

PixellD:
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" ' -

phi index (even)
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Figure A.2: Sketch of the pixel modules, showing the front-end numbers and the directions
of the eta and phi indices.
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BCID Bunch Crossing Identifier.
BDT Boosted Decision Tree.

CP Charge-Parity.

CSC Cathode Strip Chambers.
DBM Diamond Beam Monitor.
EM Electromagnetic.

FE Front-End.

ggF Gluon-gluon Fusion.

HLT High-Level Trigger.

IBL Insertable b-Layer.
IOV Interval Of Validity.

IP Impact Parameter.

JER Jet Energy Resolution.
JES Jet Energy Scale.
JVT Jet Vertex Tagging.

L1 Level 1 Trigger.
L1ID Level 1 Accept Identifier.

MC Monte Carlo.

MCC Module Control Chip.
MDT Monitored Drift Tubes.
MMC Missing Mass Calculator.
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NIEL Non-lonising Energy Loss.
NLL Negative Log-Likelihood.

OS Opposite-Sign.
PDF Parton Density Function.

PDG Particle Data Group.
PMG Physics Modelling Group.

RDO Raw Data Object.
ROB Read-Out Buffer.
ROD Read-Out Driver.
ROS Read-Out Subsystem.

SCT SemiConductor Tracker.
SM Standard Model.

SS Same-Sign.

TES Tau Energy Scale.
ToT Time over Threshold.

TRT Transition Radiation Tracker.

VBF Vector Boson Fusion.
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