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Abstract

The aim of this work is to visualize irrotational long wave on a sloping beach
by following the approach of Carrier and Greenspan [5]. We first derive
the non-linear shallow-water equations for sloping beach and then find the
Riemann invariants. The Riemann invariants are then used to implement a
proper hodograph transformation in order to transform the equations into
linear form. By using separation of variables the exact solutions of the linear
equations are found and the results are plotted for different values of run-
up and run-down time. Furthermore, in this study we obtain shallow-water
equations for shear flow which are also called Benney equations [10]. These
equations are written in a vector form [1] to find the characteristic form and

the Riemann invariants of the shallow-water equations for shear flow over a
flat bed.






Table of Contents

1 Derivation of shallow water wave equations
1.1 Conservation equations . . . . . . . .. ... ... ... ...,
1.2 Flat bottom . . . . . ... ... ...
1.3 Inclined bottom . . . . . . . . ... ... ... ...

2 Solutions of non-linear shallow-water equations
2.1 Linearization . . . . . . . .. ... .. ...
2.2 Non-dimensional quantities . . . . . . ... ... ... ....
2.3 Equations in non-dimensional form . . . . ... ... ... ..
2.4 Characteristic form . . . . . .. ...
2.5 Interchanging variables . . . . . .. .. ... 0.
2.6 New independent variables . . . . . . . ... ... ... ....
2.7 Another transformation . . . . ... ... ... ... ... ..

2.8 Exact solutions . . . . ... ... ... L
3 Long waves propagation on shear flows
4 Summary and conclusion

Bibliography

10
14

17
17
18
18
19
22
24
26
28

37

46

52






Chapter 1

Derivation of shallow water

wave equations

The basic equations of fluid motion follow fundamental physical principles
which can be formulated explicitly by applying Newton’s second law of mo-
tion. These principles are defined by the conservation laws of mass, momen-
tum and energy. If we apply these principles to a suitable model of the flow,
then we will get mathematical equations which will represent such principles.
As Carrier and Greenspan [5] used only conservation equations of mass and
momentum to find non-breaking waves on a sloping beach, so in this chapter
we will derive only conservation equations of mass and momentum including
a flat bottom and an inclined bottom. We will not focus on energy conserva-
tion equation. We will choose a control volume as our model of the flow and
apply the physical principles of mass and momentum to this model. This will
give us the equations in integral form which can be later transformed into
partial differential form. By deriving the conservation equations of mass and
momentum for a flat bottom, we use our result to find the equations when
bottom is inclined. We will also present some linearized conditions and the

theory for shallow-water waves.



General assumptions

When we are dealing with the water wave problem we always make some
assumptions, we assume that the fluid is incompressible and inviscid. Par-
ticularly, when the fluid is incompressible and the flow is irrotational then
we get a velocity potential ¢ which satisfies the Laplace’s equation. The
shallow-water assumptions will be expanded to include rotational assump-

tion in chapter three.

1.1 Conservation equations

There are two different approaches to describe fluid flow. They are La-
grangian method and Eulerian method. We will only apply Eulerian method
to derive mass and momentum coservation equations. By following this
method we will have fluid properties as a function of space and time. Suppose
that the space coordinates are defined in Cartesian system and are denoted
by x = (x,y, z) and the corresponding components of the velocity vector u
by u = (u,v,w). Let time be denoted by t and the unit vectors along = , y
and z axes be denoted by i, j and k respectively. The velocity vector u can
be defined in Cartesian coordinates as u = ui + vj + wk where v , v and
w are the x, y and z components of the velocity vector which are given as
follows:

u=u(z,y,z2,1t),
v=uv(x,y,z2,t),

w=w(z,y,z,1).

Also, let p(x,t) be the pressure and p(x,t) be the density of the fluid. Let
us suppose we have a volume V which is fixed and bounded by the surface
A. According to the principle of conservation of mass we know that mass
can neither be created nor destroyed. If we apply this principle for the fixed
volume V, then we have:



Rate of change of mass in V = Mass flux across the boundary surface A.

This can be written as

d
%/VpdV:—/Apu-ndA,

where n is the normal vector on the surface of V', [, dV is the triple integral
over V and [, dA is the double integral over A. If we apply Leibnitz’s rule
to the left hand side of this equation, then we can write the time derivative
g inside the integral and if we apply Gauss divergence theorem to the right
hand side of this equation, then we can express the surface integral in the

form of volume integral. This will give us the equation in the following form:

(9p
— +V.pu|dV =0.
/‘/(& P ) !

Since the control volume V' is arbitrary the integrand must vanish at every
point (x,t), so the equation becomes (see Appendix A).

dp

—+ V- = 0. 1.1
Y (o) (1)
By applying the chain rule we get V- (pu) = p(V -u) + (u- V)p. If we apply

this expression to (1.1), we get

0

a—f+p(v-u)+(u.V)p:o. (1.2)

. . 0 . .
Let us define the material derivative as — = — 4+ u - V. By using this

relation we can write equation (1.2) in the following way:

1 Dp

——+V.-u=0.
> Dt + u
For an incompressible flow f—i = 0 and therefore, the equation reduces to
p
V-u=0. (1.3)

Now for the momentum conservation equation we apply Newton’s second law

> F = ma to the control volume V which gives the momentum equation as

Y F= CZ/VpudV+/Apu(u -n)dA, (1.4)



where [, dV is the volume integral and [, dA is the surface integral. Also n
is the outward unit normal on A. The first term on the right hand side of
the equation represents the rate of change of momentum inside the control
volume V whereas the second term represents the flux of momentum across
the surface A. The left hand side of the equation represents the sum of the
external forces acting on the volume V' which consist of body forces that act
throughout the volume V' and the surface forces that act on the surface A.
Taking gravity as the body force the total body force acting on the control

volume is defined as

ZFbZ/‘/Png-

Surface forces can be split into normal components and tangential compo-
nents to the contact area. So the total surface force acting on the surface A

can be defined as

ZFS = /ATZ‘j . IldA,

where 7;; is a matrix which is also called a stress tensor. The first subscript :
indicates the direction of the normal to the surface and the second subscript
7 indicates the direction of the stress. In a static fluid there are only normal
components of stress on a surface which can be defined as 7,; = —pd;;, where
p is the pressure and ¢;; is the identity matrix. For a moving fluid there is
additional components o;; of stress due to viscosity. Thus, when the fluid
is in motion the stress tensor 7;; can be split into normal components and
tangential components which can be written as 7,; = —pd;; + 0. Now
substituting the expressions of body force and surface force in equation (1.4)

give the momentum equation as

d
/Vpng + /A(—p&j + 0;5) - ndA = pr /VpudV + /Apu(u -n)dA.

Applying Gauss divergence theorem to the surface integral on both sides of
this equation and applying Leibnitz’s rule to the first term on the right hand

side of this equation, we can write the momentum equation as

/V (pg + V- (—pdy; + oij)>dv — /V (i(pw v (puu>> .



Since the control volume is arbitrary, the integrand must vanish at every

point. Hence, the equation reduces to

0
pg + V- (—=pdi; + 045) = a(pu) + V- (puu).

By using the relation V - (puu) = <V : (pu)) u + pu - Vu and also by using

the relation a(pu) = ugf + paaltl

, the above equation can be written as

ou

pg+ V- (=pdij +0ij) = pgr

0
—l—u[aijLV- (pu)] + pu - Vu.
Substituting the value of equation (1.1) on the right side of this equation and
using the material derivative operator previously defined, we can write this

equation as

Du
P8+ V- (=pdij +0i) = ppyr (1.5)
Also for a Newtonian fluid, we can define the stress tensor 7;; as [6]
Ou;  Ou, 2
i = — (57, : J - = . (SZ 16
= =08y (Gt 5 = S s, (16)

Since V-u = 0 for an incompressible fluid, by substituting the value of stress

tensor from equation (1.6) into equation (1.5), we have

Du
p—— = —Vp+pg+ uVu, (1.7)

Dt
where p is the viscosity of the fluid and equation (1.7) is the Navier-Stokes
equation for an incompressible fluid. If we apply this equation to an inviscid

fluid, then we get

Du 1
e Vi
Dt P P+ 8,

which is the Euler’s equation. We now find the condition for irrotational flow
by introducing the vorticity into this equation. Suppose that the density p
is constant and the only body force that is defined in this equation is the

gravity force. Let this force be conservative so that it can be expressed as

b}



the gradient of a potential function. Since the z-axis is directed vertically
upward so g, = 0, g, = 0 and g, = —g and hence the potential function must
be defined as & = —gz where g is the acceleration of gravity. Since k is the

unit vector along z-axis so the body force becomes g = —gk. So, we have

Du  Ou 1
- = -V)u=--Vp— gk, 1.8
By = gr HuVu=—Vp—g (1)
1
where (u-V)u = V(§u ‘u) —u x (V xu) and V x u is the vorticity. For
an irrotational flow we must have V x u = 0 so that there exists a velocity
potential ¢ such that u = V¢. Hence, by the relations V-u = 0 and u = Vo,
the velocity potential ¢ satisfies the Laplace’s equation V2¢ = 0. Now by
1
substituting u = V¢ and (u- V)u = V(iu -u) into equation (1.8) and then
by integrating with respect to x, we have
P —Do
p

= B(1) ~ &~ (Vo) ~ g2,

where py is a constant and the term B(f) is an arbitrary function which can
be absorbed into ¢ by choosing a new potential. So we can now ignore the

term B(t) and therefore, the equation becomes

p—po= —p{¢t+;(v¢)2+92}- (1.9)

If we introduce the velocity potential in the continuity equation (1.3), we

obtain

d)mr + Qbyy + ¢zz = 0.

The solution of these equations can be found for the relevant boundary con-

ditions.

Boundary conditions

We consider the air-water interface and describe it as f(x,y, z,t) = 0. The
interface is defined in such a way that the fluid does not cross it. Therefore,
the velocity of the fluid normal to the interface must be equal to the velocity

of the interface normal to itself, which means that (n-u).—, = n- Ujpter face,

6



where n is the surface normal defined as n = V f/|V f|. This equality also
gives us the following condition [15]
Df
Dt

However, it is convenient to describe the interface as z = n(z, y, t) and choose

fetufe tofy+wf. =0. (1.10)

f(z,y,2,t) = n(x,y,t) — z. By substituting this value in condition (1.10), we
get

e+ un, +vn, =w onz=n(x,vy,t).

Writing u, v and w in terms of velocity potential ¢, we have

77t+¢m77a:+¢y77y :¢Z on Z:n(xa:%t)’ (111)

which is a kinematic condition on the boundary. If we neglect the motion of
the air, then we can find another boundary condition by assuming p = py at
the surface, where py is the atmospheric pressure. So we can get a boundary

condition as

¢t+;(¢i+¢§+¢§)+gn=0 on z = n(x,y,t), (1.12)

which is a dynamic condition. Now we need to find the boundary condition
on the bottom. We have the bottom which is defined on z = —h(z,y). The
fluid can not cross the solid fixed boundary, so the normal velocity of the
fluid must vanish, which means that n-u = 0. Hence, for z = —h(z,vy),

equation (1.10) will give us
Gz + shy + Gyhy =0 on z =n(z,y,t), (1.13)

which is a bottom boundary condition.

Linear waves

We consider the small amplitude water waves such that the wave amplitude
is much smaller than the wavelength. For small perturbations on the water
surface, 7 and ¢ are small, so we can find the linearized free surface boundary

conditions as follows:

m=¢. ¢+gn=0 onz=n(zy,t). (1.14)



Now we can linearize further by applying these conditions on z = 0. So
differentiating the second condition with respect to ¢t and then substituting

the first condition, we have
¢+ 99, =0 onz=0, (1.15)

which is independent of 1. The linear problem that consists of the Laplace’s

equation with the boundary conditions are as follows:

(bxm + ¢yy + (sz =0 on z= —ho < z < O, (116)
O +90.=0 on z=0, (1.17)
¢.=0 on z=—hg, (1.18)

where hyg is the constant undisturbed depth. The water waves are propagating
horizontally in (x,t) direction so that the wave shape is expressed by the

function n(x,t) and the solutions can be assumed to take the form
n= Aeimxfiwt’ ¢ — Z(Z>ein-x7iwt’ (119)

where the vector k = (K1, kg)? is the wave number, A is the wave amplitude
and w is the angular frequency. By using the form of solution (1.19), we can
find the dispersion relation and the propagation speed of these water waves.
So by substituting ¢ into equation (1.16) and then solving the equation by
using the conditions (1.14) and (1.18), we obtain [15]

ig  coshk(hy+ z)
——=A :

w cosh khg

Z(z) =

If we substitute this value for ¢ in equation (1.19), we get

_iﬁAcosh k(ho + 2)

il~€~x—iwt' 120
w cosh khg ¢ ( )

b=

Finally, by solving the equation (1.15) for ¢ and then using the boundary

condition (1.18), we get the dispersion relation as

w? = gk tanh Khy, (1.21)

where the wave number « is defined by k = T and A is the wavelength. Also

by using the dispersion relation (1.21), we can find the propagation speed as

c= ©_ 1/gtanh/~€h0,
K K



where the speed of propagation is dependent on the wavelength, so the water
waves are dispersive. This implies that the water waves will propagate faster

with longer wavelength.

Shallow-water assumptions

When the wavelength is much larger than the depth of the water then the
waves are called shallow-water waves or long waves. For shallow-water waves
we can write khg — 0, where hg is the undisturbed depth of the water.
To find the dispersion relation and the propagation speed of the shallow-
water waves, we can define the hyperbolic functions as cosh(z) ~ 1 and
sinh(z) ~ tanh(z) ~ z. By substituting this approximation in equation
(1.21), we get the dispersion relation of the shallow-water as w? ~ gr?hg.

This approximation will give the phase speed of the shallow-water as

¢ = \/gho, (1.22)

where the propagation speed is independent of the wavelength. It depends,
however, on the depth of the water which implies that the shallow-water
waves are non-dispersive. Now we will consider one-dimensional shallow-
water waves such that the waves are propagating along z-axis only. The
water velocity of the one-dimensional waves that we are considering has two
components,u = u(u,w). Furthermore, we can see that the horizontal ve-
locity component will depend only on z and ¢ and hence it will be free from
z.

For long wave approximation, we neglect the vertical acceleration terms in
the Euler’s equation (1.8) and derive the hydrostatic pressure by integrating
the vertical component of equation (1.8). To obtain this, let us write the

z-component of the Euler’s equation (1.8) as

ow 0w ow_ 10p
at " “or Yoz p 0z 9

where we neglect the terms on the left hand side and find the vertical com-

ponent as



Integrating both sides of this equation with respect to z as

/77 @dz = /npgdz.
z 0z z

By solving both sides of this equation we can find the equation of hydrostatic

pressure as

p—po=pg(n—=z). (1.23)

By substituting this value in equation (1.8), the horizontal components be-

come

ou ou ou B @

a Vor T8, T Yo

Since the right hand side is independent of z, the rate of change of w is

(1.24)

independent of z and this equation reduces to
Uy + uty + g =0, (1.25)

which is the shallow-water equation for momentum. We can also find the

shallow-water equation for mass by integrating equation (1.3) as

m [Ou Ow
‘/_ho{ax‘i‘az}dZ—O?

where u is independent of z. By applying the Leibnitz’s integral rule and the
fundamental theorem of integration and then using the boundary conditions
(1.10) and (1.13), this equation becomes

n + [u(n + ho)l = 0. (1.26)

The set of equations (1.25) and (1.26) that we have obtained are called the

shallow water equations.

1.2 Flat bottom

In this section, we derive conservation equations of mass and momentum for
flat bottom. So let us consider a one-dimensional flow where the water waves

are propagating in z-direction. The fluid is assumed to be homogeneous,

10



inviscid, incompressible and irrotational. The horizontal velocity component
u depends on the space coordinate x and time t. The pressure is considered to

be hydrostatic and the density p is constant. Let us define a control volume

V as
H b rxo
vu:/ /‘/ dz dy dz (1.27)
0 0 Jxy

where the height of the control volume is from 0 to H, b is width which is
assumed to be constant and x; and x5 are limits of the interval along z-axis

where the length of the control volume is defined.

Conservation equation of mass

According to the law of conservation of mass, we can write

d
aTT = mass influx — mass outflux. (1.28)

Mass is given by density times volume, that is m = p* V', so substituting the

value of V from equation (1.27) we have

b rxo H
m = / / / p dzdxdy,
0 Jx1 0

where the width b and density p are constants. By solving, we get
m = / : pbHdx. (1.29)
x1

By applying Leibnitz’s rule, we have

dm _ [#2 J(pbH) , [
ﬁ_él o m_LNmm@u (1.30)

We need to find the mass influx and mass outflux. Mass flux is the rate at
which mass crosses a control surface and flow rate is the rate at which volume

of fluid crosses a control surface. The formula for flow rate is given by
flow rate = velocity * area = u x Hb,
where u is velocity component and Hb is area. Hence we have
mass flux = density * flow rate = p * u x Hb.

11



Therefore we have

mass influx = [puHb|, ,

mass outflux = [puHb], .

Now subtracting equation (1.32) from equation (1.31), we have

mass influx — mass outflux = — [puHb[;> = —/ 2(pru)xalzzz. (1.33)

1

Finally, substituting equation (1.30) and equation (1.33) in equation (1.28),

we have

/m72 (pbH )ydx = — /I2 (pbHu) dx.

1 1

We can write this equation as
/ITQ[('ObH)t + (pbHu),dz = 0.
Since p and b are constants, this equation becomes
L TQ[(H)t + (Hu))dz = 0.
Since x; and x5 are arbitrary, the final equality can only be possible if the

integrand vanishes at every point in space. Thus, we must have
(H): + (Hu)z =0, (1.34)

which is the conservation equation of mass for flat bottom.

Conservation equation of momentum

The momentum equation follows from the Newton’s second law which states
that the rate of change of momentum in a control volume is equal to the sum
of external forces acting on it. We can write this as:

Time rate of change of momentum in control volume = (Rate of mo-
mentum inflow to control volume - Rate of momentum outflow from control
volume) + Sum of forces acting on the control volume.

As Momentum = mass * velocity, so by applying equation (1.29) in this

expression, we get

Momentum = (pb /gc2 Hda:) xu = pb /m Hudz.
1 1

12



Using Leibnitz’s rule, we have

d(Moment :
(Momentum) _ / *(pbHu)ydx. (1.35)

dt

1

Multiplying equation (1.31) and equation (1.32) by u, we get

Momentum inflow = [pu2H b} (1.36)

x1

Momentum outflow = [quH b} : (1.37)

T2

Subtracting equation (1.37) from equation (1.36), we get
z2

Momentum inflow — Momentum outflow = — /
Tl

(pru2) de.  (1.38)
Now we need to find the sum of the forces acting on the control volume. The
only force acting on the control volume is taken as the pressure force which
is assumed to be hydrostatic and given by equation (1.23). Thus, we have
H H?
p= /0 pg(H — z)bdz = pgb—-.
Therefore, the pressure force acting on the volume between the interval z;

and x, is given by
2 H?"™
pl.; = lpgb] = — / <pgb> dz. (1.39)

Finally, substituting equation (1.35), equation (1.38) and equation (1.39) in

the above definition of momentum equation, we have

z2 x2 T2 H?
bHu), dov = — bHu?), dx — gb— dx.
P P P

1 x1

Since p and b are constants, we can write this equation as

2

/:2 {(Hu)t + (Hu? + gh;)x} dr = 0.

1
Again, since x; and x5 are arbitrary, the final equality only holds if the
integrand vanishes at every point in space, so this equation will reduce to
2

(Hu)y + (Hu® + g}g)x =0, (1.40)

which is the momentum conservation equation for flat bottom.

13



Figure 1.1: Shallow-water wave on a sloping beach.

1.3 Inclined bottom

In this section, we derive shallow-water equations for the case when the
bottom is inclined. When bottom is inclined, there is an angle of inclination.
Suppose that the angle of inclination is a and the beach profile be defined
as b(z) = ax (see figure 1.1). Also, suppose that the surface elevation to be
n(z,t) and the undisturbed water depth is h(z). Then, the total depth is
given by

H(z,t) = n(xz,t) + h(zx).

The length of the control volume is defined between x; and x5 and the height

is from —h(z) to n(x,t) and the width b is constant.

Conservation of mass

By following the derivation of mass conservation equation for flat bottom
we can write the mass conservation equation for an inclined bottom in the
following way:

z2

d [r2 [ ]
f/ / pbdzdx—i—[/ pubdz] _0.
dt Tl —h —h

xr1

Applying similar reasoning of the previous integral equation of mass conser-

vation, we have
m+ [un+h)| =0, (1.41)
which is the mass conservation equation for inclined bottom.

14



Conservation of momentum

Sy

Figure 1.2: Construction of pz.

As the fluid is flowing in one-dimension which is along x-axis so let us

consider only the z-component of Newton’s second law, then we have
F, = may,. (1.42)

The hydrostatic pressure force acting on the control volume can be defined

as

n
/h pg(n — z)b dz.

There is no gravitational force along x-axis but there is a force px which is in
the negative direction of the flow. That force is along negative x-direction and
is defined as pxr = psinf (see figure 1.2). For shallow-water approximation,
we write b’ << 1, that is, the rate of change of seabed is very small. From
figure, we can find expression for sin 6 as

b'(x)

sin ) = ——————,

14 ((2))?

which is approximately equal to a. We can now find the momentum equation

15



as

2

d [zr2 rm Ui 9
f/ / oub dzda: + / b dz| +
dt Jz1 J-n —h

r1
T2

[/_nh pg(n —2)b dz] =— /;:2 apg(n + h)b dz.

1

The term on the right hand side is the force which is obtained by taking
pressure times the area, where the area can be found between z; and -
times b. Since p and b are constants and since H = n + h, we can write the

third term as

n 1
—2)dz = —gH*.
/| 9tn—2)d= = 3g

Since x; and x5 are arbitrary, therefore the equation can be written as
1
(uH); + (v*H), + (§QH2)x = —agH.

By using the mass conservation equation in (1.41), we can write this equation

as
uy + uu, + gH, = —ag.

Recall that h(z) = —ax, which gives H(z,t) = n(z,t) + h = n(x,t) — azx, so

the momentum equation becomes

g + utty + gn, = 0. (1.43)

16



Chapter 2

Solutions of non-linear

shallow-water equations

Carrier and Greenspan[5] investigated the behaviour of shallow-water wave
as it climbs a sloping beach. They introduced the hodograph transformation
to transform the non-linear shallow-water equations into a linear form with
separable variables and finally found the exact solutions to show that there
are waves that climb a sloping beach without breaking. In this chapter, we
will derive non-linear shallow-water equations in linear form and the exact
solutions of these equations will be found by following the idea of Carrier

and Greenspan [5].

2.1 Linearization

The non-linear shallow water wave equations for an inclined bottom are given
by the conservation equations of mass and momentum. To convert into linear
form, at first, we will find the non-dimensional form of these equations by
defining some non-dimensional quantities. Then, we will obtain the Riemann
invariants and the characteristics form of these equations. By using the
Riemann invariants, we will provide a proper hodograph transformation to
interchange the role of dependent and independent variables. This will give
a new coordinate system (o, \) where the potential function ¢ will be defined

as ¢(o,\). Finally, in terms of this potential function, we will be able to

17



transform the non-linear shallow-water equations into linear form.

2.2 Non-dimensional quantities

In this section we will define non-dimensional quantities that can be used to
find the non-dimensional form of the non-linear shallow-water equations. let

us define the non-dimensional quantities as follows:

. U
ut = —,
Ug
., T
=~
ly’
" = t
= 7
h
= —,
Oél(]
S
Oél07
where [y is a characteristic length , ug = v/glpaw and T = (i—“g. Also h(z) =

—ax is non-uniform depth. The characteristics speed is defined as ¢ = v/gH ,
where H(x,t) = n(z,t)+h is the total depth of the fluid. The non-dimensional

<

quantity for c¢ is ¢* = e

2.3 Equations in non-dimensional form

The non-linear shallow-water equations for sloping beach are given by con-

servation equations of mass and momentum which are as follows:

e+ [u(n+h)le =0 (2.1)

U + uty + gny =0 (2.2)

Substituting the non-dimensional quantities defined above in these equations,
we get

e + [ (" = 2%)]a- = 0, (2.3)

Upe + utun. + i = 0. (2.4)

These are the non-dimensional form of the shallow-water equations (2.1) and
(2.2).

18



2.4 Characteristic form

In this section, we will find the characteristic form of the shallow-water equa-
tions (2.3) and (2.4) by finding the characteristics curves and their corre-
sponding Riemann invariants.

Now to solve the non-dimensional equations (2.3) and (2.4) for Riemann
invariants, we also need the values of 7*, n;. and 7;.. To find these values,
let us calculate the non-dimensional characteristic speed ¢* by using the
following quantities:

c*:—,n*:i,x*zf,h:—ax,H:n—l—h
Ug Oélo lo

Now substituting all these quantities in characteristic speed ¢ = /gH, we
have
c=+/g(n+h).

Squaring both sides and putting value of h gives

¢ = g(n — ax).

Finally, inserting the values of ¢, x, @ and n from the above quantities, we
will get value of ¢*. Thus,

c2ud = g(n*aly — az*ly).

Factorizing aly on the right hand side and substituting the value of uy on
left hand side

?alyg = alyg(n* — x*).
We can cancel alyg on both sides. Therefore, we have

C*2 — (77* o Z'*)

Taking square root of ¢*, we get
¢ = T

which is the non-dimensional form of the wave speed ¢ = v/gH.
We will now ignore the asterisks (*) and write the non-dimensional equa-

tions of (2.3) and (2.4) in a simple way.
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We have ¢ = /n — .

This gives ¢2 = n — x and n = ¢® + z. Differentiating n with respect to ¢

and x, we have

Ny = 2ccq

Ne = 2¢c, + 1.

Substituting the values of 7 , n; and 7, in the non-dimensional equations
(2.3) and (2.4) and solving equation(2.3), we get

2cc, + Puy + 2uce, = 0.
¢ is common in each term so this equtaion can be written as
2¢; + cuy + 2uc, = 0. (2.5)
Solving equation (2.4) we have
Uy + uty + 2cc, +1 = 0. (2.6)
Adding equation (2.5) and equation (2.6) yield
(u+2¢); +u(u+2c), +c(u+2c), +1=0. (2.7)
Subtracting equation (2.5) from equation (2.6), we get
(u—2¢) + u(u —2¢), — c(u—2¢), +1=0. (2.8)

We can write this pair of equations (2.7) and (2.8) into another form. If we
define a function f(x(t),t) along a curve x = z(t) in the (z,t)-plane then in
the form of total derivative we can write

df ofdt Ofdx

dt ~ otdt  Ordt’
where dz /dt is a slope of the curve. Now, if we take a function as f = u+2c+t

d dt
along a curve C'* in the (z,t)-plane and set d—f = u+ c and i 1 we get

ofdt Ofdz [0 9
E&‘i‘%a— {at—i—(u—l—c)ax}(u—l—%—i—t),

20



which is same as the left hand side of the equation (2.7). Hence we have

jt(u—i-Zc—i—t) =0.

That is, along the curve C*, the function u + 2c + t is constant. Similarly,

if we take a function as f = u — 2c + ¢ along a curve C~ in the (z,t)-plane

t
and set d—f =u —cand — = 1 we get from equation (2.8) that

dt

jt(u—Qc—l—t):O.

This means that along the curve C'~, the function v — 2¢ + ¢ is constant.

Thus, we have now different form of equations (2.7) and (2.8) as

{;+(u+0)£}(u+20+t)=0, (2.9)
{§t+<u—c>£c}<u—2c+t> 0, (210)

which are known as the characteristic form of the equation. This set of

equations can be solved by the method of characteristics [11] to give

u + 2¢ + t = constant on curves C" : Z—f =u+ec,

“ (2.11)

u — 2¢ +t = constant on curves C~ : dt

=Uu-—_=C.

The set of curves (C, C'7) are called characteristics curves and the functions
u + 2¢ + t which are constant on their respective curves are called Riemann
invariants. These characteristic curves require that the characteristic speed

c is relative to the velocity u. Equation (2.11) can be expressed as

u+2c+t= f(a),a constant on curves CT : % =y +

- (2.12)

u—2c+t=g(B) , B constant on curves C~ : % =

where f and g are arbitrary functions and also a and f are characteristic

variables. For the arbitrary functions f and g we can write

a=u+2c+Ht, (2.13)
—fB=u—2c+t. (2.14)
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Adding equations (2.13) and (2.14), we have

a—pf
5

u+t=

Subtracting equation (2.14) from equation (2.13), we get

_a+f
4

2.5 Interchanging variables

Carrier and Greenspan [5] found hodograph transformation useful in lin-
earizing the shallow-water equations. It changes the role of dependent and
independent variables to convert the equation into linear form. We have
two nonlinear equations (2.9) and (2.10) where u and ¢ are dependent vari-
ables and x and t are independent variables. While solving these equations
by hodograph transformation we need to be careful of the Jacobian deter-
minant. It must be dropped out from the equations and according to the
Inverse Function Theorem, the Jacobian determinant need to be non-zero for
the transformation. Therefore, in order to interchange the role of dependent
and independent variables, we will cancel the Jacobian determinant carefully
from the equations (2.9) and (2.10). Hence, we will take (z,t) as the in-
dependent variables and the characteristic variables («, 3) as the dependent
variables and then apply the hodograph transformation. Thus, we transform
a = a(x,t) and f = f(x,t) to

r=z(a,B), t=ta,p), (2.15)

where now « and [ are independent variables and x and ¢ are dependent
variables. To interchange the variables, we can differentiate equation (2.15)
with respect to  and ¢ by using the chain rule for partials. So differentiating

each term of equation (2.15) with respect to =, we have

Jor O (97(1 Ozr 0f

o9r 000z 030
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Substituting the values of « and f from the equations (2.13) and (2.14), we

obtain
O(u+ 2¢+1) O(—u+2c—1)
1 p—
o ox + T ox

1 =z (ug + 2¢;) + xp(—uy + 2¢;).

Y

ot Otda Ot 0B
Notice that —— = ——— + — -~ so that
otice that - S = daor 9o M@
O(u+2c+1t) Ly O(—u+2c—1)
Ox A ox ’
0= to(us + 2¢;) + tg(—uy, + 2¢,)

0=t,

Similarly, differentiating equation (2.15) with respect to ¢ gives
or Ox (9704 Oz 0f

o " da ot " opor
 O(u+2c+1t) O(—u+2¢c—1)
0= Ta=5—— * ot ’
0=2xq(ut+2¢ + 1) + xp(—uy + 2¢, — 1).

ot Otda 0Ot op
If he fact that — = — — + — ——
we use the fact that 5, = 50 ot T op o

,then we obatin

. O(u+2c+1t) O(—u+2c—t
1=ta ot g ot ’

1= ta(ut + 2Ct + 1) + tﬁ(—ut + QCt — 1)

To summarize, we find the following equations

1 =z (uy + 2¢,) + 25(—uy + 2¢,),

0 =to(ug + 2¢;) + tg(—us + 2¢,),
0=2axq(us+2¢ + 1) + x5(—up + 2¢; — 1),
1 =to(u +2¢ + 1) + tg(—ue + 2¢, — 1).

Solving these four equations, we get the following values

to + g To + g
T = &7 =—-1-
b 2] b 2]
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. t/j — ta . Lo — Z‘ﬁ
T A Y
These are only true when the Jacobian, J # 0. The Jacobian of the trans-

formation is defined as

oa,t) |2 gﬁ‘
= =ls ot | = {L‘atﬁ — l‘ﬁta.
oa.p) |2 2
Substituting the values of u,, u;, ¢, and ¢; in equation (2.9), we have
To + Tp To — T (ta—i-tg tﬁ—ta>
—-1- 2 1 2 =0. (2.16
) Y R G VY (2.16)
Again, substituting all those values in equation (2.10), we obtain
ZL'a—I—fL‘ﬁ Lo —Tp (ta—l—t/g tﬁ+ta>
e -2 1 — -2 =0. (2.17
27 WA G Y 1] (2.17)

In order to solve these equations we need to cancel the Jacobian J. We can
see that the number 1 and —1 can be easily cancelled out from equations
(2.16) and (2.17) and that leaves those equations free from J. Hence, we

obtain

rg — (U + C)tg =0, (2.18)
To — (u— )ty =0. (2.19)

If we substitute the values of u and ¢ by solving equations (2.13) and (2.14),
then we can see that these equations (2.18) and (2.19) are still non-linear in
t. Therefore, to make them linear we will change the independent variables

by defining new independent variables which is done in next section.

2.6 New independent variables

In the non-linear equations (2.18) and (2.19), we have o and /3 as independent
variables. To convert these equations into linear form, we define o and X as
new independent variables and then change (a, 8) to (o, A). For the values
of o and A, we can solve the equations (2.13) and (2.14) and then find

a—pF3 A
t= = = 2.2
ut 5 = (2.20)
a+pf o
= =— 2.21
c=— 1 (2.21)
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To change the independent variables of equations (2.18) and (2.19) we can

apply the chain rule to obtain the following terms:

ox _axm &r@

Iﬁzﬁ—af/\%‘i‘gfo_aﬁzxa_a%

t_@_ﬁ@+@@_t_t

57098 oxoB " ocop 7N
_@_3&%+@3£_ n

Y= 90 T onda 9o oa AT e
ot Ot O\ Ot Do

=_— = =ty +t,.

= 90 " 9rNda 90 da

Substituting all these terms in equations (2.18) and (2.19) and simplifying,

we obtain
Ty — Uty + cty — ) +uty —cty, =0, (2.22)
Ty + cty —uty + x5 — uty + cty = 0. (223)
We now write these equations into another form. So suppose that A =

Ty —ut, + cty and B = x) + ct, — uty. By using these values we can reduce

the equations (2.22) and (2.23) into homogeneous system as

I -1\ (A} [0
1 1 /\B)] \o)°
. . . -1\ . .
Since the determinant of the matrix L is non-zero, the system will
have a trivial solution. This implies A = 0 and B = 0 and hence we obtain

Te — Uty + cty =0, (2.24)
Ty + ct, —uty = 0. (2.25)
These equations are still nonlinear in ¢. To make them linear we have to
cancel the nonlinear terms ut, and ut,. If we cancel x from these equations

then we are able to cancel these nonlinear terms [5] and can obtain a linear

second order equation in ¢. To achieve this we differentiate equation (2.24)
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with respect to A and equation (2.25) with respect to o. By differentiating
equation (2.24) with respect to A we have

To) — U)\ta - utg)\C)\t)\ + Ct)\/\ =0. (226)
Differentiating equation (2.25) with respect to o we get
Tro + Coly + Cloe — Ugty — Ulry = 0. (2.27)

Assume that z and ¢ are smooth functions so that x5y = 2y, and tyy = .-
With these assumptions and by combining equations (2.26) and (2.27), we

have
U)\tg — Ugt,\ — C)\t)\ + Cgtg = C(t)\)\ — tgg) (228)

1
From equations (2.20) and (2.21) we find that u, = 3 —1tx, Uy = —ty, €y =0,
=7 and ¢ = %. Substituting all these values in equation (2.28), we have

O'(t)\)\ - tcm) — 3t0 = 0, (229)

which is a linear second-order partial differential equation in ¢ and since

A
u+t = —, u must also satisfy equation (2.29). In order to find an expression
for u(o, \) and to solve equation (2.29), we introduce the potential function
¢(o, A) in next section. We will also find expressions for n(o, ), (o, A) and
t(o, A).

2.7 Another transformation
Let us define a potential function ¢(o, \) as

(o, ) = i%(a, A). (2.30)

By using this expression we can transform equation (2.29) in terms of the
potential function. By differentiating equation (2.20) with respect to A and

o and obtain

e = Uy,
loo = —Ugo,
tax = —Uxx-
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Substituting these values in equation (2.29), we have
0(Uge — Ury) + 3uy =0, (2.31)

where the values of u,, u,, and uyy can be obtained by differentiating equa-
tion (2.30) with respect to A\ and o. Finally, by putting all these values in

equation (2.31), we have

-1 1
nga + ;gbaa + ¢JJU - ¢U)\/\ =0. (232)

We can also write this equation in the following way:

oo

Integrate it with respect to o, we have

(U%)g — oo =0, (2.33)

0 /1 0 0
&)_(O_qbzr) + 7¢0’0‘ - %QS/\)\ = 0.

which is a linear equation in terms of the potential function ¢ (o, A). Now we
will find w, x, t and 7 in terms of (o, A).
For u(o, \)
The expression of u can be taken from the definition (2.30) as
w=1g,. (2.34)
o
For t(o, \)

A
From equation (2.20), we have u +t = B which gives us

A
t=3 —u (2.35)

For z(o, \)

By differentiating equation (2.20) with respect to o and A, we get

te = —u, and t, = 5 ~ U Also by differentiating equation (2.30) with
-1 1 1

respect to o and \, we have u, = —nga + — ¢y and uy = —¢@,n. To find the
o o o

o
expression for z(o, ) substitute all these values and also ¢ = 1 in equation
(2.24) to obtain

c 1

1 1
Lo — <0_3<¢0)2 - 0_2¢0¢aa> + g - Zgﬁa)\ = 0. (236)

27



This equation can be solved by using the following expression:

1 1 10 (1 B w2
g(¢0>2 - ggbagbaa = _2%_(0_2(¢0)2> = 67( — ?>

Finally, putting the last expression in equation (2.36) and simplifying, we

have

3 8( U2) 802+£@
do16 0o 4

FE = Gy

Integrating it with respect to o, we get

r=--————. (2.37)

For n(o, \)
We have ¢ = /i — ¢ which implies that n = ¢ + x and ¢ = % which also

Q
[\&)

implies that ¢> = —. By substituting the value of ¢ and the expression for

w@‘

1
x from equation (2.37) we obtain

2

(oY u
== - —. 2.38
=T (2.38)

2.8 Exact solutions

The non-linear set of equations (2.18) and (2.19) have been reduced to a
linear equation (2.33) which can be solved by using separation of variables.

So let us assume that the solution takes the form

¢(0,A) = flo)g(A). (2.39)
Substituting this value into equation (2.33), we get
of"(o) + f'lo) _ g"(N) 2

—= :_CL),

of(o) 9(N)

where w is an arbitrary constant. By combining the first and last expressions,

we have

af’(o) + f'(0) +w?of(o) = 0. (2.40)
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Likewise, combining the second and last expressions, we obtain
g'(\) +wig(\) = 0. (2.41)

To proceed the simplification of equation (2.40), let us do a small change of
variable to z = wo. Then we obtain f/(0) = wf’(z) and f"(0) = W f"(x).
Putting these values in equation (2.40), we get

22 f"(x) +af'(x) + 2% f(z) = 0.

This is called the Bessel’s equation of order zero [9]. Since the order is zero,
the first kind of Bessel function is Jy(z) and the second kind of Bessel function

is Yo(x). The general solution of this equation is
f(z) = ardo(z) + c2Yp(2),

where c; and ¢y are arbitrary constants. Substituting x = wo in this equation,

we have
flo) = crdo(wo) + e2Yo(wo).

In particular, the Bessel functions of the second kind are not bounded near
zero. Therefore, the Bessel function of the second kind Yy(z) is not bounded
when ¢ — 0 which implies that ¢ = 0 and the solution of this equation

becomes f(o) = ¢1Jy(wo). Also, the general solution of equation (2.41) is
g(A) = czcos(w) + cysin(wl),

where c3 and ¢4 are arbitrary constants. Hence, we determine the bounded

solution of equation (2.33) to be
¢ = Ady(wo)cos(w),

where A is an arbitrary constant. Without loss of generality, if we put w = 1,

then we have
¢ = AJdy(o)cos(N). (2.42)
The choice of a function ¢(o, A) defines 1, u, z and ¢ in terms of the coordi-

O(z,t)
(o, \)

nates (o, ). If the Jacobian does not vanish in o > 0, the solutions
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n(x,t) and u(x,t) are single-valued and such solutions define waves which do
not break. Thus, in order to see the non-breaking waves, we need to find the
solutions in terms of (x,t) coordinates and then plot them. Let us fix a value
for the matrix ¢ say t1. We will also choose a tolerance value and then find
all the indices for ¢ such that |t —¢1| < tolerance value. Now, to plot the free
surface n(z,t), we will find the particular values of the matrices n and x in
terms of the indices for . We will make a pair of these corresponding values
of n and z and then sort these pairs. Now we have obtained the values of n
and z in order to plot n(x,t). The similar process can be done for u(z,t) as
well. In particular, when A < 1 the Jacobian J vanishes nowhere in ¢ > 0,
thus, we will find the plots for non-breaking waves for both cases A < 1 and
A=1.

At the shoreline the depth of the water is zero which is given by the line
o = 0. We can now solve equation (2.37) for = by putting ¢ = 0. We also
need to find the value of u and ¢,, so differentiating equation (2.42) with

respect to o and \, we get

by = —AJy(0)cosA,

o = —Ady(o)sin(A).
Putting the value of ¢, in equation (2.34), we get
1
u=——AJ(0)cos\.
o

Finally, substituting the value of ¢, and v in equation (2.37), we have

A 2 1(A ’
z(o,\) = —ZJO(O') sin A — % - 2<UJ1(0)003)\> .

When ¢ = 0 we have Jy(0) = 1 and J;(0) = 0, so the above equation reduces

to
A
z(0,\) = — sin A. (2.43)
Since the value of sin lies between -1 and +1, we can write

—1 <sinA < +1
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—A
Multiplying the inequality by R we have

A, A4.,-_4
12 4sm Z

This inequality gives us the maximum value as n and minimum value as
A A
-1 Hence the maximum run-up given by equation (2.43) is 1 and the

minimum run-down given by equation (2.43) is 1
Now we need to find the time for maximum run-up and minimum run-
down at the shoreline. So when we put ¢ = 0 for (o, \) in equation (2.35),
we get
A

H0.0) = 5. (2.44)

This equation shows that value of A will determine the time for maximum

run-up and minimum run-down. We can find the value of A by using equation
(2.43).

Time for maximum run-up

A
From equation (2.43) , we have maximum run-up as T So in order to get
3
maximum run-up as Ve must have A = ?ﬁ in equation (2.43). Notice that
3
sin ?ﬂ = —1 so if we multiply (2.43) by -1, the right hand side of equation

(2.43) will be — which is our maximum run-up. Hence, for maximum run-up

3
we must have A = -, Therefore, if we put A\ = ?ﬂ in equation (2.44) we
get
3T 3T
t0,—) = —
( Y 2 ) 4
. . . am
Therefore the time for maximum run-up VR

Time for minimum run-down

A
Similarly, from equation (2.43) we have minimum run-down as vy which

we can get if we take A\ = g in equation (2.43). The choice of A will make
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A
equation (2.43) negative which will give minimum run-down as 1 So, if

we put A = g in equation (2.44), we have

H0,5) =

NE

. . A,
Hence, the time for minimum run-down I is —.

4
Now we will take two different values of A as A = 0.5 and A = 1 and then

we will show the wave shape n(x,t) at different period of time on a sloping
beach. At first for A = 0.5, we will get different shapes of wave which are as

follow:

0.5 T T

0.3

0.2

0.1

nix,t}
o
T

-0.1F

-0.2

0.3

0.41

-0.5 L i 1

Figure 2.1: For A = 0.5 the wave is plotted at t = 7/4 on a sloping beach.
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Figure 2.2: For A = 0.5 the wave is plotted at ¢t = 57/12 on a sloping beach.
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Figure 2.3: For A = 0.5 the wave is plotted at ¢t = 77/12 on a sloping beach.
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Figure 2.4: For A = 0.5 the wave is plotted at t = 37/4 on a sloping beach.

-0.5 0

Now for A = 1 we have different shapes of waves which are as follows:

0.5

nix,t}
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-0.5

Figure 2.5: For A = 1 the wave is plotted at ¢t = /4 on a sloping beach.
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Figure 2.6: For A =1 the wave is plotted at ¢ = 57/12 on a sloping beach.
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Figure 2.7: For A =1 the wave is plotted at ¢t = 77/12 on a sloping beach.
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Figure 2.8: For A = 1 the wave is plotted at t = 37/4 on a sloping beach.
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Chapter 3

Long waves propagation on

shear flows

This chapter represents a theory that is used in [2]. In the previous chapter,
we derived the shallow-water equations for irrotational flow. In this chapter,
we will include shear flow in our previous work and then find the shallow-
water equations for the case of a flat bed. It should be noted that the pertur-
bation flow is still assumed to be irrotational. We consider a homogeneous,
inviscid and incompressible fluid where the fluid is propagating along x-axis.
Because of the shear flow the velocity component in the x-direction will now
depend on both horizontal and vertical variables  and z. Therefore, the
velocity vector for the fluid can be written as u = wu(z, z,t)i + w(z, z, t)k.
The derivation starts with the Euler’s equation. The assumption of incom-

pressibility (1.3) implies that the continuity equation is
Uy +w, = 0. (3.1)

To get the assumption of the hydrostatic pressure, the z-component of the

Euler’s equation (1.8) can be written as

ou ou ou  10p

a—f-u%%—w& = Lon
Substituting the value of p from equation(1.23) and simplifying, we get

ou ou ou on
— G+ w— =

ot +u8$ 0z —g%, (3:2)
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where u(zx, z,t) is the horizontal velocity component and w(z,z,t) is the
vertical velocity component. We can solve these equations by using proper

boundary conditions.

Boundary conditions

Let us define the air-water interface by the property that the fluid can not
cross it and describe it as f(z,y,2,t) = 0. In order to find the shallow
water equations for shear flows it is convenient to describe the surface by
f(x,y,z,t) = h(z,t)—z. At the free surface we can find a boundary condition
that requires the velocity of the fluid normal to the interface must be the
same as the velocity of the interface normal to itself. This can be expressed
as (n-u),—;, = N - Ujpierface, where n is the surface normal defined as n =
V£/IV f| and Uinter face is defined as Uipter face = hik. Therefore, the condition
that these be equal is
Df

5 = fetufe tufy +wf.=0. (3.3)

By using this condition, we find the boundary condition at the free surface

as
hi +uh, =w on z = h(z,t), (3.4)

which is a kinematic boundary condition. If we neglect the motion of the
air then we can find another boundary condition by assuming p = p, at the
surface, where pg is the atmospheric pressure. The boundary condition at

the bottom z = 0 can be obtained by solving equation (3.3). Thus, we have
w=0 onz=0, (3.5)

which is a bottom boundary condition.
Now to find the shallow water equations for shear flows, integrate equation

(3.1) with respect to z by taking the limit from 0 to h as
h
/ (uz + w,)dz = 0.
0
By applying the Leibnitz’s integral rule to the first term and the fundamental
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theorem of integration to the second term of this integral, we get

0

ax/ohudz—u(Z—h)hx+u(Z—0)-0+w(2—h)—w(Z—O)—0-

Using the boundary conditions (3.4) and (3.5) in this equation, we obtain

o rh
LY
ox Jo

To obtain another equation we can integrate equation (3.1) with respect to

z by taking the limit from 0 to z as

/Z wydz = — /z Uydz.
0 0

Solving left hand side and then substituting the boundary condition (3.5),

we get

w(z, z,t) = —/ Updz.
0

To summarize, the boundary conditions lead to the following system of equa-

tions:
h o d 0 3.6
i+ | udz =0, (3.6)
up + u, + wu, + gn, = 0, (3.7)
w = —/Z uzdz. (3.8)
0

These are called the Benney equations or shallow-water equations for shear

yA
n

z = h(x,t) = ho+ n(x,t)

z=20

T
Figure 3.1: Background shear flow over a flat bottom. In this figure €2 > 0.
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flows [10], where the horizontal velocity component u depends on both z and
z. If u is independent of the vertical variable z, then these equations will
coincide with the shallow-water equations in chapter one. For solutions to

these system of equations, we can introduce the velocity component as

u(z, z,t) = Ulz,t) + Q(z — h(Z’ t>>, (3.9)

where U(z,t) is the average over the depth which can be defined as U(x,t) =
1 h(x,t
5 J udz and Q(Z _hi@.?)

> defines the shear flow (see Figure 3.1). Solving

equation (3.6), we can obtain
hi + (RU), =0, (3.10)

which is the mass conservation equation. Now, we can find a conservation
equation of momentum by solving equation (3.7) for the same velocity com-
ponent (3.9). For this, we will determine the value of w by solving equation
(3.8) as

z Q
w = —/ updz = —Uyz + Ehzz. (3.11)
0

Substituting this value in equation (3.7) and simplifying we get
Q 02
U, — g(ht + hU, +Uh,) + UU, + Zhhx + gh, = 0.

The terms inside the bracket becomes zero by the mass conservation equation

(3.10), so the equation becomes

QQ
Us+ UUs + = hhs + gha = 0. (3.12)

We need to do one more step to find the momentum conservation equation by
using this equation. For this, we will rearrange equation (3.10) by multiplying
it by U and equation (3.12) by multiplying it by h. This will give us the

following form of equations
Uhy +hUU, + h,U* =0, (3.13)

QQ
hU, + hUU, + Zh%x + ghh, = 0. (3.14)
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To solve equation (3.14) we need to find an expression for hU;. We find
this from the relation (hU); = hU + Ush. This can also be written as
hU; = (hU); — Uh; and by substituting this expression in equation (3.14),

we get

Q2
(hU); — Uhy + hUU, + ghh, + Zthl‘ =0.

From equation (3.13) we can find the value of Uh; and then by including

that value in this equation we have

QQ
(hU); + (RU?), + ghh, + Zh%z = 0.

1 Q2 3
Further, we define P(h) = ith + 1; and insert it in the above equation
to give
(RU); + (hU2 - P(h)) =0, (3.15)

which is a conservation of momentum equation. We will define equations
(3.10) and (3.15) in a different form in order to find the characteristic form
and the corresponding Riemann invariants. So let us write these equations

in a vector form [1] as
u; +f(u), =0, (3.16)

where the vector function f(u) is defined as

hU , 2
(u) = (hU2 v P(h)) - (“2 + P(ul)) ’ (8:17)

Uy

where u = [u1, us]” = [h, RU|". We can write f(u), = f’'(u)u,, where f'(u)

is the Jacobian matrix

1 0 0
F=1"9% on (_ug ar 2?LQ)(—UMCZP QU)'
8U1 8u2

E d'LLl Ui dh

(3.18)
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P
If we set C;h = (C?, then we have

o (01
£'(u) = (02 e QU) . (3.19)

The characteristic equation of f'(u) is |f'(u) — M| = 0 which will give us two
eigenvalues as \y = U + C' and Ay = U — C'. By using these eigenvalues, we

find the right eigenvectors as

ry = y ro = . (320)
U+C U-cC

If we define R = [ry, 7], then the left eigenvectors are give by L = R™1.

Solving this we find left eigenvectors explicitly as

1, = (_U+0) e (_U a C) : (3.21)
1 1

In order to derive the Riemann invariants w; and ws we can write equation
(3.16) for eigenproblem Lf'(u) = AL as

17v, + N1 u, =0, (3.22)

where \;(u) is an eigenvalue of matrix f'(u) and 1;(u) is left eigenvector for

i =1,2. If we define the auxiliary function p(u) that satisfies

’ (9w1 811}1 U2 dP T
S e e Y 1 2
wy (u) [aul ’ au2] M[ Uy + du1> ] 21 (u) 1> (3 3)
’ awz (911)2 U2 dP T
_ T L Y Y 1 24
w?(u) [8u1 ) au2] M[ Uy dU1 ’ ] qu(u) 29 (3 )

then for i = 1,2 ,we can write equation (3.22) as
wi(uw)u, + \w;(u)u, =0, (3.25)

that is
0 0
{81& + )\iax}wiW) - (320
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This is the characteristic form where the function w;(u) is constant along the

dz
characteristics i Ai(u). Furthermore, we can assume that we have the

62’LUZ‘ 82’1112'

1
gy, Ouiduy’ which is satisfied. So if we suppose that u = 1717

then we can find the Riemann invariant w; from equation (3.23)

relation

Owy, _ w1 [dP(u)
ou,  ud o w\ duy
Ow _ 1

= 2
8u2 U1 (3 8)

(3.27)

Integrating equation (3.27) with respect to u; and then equation (3.28) with

dP(u
/"ulﬂ T Y gy + Ky (), (3.29)

wy = 2+ Ky(uy), (3.30)

U

respect to uq, we get

where K (u2) and Ky(u;) are constants of integration. By combining these

two equations, we have

m:U+/ng?M:U+/%?M@ (3.31)
P

d
where u = [uy, us)” = [h, hu]T and C? = " In order to find another
1
Riemann invariant w, we can solve equation (3.24) for 4 = — as
Uy
0 dP
2 2= () (3.32)
ouy uiy Uy duq
8w2 1
— = —. 3.33
(3u2 Ui ( )

Integrating equation (3.32) with respect to u; and then equation (3.33) with

[dP(u
/u1 du1 du1 + Kg ’UQ (334)

24 Ky(uy), (3.35)

Ul

respect to uq, we get
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where K3(us2) and K4(u;) are constants of integration. By combining these

two equations, we have

wy = U—/}qu/d};gl)dh: U—/Céh)dh. (3.36)

We have obtained Riemann invariants w; and ws which are given by equations
C(h
(3.31) and (3.36), but still we need to do one more step to find [ §L>dh. We
O2h3
127

dP 1
have C? = o and also from equation (3.15) we have P(h) = igh2 +

so by solving these two we find that

1
= —/Q2h2 + 4qh. .
C 2\/ +4g (3.37)

Substituting this value in equation (3.31) and (3.36) and then simplifying,

1 1
w1:U+§/,/Q2+ﬁdh, (3.38)
U—/,/Q2+4gdh (3.39)

1
where we can now find 7 [4/22 4+ == 19 dh. By using integration by parts and

we have

h
d
then by using the formula of integration for [ \/ﬁ = log(z + V22 — a?)

together with integration by substitution, we get

1 4g 1 g 2g>
- Q2+ —Zdh = —/Q2h? + 4 =1 O2h2 +4 Qh+—).
2/\/ +Ldn = h+gh+Qog<\/ B+ Agh+ Qh+
(3.40)
Finally, substituting this expression in equation (3.31) and (3.36) we get the

Riemann invariants as

w1:U+/C(h) dh
g 29
Jh? 4 agh + 1 (,/9%2 dgh + Qh ) (341
[ +4g + og + 4gh + Qh + S ] (3.41)

w=U = [

1 29
[2 Q212 + 4gh + £ log <\/92h2 +dgh + Qh + Q) 1 . (3.42)
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Also for two eigenvalues Ay = U + C' and \y = U — C if we substitute the
value of C' from (3.37) then we get

1

M =U+C=U+ 5,/ + 4gh, (3.43)
1

Ao =U = C=U~ /02 +gh. (3.44)

Using all these expressions (3.41), (3.42), (3.43) and (3.44) we can write
equations (3.10) and (3.15) in characteristic form as

0 0
—+ No— =0. 3.45

To summarize, we have obtained the following equations:

0 0
[m + /\1728:E‘| U)LQ = O, (346)

1
)\172 =U+C=U= 5 Q2h2 + 4gh, (347)

h
wia = Ui/dh)dh

1 g 29
_ - 2h2 7 242
—Uilg @1+ 4gh + 3 log(,/22h +4gh+Qh+Q)]. (3.48)

Similar equations were found in [12].
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Chapter 4
Summary and conclusion

We have begun the thesis by defining basic principles of physics for mass
and momentum. An Eulerian method is used and the equations of mass and
momentum are derived in a control volume V. The fluid is considered to
be incompressible, inviscid and for the shallow-water theory, the pressure is
assumed to be hydrostatic. We derived the conservation equations of mass
and momentum for both flat and inclined bottom. In the second chapter,
the non-linear shallow-water equations of mass and momentum for inclined
bottom are transformed into linear form by following the idea of Carrier and
Greenspan [5]. In order to transform the non-linear shallow-water equations
into linear form we found the characteristic form and the Riemann invari-
ants. The Riemann invariants are then used to apply a proper hodograph
transformation which transforms the equations into linear form. By using the
method of separation of variables, exact solutions of the linear equations are
found and the results are plotted for different values. In addition, including
background shear flow, the shallow-water equations for shear flow [10] are
obtained in the third chapter. We wrote these equations in a vector form
in order to find the characteristic form and the Riemann invariants of the
shallow-water equations for shear flow over a flat bed.

It would be interesting to find the exact solutions of shallow-water equa-
tions for shear flow and analyse the results. It would be done by applying
the same method used on the shallow-water equations for inclined bottom in

the second chapter. Then, using the Riemann invariants it could be possible
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to implement a proper hodograph transformation to transform the equations
into linear form. The method of separation of variables could then be used
to find the exact solutions of the linear equations. It would be interesting
to plot the results and see the long wave where a background shear flow is
included. It is worth mentioning that long waves in shallow-water were also
studied in the context of shear flows in [4, 12]. Exact solutions were found
in [4]. The interaction of surface waves with compactly supported patches
of vorticity was studied in [7, 14]. We found standing waves and established
exact solutions by following the method used in Carrier and Greenspan [5].
It is worth mentioning that our approach could be applied to investigate the

propagating long waves using ideas from [8].
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Appendix A

In chapter one and two we used following lemma which can be found in [3].

Lemma 4.0.1. If a continuous function g(t), to < t <ty satisfies [} g(t) f(t)dt
= 0.

0 for any continuous function f(t) with f(ty) = f(t1) =0, then g(t)

Proof. Suppose g(t*) > 0 for some t*, ty < t* < t;. By the assumption in the
lemma we have g is continuous, therefore g(t) > x in some neighbourhood €2
of the point t* (see Figure 4.1) such that t) < t* —a <t <t*+ o < t;. Let
f(t) be defined such that the following conditions hold:

f(t) =0 outside €, (4.1)
f(t)=1 in Z, (4.2)
f(t)>0 inQ. (4.3)

1 1
Equation (4.1)-(4.3) imply that for ¢ the inequality, t* — 5 <t <t+ 5 is

7:50 e Q:/z t+a t:l
Figure 4.1: Construction of the function f
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satisfied. Then by integrating g(t) > k, we obtain
t1 t1
[ o swar =k [ ft)ar

to to

t*+a
ZFL/ dt = kK(t" + a —t" 4+ a) = 2ak > ak > 0,
t

*—a

which contradicts that g(¢*) = 0 for all t* |ty < t* < t;.
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Appendix B

Listing 4.1: Matlab code

o®

% Computing time development of a wave on a sloping beach

o°

o°

% by Dipti Acharya

o®

% April 2018

o°

% Independent variable 1

:0.01:20) ';
0.01:20)

lamda= (0.002
sigma= (0.001

A=0.5

% Independent variable 2

.
’

% Amplitude

cos (lamda)

Al=

phi= AxAlxbesselj(0,sigma)

B
C

besselj(0,sigma);

.
’

—besselj(1,sigma)
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phi_sigma= Axcos(lamda)x*C;
phi_lamda= —Axsin(lamda)*B;

u= phi_sigma./sigma; % Expressions for exact
solutions

etta= phi_lamda/4—u.”2/2;

t= bsxfun(@minus,lamda/2,u);

x= bsxfun(@minus,etta,sigma.”2/16);

sx=(—4:0.01:4) % The slope
tol= 0.002; % Tolerance

% Finding the indices to the t—values in the t—matrix
for i = pi/4:pi/6:3xpi/4

D =find(abs(t—i)<tol);

%snumbers_tvalue=length(D);
% Using the indices to find the etta—values and x—values

etta_l= etta(D);

x_1= x(D);

F_1= [x_1,etta_1];

N= sortrows(F_1); % Sort the x—column

N_1=N(:,1);

N_2=N(:,2);

figure;

plot(N_1,N_2,sx,sx,'—");
axis([—1 0.5 —0.5 0.5]);
xlabel('X") % X—axis label;
ylabel('\eta(x,t)") % y—axis label;
end
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