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Simplicity is prerequisite for reliability.

Edsger W. Dijkstra
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Abstract

This thesis investigates how transparency log overlays can provide additional security guaran-

tees for rebuilders building Debian packages. In Reproducible Builds it is important to have a

set of independent and distributed systems building packages to make sure they have not been

tampered with. By putting BUILDINFO files and in-toto link metadata on a proof-of-concept

rebuilder transparency log we are capable of detecting tampering of the published logs despite

the current scaling problems. This gives users and companies additional security guarantees in

the software supply chain for Debian packages.





v

Acknowledgment

I would like to thank everyone from “Pils og Programmering” for years of moral support, discus-

sions and debates.

My supervisor Andreas Lothe Opdahl for his valuable support and feedback on the thesis.

A big thank you to Santiago Torres-Arias and Lukas Puehringer from Secure Systems Labs at New

York University for the opportunity to work on this project and valuable feedback.

I would also like to thank all the students at the Department of Information Science and Media

Studies, especially room 642, for time wasted and time spent.

Morten Linderud

June 1, 2019





vii

Contents

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Collaboration with New York University . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Research questions and contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 Theory 5

2.1 The Supply Chain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.2 Linux Distributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.3 Software determinism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.4 Rebuilders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.5 Rebuilder logs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.5.1 Merkle Trees . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.6 Research Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.6.1 Software Distribution Transparency and Auditability . . . . . . . . . . . . . . 16

2.6.2 CHAINIAC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.6.3 Contour . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.6.4 Go transparency log . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3 Technologies 19

4 Research Method 25

4.1 Design Science Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.2 Guidelines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26



viii CONTENTS

4.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

5 Development 31

5.1 Rebuilder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

5.1.1 buildinfo.debian.net . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

5.1.2 scheduler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

5.1.3 builder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

5.1.4 visualizer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

5.2 Project development . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

5.2.1 First Iteration: Visualizer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

5.2.2 Second Iteration: Merkle Tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

5.2.3 Third Iteration: Tree root signing . . . . . . . . . . . . . . . . . . . . . . . . . . 54

5.2.4 Fourth Iteration: Transparency log overlay . . . . . . . . . . . . . . . . . . . . 58

5.2.5 APT Transport integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

6 Evaluation 71

6.1 API Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

6.2 Transparency log testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

6.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

7 Discussion 79

7.1 Design Science Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

7.2 Technical Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

7.3 Security Implications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

7.4 Reproducible Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

7.5 Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

8 Conclusion 85

8.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

8.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87



CONTENTS ix

8.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

A Development source links 95

A.1 Source Code for master project . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

A.2 APT Transport Source Code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

A.3 buildinfo.debian.net pull-request . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

A.4 Rebuilder Source Code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

B APT Testing setup 97

C Evaluation 99

C.1 Merkle tree stress test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

C.2 BUILDINFO FTP Server . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100





xi

List of Figures

1.1 Rebuilder architecture overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.1 Audit proof . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

5.1 Rebuilder sequence diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

5.2 Database schema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

5.3 Overview of rebuild packages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

5.4 Overview of the rebuild submissions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

5.5 Example for relationships . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

5.6 Graphviz visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5.7 Graphviz visualization of tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.8 Proof nodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.9 in-toto sequence diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

6.1 Response time on entry inclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

6.2 Number of nodes over time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76





xiii

List of Tables

5.1 Old visualizer API . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

5.2 Second Iteration: Transparency log API . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.3 Third Iteration: Crypto API . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

5.4 Fourth Iteration: Overlay API . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

6.1 Debian package builds from 1st of January until 19th of May . . . . . . . . . . . . . 73





xv

List of listings

1 Example BUILDINFO file from Debian . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2 Example SQLAlchemy model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3 Example in-toto schema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

4 Example linkmetadata file . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

5 Sqlalchemy code for the Version model . . . . . . . . . . . . . . . . . . . . . . . . . . 37

6 Python code for source.HTML . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

7 jinja2 template for source.HTML . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

8 Python recurse limiter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

9 Python recurse limiter usage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

10 Node SQLAlchemy model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

11 Node hashing strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

12 Example graph of a generated tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

13 Path structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

14 Code for validating path . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

15 JSON for audit proof . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

16 JSON for consistency proof . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

17 Glue code for “securesystemslib” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

18 Additions to the Node model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

19 Additions to the append function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

20 Display generated public key . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

21 Test of the verify endpoint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

22 Entry definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

23 Fetch entries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

24 Example of rebuild submission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

25 Example of rebuild revoke . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

26 Example of fetching entries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

27 Difference in “intoto.py” verification step . . . . . . . . . . . . . . . . . . . . . . . . . 67

28 File format for storing tree roots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

29 Running the stress test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99



xvi LIST OF LISTINGS

30 Plotting the graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99



xvii

List of abbreviations

ORM Object-relational Mapping

API Application Programming Interface

SQL Structured Query Language

SDL Software Delivery Lifecycle

SSC Software Supply Chain

REST Representational State Transfer

JSON JavaScript Object Notation

UI User Interface





1

Chapter 1

Introduction

Distributing software is a difficult task. For years Linux distributions have distributed software

by compiling them on build servers, and submitting the packages to a central repository. The

packages is then distributed to a number of mirrors where users can get the latest software

updates. This enables users to get pre-compiled binaries instead of building them by hand

locally. This is an what is commonly referred to as the software supply chain. All the bits and

pieces that is involved from writing the code until delivery at the end user.

Targeted attacks against software supply chains is an increasing threat. The security company

Symantec reported in 2018 that there was one supply chain attack reported every month in

2017 [12], and in their 2019 report noted that targeted attacks has gone up 78% in 2019 [13].

There has also been a growing concern amongst security professionals about the dangers of

supply chain attacks [16], as companies are also struggling to protect their software deliver-

ies [51]. One example is Juniper, a widely used vendor for network equipment, that realized a

backdoor was installed on equipment they distributed to customers [10] [36].

Attacks against the supply chains surrounding Linux distributions has also risen the past years.

Inappropriate commit access was achieved on the build server used by the Linux distribution

Gentoo [26], and the server that holds the repository for the Linux source code [61]. In 2011

the Linux distribution Fedora had one of their contributors targeted in a malicious attack [35],

coupled with an incident in 2008 where the build infrastructure was compromised [50]. There

have also been attempts at breaking package managers [9].

Packages used in programming languages have in recent years been high profile targets for

supply chain attacks. A popular package from the Ruby programming language used by web

developers was compromised in 2019, where it started to include a snippet of code allowing

remote code execution on the developers machine [60]. What is interesting about this case

is that the credentials of the authors where compromised, and the malicious code was never
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found in the code repository. It was only available from the downloaded version installed by the

Ruby package manager.

Another supply chain attack was in the Javascript ecosystem where a widely used dependency

was targeted. The main developer had stopped development, and handed the credentials to

another developer who wanted to maintain this library over email. This developer created a new

version on Github, but the one uploaded to the package registry used by the javascript language

included a code snippet that would attempt to steal crypt currency wallets on the host [49]. The

library itself had been downloaded 800,000 times, and is a widely used dependency.

Given the wide reach of supply chain attacks, we need to spend more effort looking at how we

can mitigate these risks for users and companies.

In this thesis we will look into how Reproducible Builds enable distributions and software au-

thors to provide bit-for-bit identical binaries. Reproducible Builds is a set of software devel-

opment practices and guidelines that enables the creation of reproducible and deterministic

compilation of software. This has been a large focus by Linux distributions the past few years,

and multiple projects has joined the effort to make sure packages and software is reproducible.

We have contributed with Secure Systems Lab at New York University, Reproducible Builds and

Debian to provide a system that rebuilds packages to provide additional attestation to the user

whether or not a package is reproducible by integrating it into the Debian package manager APT.

The thesis takes this rebuilder system and introduce an append-only rebuilder transparency

log, closely resembling certificate transparency logs, where we commit build attestations from

the rebuilders. This lets users verify that rebuild attestations have not been tampered with af-

ter publication. We will further enhance this log by implementing the possibility of revoking

previous build attestations to further help users when verifying packages.

The verification step of downloading packages will be performed by the Debian package man-

ager APT. APT supports the ability to have multiple transports for retrieving packages from the

web. To make sure we are able to query the needed services for the verification, we will be pro-

viding a new package transport that checks against a transparency log to detect tampering.

1.1 Motivation

The motivation this research is to investigate if transparency logs whether and how this can

give the users any new security guarantees on top of the rebuilder verification. There has been

no real-world deployment of publicly accessible rebuilder infrastructure, and the integration of

transparency logs into user tools has not been investigated
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The Reproducible Builds effort and Debian has through the years showed keen interest in pro-

viding a secure rebuilder infrastructure, and this project is an important step towards this overall

goal of providing this to the end users of the distribution.

It should be noted that this research is primarily focused on the technical implementation of

such a system.

1.2 Collaboration with New York University

This project has been done in collaboration with Lukas Puehringer and Santiago Torres-Arias

from the Secure Systems Lab department at New York University. This thesis represents the

individual research I have done. Together we have built a complete rebuilder system for Debian

packages and infrastructure.

schedulerbuildinfo.debian.net

builder

redis

vizualiser

User

APT+intoto+http

Debian mirror

rebuilder

Figure 1.1: Rebuilder architecture overview

The development describes in this thesis is the rewrite of the visualizer component which pro-

vides an API to the user clients. The rewrite adds the rebuilder transparency log capability of the

system along with providing a more refined API for the APT transport used to verify packages.

1.3 Research questions and contributions

In this section we will present the research question of this thesis. Along with these research

questions there is a motivation to contribute reproducible research. All of the evaluations in

this thesis have open-source code attached to them.
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RQ1

Can a transparency log provide additional security guarantees, and if so, how?

The goal of the project is to see if we are capable of enhancing the visualizer component of

the rebuilder with more security guarantees. Transparency logs can provide security gurantees

if implemented correctly, namely the evidence that the provided logs have or have not been

tampered with. The current rebuilder has no such feature and any build submissions can be

tampered with after publication.

RQ2

Are we able to implement this into the current rebuilder verification process?

The current rebuilder verification process fetches plain text data from an endpoint with no val-

idation. To utilize the security features from a transparency log, we would need to make sure

they can be validated and implemented in the APT package manager.

RQ3

Can this be deployed in a real-world scenario?

Given a correct implementation of the transparency log, it would be interesting to investigate

how the resulting log implementation can work. Debian publishes multiple packages each day,

and we can see the amount of data the log would need to consume and whether or not it is

capable of consuming the data in a real-world scenario.
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Chapter 2

Theory

In this section we will take a closer look at the theory surrounding supply chains, reproducible

builds, transparency logs and rebuilders.

2.1 The Supply Chain

Most of the software development today are developed through a series of steps. This is tradi-

tionally called “The Software Supply Chain”. Software projects today go through development,

building, testing, staging and production, with slight variations between them. This is largely

done with self-hosted solutions, or outsourced to external hosting solution.

In the world of open-source, the software delivery are usually done by Linux distributions, or

other similar methods of distributions. The supply chain in this regard is the complete steps

from developers getting the source code for the project, until it is delivered as a compiled arti-

fact to the end-user. This also includes the wider network of packages that are needed for the

distribution of the project. To get understand the wider problem of delivering secure software,

we will contrast “Software Supply Chain” with the more commonly thought of “Software Deliv-

ery Lifecycle” to understand what the supply chain encompasses.

Lipner in “The Trustworthy Computing Security Development Lifecycle” outlines the “Software

Delivery Lifecycle” as a development model on how to deliver secure software [40]. This is done

with the following steps;

• Requirements

• Design

• Implementation
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• Verification

• Release

• Deployment

• Response

For each of these steps there are adequate security measures assigned. The “Requirements” step

would need the developers to assess the security requirements of the process, and to make sure

any milestones are met. The “Release” step would for instance include a penetration testing,

where an active party attempts to hack or compromise the given software, and have a threat

model reviewed where the security concerns are addressed and in some case justified. This

model only encompasses the development and the code written by the authors and is fairly

similar to a traditional software models.

Traditional software models like Agile development, waterfall and extreme programming is all

about managing the development lifecycle. Write code, respond to changes and delivery a prod-

uct. However, we are lacking a few considerations from this model; distribution of the software

and the wider ecosystem that is involved writing and producing software. Ellison in “Evaluating

and Mitigating Software Supply Chain Security Risks” he analyzes how the United states Depart-

ment of Defense handles software acquisition in a very high secure environment. In the context

of the military “[. . . ] supply chains typically involve the movement of materials from home base

to troops in theater. The responsibility for managing these supply chains falls to the acquisi-

tion and logistics experts” [22]. In this case, the DoD is not producing any software. Their only

concern is to get the software developed, tested, shipped and updated in a secure fashion. In

all of these steps they might relay on outside contractors and thus have to safeguard themselves

against any risks. This in turns makes the supply chain far larger, and far more encompassing

then a development model like the software lifecycle looked upon earlier.

In this thesis we will focus on how package managers work as a supply chain for distributing

software in a secure manner.

2.2 Linux Distributions

Linux

Linux is a free and open-source kernel. It was first developed by Linus Torvalds in the early

1991 and has grown into the largest open-source project today [25]. It is commonly used in
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everything from firmware modules on a computer, to the ever increasing field of Internet of

Things, along with servers and on personal computers. The development of Linux is distributed

and has spawned the open-source method of developing software.

Linux is accompanied by a suite of tools and environment that is commonly referred to as a

distribution and defines an operating system based on Linux. These are created by companies

as commercial products, as well as groups of volunteers as a hobby for free. The tooling of these

distributions, along with organization and the inherent supply chain to deliver artifacts to the

users, are unique to each project. Some are “source”-distributions, and only distribute build

recipes, and some distribute pre-compiled binary packages.

Debian

Debian was one of the first operating systems based on Linux, and was created by Ian Murdock

in 1993. One of the main innovations from Debian was the creation of the very first package

manager [18]. Package manager allows users to download pre-compiled software from central-

ized repositories maintained by the Debian developers. This allows users to easily fetch, update

and remove installed packages on their system.

These packages are maintained by package maintainers who package, update and maintain the

required files to distribute the packages to the end user. Each maintainer has a cryptographic

secure signing key they use to fetch, and publish source packages to a build server. These source

packages contains the needed files, patches and package files to compile the project source code

to a format accepted by the Debian package manager, APT, which allows the users to easily

install and remove software.

The build server verifies the signatures and compile these source packages to all the supported

architectures. It will then sign these packages with its own key, and distribute them to the end-

user in the form of a mirror system.

2.3 Software determinism

Supply chains can be complicated and ensuring that all parts of it is secured can be hard work.

How can we make sure the packages from these supply chains are not tampered with? Modern

toolchains that aids in building software can be complicated and embed a lot of information

which might not be present in future builds. We will be taking a look at some of the fundamen-

tal work that has gone into considering undeterminism in software and also look at the Repro-

ducible Builds effort which is a software development model to aid in producing deterministic
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software.

Trusting trust

In a paper from Ken Thompson in 1984 (after he won the Turing Award for his work on the

UNIX operating system) “Reflections on Trusting Trust”, Thompson as a programming exercise

implements a very basic self-reproducing program. As a demonstration, he adds code capable

of introducing new code when certain patterns are encountered. This open up the possibility of

having malicious code inserted into compiled code that could be leveraged by malicious actors.

“You can’t trust code that you did not totally create yourself. [. . . ] No amount

of source-level verification or scrutiny will protect you from using untrusted code.

In demonstrating the possibility of this kind of attack, I picked on the C compiler.

I could have picked on any program-handling program such as an assembler, a

loader, or even hardware microcode. As the level of program gets lower, these bugs

will be harder and harder to detect. A well-installed microcode bug will be almost

impossible to detect”[63].

This paints a very bleak picture, considering most software we get today is pre-compiled and

provided to us by different vendors. There is no clear cut of verifying what is provided by these

vendors. But there are possible ways to counter this problem. David A. Wheeler in his disserta-

tion “Countering Trusting Trust Through Diverse Double-Compiling” details a possible solution

to the “trusting trust”-problem. It involves what he call “diverse double-compilation” [66].

“Diverse double-compilation”, or “DCC”, is the act of using two compilers to detect any differ-

ence in the resulting artifact. The first compilation is done with a secondary compiler, then

again with the primary compiler. The idea is that the secondary compiler is a minimal imple-

mentation of the compiler, and can be trusted. However, creating compilers is not a trivial task.

If we want to have a trusted and verified compiler that is capable of outputting the same binary

we need to write these compiler our self. This gets complicated quickly when you consider the

time and effort spent on writing compilers for languages such as C++. Instead we have made an

effort the past years to reproduce deterministic software in other ways.

Reproducible builds

Reproducible builds is a set of practices on how to achieve deterministic compilation of soft-

ware. Supply chains are usually handled with multiple tools, and on several individual comput-

ers. This leaves a rather large attack surface for malicious actors to try compromise the chain.
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This is not a theoretical threat. There has been an increase in attacks on parts of supply chains

in recent years. They are high impact and affect users as well as developers.

According to the definition of reproducible builds;

“A build is reproducible if given the same source code, build environment and

build instructions, any party can recreate bit-by-bit identical copies of all specified

artifacts” [2].

One of the earliest open-source projects to promote reproducible builds is the Tor project. The

Tor project develops the “Tor network” which is an anonymity network compromised of vol-

unteers that run network nodes that effectively anonymize the network of the user [20]. This

is heavily used by dissidents in oppressive regimes where the internet connection is filtered,

or partially blocked. To help giving access to this network, they develop a variant of the web

browser Firefox called “Tor browser” [62].

The browser is configured to utilize the Tor network for anonymous internet browsing.

Marginalized protesters has been widely using Tor to circumvent censorship. The supply chain

and distribution of this software is important as protesters and marginalized groups need to

make sure the browser is not compromised. Receiving a malicious version of this software could

in many cases result in prison or life threatening danger to people. Mike Perry highlighted the

concern when discussing the testing of the “Tor browser”.

“[...] software development has to evolve beyond the simple models of "Trust

my gpg-signed apt archive from my trusted build machine", or even projects like

Debian going to end up distributing state-sponsored malware in short order” [53].

The result of this concern is the move to support reproducible builds: Allowing users, and mul-

tiple independent builders, to recreate the distributed artifact bit-for-bit [42]. This lets the user

themselves compile the Tor browser and make sure there has been no tampering with the dis-

tributed binaries if there was a suspicion they where. This is done by utilizing Gitian which

builds and packages the software on self-contained virtual machines [46]. This enables the

project to distribute the same build instructions as used to package the software in the first

place, and allows users to easily verify if the distributed artifact matches the self-produced one.

Around the same time as Gitian was discussed, in 2013, Debian started a push towards repro-

ducible builds, and an effort into achieving this for their distributed packages [41]. Since then,

22 projects are officially part of the initiative to bring reproducible builds to users, among oth-

ers are Arch Linux, Fedora, Tor, openSUSE and more [7]. There has been 4 summits held for

volunteers to come together and discuss the issues at hand [3].
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Source Date Epoch

One of the most common offenders for undeterministic builds is the embedding of when some-

thing was built. On the surface this looks like a completely innocent thing to do for most builds,

but it creates problems when the produced artifact in turns become undeterministic because

we built it at another point in time.

The Reproducible Builds project defines an environment variable called “SOURCE_DATE_EPOCH”

which is a means to solve this dilemma [6]. This variable enables software distributors to build

artifacts with an embedded time, but it also helps to specify the time in a manner that enables

reproducible builds. We can record this variable, and at a later point in time define the variable

to pretend we build this at the given time.

The requirement is that this variable is exported to the build system used to create the package.

It also needs to take the current date time if no “SOURCE_DATE_EPOCH” is provided.

Buildinfo

One of the main issues with reproducible builds is that it is hard to make everything universally

reproducible. Producing the same binary package on multiple different Linux distributions is

close to impossible and unmanageable for most software. Thus we need to specify the environ-

ment being utilized with all of the requirements and idiosyncrasies.

The environment is made up of a few things. The installed software installed on the system.

What shell variables are present as it denotes the expected timezone, language settings and

any other special requirements. These things can make builds behave differently and are thus

important to record and keep track of.

This is not a new discovery. Cabrera and Appleton in their paper “Software Reconstruction:

Patterns for Reproducing Software Builds” from 1999, defined a “Bill of Material”, or a “BOM”

for short.

“Document all of the components that contributed to the build inn a list, i.e., a

bill of materials (BOM). The BOM may contain the names, versions, and directory

paths of operating systems, libraries, compilers, linkers, make-files, build scripts,

etc The BOM may be manually created, but many configuration management tools

generate it as a byproduct of the build” [8].
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Format: 1.0
Source: dh-make
Binary: dh-make
Architecture: all
Version: 2.201802
Checksums-Sha256:
22c95094efbe79445336007dd[...] 42360 dh-make_2.201802_all.deb
Build-Origin: Debian
Build-Architecture: amd64
Build-Kernel-Version: 4.9.0-8-amd64 #1 SMP Debian 4.9.110-3 (2018-10-08)
Build-Date: Thu, 06 Dec 2018 00:04:23 +0000
Build-Path: /build/dh-make-2.201802
Installed-Build-Depends:
autoconf (= 2.69-11),
automake (= 1:1.16.1-4),
[...]
xz-utils (= 5.2.2-1.3),
zlib1g (= 1:1.2.11.dfsg-1)
Environment:
DEB_BUILD_OPTIONS="buildinfo=+all reproducible=+all parallel=16"
LANG="C"
LC_ALL="POSIX"
SOURCE_DATE_EPOCH="1543231660"

Listing 1: Example BUILDINFO file from Debian

Such a file would contain all the requirements to recreate the environment the artifact was built

inn. Because each ecosystem has their own way of parsing information, there is a need for

multiple formats to define the requirements. Currently there are around 5 different formats

for different ecosystems on the reproducible builds website [4].

Listing 1 shows the format used by Debian. It encompasses a wide array of values. “Format”

defines the expected fields in the format and gets incremented with any changes. “Source” and

“Binary” defines the source package used to produce the artifact, and the corresponding binary

package it outputs. The “Architecture” fields defines which architecture the product is compiled

towards. Debian supports a wide array of CPU architectures from ARM to AMD 64 bit. High-

level languages usually does not compile, therefore “all” is used to denote the architecture [19].

The “Build-” variables denote the build environment used to create the artifact in the Debian

ecosystem. Since Debian has a slew of derivative and closely related distributions, “Build-

Origin” is used to denote this distribution. “Build-Architecture” denotes the architecture of the

build server being used. “Build-Kernel-Version” denotes the explicit version of the kernel used.
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This is commonly fetched with the command “uname -a”. “Build-Date” refers to the ISO com-

patible date when the process took place. “Build-Path” is the location where the build took

place. “Installed-Build-Depends” contains list of all packages present during the packaging of

this artefact. This s an important list to keep track of as it enables the complete recreation of the

environment at a later point.

Linux has several variables that set the locale, language and timestamp format that can affect

the build process. “Environment” encompasses all of these. Most importantly the variable

“SOURCE_DATE_EPOCH” is stored here to make sure timestamps are deterministic.

This file can then be distributed alongside the package, or provided through other means. De-

bian archives all buildinfo-files on a centralized webpage where they can be queried and re-

trieved [37].

When distributing files it is very common to do so using file archives. Common formats are

the ZIP and the TAR format. The order in which files appear in the archive needs to be consis-

tent for the checksum of the archive to match, however this can be hard to test in some cases.

“disorderfs” is a filesystem that lets you introduce unexpected and randomized behavior when

reading files. This helps find sources for non-deterministic artifacts in the build process.

Diffoscope is a tool to help compare binary formats for differences. It supports a lot of binary

formats to help find reproducability issues in produced artifacts. It enables the user to output

reports of the comparison as plain text files or HTML files so they can be easily embedded in

webpages. The current CI system in Debian provides the HTML files for easier debugging.

The software is packaged and used by a number of distributions and is currently a very impor-

tant tool in debugging reproducability issues.

2.4 Rebuilders

One of the main ideals with reproducible builds is the ability to let the users recreate distributed

artifacts. This is achievable with the correct tooling, and a “BUILDINFO” file as specified in

Listing 1 on page 11. However, building all distributed packages is an unwieldy task. The appeal

of Linux distributions is the ability to download pre-compiled packages to save the effort of

building all the software one intends to use.

Debian has put a great deal of effort into testing packages by setting up a “Continuous Integra-

tion” framework for testing packages [31]. This setup compiles all Debian packages twice with

variations to see if they end up reproducible or not. This is a neat approach to find reprod-

ucability issues, but it does not reproduce any packages produced and distributed by Debian
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developers directly. They are merely built twice in their own environment with the packaging

files distributed by the developers. The real goal is to reproduce distributed packages, so the CI

solution it self does not fulfill this goal.

What is needed are servers which take the same packages which are distributed, and reproduces

these. The general idea is that there should be a pool of diverse servers which are capable

of rebuilding packages in the correct environment [5]. These rebuilders should be capable of

sharing build attestations of the built package. The build attestations used in this project is the

BUILDINFO files, described in Section 2.3 on page 10, and the in-toto link metadata described

in Section 3 on page 22. The in-toto link metadata files will be used to verify the downloaded

package on the user system.

2.5 Rebuilder logs

The rebuilder system needs to publish build attestation and the results of the package builds

it performs. The files published is the in-toto link metadata used for package verification, and

BUILDINFO files which describes the build environment. Since these are log files, they could

be tampered with and altered to pretend a malicious package build is in fact correct. What we

need is evidence whether or not the logs has been tampered with. This can be accomplished

by utilizing something called transparency logs. These data structures are built on Merkle trees,

where nodes are hashed together to construct a binary tree, which can prove whether or not a

published log has been tampered with. In this section we will take a look at how such logs work

and the theory behind them.

2.5.1 Merkle Trees

Merkle Trees is a tree structure based on cryptographic secure hashing function [45]. It creates a

binary tree where each leaf is hashed together to create interior nodes. The top node of this tree

is referred to as a root node and the data structure is essentially a binary tree structure where

two nodes has two children. The main idea behind this scheme is to provide a cryptographic

signature that can consist of multiple messages together. But Merkle tree has most widely been

used for creating tamper-evident logs.

Transparency logs

Transparency logs is a use case of Merkle trees by Crosby and Wallach which describes how this

data structure can be used to achieve tamper evident logging [15]. In the traditional sense, logs
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can be plain text files published anywhere. It can simply be a line of text detailing an event.

If this where to change on a remote service, there would not normally be any evidence of this.

What a transparency log attempts to accomplish is to create hashes of the log entries, and create

a tree. If we store the hash of this tree, we could prove the log has been modified at some point

in time after the has we got was provided.

Certificate transparency logs from Laurie, Langley, and Kaster is an implementation of trans-

parency logs. These logs lets organizations that issue HTTPS certificates an audit trail [38] when

issuing SSL certificates. The audit trail allows the discovery of when abuse, and creation of mali-

cious certificates. The log allows organizations to see who issued certificates for what domains,

and can aid in detecting private key compromise, API misuse or other types of malicious usage

early.

To make sure we can prove evidence of tampering, transparency logs has the unique feature

where we can provide some hashes from the tree, and reconstruct an assumed root node. Given

a sound and secure hashing function, difference in the root tree checksum proves if modifi-

cations has been done on the tree. The proofs needed to implement a transparency log is as

follows;

• Audit proof

• Consistency proof

Proofs are tuple pairs where the first element describes the position of the hash, which can be

either left or right, and the second element includes the hash of the given object. Given the

correct order of hashing, the product should be some Merkle tree root the log is either currently

using, or have used in the past. If this is not the correct root hash it proves some tampering has

been done on the log.
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Figure 2.1: Audit proof
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The audit proof is used to verify that the given element in the log has not been tampered with.

The tree root is given, along with the elements needed to recreate the missing nodes for the

root. In the Figure 2.1 we can see the representation of a Merkle tree. The leafs in this tree

d1, d2, d3, . . .d8 are hashes of the log values we are storing on the tree. In our visualizer com-

ponents this is the rebuild submissions consisting of the BUILDINFO file and in-toto link meta-

data.

For the proof that the node d5 is part of the log we need to reconstruct the tree root r . It’s

important to realize that hashes can be a shortcut when reconstructing the tree. We only need

the tree of the largest subtree the leaf is not a part of. Since we want to check d5, the leafs d7, d8

are not needed, we can just utilize the complete subtree l which is the hash of both those nodes.

This ensures that we only need the minimal amount of hashes to reconstruct the tree root r .

To reconstruct the tree root, the tree nodes we need are r = {d5,d6, l ,m}. If they are hashed

together appropriately, such as r = H(m, H(H(d5,d6), l )) where H defines a secure hashing

function such as SHA256 or SHA512, we will arrive at the same value for and thus the proof

is validated.

The consistency proof is used to verify that the log is operating as an append-only log in a correct

manner. This proof requires two things. A previous Merkle tree root, and the number of leaves

present at the time of this tree root. The returned path is the number of subroots needed to

recreate the path from the root, until the new root.

To have a correctly vetted tamper-evident log, there needs to be monitor server. Monitor servers

watch new entries from log servers and verify them. They collect the current signed tree root,

and make sure they match up with the transparency log by validating consistency proofs. These

can be run by volunteers or organizations to make sure the logs are behaving correctly.

Transparency Log Overlays

For our system we will add some semantic meaning to the leaves we add to the Merkle tree. This

will be explained in greater detail in the development of this in Section 5.2.4 on page 58, however

we will go into some of the underlying concepts.

Weippl et al. describes in “Transparency Overlays and Applications” a concept of adding trans-

parencies on top of existing processes to achieve transparency and tamper-evident events [65].

They create a system greatly inspired by the work of both Crosby and Wallach, in transparency

logs [15], and Laurie, Langley, and Kaster in certificate transparency logs [38], and builds on top

of of the concepts describe in the papers.

The idea of this approach is to log the everyday events of systems on a transparency log to
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make sure the events are tamper-evident. The values of these commitments on the log can

be arbitrary and aid in providing some semantic meaning to the underlying application. In our

project, we will utilize this idea to provide rebuild attestations, but also the ability to revoke such

attestations on the Merkle tree.

2.6 Research Overview

In this section we will be taking a look at the work done in the surrounding areas when it comes

to reproducible builds, supply chain security and transparency logs.

2.6.1 Software Distribution Transparency and Auditability

The initial work on package transparency logs, as a form of binary transparency, was done by

Hof and Carle. It implements an append-only Merkle tree to keep track of released versions of

software into a package repository, namely Debian [29].

The paper details a novel hidden attack, where a backdoored package is distributed to some

users but not everyone. As the transparency log knows which package is the correct one, it is

possible to detect such attacks. The implementation also defines log monitors, that peek at

inclusions and make sure the logs are operating properly and doesn’t leave out information.

The usage of transparency logs in this project inspired the work done in this thesis. The idea

here is that the transparency log by Hof and Carle can be applied as release monitor and detect

malicious or compromised signing keys by developers. This is an addition to the rebuilder sys-

tem described in this thesis, and the goal is to see if the addition of transparency logs on the

rebuilder gives us any security guarantees.

2.6.2 CHAINIAC

CHAINIAC by Niktin introduces a framework to help collectively validate source-to-binary cor-

respondence[48]. This is done by introducing a cothority. Each developer commits their bina-

ries and corresponding source code to a Merkle tree which is then signed by the developers. This

is built through a distributed system which will rebuild and corroborate their results to aggre-

gate signatures on packages which makes up the cothority. The number of required signatures

from this cothority is defined by the project and pushed to an updated timeline.

The main problem with this project is that it imposes new requirements on the distribution

developers. Changing how distribution developers work with packages, and how packages are
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released is something that has been done for years. Changing this approach is not going to help

adoption by the distribution. The rebuilder system in this thesis is an extension of the current

release process, it does not impose any new methods or requirements on the developers.

2.6.3 Contour

Contour by Al-Bassam and Meiklejohn is a system that implements binary transparency by uti-

lizing blockchains. In blockchains Merkle trees are used to store the data. In this implemen-

tation the resulting binaries are hashes on the chain. The resulting Merkle root is then hashed

with previous roots to provide the transaction and a block header. This is again distributed and

secured from split view attacks, where one server presents the client with a malicious view of

the world. Split view attacks enable the remote log to provide proofs to the client which are

not present elsewhere. The solution to this is by adding a consensus on top of the tree. The

implementation was tested using the Python packaging index, PyPI, and the Debian package

repository to test the solution [1].

This project attempts to commit the Debian package index to a Bitcoin blockchain to make sure

the index stays consistent across the ledger. This is an integration which is strictly not needed

to verify packages. Our research project presents a simpler solution where consistency across

rebuilders are not needed.

2.6.4 Go transparency log

Go has been developing their dependency management the past year. With the release of their

new dependency manager, go mod, they now produce dependency information along with a

lockfile. The lockfile, go.sum, contains packages along with versions and checksums.

A recent proposal by Cox and Valsorda details how this go.sum file would be commited to a

transparency log to provide a verification method for dependency releases in the go ecosystem.

It implements a own database to model Merkle trees, and lets nodes validate and monitor the

tree for dependency inclusions. The idea is to check this log server when dependency files are

downloaded for proofs of releases.[14]

This project only appends the project dependencies as a way to pin it, and enables developers

to make sure they have received the proper dependency listing of the project.
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Summary

In this chapter we have taken a deeper look at the theory surrounding software distributions,

supply chains, reproducible builds and Merkle trees. The supply chain is important to secure,

and Reproducible Builds is possibly one way to achieve deterministic building in the world of

Linux distributions.

We have looked at how rebuilders can help verify packages are reproducible and have intro-

duced transparency log as a way to make sure the logging of these package builds can not be

tampered with after they have been published.

In the next chapter we will be taking a look at the technologies we will be utilizing for this project.
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Chapter 3

Technologies

In this section we will take a look at the technology chosen for this project.

Python

Python is a general purpose programming language created by Gudio van Rossum in 1994 [55].

It’s dynamically typed language, with a terse syntax and a wide selection of built-in libraries

for developers. Dynamically typed languages lends itself nicely for rapid prototyping of experi-

mental projects. A language like Rust or Go, which are statically typed gives the developers some

more issues prototyping data structures as all types needs to be consistent and decided up on

early. With Go this becomes a worse problem with the lack of generics.

Python also has a wide selection of well maintained and frequently used libraries that we can

utilize for our project. Python is commonly used for back-end development and web services

inn general and has good libraries for this.

Transparency Log

The development of the transparency log requires some effort to properly implement a Merkle

tree with the appropriate proofs to so the implementation can be useful. To do this we lifted

some code from the Python library “pymerkle” by Foteinos Mergoupis to aid in the develop-

ment [24]. Parts of the algorithms has been changed to accommodate the development goals of

this project. It was easier to lift code then find a suitable merkle tree library to integrate with to

provide the needed features.
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flask

Flask is a web framework for Python. It was created in 2010 by Armin Ronacher, and is one of the

two most widely popular web frameworks in Python. It enabled developers to easily create REST

API endpoints with good debugging capabilities [56]. This framework will be used to create the

API endpoints for the rebuilder.

jinja2

One of the added features of using flask is that we get access to the templating framework jinja2

which allows us to easily create webpages and interface them with Python values before being

served to users. This allows us to easily create webpages with the data used by the applica-

tion [57]. We will be utilizing this library to create the HTML webpages for the rebuilder.

PostgreSQL

PostgreSQL is a open-source relational database. It supports a wide number of abstract

datatypes, such as native support for JSON, along with good support for concurrent operation.

This enables easier development, along higher workloads and scalability [54]. We decided to uti-

lize PostgreSQL over other technologies such as MySQL or sqlite because of the ability to embed

JSON structure directly into the code.

SQLAlchemy

SQLAlchemy is a widely used object relation mapping library for Python. It support a wide

selection of database backends and translates the raw database data into usable Python objects

for easier interopability. This helps us to save time by not having to map any values to our own

data structures as everything are written as native Python classes [59].

Listing 2 shows an example ORM model where we define a user table. Each model has a created

timestamp which defaults to the current time, and a name value which defines a string for the

name

Panda and matplotlib

For graphing we will be using pandas and matplotlib. Both used a lot when it comes to scientific

computing with Python. It enables powerful graphing capabilities over simply dataformats,
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class User(db.Model):
__tablename__ = "user"
id = db.Column(db.Integer(), primary_key=True, autoincrement=True)
created = db.Column(db.DateTime, default=datetime.utcnow)
name = db.Column(db.String(96), index=True)

def __repr__(self):
return "<User: {}>".format(self.name)

Listing 2: Example SQLAlchemy model

such as CSV, and are tightly integrated into one another [43][32]. We will be utilizing these

libraries to generate graphs during the evaluation phase on this thesis.

Git and Github

An important aspect of any project is to keep track of changes. For this project the version con-

trol system “git” was used. It is a well known version control system and widely used and de-

ployed on a wide selection of providers. The strongest point is being decentralized, where com-

mits and code changes can be done without internet access [39]. The code can also be pushed

to multiple repositories for backup purposes if any provider goes down during the development

of the project.

Docker and containers

One of the goals of this project is to make sure the testing is done in a reproducible manner.

To do this we need to make sure the environments are consistent between testing, and that

they can be reproducible rebuilt after the testing is complete and into the future. To do this the

development is done in containers, namely a technology called Docker [44]. Docker enables re-

producible containers with a given Linux distribution and dependencies. They can be versioned

and recreate environments across machines.

We will be utilizing this technology for extended testing for deployment and data structure test-

ing in this thesis. We will be providing scripts to recreate the environments used to run the

evaluations with docker and the container technology.
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curl

When developing an API is desirable to quickly test the functionality. For this project we utilized

the widely used and popular tool curl, which is written by Daniel Stenberg and supports a wide

array of URLs and data protocols for data transfer [17]. This allows us to quickly and effectively

test and display API end points we are going to be developing.

in-toto

in-toto is a framework to verify the integrity of a supply chain. It defines a specification that

details what steps should occur. As one supply chain could define and utilize any number of

steps its vital for this to be extensible, and customize able. In-toto lets the specification detail

who should perform the step in the supply chain [58].

The layout describes what each step of the supply chain should contain. It can be any ex-

pected commands, something the process should succeed running, any expected material,

things needed for the step in the chain to proceed, and any products, artifacts created by the

steps. These are described in a very small language that contains keywords following regular

expressions which should be satisfied.

The link metadata is a JSON file that specifies what the values, and outputs of the corresponding

step should be. Evaluating the specification along with the link metadata lets the users, or the

organization, verify that the supply chain has not been tampered with.
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{"signatures": [],
"signed": {
"_type": "layout",
"expires": "2021-01-06T18:30:57Z",
"inspect": [{

"_type": "inspection",
"expected_materials": [

["MATCH", "*.deb", "WITH", "PRODUCTS", "FROM", "rebuild"],
["DISALLOW", "*.deb"]],

"expected_products": [],
"name": "verify-reprobuilds",
"run": ["/usr/bin/true"]}],

"keys": {
"2e7be98291270e3b7fca429a2210e99cff22017e":{

"hashes": ["pgp+SHA2"],
"keyid": "2e7be98291270e3b7fca429a2210e99cff22017e",
"keyval": {"private": "", "public": {"e": "010001", "n": "e0da84bec..."}},
"method": "pgp+rsa-pkcsv1.5",
"type": "rsa"}},

"steps": [{
"_type": "step",
"expected_products": [

["CREATE", "*.deb"],
["DISALLOW", "*.deb"]],

"name": "rebuild",
"pubkeys": ["2e7be98291270e3b7fca429a2210e99cff22017e"],
"threshold": 1}]}}

Listing 3: Example in-toto schema

{"signatures": [
{"keyid": "918b19596...",
"other_headers": "0400010800...",
"signature": "bc1d9776bf..."}],

"signed": {
"_type": "link",
"name": "rebuild",
"products": {
"python-sshpubkeys_3.1.0-1_all.deb": {"sha256": "8e69d5cbdc..."},
"python3-sshpubkeys_3.1.0-1_all.deb": {"sha256": "8234484139..."}}

}}

Listing 4: Example linkmetadata file
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Listing 3 shows a in-toto schema. This is utilized to show the needed steps in the supply chain.

It aids in verifying who can sign off on each step, what keys are used and what the acceptable

output can be. To verify this we need a link metadata which is an output of the supply chain.

Listing 4 is an example metadata file that contains a signed layout with the products and check-

sums from the product. These two files together allows us to verify that each step of a given

supply chain has been don.e

In this project we will be utilizing in-toto for the build attestation verification part in the APT

transport. In the in-toto APT transport we provide a in-toto schema where the rebuilder pro-

vides the appropriate linkmetadata. Each package downloaded by APT gets verified by running

the in-toto process over these two files.

Deployment

UH-IaaS is a cloud infrastructure provider created for research institution to deploy software

and build platform [33]. They provide free resources for student projects and the rebuilder

infrastructure described in this thesis is currently deployed on their platform. Extended testing

of the implementations of this thesis is also done on their platform.

Summary

In this chapter we have taken a deeper look at the theory surrounding supply chains, repro-

ducible builds and Merkle trees. In the next chapter we will be taking a look at the current re-

search being done towards shared attestation on reproducible builds and transparency logs.
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Chapter 4

Research Method

This chapter goes through the research methodology, methods and the chosen framework used

in the research. We will address the research questions presented in Section 1.3.

4.1 Design Science Research

Design science research is a research methodology where the aim is to design and develop In-

formation Systems and IT applications. For our project we are creating new behavior and need

to evaluate them, this fits nearly with the goal of Design Science, as Hevner et al. writes:

“. . . design-science paradigm has its roots in engineering and the sciences of the

artificial. [. . . ] It seeks to create innovations that define the ideas, practices, tech-

nical capabilities, and products through which the analysis,design, implementa-

tion, management, and use of information systems can be and efficiently accom-

plished” [28].

In contrast to empirical science, where nature is observed and tested to understand the ob-

servation and gain knowledge, design science is about identifying the need for something and

attempting to create a solution to this problem. The following evaluation of how well this so-

lution fits the problem at hand can give us valuable research in the field of information science

and computer engineering.

“The main research activities involving the natural sciences are to discover how

things are and to justify the reasons for them being so. Natural science research

should be faithful to the observed facts while also being capable of predicting future

observations to some degree” [21].
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The result of this research should be an artifact which contributed something to the field. Vaish-

navi and Kuechler listed a few examples of potential contributions Design Science can result

in [64]:

• Constructs - The conceptual vocabulary of a domain.

• Models - Set of propositions or statements expressing relationship between constructs.

• Frameworks - Real of conceptual guides to serve as support or guide.

• Architectures - High-level structures of systems.

• Design principles - Core principals and concepts to guide design.

• Methods - Sets of steps used to perform tasks.

• Instantiations - Situated implementations in certain environments that do or do not op-

erationalize constructs, models, methods, and other abstract artifacts; in the latter case

such knowledge remains tacit.

• Design theories - A prescriptive set of statements on how to do something to achieve a

certain objective

In this project the main artifact is an reimplementation of the visualizer component, as de-

scribed in 1.2, with additional improvements. Following the list from Vaishnavi and Kuechler

this is an “instantiation”.

4.2 Guidelines

Hevner et al. argues that design science is inherently a problem solving process. We need to

understand the problem, build a knowledge base and then try come up with a solution to this

problem. To aid in this, they defined a set of seven guidelines to assist researches in constructive

proper design science research projects [28].

Design as an artifact

The main goal of design science research is to produce an artifact. They are incomplete or

complete projects, guidelines or insight into the problem they are trying to solve [28]. Example

of different artifacts as described by Vaishnavi and Kuechler can be new methods for developing

software, new systems for processing data called Instantiations or new design principles for

writing software [64].
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Problem relevance

The artifact should be relevant to the problem it is trying to solve. Hevner et al. argues that

problems can formally defined as the difference between the end goal of a state, or and the

current state of things [28]. Bridging this gap needs an understanding of the current problem

domain to achieve the needed artifact.

Design evaluation

The artifact needs to be tested and evaluated to figure out how well it solves the problem at

hand [28]. This is important to provide rigor in the research. It also provides assurance of the

high quality the artifact is supposed to have.

Research contributions

The resulting design science research should result in a contribution to the research field [28]. Hevner

et al. says one of the following contributions need to be founds in a research project;

1. The Design Artifact

2. Foundation

3. Methodologies

In our case the artifact is an“Instantiation”, thus the “Design Artifact” is the research contribu-

tion. The end goal is to take two separate concepts; the rebuilder and the transparency log, and

attempt to combine them to see if we gain any additional security guarantees.

Research rigor

Hevner et al. says that “rigor is achieved by appropriately applying existing foundations and

methodologies” [28]. This research is based on seminal work done by previous research, along

with the important work done by free- and open-Source projects in this field.

Design as a search process

Design science is suppose to be an iterative process. The goal is to find effective solutions to the

problem at hand. This is done by iterating on previous implementations until something that
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solves the problem is reached [28]. Hevner et al. writes that solving problems needs means to

reach the desired ends while satisfying laws from the environment.

Communication of research

The resulting research needs to be clear, understandable and concise. One should be able to

presented the research to both technologically-inclined people, as well as people in the business

setting. This is important to convey the importance of the research, as well as aiding future

researchers to build off on the research done in this project [28].

4.3 Evaluation

Evaluation is a part of design science research. Because our artifact is an Instantiation we need

to decide on a way to test the actual code base being produced in this thesis.

Peffers et al., in “Design Science Research Evaluation”, does a literature review on 148 design

science articles. They do an open coding approach, where they categorize the articles using

codes, and compare the results across the different fields [52]. Their review isn’t very detailed, as

noted in their conclusion, but it pinpoints some trends among engineering fields where design

science artifacts, such as instantiations, are usually evaluated with technical experiments.

They explain technical experiments as;

“...a performance evaluation of an algorithm implementation using real-world

data, synthetic data, or no data, designed to evaluate the technical performance,

rather than its performance in relation to the real world. ” [52, p. 402]

To evaluate our artifact, we are essentially going to take a look at the package builds debian does,

and see if we are capable of processing them with our system. This gives us some real world data

to take a look at, and help us figure out if we are on the correct track regarding our system. We

will also be writing up a API endpoints.

An API are important as they are utilized by developers. However, there are no clear process on

how to evaluate good API design. Iyer and Wyner outlines this problem in “Evaluating APIs: A

Call for Design Science Research”, and comes up with a stakeholder analysis to help evaluate

API design choices when it comes to design science [34].

More importantly, they detail a set of key attributes which they believe are important for good

modular API designs. The outline of these key trais are what we are also going to take a look

at [34, p. 31];
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Functionality - The modules are separated and contain logical groupings.

Hierarchy - Modules can be decomposed into sub-modules and internal details does not leak.

Separation of concerns - Each module is loosely coupled with other modules.

Interoperability - Modules can easily interact with others.

Resuability - Modules can be reused in other systems.

This coupled with a real-world evaluation when it comes to data will guide us in the evaluation

stage of this research.
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Chapter 5

Development

In this chapter we will be taking a look at the development in this thesis. The first section will be

focused on learning what the current rebuilder setup is doing, establish the base requirements

of the rewrite of the visualizer with the goal of improving the design.

After the first iteration is done we will be implementing the Merkle tree storage for the rebuild

submissions which consists of a in-toto link metadata file, and a BUILDINFO file. Then we

will be focusing on implementing the needed signing of the Merkle tree roots to help verify

that the given tree roots actually comes from the given rebuilder. The final iteration will be the

implementation of the transparency log overlay, which will be the front end for the APT client to

fetch rebuild submission and check if they have been revoked or not.

The last section deals with the integration between the existing APT transport and the new

visualizer API. We will be removing the support for the old API and connect it with the new

rewritten API with support for transparency logs. We will then make sure the test suite for the

transport completes and everything works.

5.1 Rebuilder

The purpose of the rebuilder is to watch for new packages, queue them, build the package in a

clean environment to reproduce the package, and then publish this result so we can query these

later when installing packages.

To achieve this we need to fulfill a few requirements:

1. We need to know when a package is published.

2. Something needs to schedule the new packages.
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3. We need to build the package in a clean environment.

4. We need to publish results of the built package.

5. We need to check the results when installing packages.

It is important to remember that this system is only targeted at Debian as supporting it univer-

sally would require a lot of engineering effort and handling of special cases.

buildinfo server scheduler redis builder visualizer

NewBuildinfo()

rpush

rpop

build

publish

Figure 5.1: Rebuilder sequence diagram

The overlying architecture is displayed in 5.1 as a sequence diagram. It gives a quick overview of

how the different parts interact with each other in sequence for one successful package rebuild.

The scheduler queries the API of the buildinfo server for new BUILDINFO files since last time

this was done. The scheduler pushes this file to a Redis, which is a very simple key value storage

system. The builder queries the Redis server for new BUILDINFO submissions it is suppose to

build. If the build is successful, it will produce a in-toto link metadata file, and a BUILDINFO

file for this build. Both of these are submitted to the visualizer which publicizes in a public API

which allows APT clients to query them.

5.1.1 buildinfo.debian.net

The goal is to rebuild packages released by Debian, but getting this information directly for a

Debian package mirror can be tedious. What we instead do is relying on the buildinfo server
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created by the Debian project to keep track of all published buildinfo files from built packages.

This gives us a canonical view of all packages built by the Debian infrastructure.

To utilize this service we need to keep a track of all newly submitted files, however the current

API does not support this. To get around this we submitted a code change so we would be able

to get all files submitted after a given timestamp. This code change was not accepted in time,

so the current rebuilder testing was done by setting up a copy of the server with the change

included.

See Appendix A.3 on page 95.

5.1.2 scheduler

The scheduler is a small service which monitors the endpoint and schedules any new files found

from the buildinfo server. Currently it pushes new package files to Redis, which is a very simple

key value store, to help schedule the builders. This enables us to add an arbitrary number of

builders. This is important for a few reasons. It helps scaling the system if its needed, and it also

allows to have builders with different architectures to build packages.

Because of builder constraints the current scheduler does not add builds on other architectures

then “amd64”.

5.1.3 builder

The builder consists of a service that queries Redis after new items on a timer. When new builds

are dispatched, the build is done by utilizing the buildinfo files as provided by the Debian build

server. The build are done with the tool “srebuild”.

“srebuild” is a Perl script used to build packages in a clean environment. With this environment

the buildinfo is parsed and all missing dependencies are acquired to recreate the package. The

source packages, which contains the source and the build files needed to build the package, is

acquired from a mirror and the build is done. When the build is done, the results are signed with

a cryptographic key, to verify that the build server produced the files, and then published to the

visualizer.

5.1.4 visualizer

The visualizer is the component which displays the rebuilt packages in a web UI. The user is

also able to fetch the buildinfo and link metadata files. The current implementation is a short
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snippet of code backed by a SQLite database to aid in displaying the needed webpages. The

implemented API as seen in 5.1 is simplistic and provides the needed features to let users verify

builds.

The importance of the visualizer is that it is the component the APT package manager uses to

fetch link metadata it utilize uses to verify packages before installation. Because of this we need

to extend the component with a better architecture and implement a transparency log to make

sure the submissions are not altered by a malicious rebuilder.

Endpoint Type Parameters Description

/new_build POST1 metadata, buildinfo Submit a new build

/sources/<name> GET Gets the available builds for a
package

/sources/<name>/<version>/buildinfo GET Gets the most recent BUILDINFO
file for this version

/sources/<name>/<version>/metadata GET Gets the most recent in-toto link
metadata for this version

1 Behind authentication

Table 5.1: Old visualizer API

The Table 5.1 shows the current API implemented. It allows for submissions, and basic fetching

of the available build submissions in the form of the BUILDINFO file and the link metadata

file. This is the API that needs to be supported by the rewrite of the visualizer component to be

compatible with the current rebuilder system.

5.2 Project development

We have now taken a look at the current implementation of the rebuilder system, and how it

integrates with the current iteration of the visualizer. In the next session we will explain the

development of the system for this thesis. It’s structured in 4 iterations of the visualizer, and

an integration with the existing APT transport written for the initial rebuilder system. We will

in the first iteration tackle the problem of maintaining compatibility with the current system.

The second iteration will be focusing on the implementation of the raw Merkle tree needed for

transparency log. The third iteration will be the abstracted logic on top of the transparency log,

which the APT transport will be utilizing when validating packages for the users.
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5.2.1 First Iteration: Visualizer

Goals

The first iteration is largely focused on recreating the functionality of the current visualizer. The

purpose of this component is to accept new rebuilds, the in-toto link metadata file and buildinfo

file produced by the rebuilder. This needs to be displayed in a simple webpage and introduce

no new features to remain compatible.

Thus the goals for this iteration are as follows;

• Maintain compatibility with the old visualizer

• Accept new build submissions

• Display packages with build submissions

• Display the submission files given a package name and version

Development

The initial task for this project was figuring out a structure that was flexible and made sense for

the further development. The structure that was aimed for was to separate database models in

its own directory, templates in its own directory and views in it’s own. When this setup was done

we could continue with the development of the visualizer.

In practice the visualizer only accepts two files, and displays an index of these files. There are

no processing being done except to figure the given package name and version. The goal of this

rewrite is to create a robust foundation where we can improve on the current design, and in later

iterations build the needed data structures.
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BUILDINFO

Id Created Text UUID VersionId

LINKMETADATA

Id Created Text UUID VersionId

VERSION

Id Created Version PackageId

PACKAGE

Id Created Name

Figure 5.2: Database schema

The first step is to make sure the database format is correctly represented. The previous itera-

tion had a strict dependency on SQLite, which is a very simple database stored in a single file.

This works well for point of concept implementations and where the database does not grow

exceedingly large.

In the rewrite we will be utilizing an ORM for Python, the SQLAlchemy library. This will allow us

to define data models and instantiate them on top of different database engines. The database

structure itself closely copies the one from the original implementation. The schema as dis-

played on Figure 5.2, page 36, represent the implemented model in the ORM.

The schema implements the model as follows; “package” can have multiple “versions”. The

models that belong to “linkmetadata“ and “buildinfo“ is the tables containing the data itself. In

the previous iteration these were stored as plain text files, which is a less portable way of dealing

with the data. There can be multiple submissions for each version, so this relation is a one-to-

many relationship where one “version” can have multiple submissions from rebuilders.

The “UUID” field found in the “linkmetadata” and “buildinfo” model is mostly a hack. The main

issue was to find the pairs of submissions without over-complicating the database structure.

One solution would be to create a new table to associate the submissions. This would enable us

to properly group them later on and find the individual pairs. However, because of time con-

straints, and because the implementation of a new model would take some time, the addition

of an unique “UUID” for each submission is an easier alternative that is simple to implement.
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This allows us to group the submissions for the frontend later on.

It should be noted that the ORM handles the one-to-many and many-to-many relationships.

They are not explicitly included in the modeled schema for on for the sake of brevity.

1 class Version(db.Model):
2 __tablename__ = "version"
3 id = db.Column(
4 db.Integer(),
5 index=True, unique=True,
6 primary_key=True, autoincrement=True)
7

8 created = db.Column(db.DateTime, nullable=False, default=datetime.utcnow)
9 version = db.Column(db.String(64), nullable=False)

10

11 buildinfo = db.relationship("Buildinfo", back_populates="version")
12 linkmetadata = db.relationship("LinkMetadata", back_populates="version")
13

14 package_id = db.Column(db.Integer, db.ForeignKey("package.id"))
15 package = db.relationship("Package", back_populates="version")
16

17 def __repr__(self):
18 return "<Version: {}>".format(self.version)

Listing 5: Sqlalchemy code for the Version model

The SQLAlchemy library enables us to define database models as native Python classes. As can

be seen in Listing 5 we are able to represent the needed files, and relationships for the “version”

model. In total the implementation consists of 4 classes which we are able to query, create and

update. This lets us avoid having to implement the transition from the database format to the

correct data representation in the project.

API and Frontend

To reimplement the API as can be seen in Table 5.1 on page 34, we need to create the needed

routes for the web service. This is being done by Flask, which is a webserver framework for

Python. The same framework was utilized in the original implementation and enables us to

mainly substitute the code from the old database implementation, to the one utilizing the ORM.

There are two parts to this, one part needs to return the plain-text elements for the APT trans-

port, and one part needs to render HTML webpages for the user to browse.
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1 @app.route("/sources/<pkgname>")
2 def all_sources_pkg(pkgname):
3 entries = (
4 db.session.query(Package, Version, LinkMetadata, Buildinfo)
5 .join(Version, Version.package_id == Package.id)
6 .filter(Package.name == pkgname)
7 .filter(LinkMetadata.version_id == Version.id)
8 .filter(LinkMetadata.uuid == Buildinfo.uuid)
9 ).all()

10 return render_template("source.html", package=pkgname, entries=entries)

Listing 6: Python code for source.HTML

The listing seen in Listing 6 is a simple example of a route written in Python. It calls out to

the needed models, and does an implicit join between them to get the needed relationships in

place. The results of this is a webpage containing all the rebuilder submissions from the builder.

Similar endpoints are written to provide rest of the functionality as described in Table 5.1. The

input for this route is the name of the package and the version of the given package.
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1 <!DOCTYPE html>
2 <html>
3 <head><title> {{ package}} </title></head>
4 <body>
5 <table>
6 <tr>
7 <th> Version </th>
8 <th> Timestamp </th>
9 <th> Buildinfo </th>

10 <th> in-toto metadata </th>
11 </tr>
12 {% for entry in entries %}
13 <tr>
14 <td> {{ package}} -{{ entry[0].version}} </td>
15 <td> {{ entry[1].created }} </td>
16 <td>
17 <a href="/sources/{{ package}} /{{ entry[0].version}} /buildinfo">Link</a>
18 </td>
19 <td>
20 <a href="/sources/{{ package}} /{{ entry[0].version}} /metadata">Link</a>
21 </td>
22 </tr>
23 {% endfor %}
24 </table>
25 </body>
26 </html>

Listing 7: jinja2 template for source.HTML

To display these results, we are utilizing jinja2 templates that lets us compose HTML and Python

code to generate webpages on the fly. The code as shown on Listing 7 is how we render the

results of Listing 6 which contains all the submissions given a package and version.

REST API Considerations

The models we create rely heavily on relationships to properly store the information across

several tables. Since we also back-reference across models, we end up in a peculiar situation.

When we turn the models to a JSON structure, or attempt to debug them with the relationships

enabled, they will recurse until the global stack limiter in Python is hit. This makes it somewhat

hard to output the models in a good manner when debugging and developing the models.
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1 def recurse(func):
2 @wraps(func)
3 def wrapped(*args, **kwargs):
4 if len(inspect.stack()) > 25:
5 return None
6 return func(*args, **kwargs)
7 return wrapped

Listing 8: Python recurse limiter

1 class Package(db.Model):
2 __tablename__ = "package"
3

4 @recurse
5 def to_json(self):
6 j = OrderedDict()
7 j["id"] = self.id
8 j["date"] = self.created
9 j["name"] = self.name

10 j["versions"] = list(map(lambda x: x.to_json(), self.version))
11 return j

Listing 9: Python recurse limiter usage

For debugging and development purposes, there was a simple REST API developed to inspect

the created objects when submitting new rebuilds. These would recurse indefinitely and crash

the application. To counter this we wrote a simple hack to make sure the models would not

indefinitely recurse. Since we are capable of inspecting the stack in Python, we wrote a simple

wrapper to the functions prone to the recurse problem.

Listing 8 is a short and simple function which inspects the stack for every function it is wrapping.

We are using the python syntax sugar for decorators. They are functions which wrap around

another function, with an added syntax for the sake of clarity. The “recurse” decorator will be

invoked before the function it is wrapping gets called. Here we simply check if the stack is larger

then 25, in which case we stop calling the JSON deserializer and return. This is a slight hack, but

it works to limit the depth of the call stack when outputting the raw models.

Listing 9 shows how we create the JSON objects. Since we want consistency, we utilize Ordered-

Dict which is a dictionary reimplementation keeping insertion order of the items. This enables

us to output the objects in a consistent manner.
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The current visualizer doesn’t utilize any sort of REST API, but we did write a few REST API

endpoints for testing purposes and aid in debugging. This also laid down the ground work for

the future REST API implementations. This approach worked wonderful in the next iterations

of the project for debugging and API purposes.

Results

The result of this development is a mirror of the previous visualizer implementation. The re-

quirement to achieve compatible interfaces is to be able to query the most recent buildinfo and

link metadata file. The fact that it only is capable of querying the most recent is a design choice

from the first revisions as it only stored the last submitted files. For compatibility reasons this is

kept in the rewrite.

Figure 5.3: Overview of rebuild packages

Figure 5.4: Overview of the rebuild submissions

The website as shown on Figure 5.3 and Figure 5.4 displays the finished webserver for the initial

rewrite of the visualizer. The resulting code and webpage maintains compatibility of the existing

visualizer and enables us to continue implementing further improvements on the API.

5.2.2 Second Iteration: Merkle Tree

The second iteration focuses on implementing Merkle trees into the visualizer. These will create

the foundation of the transparency log in the upcoming iterations for this project.
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These will be implemented alongside of the reimplementation of the visualizer, and the current

structure of the code. We will take a look at the challenges of implementing this correctly along

with making sure the proofs are correctly implemented to support a transparency log.

Goals

The goals of this iteration is to make sure the Merkle tree operated properly. For this to happen

there needs to be validated proofs and a proper tree generated when new items are added. We

will also be writing a very simple output where we can visualize the generated tree as a node

graph. This will aid in debugging the creation of the tree.

• Implement the needed database models for the datastructure

• New items should be appended to the tree

• The tree should not be rebuilt for each append

• Audit proofs should be implemented

• Consistency proofs should be implemented

• Visualize the tree graph

Development

The main challenge in this iteration is getting the underlying data model correct. What we are

trying to achieve is to implement a tree structure where the hash of the leafs is hashed together

to form a chain of checksums all the way up to the tree root. The following algorithm to achieve

this is described below.

The development of this project will be done in a few stages. First we will take a look at the

underlying database model needed to construct the trees. Next up is how to construct Merkle

trees without rebuilding all interior nodes. We need to have a way to append new nodes by

rehashing the least amount of interior hashes.

The next development challenge in this iteration is to make sure the proofs are working. Without

appropriate proofs, mainly audit proofs and consistency proofs as described in Subsection 2.5.1.

We will go through the development of these features and make sure they are working before

moving on for the next iteration.
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As noted in Subsection 3 on page 19, we are utilizing the pymerkle library written by Foteinos

Mergoupis to aid in the creation of the transparency log proof algorithms [24]. It should be noted

that this library does not provide a persistence storage outside of just storing the plain text tree

as a JSON structure in a file. Our goal is to reuse portions of the library code, and adapt them to

a tree structure backed by PostgreSQL to provide the transparency log features. This allows us

to have a proper backend storage for the Merkle tree.

Database

Since we have implemented the visualizer with SQLAlchemy, the idea is to utilize the SQL back-

end to store the tree. This gives a few challenges on how to structure the model when it comes to

relationships. We need to traverse the tree for the proofs developed later on, so the relationships

bindings in the model should be correct and be easy to differentiate.

1 class Node(db.Model):
2 __tablename__ = "node"
3 id = db.Column(
4 db.Integer(), index=True, unique=True, primary_key=True, autoincrement=True
5 )
6 leaf_index = db.Column(db.Integer(), default=0)
7 type = db.Column(db.String(10), nullable=False)
8 hash = db.Column(db.String(128))
9 created = db.Column(db.DateTime, nullable=False, default=datetime.utcnow)

10 data = db.Column(JSONB)
11 height = db.Column(db.Integer(), default=0)
12 children_right_id = db.Column(db.Integer, db.ForeignKey("node.id"))
13 children_left_id = db.Column(db.Integer, db.ForeignKey("node.id"))
14

15 right = db.relationship("Node",
16 foreign_keys='Node.children_right_id',
17 uselist=False,
18 backref=db.backref('children_right', remote_side=[id]))
19

20 left = db.relationship("Node",
21 foreign_keys='Node.children_left_id',
22 uselist=False,
23 backref=db.backref('children_left', remote_side=[id]))
24

25 children_id = db.Column(db.Integer, db.ForeignKey("node.id"))

Listing 10: Node SQLAlchemy model
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Listing 10 shows the model that was settled on. Each of the fields serve a purpose in the current

model. “leaf_index” keeps track of what position as leaf node it was inserted as. This is impor-

tant when we start constructing proofs as some of the lookups needs to know what leaf number

16 is. “type” denotes one of two things, “data” for leaf nodes or “level” for interior nodes. “data”

is a leaf node that has the “data” field filled with JSON. “level” has no “data” field, but does have

both “left” and “right” filled with the appropriate child node. “hash” contains the hash of the

“data” JSON object.

The relationship modeled was a bit difficult to get correctly modeled in SQL. The intentions

were to have one foreign key to bind the left and right relationships to, but this turned out to be

difficult to implement. The solution was to have the “left” relationship bind to “children_left_id”

and “right” bind to “children_right_id”. This solves the problem of having the relationship cor-

rectly modeled. To find the correct child node for the leaf and interior node, we need to check

both left and right to find the correct node.

r

n2n1

rl

Figure 5.5: Example for relationships

In the example node relationship in Figure 5.5 we can demonstrate what the ORM described in

Listing 10 would end up looking like. If we sit with the appropriate model for “N1” we have an

interior node with a parent, left and right relationship. The parent node “r” where we can peek

at the values “children_left” and “children_right” values to find the correct node. To find the

“l” and “r” leaf nodes in this example we only have to check the “left” and “right” relationships

respectively.

We are keeping everything in the same table with the same model. There is no inherent dis-

tinction between leafs, interior nodes and root nodes in this implementation when it comes to

the model except for what is specified in the “types” direction. To find the root node in this

implementation we only have to look for the last inserted “level” node.

Construct tree

We now have the database model we can build the tree with. Since this system is supposed to

run over time, and might target thousands of nodes, we need to be able to append to the tree

without rebuilding the entire tree. This is a tedious process and could very well take quite a
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while if the number of nodes grows large enough.

The algorithm to build a tree, where all the interior nodes are hashed for every new insertion

involves counting the number of nodes to be hashed. If this is an odd number, promote the last

node in this list to the next step. Now we take two and two nodes and hash them together, left to

right. This creates interior nodes we call “levels”. When this is done, we start from the beginning,

and the current set of interior nodes are the nodes we operate on.

This is a tedious process and does not scale very well over time. What we do need is an algorithm

that only rehashes the changed interior nodes.

The algorithm for this involves figuring out all the loose subroots of the tree. This approach

to append new nodes has been described in the original paper by Crosby and Wallach where

they calculate frozen subroots down on the left side of the tree until the appropriate subroot is

reached [15].

Our implementation is as follows; we take the count of all leaves in the tree and use them to

calculate the largest complete subtree in the Merkle tree, and remove this from the count. What

we are left with are all the nodes in surplus on the right hand side of the tree.

We can then walk down the tree on the left side, append the current node on the path, and then

do the same calculation with the nodes in surplus. We then know the next complete subtree in

the chain, remove the amount of nodes the complete subroot has from the count, append the

node and walk down. We continue this until we reach 0 loose nodes, in which case we are at the

node we are supposed to append the new node too. The chain of appended nodes upwards is

the list of nodes we need to append with to rehash all of the interior nodes of the tree.

The resulting code takes the new node that is going to be appended, and hashes it in the with

the most recent node, then walks up the chain. This only rehashes the interior nodes of the

tree that needs to be rehashed. This lets us very easily reach a fast append-only Merkle tree

implementation backed by an SQL database.

Cryptographic attack mitigation

When constructing hashes we need to consider the two sources of information we are essentially

hashing. If the node is a leaf we need to hash the JSON data structure. This is done by taking

the keys and values in the JSON structure and hashing them together in order. If the node is an

interior node, this step is omitted and the hash consists of the hash of the left and right nodes as

shown in Listing 11. The result of this is the appropriate hash for the node.
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H {NodeType, LeftNode, RightNode}

Listing 11: Node hashing strategy

There are a few attacks one can do in practice on any data structure that uses cryptographic

hashes. Since the same output always returns the same value, they are prone to what is called

a “second preimage” attack. If the attacker knows the input, they can re append the values, and

create the same hash in the tree. This can allow the construction of malicious data or open up

for other venues of attack [30].

To mitigate this, a certificate transparency log appends a null byte value for leafs, and a 1 byte

value for levels in the tree. This makes sure that we can’t replay previous data as there are always

some values being appended. In our implementation we append “data” and “level” as the prefix

in the hashed value. This serves the same purpose as the certificate transparency logs.

Graphviz

To validate that we are getting the correct association and relationships when appending new el-

ements, one of the important things to get is a visualization of the currently constructed Merkle

tree. To aid the discovery of problematic nodes, the first 10 letters of the hash is printed with the

node to easily find the affected node and aid debugging.

To do this we loop through all of the nodes in the tree. We print out the left, and right parent

of the node in a format that is compatible with the Graphviz tool to generate pictures [23]. The

output found in Listing 12 enables us to produce the PDF picture in Figure 5.6 by supplying the

output to “dot -Tpdf”.

It should be noted that when trees get sufficiently large, the graph itself is of less value when

debugging. It is hard to get a good overview when the tree reaches around 60 nodes as the

generated trees are spacious. Not enough time was invested trying to fiddle with the style got a

proper display when the trees grow large. However, they did aid in early debugging when trees

were sparse.
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$ curl 127.0.0.1:5000/api/log/tree/graphviz
graph graphname {
labelloc="t";
label="Nodes: 4";
"9A565DAB05" -- "B439C9F4B0";
"9A565DAB05" -- "730212F389";
"B439C9F4B0" -- "47A2AB3D2E";
"B439C9F4B0" -- "648D1817A3";
"730212F389" -- "92EF30AD83";
"730212F389" -- "1E94F9FDE4";
}

Listing 12: Example graph of a generated tree

Nodes: 4

9A565DAB05

B439C9F4B0 730212F389

47A2AB3D2E 648D1817A3 92EF30AD83 1E94F9FDE4

Figure 5.6: Graphviz visualization

Audit proof

Audits proofs are important as they prove whether or not a given leaf is part of the tree. They are

used to validate that the data on the leaf is actually part of a Merkle tree. The implementation

of this is fairly straight forward as we have implemented the database structure in a succinct

manner.

The audit proof needs the id, or the hash of the node that should have the audit proof generated.

When we have the node, we essentially traverse the children of the node. We then check on what

side of the child the parent node is on. If it’s on the left side, we fetch the right node on the next

child. This node is appended to the list with the keyword “RIGHT”. If it’s on the right side, we
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fetch the left node on the child. This node is appended to the list with the keyword “LEFT”. We

then traverse to the next child and continue the path upwards until the root node is reached,

which has no child node.

When all the nodes are appended to a list, with the correct side expressed we have a complete

list of all the nodes needed. We can then append the current root node to the response and let

users hash the path and recreate the current root node.

The appropriate JSON response for an example tree can be found in Listing 15. For the sake of

being terse, some auxiliary fields have been omitted in this example. In this case, to recreate the

root found in the top of the JSON output, we would just have to hash the “path” as given and

append the hash on the correct side of the previous hash.

Consistency proof

Consistency proofs are very similar to audit proofs, however they carry another important prop-

erty. They allow us to follow the path from a given known signed Merkle tree root to the current

new one. They are important to make sure we are capable of tracing a path from the last known

tree root we have, and to the current one.

To achieve this we need in practice two things; a known signed tree root and the number of leafs

present at this tree root. The current algorithm does this in two steps. Procure the subroots

needed to recreate the previous signed tree root, then use these to recreate a path to the current

tree root.

The way to do this is to take the number of leaf nodes present in the input we are given. We can

use this to figure out all the expected complete subtrees in the binary tree. These are represented

as the expected heights of the given roots. We can then take the heights, and start from the first

leaf, move up the tree until the root of the largest complete subtree is found. Then we know how

many leafs we have to move forward until we can start to climb the next subtree.

Once this is done with all the found heights, we have all the needed roots to recreate the previous

Merkle tree root. This can be checked by taking the previous tree root which is given as the input

and do at the same hash concatenation as we do with the audit proof. If this value is as expected,

we can continue recreating the path to the current tree root.

Here we take each of the previous subroots and move up the tree until we reach the current

tree root. We end up with two paths. One consisting of the previous subroots, and one of the

remaining interior nodes we need to complete the path to the Merkle tree root.
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Results

The second iteration was all about finishing up the Merkle tree approach so we can construct

a transparency log. The result has been a great deal of code to make sure the tree works, and

the properties and paths are generated correctly. We have also made some debug utilities to

make sure we have generated a well formed binary tree, and no nodes are generating poor

relationships.

Endpoint Type Parameters Description

/api/log/stats GET Statistics from the current tree

/api/log/graphviz GET Outputs the current tree in the dot
format

/api/log/root GET Gets the latest tree root

/api/log/tree/append POST JSON object Appends a JSON object to the tree

/api/log/tree/id/<id> GET Gets the given Node object from the
database with ’“id”

/api/log/tree/hash/<hash> GET Gets the given Node object from the
database with “hash”

/api/log/tree/leaf/<id> GET Gets the given leaf from the database
with matching “leaf_index”

/api/log/tree/validate/id/<id> GET Gets the audit proof for a leaf matching
the given “id”

/api/log/tree/validate/hash/<hash> GET Gets the audit proof for a leaf matching
the given “hash”

/api/log/tree/consistency POST ConsistencyQuery Provides the consistency proof for the
given query

Table 5.2: Second Iteration: Transparency log API

The Listing 5.2 shows the complete API that was designed to along with the code base. This API

lets us add arbitrary JSON objects to the Merkle tree, and to inspect these nodes and verify them

with an audit proof or consistency proof.

The API allows for inspection of the tree with graphviz, along with also inspecting individual

interior nodes and leafs. It gives endpoints for the most important features, namely the audit

proof and the consistency proof.

The goals stated in the beginning of this iteration have been met.

An appropriate database model has been constructed, and given us the needed relationships

between nodes to form a tree, and effectively ports the needed algorithms to this tree structure.

By lifting some code from the pymerkle library we are able to create append-only trees without

having to rehash all interior nodes of the Merkle tree.

We are also capable of visualizing the created tree with graphviz for easier debugging when
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dealing with the Merkle tree and detecting poor relationship building and find other issues in

the data structure.

To test this we are going to take a look at creating Merkle trees, issue audit proofs, consistency

proof and use the hashing scheme earlier to recreate root hashes. This will help us prove a well

functioning transparency log can be achieved.

Nodes: 4

F9C955F75E

B9464656E8 FFCD54E492

6375BDA107 04F757137E 2BA5B40DBE 74A7004F39

Figure 5.7: Graphviz visualization of tree

Figure 5.7 shows the constructed Merkle tree. The first level is the hash of all the leaf nodes

which is currently some simple mock data in the JSON structure for testing purposes. There

is a total of 3 interior nodes, where the top one is the Merkle tree root. Our goal is to test the

appropriate proofs and make sure we are getting back the appropriate nodes. These will help us

make sure we can reconstruct the root node in the tree.

Nodes: 4

04F757137E 6375BDA107

FFCD54E492

2BA5B40DBE 74A7004F39

F9C955F75E

B9464656E8

(a) Validation proof nodes

Nodes: 4

FFCD54E492

2BA5B40DBE 74A7004F39

B9464656E8

6375BDA107 04F757137E

F9C955F75E

(b) Consistency proof nodes

Figure 5.8: Proof nodes

Figure 5.8 shows the needed nodes for the different proofs. They have been artificially colored in

red after being fetched from our graphviz API endpoint. The red color marks the needed nodes

to construct the tree node for each appropriate proof.

It should be noted that while annotating the output graphs I discovered that the graphviz output

as displayed in Subsection 5.2.2 is inherently unordered, at least for complete subtrees. Incom-

plete subtrees would always be output on the right hand side of the graph, but graphviz does

not guarantee any ordering of the internal subtrees. That means the graph as shown in these ex-

amples does not completely represent the ordering of the internal tree, but this has no bearing

on the result of the generating paths at all. It’s mostly a minor inconvenience.
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The proofs in Figure 5.8 are focused on leaf number two, in the displayed graph leaf number

three. A bit hard to follow, but we will endure!

[(Side, NodeObject), (Side, NodeObject) . . . ]

Listing 13: Path structure

The way the path proofs are structured is a JSON object in a structure like shown on listing 13.

We have tuples with two elements. The first specifies the side which the hash should be con-

catenated on, this can either be “LEFT” or “RIGHT”. The node object is the JSON structure we

get from the Node object as defined in the ORM model.

1 def validate_chain(root, chain):
2 if not chain:
3 return True
4 chain = chain[:]
5 s = chain.pop(0)[1]["hash"]
6 for node in chain:
7 h = hashlib.sha512()
8 if node[0] == "LEFT":
9 h.update(("level"+node[1]["hash"]+s).encode('utf-8'))

10 if node[0] == "RIGHT":
11 h.update(("level"+s+node[1]["hash"]).encode('utf-8'))
12 s = h.hexdigest()
13 return root["hash"] == s

Listing 14: Code for validating path

To concatenate so we achieve the present root node, we need a function to hash each of the

tuples on the correct side. The Listing 14 displays this algorithm used in this project. There are

a few important points.

The lines 2 and 3 deal with the possible issue of having an empty list hashed. This is more of

a short circuit in the case we are dealing with empty paths. Line 4 explicitly deals with the fact

that Python is designed to be pass-by-reference. Any modifications on the path when we pop

off items to create the hash will affect any code holding the reference. We thus copy the list to

make sure no references are modified. The rest of the code is all about concatenating the strings

on the correct side of the nodes to create the hash.
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$ curl 127.0.0.1:5000/api/log/tree/validate/id/2
{"root": {

"id": 8,
"type": "level",
"hash": "f9c955f75e...",
"right": "ffcd54e492...",
"left": "b9464656e8..."},

"path": [
["RIGHT", {

"id": 2,
"type": "data",
"hash": "04f757137e...",
"parent": "b9464656e8...",
"data": {"data": "Datablock-1", "name": "Name-1"}}],

["LEFT", {
"id": 1,
"type": "data",
"hash": "6375bda107...",
"signature": "8acfc7f730...",
"parent": "b9464656e8...",
"data": {"data": "Datablock-0", "name": "Name-0"}}],

["RIGHT", {
"id": 7,
"type": "level",
"hash": "ffcd54e492...",
"right": "74a7004f39...",
"left": "2ba5b40dbe...",
"parent": "f9c955f75e..."}]],

"validation": true}

Listing 15: JSON for audit proof

Listing 15 is the audit proof we need for leaf number 2 when calling the API. It should be noted

that we do validate the path on the server side and return the result in the “validation” field, but

clients shouldn’t trust this value blindly. This do make for easy debugging when we are running

this locally. We are also abbreviating some of the structure and hashes for the sake of keeping

things terse.

The Figure 5.8a on page 50 is the audit tree with the appropriately highlighted nodes, and the

same nodes are found by the audit endpoint and a path to the root node is correctly generated.

This can be verified running the given structure with the previously mentioned hash function.



5.2. PROJECT DEVELOPMENT 53

In our case we can also trust the initial validation done by the server, as it uses the same function

to hash and compare the root node. However our client implementation should not rely on this.

$ curl 127.0.0.1:5000/api/log/tree/consistency/2
{"root": {

"id": 8,
"type": "level",
"hash": "f9c955f75e...",
"right": "ffcd54e492...",
"left": "b9464656e8..."},

"leaf nodes": 4,
"inclusion": true,
"consistency": true,
"path": [

["RIGHT", {
"id": 7,
"type": "level",
"hash": "ffcd54e492...",
"right": "74a7004f39...",
"left": "2ba5b40dbe...",
"parent": "f9c955f75e..."}],

["LEFT", {
"id": 3,
"type": "level",
"hash": "b9464656e8...",
"right": "04f757137e...",
"left": "6375bda107...",
"parent": "f9c955f75e..." }]]}

Listing 16: JSON for consistency proof

Listing 16 displays the consistency proof. It is considerably smaller then the audit proof as we

are only dealing with the subroots. Since we are dealing with a rather small tree, it is not the best

situation to show off a consistency proof, as one subroot of the two is a previous Merkle tree

root. Thus we are only getting two in return we need to hash together.

However, as shown on Figure 5.8b on page 50 we are returned the correct tree roots for the proof

and thus we have implemented the needed proofs.

In Section 6 on page 71 we are going to investigate and test the transparency log implementation

further.
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5.2.3 Third Iteration: Tree root signing

One essential part of Merkle trees as implemented by Laurie, Langley, and Kaster in certificate

transparency logs is the ability to have tree-roots signed [38]. This lets us verify with public key

cryptography that the tree-root was created by the given transparency log. In this chapter we

will go through how this is implemented.

Goals

The goals of this iteration is to create the needed code to create and verify signatures on tree

nodes.

• Initialize signing keys

• Sign every tree root created by the log

• Verify the signature

Development

For the development of this feature we are utilizing the securesystemslib from New York Uni-

versity’s’ secure systems lab [47]. It’s a library with a collection of easy-to-use primitives to deal

with encryption, decryption and signature verification on data for Python. Utilizing this library

makes it trivial to implement the needed signature functionality in a short and concise manner.
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1 PASSWORD = "123"
2 KEY_NAME = "ed25519_key"
3

4 def init_keys():
5 if not os.path.isfile(KEY_NAME):
6 generate_and_write_ed25519_keypair(KEY_NAME, password=PASSWORD)
7

8 def get_private_key():
9 init_keys()

10 return import_ed25519_privatekey_from_file(KEY_NAME, password=PASSWORD)
11

12 def get_public_key():
13 init_keys()
14 return import_ed25519_publickey_from_file(KEY_NAME+'.pub')
15

16 def sign_data(data):
17 return create_signature(get_private_key(), data)
18

19 def verify_data(signature, data):
20 return verify_signature(get_private_key(), signature, data)

Listing 17: Glue code for “securesystemslib”

The implementation itself consists of a file for the needed code to ease the key creation for the

rebuilder. For the sake of ease, we don’t consider problems such as password strength for the

signing key as the main focus is on the transparency log implementation. In this implementa-

tion the password is hard coded to “123”, which is admittedly a poor password. For the cryptog-

raphy, elliptic curves are used instead of the traditional RSA algorithm. The reason is that elliptic

curves needs less bits to produce equally strong keys. We then end up with faster and smaller

signatures.

These auxiliary functions makes it trivial to further implement the tree root signing in the model.
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@@ -21,10 +22,10 @@ class Node(db.Model):
leaf_index = db.Column(db.Integer(), default=0)
type = db.Column(db.String(10), nullable=False)
hash = db.Column(db.String(128))

+ signature = db.Column(db.String(128))
created = db.Column(db.DateTime, nullable=False, default=datetime.utcnow)
data = db.Column(JSONB)
height = db.Column(db.Integer(), default=0)

Listing 18: Additions to the Node model

In Listing 18 we can see the additions to the “Node” model from Listing 10 page 43. This enables

us to store the signature string in the database model for future use when creating tree roots.

@@ -166,7 +168,9 @@ def append(data):
for node in reversed(subtrees):

new_parent = create_level_node(node, new_node)
new_node = new_parent

+ signature = sign_data(new_node.hash)
+ new_node.signature = signature["sig"]

db.session.commit()
return ret

Listing 19: Additions to the append function

Listing 19 shows the additions made to the “append” function to support signed tree roots. Since

the last “new_node” is the new tree root, we only sign the hash of this node. This is enough to

implement tree root signing in the current implementation of the visualizer.

Results

The results of this iteration is two new endpoints and some new code to help with signing tree

roots in the transparency log. The resulting API endpoints can be found in Table 5.3 which shows

the newly created endpoints.

Endpoint Type Parameters Description

/api/crypto/key GET Outputs the key object used by the library

/api/crypto/validate POST Tree root hash and signature Validates the tree root to the public key

Table 5.3: Third Iteration: Crypto API
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The usage of the endpoints is fairly straight forward. We can call the generated signing key with

“/api/crypto/key” as shown in Listing 20. Which enables us to verify the signature on the client

side instead of on the server side if we need to do that.

$ curl 127.0.0.1:5000/api/key
{

"keytype": "ed25519",
"scheme": "ed25519",
"keyid": "25a16bb3a3...",
"keyid_hash_algorithms": [

"sha256",
"sha512"

],
"keyval": {

"public": "7623ba359c..."
}

}

Listing 20: Display generated public key

To verify a tree root on the server side, we can provide the output from “/api/log/tree/root”

from Table 5.2, and forward this to “/api/crypto/verify”. In the example from Listing 21, we

have provided a minimal tree root JSON object to display a successful verification of a tree root

on the server side.

$ curl --header "Content-Type: application/json" \
--request POST \
--data '{"hash": "21e0b13a6f...", \

"signature": "832510c0188..."}' \
127.0.0.1:5000/api/crypto/verify

{
"status": "ok",
"verified": true

}

Listing 21: Test of the verify endpoint
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5.2.4 Fourth Iteration: Transparency log overlay

In this section we are going to create an abstraction over the values we insert into the Merkle

tree. So far we have only been using testing values to test the correctness of the tree. But we are

after all going to record the submissions from the rebuilder and append them to the log. We also

need to expose a new API to the APT transport which we need to integrate with at a later point.

We want to have some enforced properties to see how we can implement abstractions on the

values. We can’t remove entries once they are on the transparency log, but we might want to re-

tain the property of revoking package submissions. This could be because of build environment

compromises, or security advisories from the parent distribution.

Goals

The goals for this iteration are as follows;

• We should have well defined entry formats

• We should be able to find package submissions

• We should be able to revoke package submissions

Development

First we need to figure out what data we are dealing with. Let us start off by defining one item

appended on the tree as an “Entry”. An entry should always contain two key pieces of informa-

tion, namely package name and version. This is important to retrieve them at a later point so

we are capable of doing the package verification with the APT package manager.

Once we have established this we need to figure out what sort of entries we are dealing with. We

are going to deal with two actions, accepting submissions from the rebuilder, which we will call

inclusions, and revocations of said submissions.
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1 inclusion = {"type": "inclusion",
2 "package": pkg_name,
3 "version": version,
4 "linkmetadata": metadata.read().decode("utf-8"),
5 "buildinfo": buildinfo.read().decode("utf-8")}
6

7 revoke = {"type": "revoke",
8 "package": pkg_name,
9 "version": version,

10 "hash": hash,
11 "reason": reason}

Listing 22: Entry definitions

Listing 22 displays Python code to illustrate the two entries we are going to be dealing with on

this transparency log. We have the “inclusion” entry which lists the package name and version.

This is a common field assumed for all entries, along with the appropriate files that contain the

buildinfo, which contains the record for the build environment.

We also have linkmetadata, which is the in-toto metadata needed for the client verification later

on. This denotes that the package and the files has been rebuilt and is a submission.

The other entry we will be dealing with is a “revoke” entry. This denotes an inclusion which has

been marked as bad. We will be using these entries to mask inclusion entries on the client side.

This contains two fields. The “hash” field denotes the hash of the Merkle tree object containing

an inclusion entry. The next field is “reason” which can contain an optional message as to why

the given inclusion has been revoked.

To implement support for this we are going to take the submission endpoint from the first iter-

ation on Subsection 5.2.1 on page 35.

Extending the previous “/new_build” endpoint, where we are creating the needed “Package”

and “Version” models for database insertion, we now also append the relevant information to

the transparency log. This is fairly straightforward as we only need to construct the “inclusion”

dictionary and insert it as JSON into the database.
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1 @app.route("/api/rebuilder/fetch/<name>/<version>")
2 @json_response
3 def rebuilder_fetch(name, version):
4 records = (db.session.query(Node)
5 .filter(Node.data.op('->>')('package') == name)
6 .filter(Node.data.op('->>')('version') == version)
7 .order_by(Node.created.desc())
8 ).all()
9 return [[rec.to_json(), audit_proof(rec)] for rec in records]

Listing 23: Fetch entries

We also need to fetch all entries on the database given a package name and version. PostgreSQL

has dedicated JSON support in their database, which our model defined on Listing 10 on page 43

has implemented for the data field. What we can now do is use native PostgreSQL filters on the

JSON as seen on Listing 23. This allows us to easily filter through all entries and return them

easily for the REST API.

For each of the entries a corresponding audit proof needs to be fetched. To lessen the burden

on the client, we append this proof to the response. This allows us to not having to implement

the audit proof fetching and validation

When it comes to having a “revoke” entry, we need to have a few considerations in place. As

input we need the hash of a node on the Merkle tree with a “inclusion” entry. Currently we

don’t want to publish revocations of any objects, as further entries could be implemented in the

future. What we do is that we look up the hash, get the object and verify the type of the entry

before submitting the revoke entry on the object.

Results

The results of this iteration is the last and final API. This iteration completes the work on the

rewrite of the visualizer and provides us with a new API that will be used for the upcoming APT

integration.

The API as listed in 5.4 gives us the ability to submit new rebuilds, and at a later point revoke

them if needed. All of this is stored on an abstracted API where we don’t have to deal with the

transparency log directly.
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Endpoint Type Parameters Description

/api/rebuilder/submit POST1 metadata, buildinfo Implements something heyho
lets go

/api/rebuilder/revoke POST1 leaf hash, reason,
signature

Revokes the leaf with a reason

/api/rebuilder/fetch/<name>/<version> GET Gets the entries for the given
package

1 Behind authentication

Table 5.4: Fourth Iteration: Overlay API

$ curl -F "metadata=@metadata" -F "buildinfo=@buildinfo" \
127.0.0.1:5000/api/rebuilder/submit

{"status": "ok",
"node": {

"id": 1,
"hash": "9432b4df00...",

...}}

$ curl 127.0.0.1:5000/api/log/tree/leaf/index/1
{"id": 1,

"hash": "9432b4df00...",
...}

Listing 24: Example of rebuild submission

Listing 24 shows how we can submit a rebuild, consisting of the buildinfo file and the linkmeta-

data file, to the submit endpoint. This will create the appropriate models, and append it to the

transparency log as shown when we call it with the appropriate index.
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$ curl -XPOST --header "Content-Type: application/json" \
--data '{"hash":"9432b4df00...","reason":"testing"}' \
127.0.0.1:5000/api/rebuilder/revoke

{"status": "ok",
"node": {

"id": 2,
"type": "data",
"hash": "d22c2446cb...",
"parent": "e5a6599214...",
"data": {

"hash": "9432b4df00...",
"type": "revoke",
"reason": "testing",
"package": "lostirc",
"version": "0.4.6-4.2"

}}}

Listing 25: Example of rebuild revoke

Listing 25 enables us to revoke the inclusion on the tree and also allows us to state the reason for

the revocation of the inclusion. This evidently works fine and allows us to fetch all of the entries

on the test package. We are currently using a previously rebuilt package with a corresponding

linkmetadata file. The package is called “lostirc” and the version is “0.4.6-4.2”
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$ curl 127.0.0.1:5000/api/rebuilder/fetch/lostirc/0.4.6-4.2
[{"id": 2,

"type": "data",
"hash": "d22c2446cb...",
"data": {

"hash": "9432b4df00...",
"type": "revoke",
"reason": "testing",
"package": "lostirc",
"version": "0.4.6-4.2"}},

{"id": 1,
"type": "data",
"hash": "9432b4df00...",
"data": {

"type": "inclusion",
"package": "lostirc",
"version": "0.4.6-4.2"
...}}]

Listing 26: Example of fetching entries

Listing 26 shows how entries are gotten in descending order of creation. First the revocation

entry, then the inclusion entry. This allows us to read each entry subsequently in order, and

act on the next elements according to previous entries. We can also see how we are capable of

fetching multiple inclusion proofs for the same package as we are only dealing with the package

name and the package version.

This API is flexible and can be extended to include multiple entries in the future. We will now

attempt to integrate them into the APT package handler.

5.2.5 APT Transport integration

So far in this thesis we have implemented the server side of this software. Now comes the client

side which will do the package verification towards the visualizer. The current rebuilder system

as implemented before this thesis, there was an integration with the APT package manager for

Debian written for this. The purpose of this integration is to have a process which let APT

download the appropriate package, but in a way where we can do additional verification.
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HTTP client intoto APT Server

100 Capabilities

601 Configuration

600 URI Acquire

200 URI Start

201 URI Done

201 URI Done

Rebuilder verifyRebuilder verify

Figure 5.9: in-toto sequence diagram

The sequence diagram in Figure 5.9 shows the idea behind this. When APT communicated

with a package repository it will use a binary for the communication between the client and the

server. What we have is an “in-toto” client which can be used as a drop-in replacement of the

“http” one. We only forward between the client and the APT server until we see that a package

has been acquired, this is recognized when the “201 URI Done” message is passed. This implies

we have downloaded the package locally. We man-in-the-middle this message and begin our

verification process.

This process involves having configured one or more rebuilders we should be communicat-

ing with in a configuration file. We will then request each of the rebuilders on this list for the

linkmetadata file. The verification step is implemented with “in-toto”. This involves a layout

from in-toto which describes the expected keys and the threshold that needs to be met for the

process to succeed. If the validation with the linkmetadata is approved, which means the down-

loaded package has the same checksum as the signed layout says it has, we will forward the “201

URI Done” message to the client APT and the package will be installed.

The development in this section is to move the current implementation away from the old API,

which is a very simple file listing, to the transparency log implementation.
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Goals

For this integration we need to move the old API interactions to the new one. To do this we need

to implement a few things.

• We need to store rebuilder tree roots

• We need to verify any signatures

• We need to verify the consistency proof

• Parse available entries

• We need to verify the audit proof of entries

• Validate with available metadata

An additional goal of the API is to validate the output without need to trust any validations the

rebuilder does.

Development

To validate the downloaded packages against available linkmetadata, we need to implement

and support a few states. We can’t just ask for the given entries, we also need to validate the

state of the Merkle tree with the consistency proof from the Merkle tree. All of this should be

done locally.

The steps needed are

1. Have previous known Merkle tree state

2. Fetch consistency proof and validate this proof

3. Store new tree root in place of old tree root

4. Fetch available entries on the given package

5. Fetch audit proof for each entry and validate this proof

6. Validate package -with any valid inclusion entries

It should be noted that any validation step on tree nodes need to attempt to recreate the hash

appropriately. We also need to validate any signatures on Merkle tree roots. Thus our additions

to the “in-toto” transport amounts to 5 functions.
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• compare_hash

• validate_chain

• verify_consistency

• store_new_tree_root

• fetch_rebuild

“compare_hash” will be our function making sure the node hash is correct. It will take the

parents and data directive as appropriate and calculate the hash as a boolean value. “vali-

date_chain” will utilize the “compare_hash” function and make sure the given path for audit

proofs and consistency proofs are correct. “verify_consistency” will request the consistency

proof and build on top the previous functions. It will take the rebuilder, leaf count and previous

root and make sure the proof with the current tree root is signed along with the path validating.

Once this is done we can store the new tree root locally with “store_new_tree_root”. This leaves

us with fetching the current entries of the given package and version which will be done with

“fetch_rebuild”. It will loop over any given entry, and mask any hashes where we have a “revoke”

entry. We will also make sure the consistency proof of the given entry is correct.
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@@ -563,21 +649,21 @@ def _intoto_verify(message_data):
.format(len(global_info["config"]["Rebuilders"])))

# Download link files to verification directory
for rebuilder in global_info["config"]["Rebuilders"]:

- # Accept rebuilders with and without trailing slash
- endpoint = "{rebuilder}/sources/{name}/{version}/metadata".format(
- rebuilder=rebuilder.rstrip("/"), name=pkg_name,
- version=pkg_version_release)
-
- logger.info("Request in-toto metadata from {}".format(endpoint))

try:
- # Fetch metadata
- response = requests.get(endpoint)
- if not response.status_code == 200:
- raise Exception("server response: {}".format(response.status_code))
+ proof = verify_consistency(rebuilder)
+ if not proof:
+ raise Exception("Can't verify consistency on rebuilder {}".format(rebuilder))
+
+ store_new_tree_root(rebuilder, proof)
+
+ rebuild = fetch_rebuild(rebuilder.rstrip("/"), pkg_name, pkg_version_release)
+ if not rebuild:
+ raise Exception("No available rebuild from {}".format(rebuilder))
+
+ link_json = json.loads(rebuild["data"]["linkmetadata"])

- # Decode json
- link_json = response.json()
+ logger.info('{}'.format(link_json))

Listing 27: Difference in “intoto.py” verification step

Listing 27 shows the difference in code for the verification step in the transport after the initial

implementation. This implementation fetches from the new rebuilder API instead of the old

one with the least amount of intrusive code to the current project.
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{
"http://127.0.0.1:5000": {

"hash": "78f6bbe2f6...",
"signature": "b8d0925acd...",
"count": 15

}
}

Listing 28: File format for storing tree roots

We have also included a new option in the configuration file for the APT transport. We need

a way to store previous tree roots from multiple rebuilders, so settled on a fairly simple JSON

format which meets our needs fairly well. Listing 28 shows the format which is a simple key

value format where we store the three important pieces of information. The hash of a tree root,

the signature of the tree root and the number of leafs present when this tree root was the current

version. We write this file as appropriate when new tree roots are gathered.

The links to the source code of this can be found in Appendix A on page 95.

APT Transport Testing

For the testing part we are going to reuse the test setup written for the original APT transport

and make sure it has everything it needs to test towards the new API.

The current test setup heavily relies on mocking three parts of this setup. The APT client, the

APT server and the rebuilder. All of these are mocked in an attempt to only test the “intoto”

transport. To test our new API we will remove the rebuild mocking which the test setup utilizes.

This enables us to test the new rebuilder directly instead of utilizing a mock of the API.

First we need to modify the in-toto layout used for testing. The in-toto layout is used for making

sure thresholds of available, and good, linkmetadata exists for the given package. The current

test setup requires two good metadata files to exist, this is because they are utilizing the test

setup with two rebuilders to make sure things work appropriately. In our case we only really

care about the “intoto” transport communicating correctly with the new API. We modify the

linkmetadata for the tests to only account for one valid linkmetadata file, then resign it with the

correct key used in the setup with the “in-toto-sign” utility.

The next challenge is to make sure we are initializing the consistency proof tree root correctly.

To do this we make sure we are dealing with a reproducible setup so the seeded Merkle tree root

doesn’t change between tests. We do this by first initializing a Merkle tree with 10 elements.
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Then we pick one of these roots which we will use to start off on our testing, in our case we went

with the Merkle tree root present when there was four leaf nodes for no particular reason. We

make sure we store this file, and copy it to the right location, along with making sure the mock

APT client has the configuration set to look for this file.

The resulting test suite thus passes and we have managed to integrate the APT transport with

the new API. Appendix B on page 97 goes through the test setup of the APT transport and the

resulting test suite run. This helps make sure the results are reproducible.

Summary

In this section we have explained how the development of the new visualizer was done. What

we got is a new visualizer where we have support for transparency logs and an extended API and

code base to help further development in the future.

We have also done the needed integration between the rebuilder transparency log and verified

it works.
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Chapter 6

Evaluation

In this section we will be evaluating the project. We will be utilizing the outline described in

Chapter 4 to help evaluate the final research artifacts we are left with.

So far we have had four iteration on this project. First iteration was to reimplement the API

and functionality from the first visualizer, the second iteration implemented support for Merkle

trees, the third iteration implemented the needed signing layer on the tree, and the fourth and

final iteration that implements the transparency log overlay.

The APIs we created during the different iterations of this project is what we will be taking a look

at first. For this evaluation the attributes for modular API design as outlined by Iyer and Wyner

is going to be used [34]. We will then be doing a technical evaluation of the transparency log

implementation by stress testing the data storage and comparing it to the expected amount of

data from published Debian packages. The APT integration is going to be evaluated last so we

can consider some of the possible security guarantees.

Appendix C on page 99 is going to contain any auxiliary details and information for this evalua-

tion.

6.1 API Evaluation

The APIs we are going to evaluate are the transparency log API from Table 5.2 on page 49, the

crypto API from Table 5.3 on page 56 and the transparency overlay API from Table 5.4 on page 61.

We are not going to consider 5.1 on page 34 as it predates this thesis and is mainly reimple-

mented for the sake of compatibility with the current rebuilder setup.
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Functionality

This attribute centers around the need to make functionality offered intuitive. The developed

APIs centers on the concept of standardized REST API concepts and should be easy for anyone

familiar to utilize. The API also covers all the requirements to interact with the transparency log

provided.

Hierarchy

When designing complex API there is a chance internal implementation detail leaks to the user

of the API. In our current implementation internal details are exposed as we have incrementally

developed our API. We are capable of adding pure JSON objects to our log, as well as adhere to

the entry definitions for the overlay.

Separation of concerns

Separation of concerns in this scenario is handled well. We have split functionality across multi-

ple APIs with clearly labeled names. The tree API does not implement functionality in the Merkle

tree API. However, when utilizing the API one has to use APIs from both the transparency log API

and the transparency overlay API.

Interopability

Interopability is how easy it is to interact with this API. Complicated APIs might be less useful as

the tools available might be sparse. The way to interact with this API is through REST API calls.

This is widely used and a lot of tools are available to interact with APIs designed in this fashion.

Reusability

The API is not designed to be inherently reusable for other usages than the one it is supposed to

cover. We can however use the raw Merkle tree without utilizing the more abstracted API calls

in this implementation.
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6.2 Transparency log testing

To test the Merkle tree implementation we need to first consider the amount of data this sys-

tem would realistically receive. We have implemented this tree on top of a SQL database, so

performance impacts should be checked to see how large a tree can grow before any noticeable

impacts can be found.

Debian builds and releases packages into a testing repository on a daily basis, this produces the

BUILDINFO files we will be using to recreate packages in the rebuilder. This can be retrieved

from a centralized server with an API. However, since the API was tedious to work with there has

been put up a file server with all the BUILDINFO submissions. This allows us to grab the files

produced for each day of the year.

The file server contains builds information from 2016 until 2019 and totals an archive of around

130 GB. As the Merkle tree grows for every insertion and hashes interior nodes along with signing

the root node, we need to limit the data for practical reasons. We are going to only consider

the build submissions from 1st of January 2019, until 19th of May 2019 (see Appendix C.2 on

page 100).

Date Count
2019-01 41566
2019-02 29750
2019-03 18354
2019-04 10061
2019-05 5288
Total 105019

Table 6.1: Debian package builds from 1st of January until 19th of May

Table 6.1 shows the number of builds done for each month. There is a slight spike in January

with a subsequent falloff through the spring. The total submissions is around 105000. The goal

of the testing is to see how well the current implementation can handle around 105000 elements

on the tree. What is the performance, and is it acceptable for implementation in the real-world

in its current state?

Testing setup

One of the goals as outlined in the introduction is the ability to reproduce the results of the

thesis. For this we need to have a way to easily create the components needed for the testing.

For the transparency log we need two components, one database service running PostgreSQL,
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and one service to run the visualizer component. To make sure this setup is easy for future re-

searcher to set up, we utilize a technology called containers. Containers are light weight process

separations on the host operating system. The commonly used tool for creating containers is

called Docker, as described in Section 3.

Docker allows us to define the components in a way that lets us easily build and tear down the

systems without having to manually setup the services themselves. The testing is done with this

setup to make sure reproducible results can be achieved. We also provide a “Makefile” which

is a standardized format for executing build, testing and installation scripts for software. This

allows us to provide a generic interface where one can run the test setup in the future.

The test data we are using is small key value pairs with an incremented number. The reason for

this is because creating and faking the appropriate data would require a fair bit of parsing of the

BUILDINFO files as link metadata is not included in the file server.

See Appendix C.1 on page 99 for the testing instructions.

Testing results

For the testing of the tree, there was around 113000 elements appended to the transparency

log. The intentions is to test what would happen with the data storage when approaching an

expected amount of build submissions on the log. As the transparency log is going to be used by

the APT client to find the metadata needed to verify packages we need to see if the log interaction

is going to slow down the process.
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Figure 6.1: Response time on entry inclusion

Figure 6.1 shows the growth in response time when appending new entries to the log. The log

has a blue line, which is the response time, and a orange line which is the mean response time

as we move through the graph. The minimum response time was below 0.1 seconds, and the

maximum response time observed was 12 seconds. The testing itself lasted around 120 hours,

or around 5 days. The size of the table in complete ended at around 243 MB. Consistency and

audit proofs also spend approximately the same time for each query.

12 second is not by any means a good metric in this case. We need to do multiple consistency

proofs and audit proofs for each package we are going to install. This quickly adds up in seconds

and slows down the package installation process by a non trivial amount of time. The main

reason after some investigation is that relationship building is taking a fair amount of time.

PostgreSQL is not well optimized for joins and relations when it’s done on the same table. This

quickly adds up seconds when we do several queries to get the object models from the ORM in

place.
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Figure 6.2: Number of nodes over time

Figure 6.2 shows the number of leafs and interior nodes that get created over time. For 113054

leafs a total number of 819533 interior nodes get created. This amounts to a complete 932587

objects on the database table. This suggests a naive implementation in the append function we

implemented in Section 5.2.2 on page 42 In a proper implementation the number of interior

nodes should mirror the number of leafs. This is the issue causing the poor performance of the

tree.

However, the proofs works and has been correctly implemented as proven when we imple-

mented it into the APT transport in Section 5.2.4 on page 60. The poor performance does not

affect the correctness of the tree.

6.3 Summary

In this chapter we have taken a look at the implementation of the new visualizer component for

the rebuilder system. We have assessed how well the implementation written in this thesis can
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handle real-world data. The data we compared to was the number of package builds Debian

have done over a 5 months period.

The assessment shows that the current implementation does not scale very well considering

the amount of data it would be required to store. There needs to be more research into how this

implementation can be improved.
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Chapter 7

Discussion

In this chapter we will be discussing and reflecting upon the research methods used in this

project and answer the research questions at hand.

7.1 Design Science Research

This research has been based on the Design Science research methodology. We have identified a

problem and attempted to solve this problem by following the guidelines set forth by Hevner et

al.; design as an artifact, problem relevance, design evaluation, research contributions, research

rigor, design as a search process and communication of research [28].

Design as an artifact means that the product of this research should be something tangible in

the form of a construct, a model, a method or an instantiation. This research has produced an

instantiation in the form of a rewritten visualizer with a transparency log implementation.

The problem relevance implies that the artifact produced by this research should be relevant

and solve an important problem. This guideline has been satisfied as we have attempted to

combine two previously separate technologies; the rebuilder system with a transparency log.

Design evaluation means that we need to go through an evaluation of the created artifact. This

was done through the Chapter 6 on page 71.

The research contribution guideline means that the research must provide clear and verifiable

contribution in the specific areas the artifact is designed for. The artifact in this thesis con-

tributed directly to securing the supply chain for Debian packages and can hopefully lead to

further research in this area. The artifact was designed with clear means to reproduce the envi-

ronments and tests. This thesis allows a clear verifiable and reproducible path to the results of

the contribution.
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Research rigor means that the construction of the artifact and the research has gone through rig-

orous methods in both construction and the evaluation of the artifact. We have done a technical

test of the given artifact and specified goals along the way.

Design as a search process requires that the search for an effective artifact needs to utilize the

available means to reach an end. This research started by looking at the current implementation

and identified a need for tamper evident logging of the rebuild submissions.

Communication of the research means that the research needs to be communicated and pre-

sented to management and technical people. This research builds on top of the needs of the

Debian community and solves problems directly related to the ever increasing threat of soft-

ware supply chain security. We have also published the source code for this project to GitHub.

7.2 Technical Implementation

After each iteration of this project we have done testing to make sure the goals are met and to

figure out if there has been any implementation bugs. This has resulted in utility tools to verify

the integrity of the data structure, which was used in the technical testing.

Peffers et al. in “Design Science Research Evaluation” did a literature review over design science

artifacts, and the evaluation method used [52], and described in Section 4.3 on page 28. Techni-

cal evaluations are done to assess how good the artifact is at solving the problem at hand, and is

a suitable evaluation method when the artifact are software implementations.

The technical evaluation was done in Chapter 6 on page 71. The limitations in the implemen-

tation restricted the desire to replay larger data from the Debian build submissions. With more

time the assessment and the technical evaluation could have been broader and covered a wider

range of data.

There are some further improvements in the current data storage scheme we could consider.

One of the main disadvantages in the current implementation is that all data is stored on one

table for the Merkle tree. As PostgreSQL is poorly optimized for such workloads other ways to

partition up the data model needs to be considered for future work. Other ways to layout the

storage is to have one storage for interior nodes and the hashes of the leafs, and storage the leaf

data in another table. This could potentially introduce less overheard when querying the Node

table multiple times.

Another advanced strategy that could help the overall performance is to store complete subtrees

in another table. This would shorten the time we have to look through the Node table to create

the appropriate path. It would be a bit more difficult to implement, as we would need to keep
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track of the tree height, and promote the largest complete tree for any given to a database for

easy look up.

It should also be noted that there is a feature in the current implementation that is missing. Log

monitors are used to validate that the elements on the transparency log are included, and the log

is not being actively tampered with and issues consistency proofs. They are an essential part of

a live implementation of a logging system. However, because of lack of time we did not manage

to implement this feature. We are however testing the implementation in our own conditions. A

log monitor is not needed to do so, and does not affect the proofs when testing the artifact.

During the development of this artifact, there was a realization that Google had imple-

mented Trillian, which is a “. . . transparent, highly scalable and cryptographically verifiable data

store” [27]. This is a free and open-source software library to implement verifiable data storage

for things like certificate transparency logs, discussed in Section 2.5.1 on page 13.

Trillian is used in multiple certificate transparency log implementations, such as Nimbus from

Cloudflare [11], and could prove a viable backend instead of a naive implementation. Interest-

ingly, the implementation of Trillian is also supported by multiple SQL storage for things such

as tree heads, leafs and subtrees. It would be interesting to investigate how such improvements

would affect the performance of the current implementation.

7.3 Security Implications

The current implementation is by no means effective at what it does. But we can still assess

the security implications of the project. The project properly implements the audit proof, and

consistency proof as described in Section 5.2.2 on page 49

In Section 5.2.5 on page 68 we implement the integration into the APT package manager for

Debian and verify the proofs locally without relying on the remove transparency server.

What this means is that we now have implemented new security features in the rebuilder. The

usage of transparency logs, as described by Crosby and Wallach in “Efficient Data Structures for

Tamper-Evident Logging” transparency logs enables us to detect tampering [15]. Before this

rewrite, a visualizer can modify rebuild attestations with no sign of actually doing so. They

can provide falsified information and trick APT into thinking it has gotten a valid package, but

instead gotten a malicious one.

With our rewrite, we can now detect if tampering has happened by issuing the correct consis-

tency and audit proofs to the log. This prevents the rebuilders from actively modifying content

on the log.
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7.4 Reproducible Research

Since we are after all writing about reproducible builds, trying to achieve reproducible research

in this thesis seemed like a fitting goal. The evaluations and testing done in this project can be

found in Appendix C on page 99.

Appendix A on page 95 lists the source code used in this project, and Appendix Section A.1 lists

the source code for the transparency log implementation. The repository contains the data from

the evaluation with the needed scripts to recreate any graphs in this thesis.

7.5 Research Questions

In this section we are going to take a look at the research questions defined in Section 1.3 on

page 3 and answer them from the discussion in this chapter.

Research Question 1:

Can a transparency log provide additional security guarantees, and if so, how?

As discussed in Section 7.3 we can see that a transparency log indeed provides additional secu-

rity guarantees on top of the previous rebuild setup. We are able to provide proofs that can prove

whether or not tampering has taken place. This gives users the additional security guarantee of

being able to detect tampering of the published build submissions.

Research Question 2:

Are we able to implement this into the current rebuilder verification process?

Section 5.2.5 on page 63 describes the integration into the APT transport that does the rebuilder

verification process. We managed to implement this cleanly into the existing code base with no

modification in the process itself.

Research Question 3:

Can this be deployed in a real-world scenario?

The following discussion in Section 7.2 shows that there are a few problems with the implemen-

tation in this thesis which makes it unfit for a real-world scenario. Chapter 6 on page 71 shows



7.5. RESEARCH QUESTIONS 83

how the performance of the artifact is not sufficient to meet the data demands from Debian

packaging.
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Chapter 8

Conclusion

This chapter presents and summarized the thesis. We will go through the research contribu-

tions, the limitations of the work we have done and the possible direction this project can take

in the future.

8.1 Summary

In this thesis we have used Design Science research to develop a replacement for the API front

end used by the rebuilder infrastructure, called visualizer. We have replaced the old implemen-

tation with a new extended version with support for additional security properties by imple-

menting a transparency log on top of the API. We are capable of adding build submissions from

the rebuilder, which consists of a BUILDINFO file and a in-toto link metadata file. We are capa-

ble of verifying whether or not published submissions have been tampered with after the fact

and integrate with the Debian package manager.

The development has gone over four iterations by establishing a set of goals and making sure

the goals are met after each iteration. After the iterations on the visualizer rewrite, we had an

integration phase into the Debian package manager APT, to make sure we are able to utilize with

the new API.

Before the first iteration of the project we established the requirements of the old API front end of

the system. There where several API endpoints that had to be implemented to ensure backwards

compatibility. This was the first iteration which was centered around making sure the code base

is extensible and that the old API endpoints was correctly implemented.

The second iteration implemented the Merkle tree data structure in a PostgreSQL data storage

back end. The implementation encompasses a dedicated API to investigate and debug the API,
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along with appending raw JSON data structures to the tree it self. The proofs we need to prove

whether or not the submission have been tampered with was implemented in this iteration:

audit proofs and consistency proofs. The visualizer also got an endpoint to visualize the Merkle

tree as a graph using the Graphviz library. The end result of this iteration was a working Merkle

tree implementation that works as a transparency log and provide tamper evident logging. We

are also capable of appending new elements without having to re-hash the interior nodes of the

tree.

The third iteration centered around the cryptographic parts of the Merkle tree. All Merkle tree

roots needs to be signed by a key pair to prove the given tree root comes from the given log

server. This implemented the integration of a simple yet powerful library to aid in creating keys,

signatures and the needed API endpoints of the crypto API. We also made sure all new tree roots

are signed when appended leafs are added to the tree.

The fourth iteration implemented the transparency log overlay. We are for all intents and pur-

poses implementing logging of events, and these carry some meaning which needs to be con-

veyed to the client. We implemented two kinds of overlay entries for package submission in-

clusion, and revocation. This allows the client to distinguish the meaning of different logged

events. We are capable of having multiple package submissions on the log, in the form of inclu-

sions, and revoke them if they where published or built erroneously. By appending BUILDINFO

files, which describes the build environment of packages, and in-toto metadata, which is used

to verify the integrity of the supply chain process, we are able to retrieve and verify packages

on the client side. The result of this is an abstracted API for the client to utilize when verifying

packages on the client side.

The final development section deals with the APT integration. APT is the Debian package man-

ager and is used to download packages from remote repositories. By utilizing the transport sys-

tem, and extending the transport written for the rebuilder system, we where able to extend and

improve on the transport to utilize the new API and fetch in-toto link metadata from this pro-

cess. We implemented the needed extensions to the transport so we could validate the consis-

tency of rebuilders, and utilize the audit proofs of the fetched entries.

The evaluation of the prototype was done through technical testing where we appended entries

to the log and tested the response time as the process went on. What we discovered is that the

performance is not good enough for real-world use as the current data storage does not scale

well enough. However we are capable of validate the proofs in the data storage and thus able of

provide additional security guarantees to the APT integration.

The research has shown the transparency log does provide additional security guarantees, and

that we are capable of implementing this into the current verification process. However the

current implementation is not sufficient for real-world usage.
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8.2 Future Work

The future work concerns the technical implementation of this project. Moving the back end

implementation away from the homegrown SQL data storage this thesis presents, into a general

data storage such as Trillian from Google would give valuable insight into the possible scala-

bility of this technology. Other investigations into improvements of the data storage would be

valuable to enhance and contribute to the software supply chain security of Debian packages.

8.3 Conclusion

This research has presented the theory, development and evaluation of a transparency log for

a package rebuilder system. The research concludes that even if the current implementation is

not sufficient for real-world usage, we are capable of having additional security guarantees with

this project. However, improving the efficiency of this system needs to be explored further.
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Appendix A

Development source links

A.1 Source Code for master project

https://github.com/Foxboron/master

A.2 APT Transport Source Code

The original source of the APT transport

https://github.com/in-toto/apt-transport-in-toto

The fork of the source containing the transparency overlay implementation

https://github.com/Foxboron/apt-transport-in-toto/commit/6e529959dc20932efd573ad5b4f803d9c85bd538

A.3 buildinfo.debian.net pull-request

https://github.com/lamby/buildinfo.debian.net/pull/54

A.4 Rebuilder Source Code

Main repository for the rebuilder source code

https://salsa.debian.org/reproducible-builds/debian-rebuilder-setup/

Fork of the main repository for the UH-IaaS rebuilder

https://salsa.debian.org/Foxboron-guest/debian-rebuilder-setup

https://github.com/Foxboron/master
https://github.com/in-toto/apt-transport-in-toto
https://github.com/Foxboron/apt-transport-in-toto/commit/6e529959dc20932efd573ad5b4f803d9c85bd538
https://github.com/lamby/buildinfo.debian.net/pull/54
https://salsa.debian.org/reproducible-builds/debian-rebuilder-setup/
https://salsa.debian.org/Foxboron-guest/debian-rebuilder-setup
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APT Testing setup

To run the APT transport test suite you need to have a running docker daemon and the correct

privileges set up. Below is the expected abbreviated output of the test run.

$ git clone https://github.com/Foxboron/master.git
Cloning into 'master'...
$ cd master
$ make transport-test
[*] Starting
[*] Waiting for system to start...
[*] Adding test data...
[*] Running test suite...
[...]
apt_1 | py37 create: /app/.tox/py37
apt_1 | py37 installdeps: -rrequirements.txt, pylint, bandit, coverage, mock
apt_1 | py37 installed: asn1crypto==0.24.0,astroid==2.2.5,attrs==19.1.0,bandit==1.6.0,certifi==2019.3.9,cffi==1.12.3,chardet==3.0.4,colorama==0.4.1,coverage==4.5.3,cryptography==2.6.1,gitdb2==2.0.5,GitPython==2.1.11,idna==2.8,in-toto==0.3.0,iso8601==0.1.12,isort==4.3.20,lazy-object-proxy==1.4.1,mccabe==0.6.1,mock==3.0.5,pathspec==0.5.9,pbr==5.2.0,pycparser==2.19,pylint==2.3.1,PyNaCl==1.3.0,python-dateutil==2.8.0,PyYAML==5.1,requests==2.22.0,securesystemslib==0.11.3,six==1.12.0,smmap2==2.0.5,stevedore==1.30.1,typed-ast==1.3.5,urllib3==1.25.2,wrapt==1.11.1
apt_1 | py37 run-test: commands[2] | coverage run -m unittest discover
[...]
apt_1 | ----------------------------------------------------------------------
apt_1 | Ran 11 tests in 18.749s
apt_1 | OK
[...]
apt_1 | py37: commands succeeded
apt_1 | congratulations :)
[...]
[*] Removing containers...
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Appendix C

Evaluation

C.1 Merkle tree stress test

$ git clone https://github.com/Foxboron/master.git
Cloning into 'master'...
$ cd master
$ make stress-test
[*] Starting
...
[*] Waiting for system to start...
[*] Adding 113054 elements to the tree - THIS WILL TAKE A WHILE...
make: Entering directory '/app'
(cd test; python create_tree.py --new --append 113054)
make: Leaving directory '/app'
[*] Copying stats.txt and roots.txt locally...
[*] Removing containers...
...

Listing 29: Running the stress test

Listing 29 shows the setup for the stress test in the evaluation. Since replicating the testing in

complete, with 113054 elements takes days to complete, a smaller version with “small-stress-

test” has been added for the sake of saving time.

$ python stats/plot_package_count.py stats.txt
$ python stats/plot_response_time.py stats.txt

Listing 30: Plotting the graphs
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Listing 30 shows how to generate the graphs in the evaluation. The “stats.txt” file contains the

number of leafs, interior nodes, hash and response time on the query, and will be generated

when the stress tests are done from Listing 29. The data used in the evaluation can be found in

“stats/stats.txt”.

C.2 BUILDINFO FTP Server

https://buildinfos.debian.net/ftp-master.debian.org/buildinfo/2019/

https://buildinfos.debian.net/ftp-master.debian.org/buildinfo/2019/
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