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## Abstract

This dissertation is a compilation of six research papers that are focused on three different topics summarized in the text.

The first three papers address NP-hard problems arising in ad-hoc wireless communication discussed in Chapter 2. In general, the task is to broadcast a message in a given network of wireless devices while minimizing the power consumption. Problems in this category differ in requirements on the network connectivity, models of power consumption, and the ability of the devices to initiate a signal transmission. Some of the common features of these problems are that a device can simultaneously transmit a signal to all devices within its communication vicinity, and that a signal can travel from its originator to its recipient via multiple intermediate devices. The wireless networks are modeled and studied by means of graph theory. Solution techniques for these problems involve mainly methods of integer linear programming and inexact algorithms with or without performance guarantee.

The next paper is focused on the problem of minimum broadcast time. Unlike the previous topic, the devices are in this problem supposed to send a signal to at most one neighbouring device at a time. The objective is to determine a sequence of signal transmission from a given set of source devices to the remaining ones, while minimizing the time needed for spreading the signal. Chapter 3 describes this problem in detail along with several related problems. The minimum broadcast time problem is also studied from the perspective of integer linear programming as well as the inexact algorithm perspective. Continuous relaxations of the ILP models help to evaluate the quality of the studied inexact methods. The stronger the model is, the more accurate assessment it provides.

The last two papers are dedicated to problems belonging to path planning for multiple robots discussed in Chapter 4. In general, these problems involve a group of agents (robots) initially deployed in an environment. The task is to find a sequence of their moves so that they reach pre-defined destination locations while optimizing a given criterion such as minimum makespan or minimum total arrival time. The agents' movement must obey a set of given rules. An extension of the problem considers agents divided into two (or more) adversarial teams, where the teams have either symmetric or asymmetric objectives. After introducing the adversarial element, the problem of finding a winning strategy for a given team becomes PSPACE-hard, like many other two player games with alternating turns.
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## Chapter 1

## Preliminaries

### 1.1 Graph Terminology

A graph $G$ is a pair $(V, E)$ of vertices ${ }^{1}$ and edges, where $E \subseteq\binom{V}{2}$. If this inclusion is an equality, $G$ is said to be complete. The set $A$ of arcs is derived from $E$ by considering both directions of orientation of the edges. Formally, $A=\{(i, j),(j, i):\{i, j\} \in E\}$. The notation $|G|$ is sometimes used for denoting the number of nodes in $G$, thus, $|G|=|V|$. A path in a graph is a sequence of edges connecting a sequence of distinct vertices. A path from $u$ to $v$ is denoted by $P_{u, v}$. The length of a path is the number of its edges. Consider the set of shortest paths between any two nodes in a graph $G$. The length of the longest among these shortest paths is called the graph diameter, and is usually denoted $\Delta_{G}$. A graph is said to be connected if there exists a path between every two vertices, otherwise it is disconnected. A cycle in $G$ is a subset of $E$ that forms a path such that the first vertex of the path equals the last one. If $G$ contains a cycle, $G$ is called cyclic, otherwise it is called acyclic.

Definition 1. A tree is a graph that is connected and acyclic.
For a vertex $v \in V$, a neighbourhood of $v$ (open neighbourhood), denoted as $N(v)$, is the set of vertices adjacent to $v$. The size of neighbourhood of $v, \operatorname{deg}(v)$, is called a degree of $v$. A subgraph of $G=(V, E)$ is a graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ such that $V^{\prime} \subseteq V$ and $E^{\prime} \subseteq E$. This relation is often written as $G^{\prime} \subseteq G$.

Definition 2. A spanning tree of graph $G=(V, E)$ is a tree $T=\left(V_{T}, E_{T}\right)$ such that $T \subseteq G$ and $V_{T}=V$.

A bipartite graph is a graph with vertices decomposed into two disjoint sets such that no two vertices within the same set are adjacent. Every acyclic graph is bipartite. A cyclic graph is bipartite if and only if it does not contain a cycle of odd length. If all cycles on four or more vertices in $G$ contain an edge which is not a part of the cycle but connects two vertices of the cycle, then $G$ is called a chordal graph. A clique in $G$ is a subset $V^{\prime} \subseteq V$ of vertices such that there is an edge between every two distinct vertices of the clique. Conversely, if no two nodes in $V^{\prime}$ are adjacent, $V^{\prime}$ is an independent set. Vertices in a split graph can be partitioned into a clique and an independent set.

[^0]For a given subset $V^{\prime} \subseteq V$ of nodes in $G, G\left[V^{\prime}\right]$ denotes the subgraph of $G$ induced by $V^{\prime}$ consisting of nodes in $V^{\prime}$ and edges in $E$ whose both endpoints are in $V^{\prime}$.

In a weighted graph $G$, a weight or cost $w: E \mapsto \mathbb{R}$ is associated witch each edge $e \in E$. We use the terms heavier and heaviest when comparing weights of different edges in a graph. The weight of $G$ is defined as $\sum_{e \in E} w(e)$. A spanning tree of $G$ with minimum weight is called a minimum spanning tree (MST) of $G$. Analogous concept is defined for paths in graphs. A shortest path from $u$ to $v$ in a weighted graph is a path of minimum weight connecting $u$ and $v$.

Definition 3. For a graph $G=(V, E)$ and a subset of vertices $D \subseteq V$, a Steiner tree of $G$ and $D$ is a tree $T=\left(V^{\prime}, E^{\prime}\right)$ such that $T \subseteq G$ and $D \subseteq V^{\prime}$.

Analogously in weighted graphs, a minimum Steiner tree is a Steiner tree of minimum weight.

A directed graph is graph, where all the edges are directed from one vertex to another. A directed graph is sometimes called a digraph, and its edges are referred to as arcs. Let $\vec{G}=(V, A)$ be a directed graph. The upstream neighbourhood $N^{-}(v)$ of node $v$ is the set $\{u \in V:(u, v) \in A\}$. Similarly, the downstream neighbourhood $N^{+}(v)$ is $\{u \in V:(v, u) \in A\}$. We use the standard notation $\operatorname{deg}^{-}(v)=\left|N^{-}(v)\right|$ and $\operatorname{deg}^{+}(v)=\left|N^{+}(v)\right|$, called the in-degree and the out-degree of $v$, respectively. An arborescence rooted at vertex $r \in V$ is a directed tree with arcs directed from $r . \vec{G}$ is strongly connected, if for every pair of vertices $u, v \in V$, there exists a path from $u$ to $v$ and from $v$ to $u$ in $\vec{G}$.

An embedding in plane of a graph $G$ is determined by a function $\Phi: V \mapsto \mathbb{R} \times \mathbb{R}$ that assigns a coordinate to each node in $V$. The open and closed line segment between $\Phi(u)$ and $\Phi(v)$ is denoted by $\Phi(u, v)$ and $\Phi[u, v]$, respectively. The length of the line segment $\Phi(u, v)$ is denoted by $d(u, v)$.

Definition 4. $\Phi$ is a planar embedding of $G$, if for all $\left\{u_{1}, v_{1}\right\},\left\{u_{2}, v_{2}\right\} \in E$, where $\left\{u_{1}, v_{1}\right\} \neq\left\{u_{2}, v_{2}\right\}, \Phi\left(u_{1}, v_{1}\right) \cap \Phi\left(u_{2}, v_{2}\right)=\emptyset$. If such an embedding exists then $G$ is planar.

Every tree has a planar embedding and is therefore planar. However, not every embedding of a tree is planar. For an embedding that is not planar, $\Phi\left(u_{1}, v_{1}\right) \cap \Phi\left(u_{2}, v_{2}\right) \neq$ $\emptyset$ is called crossing. A Euclidean graph is a graph together with its embedding $\Phi$, and edges are assigned weights equal to the Euclidean distance between their endpoints given by $\Phi$.

### 1.2 Combinatorial Optimization

Combinatorial optimization (CO) is a part of applied mathematics that tackles optimization problems over discrete structures. It combines methods from graph theory, linear programming, combinatorics, and the theory of algorithms. In this section, we briefly introduce main concepts in CO used later in the text. For a comprehensive rendition of this topic, interested readers are referred to [77] and [54].

Combinatorial problems arise in many areas of computer science, with a wide range of applications in various industrial disciplines such as production scheduling, logistics,
communication network design, and many more. The core of tackling a problem by methods of CO is the identification of a discrete mathematical structure hidden in the problem, and finding a sufficient abstraction.

CO concerns problems of minimization or maximization of an objective function of several variables subject to inequality and equality constraints and integrality restrictions on at least some of the variables. In this work, both the objective function and the constraints are assumed to be linear. Combinatorial problems are often formulated as mixed integer linear programs (MILP, sometimes abbreviated as ILP or IP) of the standard form

$$
\begin{align*}
& \max _{x, y} c^{\top} x+h^{\top} y \\
& \text { subject to }  \tag{1.1}\\
& A x+B y \leq b, \\
& x \in \mathbb{Z}_{+}^{n}, y \in \mathbb{R}_{+}^{p} .
\end{align*}
$$

The problem instance is specified by the input data $c \in \mathbb{R}^{n}, h \in \mathbb{R}^{p}, A \in \mathbb{R}^{m \times n}$ $B \in \mathbb{R}^{m \times p}$ and $b \in \mathbb{R}^{m}, m, n, p \in \mathbb{N}$. A MILP that is not in the standard form, for example if the objective is to minimize or if the constraints contain equalities, can be straightforwardly converted into the standard form. If the integrality constraints are not present, (1.1) is a linear program (LP).

The set of points $S=\left\{(x, y): x \in \mathbb{Z}_{+}^{n}, y \in \mathbb{R}_{+}^{p}, A x+B y \leq b\right\}$ is called the feasible region, and a point $(x, y) \in S$ is referred to as a feasible point (feasible solution) with objective function value $c^{\top} x+h^{\top} y$. A feasible point $\left(x^{*}, y^{*}\right)$ is called an optimal solution if for every feasible points $(x, y)$ we have that $c^{\top} x+h^{\top} y \leq c^{\top} x^{*}+h^{\top} y^{*}$. Then, $c^{\top} x^{*}+h^{\top} y^{*}$ is called the optimal objective function value.

### 1.2.1 Relaxation and Bounds

Definition 5. Let $\mathcal{F}$ be the MILP $\max \left\{c^{\top} x+h^{\top} y:(x, y) \in S\right\}$. The problem $\mathcal{R}$ : $\max \{g(x, y):(x, y) \in T\}$ is a relaxation of $\mathcal{F}$ if and only if

1. $T \supseteq S$, and
2. $g(x, y) \geq c^{\top} x+h^{\top} y$ for all $(x, y) \in S$.

Let $z^{*}$ and $\underline{z}$ be the optimal objective function value of a MILP and its relaxation, respectively. Further, let $\bar{z}$ be the objective function value of some feasible point. Then, $\underline{z} \leq z^{*} \leq \bar{z}$. Values $\underline{z}$ and $\bar{z}$ are referred to as a lower bound and an upper bound on $z^{*}$, respectively.

A combinatorial relaxation of a MILP is achieved by omitting one or more constraints. By omitting the integrality constraints of a MILP $\mathcal{F}$, we obtain its continuous relaxation, also called the $L P$ relaxation, denoted as $\operatorname{LP}(\mathcal{F})$.

### 1.2.2 Duality

Let $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^{m}$. Consider an LP (primal)

$$
\begin{equation*}
\max \left\{c^{\top} x: A x \leq b, x \geq 0\right\} \tag{1.2}
\end{equation*}
$$

We are looking for the best upper bound. If $x^{*}$ is an optimal solution to (1.2), $y^{\top} A x$ with $y \in \mathcal{R}_{+}^{n}$ is a general linear combination of equations. If it is possible to select a vector $y$ so that $y^{\top} A x^{*}=c^{\top} x^{*}$, we have that $y^{\top} b \geq c^{\top} x^{*}$. The best bound for any $x$ is then the optimal solution to the following LP (dual)

$$
\begin{equation*}
\min \left\{b^{\top} y: A^{\top} y \geq c, y \geq 0 .\right\} \tag{1.3}
\end{equation*}
$$

The relation between primal and dual LP is summarized by
Proposition 1. If the primal has an optimal solution $x^{*}$ then the dual has an optimal solution $y^{*}$ such that $c^{\top} x^{*}=b^{\top} y^{*}$.

For LPs, duality provides a standard way to obtain upper bounds. A similar concept is applied to IPs.

Definition 6. [77] The two problems

$$
\begin{equation*}
z=\max \{c(x): x \in X\} \tag{1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
w=\min \{\omega(u): u \in U\} \tag{1.5}
\end{equation*}
$$

form a (weak)-dual pair if $c(x) \leq \omega(u)$ for all $x \in X$ and all $u \in U$. When $z=w$, they form a strong-dual pair.

For obtaining an upper bound from the LP relaxation, it is necessary to solve the relaxed program to optimality, whereas any dual feasible solution provides an upper bound on $z$.

Proposition 2. [77] The $I P z=\max \left\{c x: A x \leq b, x \in Z_{+}^{n}\right\}$ and the $L P w^{L P}=\min \{u b$ : $\left.u A \geq c, u \in R_{+}^{m}\right\}$ form a weak dual pair.

Proposition 3. [77] Suppose that problems (1.4) and (1.5) form a weak-dual pair.

1. If $w$ is unbounded, (1.4) is infeasible, i.e., $X=\emptyset$.
2. If $x^{*} \in X$ and $u^{*} \in U$ satisfy $c\left(x^{*}\right)=\omega\left(u^{*}\right)$, then $x^{*}$ is optimal in (1.4) and $u^{*}$ is optimal in (1.5).

### 1.2.3 Solution Methods

Several effective methods for solving LPs are used in practice. Among these are the simplex method and the interior point method. The simplex method sequentially tests adjacent vertices of the feasible region (a convex polytope) so that at each new vertex the objective function is either improved or unchanged. The simplex method is very efficient in practice, although its worst-case complexity is exponential.

The interior point method constructs a sequence of feasible points lying inside of the polytope but never on its boundary, that converges to the solution. Its worst-case time complexity is polynomial.

A MILP can be solved by the branch and bound ( $\mathrm{B} \& \mathrm{~B}$ ) method, which systematically enumerates candidate solutions by means of state space search. The set of
candidate solutions gradually forms a rooted tree with the full set at the root. The algorithm explores branches of this tree, which represent subsets of the solution set. Before enumerating the candidate solutions of a branch, a bound on the best possible result of the branch is calculated and compared with estimated upper and lower bounds on the optimal solution. If a solution better than the best one found so far by the algorithm cannot be produced, the entire branch is discarded. Performance of the algorithm depends on efficient estimation of the lower and upper bounds of branches of the search space. If bounds cannot be calculated, the algorithm becomes an exhaustive search.

These and other algorithms are integral parts of most modern solvers such as CPLEX and GUROBI.

### 1.3 Problems and Complexity

A computational problem (problem) is an infinite collection of instances together with a solution for each instance. A problem that can be posed as a yes-no question of the input values is referred to as a decision problem. An example of a decision problem is the Clique problem: Given a graph $G$ and an integer $k$, is there a clique in $G$ of size at least $k$ ? In optimization problems, the task is to find a "best possible" solution in the set of all feasible solutions to the problem instance. The optimization version of CLIQUE asks for a maximum clique in a given graph $G$. An optimization problem can be solved by answering a sequence of decision problems: Assume there is an oracle that is able to solve the Clique problem for a given $(G, k)$. The Maximum Clique problem can then be solved by answering its decision version for $k=1,2, \ldots$ until the answer is "no" for some $k=k^{\prime}$, and so the maximum clique has the size $k^{\prime}-1$.

Throughout this thesis, we use several well known concepts from complexity theory, which we state in the following. Detailed explanations of the terminology can be found in any textbook on this topic, such as [67].

An algorithm is a procedure that solves a given problem in a finite number of steps. The computational complexity of an algorithm is the amount of time needed for its run, and is measured in terms of the input size. A polynomial algorithm runs in time $\mathcal{O}\left(n^{c}\right)$, for some constant $c$ and input $w$ of size $|w|=n$. A verifier is an algorithm that determines whether a given certificate is a proof to the fact that $w$ is a yes-instance. An example of a certificate to CLIQUE is some subset of nodes of size $k$. It can be verified in polynomial time whether there exists an edge between every two nodes.

Definition 7. $P$ is the class of decision problems for which there exists a polynomial algorithm that solves them.

Definition 8. $N P$ is the class of decision problems for which there exists a polynomial verifier.

Definition 9. Problem $X$ is polynomial time reducible to problem $Y$, if a polynomial computable function $f$ exists where for every $w, w$ is a yes-instance of $X$ if and only if $f(w)$ is a yes instance of $Y$.

Definition 10. A decision problem $Y$ is $N P$-complete if it satisfies:

1. $Y$ is in $N P$.
2. Every $X$ in $N P$ is polynomial time reducible to $Y$.

Remark: A verifier does not decide whether a certificate is an optimal solution to a given optimization problem instance. When addressing optimization problems, we consider only the second property in Def. 10. If this property is satisfied, we say that the problem is NP-hard.

There are many well know examples of NP-hard problems, and they can be formulated as ILP. Therefore, ILP itself is also NP-hard.

The space complexity of an algorithm is the amount of memory space required for its run as a function of the size of the input. An algorithm runs in polynomial space if for input of size $n$ requires the space $\mathcal{O}\left(n^{c}\right)$, for some constant $c$.

Definition 11. PSPACE is the class of decision problems for which there exists an algorithm that solves them in a polynomial space.

Definition 12. A decision problem $Y$ is PSPACE-complete if it satisfies:

## 1. $Y$ is in PSPACE.

2. Every $X$ in PSPACE is polynomial time reducible to $Y$.

If $Y$ satisfies condition 2 in Def. 12 we say that $X$ is PSPACE-hard.
Approximation algorithms are polynomial algorithms that find approximate solution to NP-hard optimization problems with provable guarantee on the distance of the solution to the optimal one.

Definition 13. [76] Let $\rho \geq 0$ be a real number. A $\rho$-approximation algorithm for an optimization problem is a polynomial-time algorithm, that for all instances of the problem produces a solution whose value is within a factor of $\rho$ of the value of an optimal solution.

The factor $\rho$ is called the approximation ratio or performance guarantee. For minimization problems, $\rho>1$, and for maximization problems, $\rho<1$. An NP-optimization problem $A$ is a quadruple ( $I$, sol, m, goal) such that [20]

1. $I$ is the set of the instances of $A$ and it is recognizable in polynomial time.
2. Given an instance $x$ of $I, \operatorname{sol}(x)$ denotes the set of feasible solutions of $x$. These solutions are short, that is, the size of any $y \in \operatorname{sol}(x)$ is polynomial with respect to the size of $x$. Moreover, it can be determined in polynomial time whether, for any $x$ and for any $y, y \in \operatorname{sol}(x)$.
3. Given an instance $x$ and a feasible solution $y$ of $x, m(x, y)$ denotes the positive integer measure of $y$. The function $m$ is computable in polynomial time.
4. goal $\in\{\min , \max \}$.

Definition 14. The class APX is the set of NP optimization problems for which there exists an approximation algorithm with constant approximation ratio.

There are problems that are hard to approximate. A problem for which there is a constant $\rho$ such that it is NP-hard to find an approximation algorithm with approximation ratio better than $\rho$ is said to be $A P X$-hard.

Definition 15. [76] A polynomial-time approximation scheme (PTAS) is a family of algorithms in which there is an algorithm $\mathcal{A}_{\varepsilon}$ for each $\varepsilon>0$, such that $\mathcal{A}_{\varepsilon}$ is a $(1+$ $\varepsilon$ )-approximation algorithm for minimization problems, and a $(1-\varepsilon)$-approximation algorithm for maximization problems.

Proposition 4. APX-hard problems do not admit a PTAS.

## Chapter 2

## Power Minimizing Trees in Ad-hoc Wireless Networks

A wireless ad-hoc network (WANET) is a collection of two or more devices with wireless communication and networking capabilities. Broadly speaking, there are two models of wireless networks: single-hop and multi-hop. The single-hop model is based on the cellular network model that provides one-hop wireless connectivity between mobile hosts and static nodes known as base stations [15]. This network type relies on a fixed backbone infrastructure that interconnects all base stations by wired links. Unlike cellular and wired networks, WANETs depend on neither a wired infrastructure nor pre-determined interconnectivity, and are thus a decentralized type of wireless network.

The set of uniform wireless communication devices with fixed locations are connected via wireless links depending on distance between the nodes, their transmission power, error control scheme, background noise and interference. Each device is equipped with an omnidirectional antenna with a communication range schematically illustrated in Fig. 2.1. Hence, a signal reaches all nodes within the communication range of its sender. This range is determined by the power assigned to the sender, and this power can be adjusted over time. The power necessary for relaying a signal to multiple devices is the maximum rather than the sum of the powers necessary to reach all intended receivers. This feature is referred to as the wireless advantage [75]. Each device works as a transceiver, which means that it can both transmit and receive a signal.


Figure 2.1: Omnidirectional antenna
The absence of infrastructure implies their quick deployment and simple configuration. The recent years have witnessed an increasing interest in WANETs, motivated by numerous both civil and military applications and by the continual progression in
wireless technologies. Digital battlefield, disaster management, luggage handling in airports, context aware computing and mobile commerce are examples of the growing list of potential applications of WANETs [78].

Consider a group of devices and a specific sender that initiates a signal transmission. A unicast means that there is a single recipient. Whenever the recipients are all the remaining devices within the group, we talk about a broadcast. Finally, a multicast means that only some of the devices must receive the message. The remaining ones do not have to, but they can serve as intermediate devices forwarding the signal.

The wireless devices should be able to detect the presence of other such devices and to perform the necessary initialization to allow information sharing. Since the devices can take different forms, their computation, storage and communication capabilities and battery capacity vary tremendously [71]. The wireless devices are typically heavily energy constrained due to the use of batteries as their energy source. Energy conservation in WANETs is therefore a plentifully pursued research topic. Most of the energy is spent on signal transmission [34], and so it is desirable to design energy efficient transmission protocols that also satisfy certain requirements imposed on a WANET.

Various levels of connectivity are required on WANETs. However, from a practical point of view, a topology which is "too connected" would often cause communication interference to occur even between nodes that are far apart. Theoretical as well as practical experimental results suggest that the communication graph in WANETs should be as sparse as possible while preserving connectivity [9].

Models considered for WANETs are usually deterministic, that is, they assume that the nodes are fully reliable. In reality, the nodes are devices that may be subject to temporary or permanent failure due to technical damage or battery draining. This fact leads to considering probabilistic models whose aim is to capture the real world more plausibly by taking into account the uncertain character of nodes' availability. Besides minimizing the power consumptions of the network, it is also required to guarantee a certain level of reliability over the whole network.

### 2.1 Wireless Sensor Networks

A related paradigm to WANET are Wireless Sensor Networks (WSN) which attracted a wide range of disciplines where close interactions with the physical environment are essential. A WSN consists of tiny sensor nodes, which act as both data generators and network relays [1]. Each node act as a sensor, a microprocessor, and a transceiver. Sensor nodes have usually a fixed position and are powered by batteries. Data measured by sensors are transmitted via wireless communication links.

There are countless of sensor types, including seismic, electromagnetic, and acoustic, suggesting a broad area of practical application areas such as military, environmental, health, home, and industrial applications.

Multiple sensors are typically integrated into higher-level topologies varying in complexity. These topologies can be divided into flat and hierarchical architecture [49]. In a flat (peer to peer) architecture, every node has the same computational and communication capabilities. In a hierarchical architecture, simple sensor nodes operate in close proximity to their respective cluster heads, which possess more processing capacity than ordinary sensor nodes do.

WSNs are often built using one of the following configurations [49]:

- Bus topology. Each node is connected to a shared communication bus, in which a signal is transmitted in both directions.
- Ring topology. A networks set up in a circular fashion is similar to linear topology, but does not contain the terminating nodes.
- Star topology. Consists of a single central node such as hub or a switch to which every node in the network is connected. An intelligent central node is required as all data traffic flows through it. This topology is one of the most common WSN topologies.
- Tree topology. A hierarchy of nodes where in the highest level of the hierarchy is a single root node connected to one or many nodes in the level below. The processing and power requirements in nodes increase as the data moves from the branches towards the root node.
- Mesh topology. Nodes disseminate their own data and also act as relays to propagate the data from other nodes. The mesh topology can be partially connected or fully connected (where there is a connection between every two nodes).
- Grid topology. The network area is partitioned into non-overlapping grid squares of equal size. There should be exactly one node in an active state in each grid square at any time.

There is a need to reduce energy consumption so as to enhance the performance of the network in terms of lifetime. The selection of a suitable topology is therefore crucial. Grid topology has been found energy efficient in theoretical comparison [63], however, this may vary according to specific applications.

### 2.2 Combinatorial Optimization Problems Motivated by WANETs

As indicated above, energy conservation is a crucial requirement in the design of WANETs. Combinatorial optimization is endowed with methods suitable for this task. It is necessary to introduce a formal network model in order to apply suitable mathematical tools.

### 2.2.1 Network Model

A WANET is modeled by a complete graph $G=(V, E)$, and a function $p: E \mapsto \mathbb{R}^{+}$. The wireless devices are represented by nodes in $V$. As no power limit is imposed on the nodes, a transmission can be established between any two nodes, and thus $G$ is complete. The function $p$ indicates the power requirement for sending a signal along a certain edge. This requirement depends on distance and environmental properties, and is given by $p_{i j}=\kappa d_{i j}^{\alpha}$, where $d_{i j}$ is the Euclidean distance between the devices represented by nodes $i$ and $j, \alpha$ is the constant environmentally dependent factor typically valued between 2 and 4 , and $\kappa \geq 0$ is the transmission quality parameter. Since the
value of $\kappa$ does not affect the optimal solution, it is often assumed to be 1 . The transmission range of a node $i$ depends on the power supply $P_{i}$ assigned to it. The overall power assignment to individual nodes induces a directed transmission graph (see the example in Fig. 2.2). On the other hand, for a given transmission graph, the power assignment to a node corresponds to its longest outgoing arc. It is usually assumed that


Figure 2.2: Power assignment to nodes (circles) and corresponding induced transmission graph (blue arrows)
nodes are distributed in a Euclidean space, although there are multiple results on variants where general input graphs are considered. In the following combinatorial problems motivated by WANETs, the task is to assign powers to individual nodes while satisfying certain criteria so that the overall power is minimized. The total power is expressed by an objective function varying among the problems.

## Multicasting

In certain situations, some of the wireless nodes never initiate any transmission, nor they have to receive any signal. Including them in the network may lead to a more efficient communication. Assumption of the existence of these nodes is often studied as an extension of the problems described in the sections below. In addition to the graph $G$ and the power requirement vector $p$, the set of nodes $D \subseteq V$, called destinations, is also a part of the input. Nodes in $V \backslash D$ are referred to as non-destinations. The inclusion of non-destination nodes resembles the generalization of MST leading to the Minimum Steiner tree problem. In WANET scenarios, the presence of such nodes is often referred to as a multicast version.

### 2.2.2 Minimum Energy Broadcast

The Minimum Energy Broadcast (MEB) problem consists of a node set $V$ and a specified source $s \in V$, that is supposed to initiate a transmission. All the remaining nodes must receive the signal via communication links induced by power assignment to the nodes.

Problem 1. Given a directed graph $G=(V, A)$, a source $s \in V$, and power requirements $p: E \mapsto \mathbb{R}^{+}$, find a power vector $\left(P_{1}, P_{2}, \ldots, P_{n}\right) \in \mathbb{R}^{n}$ of minimum component sum such that there exists a path from s to each $t \in V \backslash\{s\}$ in $G^{P}=\left(V, A^{P}\right)$, where the arc set $A^{P}=\left\{(i, j) \in A: p_{i j} \leq P_{i}\right\}$.

For two distinct nodes $u$ and $v$ in $G$, the optimal solutions to MEB on the input $(G, u, p)$ and $(G, v, p)$ may differ. An optimal solution differs for different transmission sources. Hence, the nodes must by endowed with a mechanism that allows them to adjust their power levels for a corresponding transmission session. This places demands on the computational capacity and technological solution of the nodes. The advantage of this concept lays in the optimality of each broadcast session.

The directed graph induced by power assignments as defined in Problem 1 is not necessarily an arborescence. However, MEB could be stated slightly differently:

Problem 2. Given a directed graph $G=(V, A)$, a source $s \in V$, and power requirements $p: E \mapsto \mathbb{R}^{+}$, find an arborescence $T$ spanning $G$ rooted at $s$ minimizing

$$
\sum_{i \in V} \max _{j \in N_{T}^{-}(i)} p_{i j} .
$$

Observation 1. The optimal objective function value of a given instance is equal in Problem 1 and 2.

MEB has received a significant attention during the last two decades. The problem has been introduced in [75], where the authors suggest three greedy heuristic methods and an additional "sweep" operation aiming to remove unnecessary transmission:

MST algorithm. A MST is constructed, and subsequently the edges are oriented towards the leaves, starting from the source. The last step is to assign power levels to each node $v$ according to the longest arc outgoing from $v$.

SPT algorithm. The shortest path tree (SPT) algorithm establishes a minimum-cost path from the source node to every other node. The broadcast tree consists of superpositions of these unicast paths.

BIP algorithm. The Broadcast Incremental Power (BIP) algorithm resembles Prim's algorithm for MST. BIP gradually constructs a broadcast tree as follows:

- Initially, the tree $T$ contains only the source $s$, and all nodes have zero power assignment.
- While there are some nodes outside of $T$
- Find a node $v$ not already in $T$ whose addition to $T$ results in a minimum increase of power assignment of some node $u$ already in $T$, and add $v$ to $T$.
- Increase the power assignment of $u$ so that $v$ is reached.

The sweep operation. Sweep can be applied after a solution $T$ is constructed by one of the methods above. It can be called iteratively to its own output to further improve the solution. Non-leaf nodes in $T$ are inspected one by one, and if for some node $v$ there exists $u \in N^{+}(v)$ such that power assignment of $v$ is sufficient to reach all nodes in $N^{+}(u)$, then the transmission of $u$ is eliminated.

## Problem complexity and approximability

NP-hardness results for both general and geometric MEB are provided in [72] by reduction from SET COVER and PLANAR 3-SAT, respectively. In the former case, the network topology is represented by a generic graph with arbitrary weights, whereas in the latter, a Euclidean distance is considered. The special case where $\alpha=1$, i.e., where the edge weights correspond to distances between the endpoints belongs to the complexity class $P$. An optimal solution is determined trivially by assigning minimum power sufficient to reach all nodes in a single hop, regardless of the nodes' arrangement.

The first analytical study of the three methods proposed in [75] is given in [73], where the authors provide quantitative characterization in terms of approximation ratios. It has been showed that the approximation ratio of MST and BIP lies in the interval $[6,12]$ and $[13 / 3,12]$, respectively. The approximation ratio of SPT is proved to be at least $n / 2$. These results were gradually improved in several works. The upper bound of the MST algorithm was improved to 6 in [4], which closes the gap, and thus proves that the approximation ratio of the MST algorithm is 6 . This upper bound is valid for BIP as well, due to a lemma in [73], which says that for Euclidean instances of MEB, the objective function value of a solution obtained by BIP is at most the weight of a MST for this instance. The lower bound on the approximation ratio of BIP was strengthened to 4.598 in [8]. This work also devises an implementation of BIP with improved time complexity $\mathcal{O}\left(|V|^{2}\right)$.

## Problem variants

As an extension of MEB, the introduction of non-destinations leads to the Minimum Energy Multicast (MEM) problem, introduced along with MEB in [75]. It is easy to see that MEM is NP-hard due to the fact that MEB is a special case where $D=V$.

A variant of MEB, assuming that there are $k$ adjustable power levels $w_{i, 1}, w_{i, 2}, \ldots w_{i, k}$ at each node $i$ is studied in [45]. This problem remains NP-hard which is proved by reducing 3 -CNF-SAT to it. In addition, [45] contains an approximation algorithm for this version of MEB with a performance guarantee $\mathcal{O}\left(n^{\varepsilon}\right)$ and time complexity $\mathcal{O}\left((k+1)^{\frac{1}{\varepsilon}} n^{\frac{3}{\varepsilon}}\right)$ for $\varepsilon \in(0,1]$. Another restriction considered in [45] is that each node has the same adjustable power levels, i.e., $w_{i, l}=w_{j, l}$ for $1 \leq l \leq k$ and $1 \leq i, j \leq n$. For this problem, another approximation algorithm, which delivers a solution within $\mathcal{O}\left(\log ^{3} n\right)$ times the optimum is devised.

Probabilistic MEB, where a node reliability is considered, has also been investigated. The probabilistic settings aims to reflect the fact that the wireless devices may be subject to temporary or permanent failure. Each node $i$ is thus assigned a value $q_{i} \in[0,1]$ representing the probability that $i$ does not fail during the whole operating time. The value $q_{i}$ depends on the characteristic of the device represented by $i$ as well
as its surroundings. For example, in military settings, the nodes close to an enemy have smaller $q_{i}$ than those in a safer distance. A given minimum reliability level $\sigma \in[0,1]$ of each path from the source node $s$ to all other nodes has to be achieved. The probability of a multi-hop transmission along a path from $i$ to $j$ being available is equal to the product of the probabilities $q_{k}$ associated with the nodes involved in the path. Three ILP formulations of probabilistic MEB together with suitable solving methods are developed in [53]. Another study of ILP formulations and associated valid inequalities is pursued by [7].

A restriction of node locations can be imposed. One example is a random grid network, where nodes are chosen independently and randomly from points of a $\sqrt{n} \times$ $\sqrt{n}$ square grid in the plane. The probability distribution of existence of a node can be non-uniform. A lower bound on the optimal objective function value is proved in [10] together with a near optimal construction method. The 6-approximation of MST turns out to be too pessimistic for instances with restricted node locations which represent the real-life instances more closely. The authors of [31] argue that the approximation ratio of the MST algorithm can be considered close to 4 for practical instances.

## ILP models

Integer linear programs for MEB are studied in various works. Three ILP formulations are proposed in [22]. The first formulation assumes exactly one transmission from the source $s$, and at most one transmission from each node in $V \backslash\{s\}$. This formulation operates with order of transmissions which helps to establish connectivity of the resulting solution. Power assignments are straightforwardly modeled by one continuous variable for each node, leading to an objective function minimizing their sum.

The same objective function is used in the second formulation. In contrast, the second formulation allows at least one transmission from the source, and an arbitrary number of transmissions from the other nodes. The necessary subtour elimination is achieved by additional "sequencing variables", proposed for the Traveling Salesman Problem.

The last formulation is built upon a single-commodity network flow model, and its interpretation follows from the second formulation.

A similar formulation is proposed in [80], where the continuous power variables for each node are replaced by binary variables $y_{i j}$ for each pair $(i, j)$ of nodes, attaining the value 1 if and only if the power of node $i$ equals $p_{i j}$. Connectivity is achieved by multi-commodity flow variables and associated flow conservation constraints.

The authors of [37] provide a formal proof that using binary power variables instead of continuous ones leads to a stronger formulation, which can be further strengthened by introducing the multi-commodity flow variables.

Yet another network flow model formulation along with efficient solution techniques utilizes a fast solution of a combinatorial relaxation of the model [51].

## Planarity of an optimal solution

Alternatively to Problem 1 and 2, a MEB instance can be specified by $G=(V, E)$, $s \in \mathrm{~V}$, and coordinates $\left[x_{v}, y_{v}\right]$ for each node $v \in V$. These coordinates implicitly imply distance $d_{i j}$ between every two nodes $i$ and $j$.

We address the question whether the embedding of an optimal solution to a Euclidean MEB instances is planar. To the best of our knowledge, the available literature does not provide results on this topic. The unpublished findings presented below are based on the assumption that a feasible solution to MEB is a tree as stated by Prob. 2.

By inspecting a large number of instances and their optimal solution, the planarity of the optimum cannot be guaranteed in general, even though in the majority of cases, the optimum is indeed planar.

Proposition 5. Consider a Euclidean instance of MEB with a subgraph on four nodes that form a simple (not self-intersecting) quadrilateral $A B C D$. In the following cases, there exists an optimal solution containing at most one of the arcs $(A, C)$ and $(B, D)($ or their reverse):

1. $A B C D$ is a rectangle.
2. Three internal angles in $A B C D$ are obtuse.
3. Two adjacent internal angles in ABCD are obtuse, and the other two are acute.

Proof. Consider an instance of MEB which contains, besides other nodes, four nodes that form a simple quadrilateral $A B C D$ with internal angles $\alpha, \beta, \gamma$, and $\delta$, and the source node $S$ as depicted in Fig. 2.3. It follows from the law of cosine that the longest


Figure 2.3: Four nodes forming a convex quadrilateral
side of an obtuse triangle is the one opposite to the obtuse angle. The proof analyzes possible solutions in which both diagonals $(A, C)$ and $(B, D)$ (or their reverse) are present. Existence of an alternative solution without crossing and with no greater objective function value is then demonstrated in each case. Let $T=\left(V, A_{T}\right)$ be a solution to the given instance, and let $P_{X, Y}$ be the path from $X$ to $Y$ in $T$.

1. Assume without loss of generality that $B, C, D \notin P_{S, A}$ and $(A, C),(B, D) \in A_{T}$. By the law of cosine and the wireless advantage, because $(A, C) \in A_{T}$, both $B$ and $D$ are covered (receive the signal). The $\operatorname{arc}(B, D)$ is thus not needed in $T$.
2. Assume without loss of generality that $\delta$ is the acute angle.

- Let $A, C, D \notin P_{S, B}$ and $(B, D) \in A_{T}$. Both $A$ and $C$ are covered by $(B, D)$, and so $(A, C)$ as well as $(C, A)$ are thus superfluous in the solution. An analogous argument applies when $A, B, C \notin P_{S, D}$ and $(D, B) \in A_{T}$.
- Let $B, C, D \notin P_{S, A}$ and $(A, C),(B, D) \in A_{T}$. B is covered by $(A, C)$. If $(A, C)$ is replaced by $(A, B),(B, D)$ covers $C$ without creating a crossing.
- Let $B, C, D \notin P_{S, A}$ and $(A, C),(D, B) \in A_{T}$. B is covered by $(A, C),(D, B)$ is thus not needed.

3. Assume without loss of generality that $\beta$ and $\gamma$ are obtuse.

- Let $A, C, D \notin P_{S, B}, d_{B D}<d_{A C}$, and $(B, D) \in A_{T}$.
- If $(A, C) \in A_{T},(B, D)$ covers $C$, and so $(A, C)$ can be eliminated.
- If $(C, A) \in A_{T}, D$ is covered as $d_{C D}<d_{B D}<d_{A C} .(B, D)$ can either be removed or replaced with $(B, C)$, if so is needed.
- If $A, C, D \notin P_{S, B}, d_{B D}>d_{A C}$ and $(B, D) \in A_{T}$, it is clear that $d_{B D}>d_{A B}$. Therefore, $(B, D)$ covers both $A$ and $C$, implying that neither $(A, C)$ nor $(C, A)$ is needed.
- If $B, C, D \notin P_{S, A}$ and $(A, C) \in A_{T}$.
- $(D, B) \in A_{T}$ is not needed, because $B$ is already covered by $(A, C)$.
- If $(B, D) \in A_{T},(A, C)$ does not cover $D$, so $(B, D)$ is needed. By replacing $(A, C)$ with $(A, B)$, the coverage of all nodes is achieved.
- The cases where $A, B, C \notin P_{S, D}$ and $A, B, D \notin P_{S, C}$ are resolved analogously.

Remark: If the conditions from Prop. 5 hold for all subsets of four nodes in an instance, then there exists a planar optimal solution. ILP models can be extended by optimality cuts following from the subsets of four nodes satisfying the conditions.

Fig. 2.4 demonstrates an instance in which the conditions form Prop. 5 are not met. In this instance, the quadrilateral $A B C D$ has three acute angles, and coordinates $A=[75,63], B=[50,77], C=[49,63], D=[50,50], X=[45,22]$ and $Y=[47,55]$. The blue edge weights correspond to the power requirements between two nodes. For a convenient display, lengths of edges in the figure are not proportional.

### 2.2.3 The Range Assignment Problem

In the Range Assignment Problem (RAP), the task is to minimize the total power consumed under the constraint that adequate power is provided to the nodes to ensure a strong connectivity of the graph. Formally, the problem is stated as follows:

Problem 3. Given a directed graph $G=(V, A)$ and power requirements $p: E \mapsto \mathbb{R}^{+}$, find a power vector $\left(P_{1}, P_{2}, \ldots, P_{n}\right) \in \mathbb{R}^{n}$ of minimum sum such that the induced graph $G^{P}=\left(V, A^{P}\right)$ is strongly connected, where $A^{P}=\left\{(i, j) \in A: p_{i j} \leq P_{i}\right\}$.

The requirement on strong connectivity ensures that broadcasting initiated by any node can take place. An obvious advantage of RAP over MEB is that a single transmission graph is constructed in RAP regardless of the source node. However, this can lead


Figure 2.4: A unique optimal solution with crossing to a Euclidean instance of MEB with source in node $A$.
to solutions that are optimal with respect to RAP, but for certain sources initiating the transmission, the solution may be too expensive. Sect. 2.2.4 describes a problem with a more complicated objective function that combines advantages of both RAP and MEB.

## Problem complexity and approximability

In [43], it is shown that for instances consisting of collinear points, there exists an algorithm that solves the problem to optimality in $\mathcal{O}\left(n^{4}\right)$. The authors further prove by reduction from VERTEX COVER that RAP in 3-dimensional Euclidean space is NPhard for any value of $\alpha$, and that there exists a $\mathcal{O}\left(n^{2}\right)$ time 2-approximation algorithm based on finding MST. The results are strengthened in [17], where it is proved that RAP is NP-hard for instances in a 2-dimensional Euclidean space for any $\alpha$, and that for 3dimensional space, the problem is APX-complete, thus does not admit a PTAS unless $\mathrm{P}=\mathrm{NP}$. Let us recall that unlike RAP, for $\alpha=1$, when the power requirements equal the distances, MEB is solvable in polynomial time. An approximation algorithm improving the performance guarantee approaching 1.69 is presented in [11]. For the case $\alpha=1$, there exists an approximation algorithm with performance guarantee 1.5 [5]. A recent work [12] achieves an exact $\mathcal{O}\left(n^{2}\right)$ algorithm for instances with nodes arranged in 1dimensional line.

## Problem variants

In an extension of RAP, a further constraint requires that diameter of the transmission graph has to be at most some constant value $h$. On a family of instances limiting the proximity of two nodes, this variant of RAP is in APX [18]. The 1-dimensional problem with restricted diameter (number of hops) has been studied in [16], where the authors introduce an exact algorithm that runs in $\mathcal{O}\left(h n^{2}\right)$.

Another modification imposes symmetric communication links. This version is often found in the literature under the abbreviation SRAP. In a generalized version, weakly symmetric RAP (WSRAP), the symmetry requirement applies only to a predefined subset of edges. Other edges which are not essential for connectivity are allowed to be unidirectional. The motivation for studying WSRAP stems from the observation that what is really important in the design of WANETs and WSNs is the
existence of a connected backbone of symmetric edges [61]. Imposing symmetry does not change the complexity of the problem, which remains NP-hard in networks with nodes arranged in two and three dimensions [9].

The abbreviation SRAP is sometimes used for the Steiner RAP, where there is a predefined subset $D \subseteq V$ of destination nodes that are required to be included in a solution. The remaining nodes, referred to as Steiner nodes, take part in the solution only if their presence reduces the objective function value.

## ILP models

An ILP model with an exponential number of constraints, along with a cutting plane method solving it, is presented in [3]. A model based on network flows with a polynomial number of constraints is introduced in [23]. Although this work concerns SRAP with directional antennas, their model can be adapted to the more common version with omnidirectional antennas. For modelling the power assignments, this model uses continuous power variables. By replacing them with binary ones and a corresponding adjustments in the model [37,52], it is possible to achieve a stronger formulation. An even stronger model uses multi-commodity network flow variables [37]. These strength results are analogous to those regarding MEB. Yet a stronger formulation is obtained by using a multi-tree model [37]. The authors employ binary variables indicating whether or not an arc $(i, j)$ is in the arborescence rooted at $t \in D$. This model is thus applicable to the Steiner RAP.

### 2.2.4 Shared Broadcast Trees

The idea of broadcasting using a single broadcast tree was first investigated in [57]. The Shared Broadcast Tree (SBT) problem in the form presented here was pursued in [81], where the authors develop an ILP model along with a suitable solving method.

A feasible solution to the SBT problem is any (undirected) spanning tree. This concept is motivated by the intention of incorporating the frequency of use of each node for different broadcast sessions. Every node can transmit a signal, but some are actively transmitting more often than others. We assume that a node acts as a source with a uniform probability. A leaf $l$ transmits a signal only when $l$ is the source, whereas other nodes transmit more often as they also relay signals initiated in other nodes.

Observe that a forwarding node does not have to send a signal back to the node from which it is received. If the signal is received in a node $i$ from its most distant neighbor node $i_{1}$, it has to be forwarded to nodes that have not received it yet. That is ensured by relaying the signal along the link to the second most distant node $i_{2}$. Due to the wireless advantage, all other neighbor nodes closer than $i_{2}$ receive it as well. Conversely, if the signal is received by $i$ from a neighbor node different from its most distant neighbor $i_{1}$, node $i$ has to forward it to $i_{1}$. It is therefore evident that $i$ does not always have to transmit with the power corresponding to its most distant neighbour. It transmits either with power level $p_{i i_{2}}$, if the signal comes from the most distant node $i_{1}$, or with power level $p_{i i_{1}}$, otherwise. The situation is depicted in Fig. 2.5.

Consider an edge $\{i, j\}$ in a solution $T$ to SBT. Let $T_{i / j}$ denote the subtree of $T$ consisting of nodes from which the path to $j$ contains $(i, j)$. A node $i$ in $T$ contributes


Figure 2.5: Example instance explaining power levels necessary for transmitting a signal from different sources
to the objective function by the expression $c_{T}(i)$ as follows:

$$
\begin{equation*}
c_{T}(i)=\left|T_{i_{1} / i}\right| p_{i i_{2}}+\left|T \backslash T_{i_{1} / i}\right| p_{i i_{1}} \tag{2.1}
\end{equation*}
$$

We can also regard $c_{T}(i)$ as a convex combination of $i$ 's power levels, with weights corresponding to the number of nodes whose signal is transmitted using the corresponding power level. The objective function is to minimize overall nodes' contributions, that is,

$$
\begin{equation*}
c(T)=\sum_{i \in V} c_{T}(i) \tag{2.2}
\end{equation*}
$$

The SBT problem is thus defined as follows:
Problem 4. Find a tree $T \subseteq G$ spanning $D$ minimizing $c(T)$.
Remark: The requirement that a solution must be a tree is necessary due to the nature of the objective function.

Like in MEB, an optimal solution to SBT does not guarantee a planarity of the resulting tree, although a vast majority of its instances have optimal trees with a planar embedding. As an example of the converse, we state the instance on five nodes depicted in Fig 2.6.


Figure 2.6: A unique optimal solution with crossing to an instance of SBT with objective function value 19904. If the edge $\{D C\}$ is forbidden, the optimal solution becomes a star graph with objective function value 19917. The nodes have coordinates $A=[50,30], B=[49,80]$, $C=[51,48], D=[48,46]$ and $X=[5,1]$.

The introduction of Steiner nodes that are not required to be a part of the resulting tree leads to an extension of SBT referred to as the Shared Multicast Tree (SMT) problem. Some preliminary results are published in Paper I [38], which contains an ILP
model and heuristic methods with local search improvements. Further investigation of the ILP model and a more extensive experimental evaluation are given in Paper III.

In SMT, the objective function has to be adjusted accordingly. The contribution of a single node must reflect the fact that non-destination nodes do not initiate any transmission. Let us define the function $\mu: G \mapsto \mathbb{N}_{0}^{+}$that returns the number of destinations in a given graph $G$. The contribution of one node in a solution $T$ to the resulting objective function given by Eq. (2.1) is in SMT changed to

$$
\begin{equation*}
c_{T}(i)=\mu\left(T_{i_{1} / i}\right) p_{i i_{2}}+\mu\left(T \backslash T_{i_{1} / i}\right) p_{i i_{1}} \tag{2.3}
\end{equation*}
$$

This objective function takes into account energy consumption by transmission only. Available literature on multicast versions of MEB and RAP applies this energy model too, however, it is also possible to incorporate other, less significant energy consumption sources as indicated by [34]. As each node that participates in the solution poses an additional energy outlay $\varepsilon$, the objective function (2.2) would then become

$$
\begin{equation*}
c(T)=\varepsilon\left|V_{T}\right|+\sum_{i \in V} c_{T}(i) \tag{2.4}
\end{equation*}
$$

if the energy expenses of each node are homogeneous.

## Chapter 3

## Minimum Broadcast Time

Broadcasting is the information dissemination process in a communication network. The Minimum Broadcast Time (MBT) problem is identified by a set of communication devices (nodes), among which some selected ones act as originators of a signal. The number of originators is at least one, and we refer to them as sources. The task is to spread a signal from the sources to the remaining nodes along pre-defined communication links in a shortest possible time. In general, communication links are not present between every two nodes. The continuous time is divided into discrete time steps. The communication among the nodes must fulfill the following rules:

1. Each transmission takes place between two adjacent nodes.
2. Each transmission requires one time step.
3. Each node can participate in at most one transmission per time step.

Although this communication protocol is primarily considered as a theoretical model, it appears in various practical applications such as communication among computer processors and telephone networks. Military command, control, communication, computers, intelligence, surveillance and reconnaissance (C4ISR) pose another application for these models [26]. In satellite networks, even though the communication is wireless, signals have to cover large distances, and so the information is sent from one satellite to one of its neighbours at a time. The MBT problem was studied in the context of an existing Chinese BeiDou Global Navigation Satellite System [14].

### 3.1 Network Model and Definitions

The communication network is determined by a graph $G=(V, E)$ and a subset $S \subseteq V$ of sources.

Definition 16. The broadcast time $\tau(G, S)$ of $S \subseteq V$ in $G$ is defined as the smallest integer $t \geq 0$ for which there exist a sequence $V_{0} \subseteq \cdots \subseteq V_{t}$ of node sets and a function $\pi: V \backslash S \mapsto V$, satisfying:

1. $V_{0}=S$ and $V_{t}=V$,
2. for all $v \in V \backslash S,\{v, \pi(v)\} \in E$,
3. for all $k=1, \ldots, t$ and all $v \in V_{k}, \pi(v) \in V_{k-1}$, and
4. for all $u, v \in V_{k} \backslash V_{k-1}, \pi(u)=\pi(v)$ only if $u=v$.

A node is said to be informed at a given time if it is a source, or it already has received the signal from some other node. Otherwise, the node is said to be uninformed. Consequently, the set of informed nodes is initially exactly the set of sources. Each node set $V_{i}, 0 \leq i \leq t$ consists of nodes informed in time step $i$. The function $\pi(u)$ determines a parent node which forwarded the signal to node $u$. With this interpretation, the conditions 1.-4. of Def. 16 can be translated into natural language as

1. Initially, the only informed nodes are the sources, and at the end of the transmission, all nodes are informed.
2. Nodes send signal along communication links defined by the set of edges.
3. In each time step, a node is informed by its parent who was informed in the previous time step.
4. A node can inform only one child node at a time.

Any feasible solution determines a communication forest $\mathcal{F}$ with the set of nodes $V$. Arcs in $\mathcal{F}$ are induced by the communication: if a node $u$ sends a message to $v$, $(u, v)$ is an arc in $\mathcal{F}$. It is easily verified that the $\mathcal{F}$ contains arborescences rooted at distinct sources. Individual arborescences in $\mathcal{F}$ are referred to as communication trees. Let $T_{s}=\left(V_{T_{s}}, A_{T_{s}}\right)$ denote the communication tree rooted at source $s \in S$, and define the function $\alpha: V \rightarrow S$ such that $v \in V_{T_{\alpha(v)}}$ for all $v \in V$. That is, $\alpha$ associates a node $v$ with the source at which the communication tree containing $v$ is rooted. For an arc $(u, v)$ in a given communication tree, the integer $t_{u, v}$ denotes the time step in which node $u$ informs $v$.

Formally, the optimization MBT problem is defined as follows:
Problem 5. Given $G=(V, E)$ and $S \subseteq V$, find $\tau(G, S)$.
In the literature, authors often consider the decision version, because some of the theoretical results depend on a given deadline.

Problem 6. Given $G=(V, E), S \subseteq V$, and a deadline $t \in \mathbb{Z}_{0}^{+}$, does $\tau(G, S) \leq t$ hold?
Even though the set of sources in a MBT instance is an arbitrary subset of $V$, the following concept assumes a single source. In a given graph $G$, any node can be a source. Different sources in $G$ form MBT instances with generally different broadcast times. The broadcast center of a graph is the set of all nodes having the smallest broadcast times, i.e., $\arg \min \{\tau(G,\{v\}): v \in V\}$.

In $c$-broadcastting, which is a generalization of regular broadcasting, a signal can be sent to up to $c$ nodes adjacent to an informed node in each time step.

### 3.2 Computational Complexity

MBT has been thoroughly studied from the perspective of computational complexity and approximability, particularly in the early 90 '. Its NP-completeness or belonging to P was proved for various graph classes and values of deadline $t$.

It has been shown that the problem is NP-complete for arbitrary graphs [32] and few years later, this result was obtained for arbitrary graphs with deadline $t=4$ and a single source by reduction from 3D MATCHING [68]. The same work also contains an $\mathcal{O}(n)$ algorithm for the determining broadcast time of a tree with a single source. As a by-product, this algorithm determines the broadcast center of the input tree.

These results are improved and extended in [42], where the authors exploit the properties of the NP-complete problem PLANAR 3-SAT. First, they prove that another satisfiability problem, referred to as PLANAR 3,4-SAT, is NP-complete, and subsequently use this property to show that MBT is NP-complete for:

- bipartite planar graphs, deadline $t=2$, and maximum degree at most 3 ,
- split graphs with deadline $t=2$,
- chordal graphs with a single source,
- planar graphs with a single source and maximum degree at most 3 ,
- bipartite planar graphs with maximum degree at most 3 and a single source,
- grid graphs with deadline $t=2$ and maximum degree at most 3 ,
- grid graphs with a single source, and
- complete grid graphs with deadline $t=2$.

The question whether MBT is NP-complete for split graphs with a single source is stated as open. Another complexity result proving that MBT remains NP-complete for 3-regular planar graphs with constant deadline $t \geq 2$ is given in [50] by reduction from EXACTLY-ONE-IN-THREE-3-SAT.

The complexity results above typically exploit sophisticated reductions. We provide a very simple and straightforward proof of NP-completeness of MBT for deadline at most $t=3$ on bipartite graphs with maximum degree at most 3 . There are many restrictions on SAT that preserve NP-completeness. We concentrate on the variant of 3-SAT with the property that each variable is restricted to appear at most three times, and each literal at most twice. This problem is known as 3-3-SAT, and its NP-completeness proof can be found in [56]. Note that in this particular version of 3-SAT, it can no longer be assumed that each clause consists of exactly 3 literals. Further, the assumption about at most two occurrences of a literal is automatic, because a formula $\varphi$ that contains a variable $x$ that appears only as a positive or only as a negative literal can trivially be transformed into $\varphi^{\prime}$ that does not contain $x$ at all, such that $\varphi$ is satisfiable if and only if $\varphi^{\prime}$ is satisfiable.

We now define the association between 3-3-SAT and the decision version of MBT (Prob. 6). For that purpose, consider the following instance

$$
\begin{equation*}
\varphi=\left(x_{1} \vee x_{2} \vee x_{3}\right) \wedge\left(\bar{x}_{1} \vee x_{4}\right) \wedge\left(x_{2} \vee \bar{x}_{3} \vee \bar{x}_{4}\right) \wedge\left(\bar{x}_{1} \vee \bar{x}_{3}\right) \wedge \bar{x}_{2} \tag{3.1}
\end{equation*}
$$



Figure 3.1: Reduction from formula $\varphi$ (Eq. (3.1)) of 3-3-SAT to an instance of MBT with deadline 3 and maximum node degree 3
of 3-3-SAT with variables $x_{1}, \ldots, x_{n}$ and clauses $c_{1}, \ldots, c_{m}$, reducing to the instance of Prob. 6 in Fig. 3.1. For each variable $x_{i}$, we construct a gadget comprising five nodes $x_{i}, \bar{x}_{i}, u_{i}, v_{i}, w_{i}$, where $u_{i}$ is a source, $i=1, \ldots n$. The first two nodes represent possible literals associated with the variable $x_{i}$. The gadget further contains four edges, $\left\{u_{i}, x_{i}\right\}$, $\left\{u_{i}, \bar{x}_{i}\right\},\left\{u_{i}, v_{i}\right\}$, and $\left\{v_{i}, w_{i}\right\}$. For each clause $c_{j}$, there is a node $c_{j}$ and whenever the clause $c_{j}$ contains a literal $x_{i}\left(\bar{x}_{i}\right)$, there is an edge $\left\{c_{j}, x_{i}\right\}\left(\left\{c_{j}, \bar{x}_{i}\right\}\right)$.
Proposition 6. MBT (Prob. 5) is NP-hard.
Proof. We show that an instance $\varphi$ of 3-3-SAT is satisfiable if and only if $\tau(G, S) \leq 3$ for the corresponding instance $(G, S)$ of MBT.

Let $\varphi$ be satisfiable. A source node $u_{i}$ sends the signal towards the node representing the literal that is evaluated as true in the given truth assignment. In the next two time steps, the signal is further relayed to the nodes representing clause that are satisfied by the literal. As each literal can cause satisfaction of up to two clauses, the corresponding clause nodes receive the signal from the respective literals within the deadline 3. Nodes $v_{i}$ must receive the signal in the time step 2 , in order to reach $w_{i}$ on time. Thus, the node representing the literal evaluated as false receives the signal in time step 3.

Conversely, let the constructed instance of MBT have broadcast time no more than 3. In a solution $T$ to the instance (highlighted as blue in Fig. 3.1) $\arg \min _{v \in\{x, \bar{x}\}}\left\{t_{u_{x}, v}\right\}$ represents the assignment of truth value to the variable $x$. The presence of an arc entering a clause node $c$ in $T$ indicates that a truth value of certain variable caused satisfaction of clause $c$. The auxiliary path $\left(u_{x}, v_{x}, w_{x}\right)$ ensures that the clause satisfaction is modeled correctly. As $t_{u_{x}, v_{x}} \leq 2$, one of $t_{u_{x}, x}$ and $t_{u_{x}, \bar{x}}$ must be 3 , and thereby the arc that would incorrectly indicate satisfaction of a clause that is not satisfied by the selected truth assignment would have cost 4 , which is not allowed. It is possible to have an arc outgoing from a clause node of cost 3 , but the second endpoint is always a node representing some literal $y$, but the $\operatorname{arc}\left(u_{y}, y\right)$ is already a part of $T$.

The correctness of the truth valuation is ensured by the existence of nodes $v_{i}$, so that the node representing literal that is evaluated as false is informed in time step 3, and thereby cannot forward the signal to any clause nodes.
Proposition 7. The decision version of MBT (Prob. 6) is NP-complete for bipartite graphs with maximum node degree 3 and deadline 3.
Proof. In [68], a polynomial algorithm for MBT in trees is devised. As the sequence of vertices $V_{0} \subseteq \cdots \subseteq V_{t}$ and function $\pi$ in Def. 16 determine a unique forest $\mathcal{F}$ of


Figure 3.2: A binomial tree with nodes labeled by their positions
arborescences, it can be verified in polynomial time whether the broadcast time of each broadcast tree in $\mathcal{F}$ does not exceed 3, proving that MBT belongs to NP. This concludes together with Prop. 6 that MBT is NP-complete for deadline at most 3.

As each literal appears at most twice in $\varphi$, the degree of nodes representing literals is at most 3. Each clause node has degree at most 3 since $\varphi$ is in 3-CNF. Degrees of nodes $u_{i}, v_{i}$, and $w_{i}$ do not depend on $\varphi$, and have degrees 3 , 2 , and 1 , respectively. Thus, none of the node degrees in the constructed MBT instance exceeds 3.

Nodes of the constructed graph are divided into two disjoint sets $X=\left\{u_{i}, w_{i}, c_{j}\right\}$, $i=1, \ldots, n, j=1, \ldots, m$ and $Y=\left\{x_{i}, \bar{x}_{i}, v_{i}\right\}, i=1, \ldots, n$. The graph is bipartite as there are no edges between any two nodes within $X$ or $Y$.

### 3.3 Integer Linear Programming Models

A straightforward ILP formulation of MBT has been proposed in Paper IV together with a suitable solution method. Independently, a similar formulation has recently been published in [24]. In the following, we present an unpublished ILP model for MBT, which exploits the regular structure of binomial trees.

### 3.3.1 Binomial Tree Model

A binomial tree $B^{k}$ of order $k$ is an ordered tree defined recursively as follows [19]:

- The binomial tree $B^{0}$ consists of a single node.
- The binomial tree $B^{k}$ has a root with $k$ children where the $i$-th child is the root of a binomial tree of order $k-i, i=1, \ldots, k$.

An example of $B^{3}$ is depicted in Fig. 3.2. For a given time step $k$, the maximum number of informed nodes within $k$ steps is $|S| 2^{k}$. This occurs when the solution of MBT consists of broadcast trees that are binomial.

Observation 2. If $r$ is the root of $B^{k}$, then $\tau\left(B^{k},\{r\}\right)=k$.
Let $k \in \mathbb{N}$ and $I=\left\{1, \ldots, 2^{k}\right\}$. A directed binomial tree $B^{k}=\left(V_{B^{k}}, A_{B^{k}}\right)$ with arcs oriented towards the leaves has a regular structure that allows to define a systematic numbering of nodes so that a node number determines unambiguously a position in $B^{k}$. That is, we need an applicable bijective function $\beta: V_{B^{k}} \rightarrow I$. A suitable bijection $\beta$ assigns values from $I$ to nodes increasingly with decreasing outgoing degree. In case
of a tie, $\beta$ takes the smaller value at the node whose parent node is assigned the smaller value. This function is defined recursively as

$$
\beta(v)=\left\{\begin{array}{l}
1, \text { if } v \text { is the root of } B^{k} \\
\beta(u)+2^{k-\operatorname{deg}^{+}(v)-1}, \text { if } \pi(v)=u
\end{array}\right.
$$

Nodes in Fig. 3.2 are labeled with their positions according to $\beta$.
Definition 17. For a node $v \in V_{B_{k}}$ with position $i=\beta(v)$, define the corresponding child position set, $C(i)$, consisting of positions of child nodes of $v$ in $B^{k}$. That is,

$$
C(i)=\left\{\beta(u): \pi(u)=v \text {, i.e., } u \text { is a child of } v \text { in } B^{k}\right\} .
$$

By the definition of $\beta$, it follows that

$$
\begin{equation*}
C(i)=\left\{2^{j}+i: j=\left\lceil\log _{2} i\right\rceil, \ldots, k-1\right\} . \tag{3.2}
\end{equation*}
$$

The idea behind this model is that every broadcasting from a single source follows arcs of a (potentially pruned) binomial tree. The value of $\tau(G, S)$ can be retrieved from the maximum among the positions assigned to nodes. Intuitively, an advantage of this concept is when applied on dense graph instances where feasible solutions should be found quickly. To see this, consider a complete graph $K_{n}$. Any assignment of positions $1,2, \ldots, n$ to nodes is valid and optimal. Moreover, a broadcast time of dense graphs is often equal to the lower logarithmic bound. Near complete graphs have therefore many optimal solutions, which are expected to be discovered easily.

## The formulation

Consider a graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ constructed by adding an auxiliary universal node $v_{0}$ to $G$. The set of nodes and edges is then $V^{\prime}=V \cup\left\{v_{0}\right\}$ and $E^{\prime}=E \cup\left\{\left\{v_{0}, v\right\}: v \in V\right\}$. So far we have considered binomial trees $B^{k}$ of an arbitrary order $k$. For finding a valid assignment of positions to the nodes, we need a binomial tree of order at least $\tau(G, S)$. As $\tau(G, S)$ is unknown, we must determine some suitable upper bound $\bar{t}$ on $\tau(G, S)$.

Observation 3. A trivial upper bound on $\tau(G, S)$ is $n-|S|$.
The ILP formulation based on a partition into binomial trees uses variables

$$
z_{j}=\left\{\begin{array}{l}
1, \text { if } j \leq \tau(G, S), \\
0, \text { otherwise },
\end{array} \quad y_{i s}^{v}=\left\{\begin{array}{l}
1, \text { if } \beta(v)=i \text { and } \alpha(v)=s \\
0, \text { otherwise }
\end{array}\right.\right.
$$

where $v \in V^{\prime}, i \in I=\left\{1, \ldots, 2^{\bar{t}}\right\}, s \in S$ and $0 \leq j \leq \bar{t}$. With the definition of $G^{\prime}$ above, it is straightforward to specify constraints that enforce desired values for $y$-variables. Whenever $y_{i s}^{\nu_{0}}=1$, it indicates that the binomial tree rooted at $s$ is pruned at node with
position $i$. The formulation based on binomial trees is the following:

$$
\begin{align*}
& \min \sum_{j=0}^{\bar{t}} z_{j}, \\
& \text { s. t. } \\
& \sum_{i \in I} \sum_{s \in S} y_{i s}^{v}=1 \quad v \in V,  \tag{3.3a}\\
& \sum_{v \in V^{\prime}} y_{i s}^{v}=1 \quad i \in I, s \in S,  \tag{3.3b}\\
& y_{1 s}^{s}=1  \tag{3.3c}\\
& s \in S, \\
& y_{i s}^{v_{0}}+y_{i s}^{u}+\sum_{v \in V \backslash N(u)} y_{\ell s}^{v} \leq 1  \tag{3.3d}\\
& u \in V, i \in I, \ell \in C(i), s \in S, \\
& y_{i s}^{v_{0}}+y_{\ell s}^{u}+\sum_{v \in V \backslash N(u)} y_{i s}^{v} \leq 1 \quad u \in V, i \in I, \ell \in C(i), s \in S,  \tag{3.3e}\\
& \sum_{v \in V} y_{i s}^{v} \leq z_{\lceil\log i\rceil}  \tag{3.3f}\\
& y \in\{0,1\}^{I \times S \times V^{\prime}}, z \in\{0,1\}^{\bar{t}} \text {. } \tag{3.3~g}
\end{align*}
$$

The interpretation of constraints (3.3a) is that every node in the original graph $G$ belongs to exactly one binomial tree. Note that these constraints are quantified only over $V$ and not over $V^{\prime}$. In this way it is achieved that $v_{0}$ can be regarded as a part of several binomial trees. By (3.3b) is enforced that exactly one node, possibly $v_{0}$, is allocated to position $i$ of each binomial tree. By the summation over $V^{\prime}$ is ensured, that pruned nodes are collectively represented by $v_{0}$. Next, (3.3c) enforce that source nodes are always the first nodes in corresponding binomial trees, in accordance with definition (3.3.1) of the function $\beta$. Constraints (3.3d) and (3.3e) guarantee that the arcs of binomial trees follow edges in $E$. In particular, it is enforced by (3.3d) that if $u$ and $v$ are not adjacent in $G$, then $v$ must not have a position of child of $u$ in any binomial tree. Similarly by (3.3e), if $u$ and $v$ are not adjacent in $G$, then $v$ must not act as a parent of $u$ in any binomial tree. Without (3.3d) and (3.3e), it could be possible to find a feasible solution, even when no partition of $G$ into pruned binomial trees exists. Finally, the relation (3.3f) between $y$ and $z$ variables follows from Obs. 2. It says that whenever there is a node in a position $i$, then the delay is at least $\lceil\log i\rceil$.

Consider a subset $U \subseteq V$. Let $N(U)=\{v:\{u, v\} \in E, u \in U\}$, and $\bar{N}(U)=V \backslash$ $N(U)$. Constraints (3.3d) - (3.3e) can then be replaced by stronger

$$
\begin{array}{cl}
\sum_{v \in \bar{N}(u)} y_{\ell s}^{v} \leq \sum_{v \in N(\bar{N}(u))} y_{i s}^{v} & u \in V, i \in I, \ell \in C(i), s \in S, \\
\sum_{v \in \bar{N}(\bar{N}(u))} y_{\ell s}^{v} \leq \sum_{v \in N(u)} y_{i s}^{v} & u \in V, i \in I, \ell \in C(i), s \in S . \tag{3.4b}
\end{array}
$$

It is enforced by (3.4a) that if there is some non-neighbor $v$ of $u$ with a position $\ell$ in a binomial tree rooted at $s$, then there must be a neighbor of some non-neighbor of $u$ with position $i$ in the same binomial tree. Similarly, Constraints (3.4b) state that if there is a node $v$ where $\beta(v)=\ell$ in a binomial tree rooted at $s$ in the complement
of neighborhood of all non-neighbors of $u$, there must also be a neighbor of $u$ with position $i$ in this binomial tree. This reflects the obvious fact that if a tree is pruned at some node, all its descendants must also be excluded from the tree.

## Valid inequalities

Let $W$ be a maximal independent set in $G$. Model (3.3) is strengthened by

$$
\begin{equation*}
y_{i s}^{v_{0}}+\sum_{v \in W}\left(y_{i s}^{v}+y_{\ell s}^{v}\right) \leq 1 \quad i \in I, \ell \in C(i), s \in S \tag{3.5}
\end{equation*}
$$

which exploits the fact that no pair of nodes in $W$ is adjacent, and so there must be no two nodes with adjacent $\beta$-positions.

We now generalize this idea by using the notion of graph power $G^{m}=\left(V, E^{m}\right)$ commonly defined as a graph with the same set of nodes as $G$, and an edge between two nodes in $G^{m}$ is present if and only if there is a path of length at most $m$ between them in $G$. For our purposes, we use a slightly modified definition of the edge set

$$
E^{m}=\{\{u, v\}: \text { there exists a path between } u \text { and } v \text { in } G \text { of length } m\} .
$$

Definition (3.2) can be generalized to descendants of an arbitrary distance $m=1,2, \ldots$ from $v$ in $B^{k}$ :

$$
\begin{align*}
C^{1}(i) & =C(i) \\
C^{m+1}(i) & =\bigcup_{j \in C^{1}(i)} C^{m}(j) \tag{3.6}
\end{align*}
$$

Further strengthening of model (3.3) is achieved by introducing valid inequalities

$$
\begin{equation*}
y_{i s}^{y_{0}}+\sum_{v \in W_{m}}\left(y_{i s}^{v}+y_{\ell s}^{v}\right) \leq 1 \quad i \in I, \ell \in C^{m}(i), s \in S, 1 \leq m \leq \Delta_{G}-1 \tag{3.7}
\end{equation*}
$$

Clearly, inequality (3.5) is included in (3.7) for $m=1$. The distance between positions $i$ and $\ell=C^{m}(i)$ in a binomial tree is $m$. The maximal independent set $W_{m}$ contains nodes such that length of any path between any two nodes is different from $m$, and so there cannot be two nodes in $W_{m}$ with positions $i$ and $\ell$ at the same time.

## Symmetry removal

Another improvement of this model is achieved by a symmetry removal. If a broadcast tree is identical to a binomial tree, we notice that nodes with positions from $C(i)$, i.e., children of some node $v$ with $\beta(v)=i$, are informed in increasing time steps. For example in $B^{3}, C(2)=\{4,6\}$ and the corresponding nodes are informed in time step 2 and 3 , respectively. If a position $\ell \in C(i)$ corresponds to a node of a binomial tree that is pruned (if $y_{\ell s}^{\nu_{0}}=1$ for some $s \in S$ ), all positions $j \in C(i)$ such that $j>\ell$ can also be pruned. Thus, adding

$$
\begin{equation*}
y_{j s}^{v_{0}} \leq y_{\ell s}^{v_{0}} \quad i \in I, j, \ell \in C(i), j<\ell, s \in S \tag{3.8}
\end{equation*}
$$

to the model reduces the set of feasible solutions, while preserving at least one optimal solution.

## Decision version

To determine whether a given deadline $k$ is sufficient for broadcasting in an instance $(G, S)$ of MBT, consider the following ILP model:

$$
\begin{gather*}
\max \sum_{v \in V} \sum_{i \in I} \sum_{s \in S} y_{i s}^{v} \\
\sum_{i \in I} \sum_{s \in S} y_{i s}^{v} \leq 1 \\
(3.3 \mathrm{~b})-(3.3 \mathrm{e})  \tag{3.9a}\\
y \in\{0,1\}^{I \times S \times V^{\prime}}
\end{gather*}
$$

This model is a modification of formulation (3.3), and uses the same type of variables. The objective function is to maximize the number of nodes that are assigned a position in binomial trees. The constraints (3.9a) state that each node belongs to at most one binomial tree. In contrast to (3.3a), (3.9a) is an inequality, because the binomial trees do not necessarily form a partition of $G$, and so not all nodes have to be used. The remaining constraints are taken from formulation (3.3).

The parameter $k$ affects $I$. If the objective function attains the target value $|V|$, it is obvious that positions $\left\{1,2, \ldots, 2^{k}\right\}$ can be assigned to all nodes in $G$ under the given constraints, and therefore $\tau(G, S) \leq k$. If the objective function value is less than $|V|$, then clearly $\tau(G, S)>k$.

An optimal solution to Prob. 5 can be determined by a sequential solution to model (3.9) for varying deadlines $k$. Assume we are given a lower bound $t$ and an upper bound $\bar{t}$ on the minimum broadcast time. Initially, we define the set $I=\left\{1, \ldots, 2^{t}\right\}$ and iteratively solve the model while doubling the set $I$ (increasing $\underline{t}$ ) until the objective function attains the value $|V|$. That indicates that it is the first iteration in which all nodes are assigned a position, and it can be concluded that the minimum broadcast time is $\log _{2}|I|=\underline{t}$. If the target value $|V|$ is not met for $k=\bar{t}-1$, the last iteration with $k=\bar{t}$ does not have to be conducted, as it is already obvious that $\tau(G, S)=\bar{t}$.

It is suggested that the sequence of models is solved for an increasing $k$. Different strategies are also available. For example, a binary search may seem a more natural way, however, running the model for larger values of $k$ takes significantly more time than for smaller values of $k$. Furthermore, large graphs tend to have their broadcast time closer to the lower bounds.

## Discussion

Preliminary experimental results indicate that using binomial tree model for obtaining optimal solutions of MBT instances takes longer time compared to the model presented in Paper IV in virtually all tested instances. Tab. 3.1 shows solution times for two instance sets with number of nodes 50 and 100. Each instance set is further divided by the number of sources, in this case 1 and 2 . The last parameter that identifies an instance is the number of edges (1st and 6th column). An instance is identified by values $|V|,|S|$ and $|E|$. Each instance is solved by an iterative algorithm described in section 3.3.1 on model (3.9) (columns with heading $Y$ ), and an analogous algorithm on model introduced in Paper IV (columns with heading $X$ ).

Even this small sample of test instances suggests that the model in Paper IV finds an optimal solution substantially faster than (3.9). However, there is a potential in improving the model by means of techniques such as further symmetry removal and additional valid inequalities following from the concept of unique numbering of nodes in a binomial tree. Also, it can be seen that the more sources, the shorter time the computation takes, which is more apparent for model (3.9).

| $\|V\|=50$ |  |  |  |  | $\|V\|=100$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\|S\|=1$ <br> $E \mid \quad X \quad Y$ |  |  | $\|S\|=2$ |  | $\|S\|=1$ |  |  | $\|S\|=2$ |  |
|  |  |  | X | $Y$ | $\|E\|$ | $X$ | $Y$ | X | $Y$ |
| 276 | 0.22 | 7.39 | 0.18 | 4.37 | 1041 | 0.99 | 261.71 | 0.7 | 109.32 |
| 262 | 0.19 | 4.76 | 0.2 | 2.67 | 1078 | 0.78 | 243.66 | 0.84 | 84.45 |
| 269 | 0.2 | 8.43 | 0.1 | 2.62 | 1013 | 1.26 | 326.66 | 0.78 | 141.28 |
| 194 | 0.3 | 9.81 | 0.13 | 3.08 | 798 | 0.74 | 441.31 | 0.39 | 47.28 |
| 192 | 0.14 | 2.72 | 0.15 | 3.16 | 781 | 0.91 | 254.67 | 0.52 | 53.74 |
| 188 | 0.16 | 4.75 | 0.09 | 2.26 | 726 | 0.87 | 299.97 | 0.78 | 225.19 |
| 63 | 0.19 | 8.49 | 0.17 | 11.82 | 125 | 0.57 | 904.51 | 0.54 | 705.06 |
| 100 | 0.16 | 7.49 | 0.08 | 2.59 | 200 | 1.23 | 1126.11 | 0.76 | 298.8 |

Table 3.1: Comparison of solution time of methods based on model (3.9) and an analogous model in Paper IV

### 3.4 Related Problems

There are many communication protocols for broadcasting in different practical applications, and their description is out of the scope of this thesis. We therefore describe only the problems closely related to MBT.

### 3.4.1 Broadcast Graphs

A related problem to MBT is the Minimum Broadcast Graph problem. In this settings, broadcast protocol according to Def. 16 and $|S|=1$ are assumed. A broadcast graph is a communication network on $n$ nodes with optimal broadcast time $\lceil\log n\rceil$ regardless of the source. Every complete graph $K_{n}$ satisfies this property, yet $K_{n}$ is not minimal. The minimum number of edges in any broadcast graph on $n$ nodes is denoted as $B(n)$. A Minimum broadcast graph is a broadcast graph with $B(n)$ edges.

NP-completeness follows from the same result for MBT. A long list of papers deals with determining minimum broadcast graph for different number of nodes. The initial work [30] shows minimum broadcast graphs for $n=2^{k}$ and $n \leq 15$. Further investigation [36] leads to a technique for constructing broadcast graphs for many values of $n$.

In the generalized $c$-broadcasting, a c-broadcast graph has a broadcast time $\left\lceil\log _{c+1} n\right\rceil$, and analogously, $B_{c}(n)$ denotes the minimum number of edges in any $c$ broadcast graph. A $c$-broadcast graph with $B_{c}(n)$ edges is said to be a minimum $c$ broadcast graph. A time-relaxed $c$-broadcasting [48] allows additional $t$ time steps. Thus, a time-relaxed $c$-broadcast graph has broadcast time $\left\lceil\log _{c+1} n\right\rceil+t$.

Another generalization is the $k$-fault tolerant broadcast problem [46]. The task is to identify sparse graphs with reliable transmission schemes. The protocols of a $k$-fault tolerant broadcast graph are predefined in such a way that if any $k$ edges in the protocol fail, the signal still reaches all nodes in the graph.

ILP formulations to construct $c$-broadcast graphs, $k$-fault tolerant $c$-broadcast graphs and minimum $c$-broadcast graphs are presented in [48].

### 3.4.2 The Gossiping Problem

The last problem mentioned in this overview is The Gossiping Problem, also known as the Total information exchange. In this problem, each node is initially given a different message that needs to be distributed to all other nodes [13]. For this, in each time step the nodes send each other messages consisting of an arbitrary number of pieces of information. The standard restriction is that in one time step, a node can communicate with only one of its neighbors. One distinguishes 1-way (or half-duplex) mode, where the information can be sent through a link in only one direction in a single time step, and 2-way (or full-duplex) mode, where two nodes may exchange all their information through a link that connects them within a single time step. The most intensively studied efficiency criterion in this theory is the number of time steps needed for disseminating all pieces of information to every node [27].

## Chapter 4

## Path Finding for Multiple Robots

Before focusing on path finding for multiple robots, let us summarize techniques for simple path finding in graphs, which act as building blocks in problems that consider multiple robots.

### 4.1 Basic Path Finding

Basic path finding is a well known task in computer science. Given a graph $G=(V, E)$, the objective is to find a path between two selected nodes $s$ and $t$ referred to as the source and the target, respectively. Graph searching methods such as breadth-first search and depth-first search find a path if given a sufficient amount of time.

The aim is often to find a shortest path between $s$ and $t$ in $G$ with given edge lengths. Bellman-Ford algorithm yields a shortest path from $s$ to all of the other nodes in $\mathcal{O}(|V||E|)$ time.

A common approach used for finding a shortest path is Dijkstra's algorithm [28], which guarantees to yield an optimal path in $\mathcal{O}(|E| \log |V|)$ time. Dijkstra's Algorithm visits vertices in the graph starting with $s$. It then repeatedly inspects the vertex which was not yet visited that lies closest to $s$. It expands outwards from $s$ until it reaches $t$. A drawback of this approach is that it may expand too many vertices that later turn out to lie very far from $t$.

Another possibility is the greedy best first search algorithm which can find a path to $t$ faster, but the selected path is not guaranteed to be optimal. Instead of expanding nodes close to $s$, it selects those close to $t$. Obviously, which node is exactly the closest is not known, and therefore it uses a heuristic estimate, which guides the way towards $t$.
$A^{*}$ algorithm [35] combines the advantages of Dijkstra's algorithm and the best first search algorithm. It guarantees to find an optimal path and also exploits a heuristic estimation of the distance to the target, which helps to avoid expanding unsuitable vertices. The heuristic estimation is particularly useful when there is incomplete information about the graph. For that reason, $A^{*}$ is popular in video game development, where the exact distances cannot be predicted due to a frequent change of the environment, or due to a lack of knowledge of the current situation in the environment.

A* searches for a shortest path from $s$ to $t$ by maintaining a tree of paths originating at $s$, and extending those paths until its termination criterion is satisfied. Alg. 1 shows a pseudocode of A*. At each iteration, the algorithm determines which of its paths should be extended. The selection is based on the cost of the path so far and a heuristic
estimate of the cost required to extend the path all the way to $t$. Specifically, A* chooses the path that minimizes

$$
f(v)=g(v)+h(v)
$$

where $v$ is the node by which the path is extended, $g(v)$ is the cost of the path from $s$ to $v$, and $h(v)$ is the heuristic estimate of the cost of the cheapest path from $v$ to the target $t$. A* terminates when the path it chooses to extend is a path from start to goal or if there are no paths eligible to be extended.

The performance of A* strongly depends on the selected heuristic function $h$. The heuristic is admissible if $h(v)$ is no larger than the length of the shortest path from $v$ to $t$. An admissible heuristic is an optimistic guess as it underestimates the length of the shortest path. Thus, $f(v)$ is a lower bound on the path cost via $v$. The heuristic is said to be monotonous or consistent if for all $v^{\prime} \in N(v)$ we have that $h(v) \leq w_{v v^{\prime}}+h\left(v^{\prime}\right)$.

Observation 4. Every monotonous heuristic is admissible.
Proof. Let $h$ be monotonous, and let $s=v_{1}, v_{2}, \ldots, v_{k}=t$ be an optimal path. As $h$ is monotonous, we have that $h\left(v_{i}\right)-h\left(v_{i+1}\right) \leq w_{v_{i} v_{i+1}}$. This implies that $h\left(v_{1}\right) \leq$ $\sum_{i=1}^{k-1} w_{v_{i} v_{i+1}}$.

Observation 5. For a monotonous heuristic, $f$ is non-decreasing along any path.
Proof. Let $v^{\prime} \in N(v)$, i.e., $g\left(v^{\prime}\right)=g(v)+w_{v v^{\prime}}$. Then, $f\left(v^{\prime}\right)=g\left(v^{\prime}\right)+h\left(v^{\prime}\right)=g(v)+$ $w_{v v^{\prime}}+h\left(v^{\prime}\right) \geq g(v)+h(v)=f(v)$.

Proposition 8. If $h$ is a monotonous heuristic, $A *$ finds an optimal path.
Proof. By Obs. 5, if $h$ is monotonous, the values of $f(v)$ are not decreasing along any path. A* selects for expansion the node $v$ with minimal value of $f$, that is, among all paths to $v$ there cannot be a shorter path than the one just selected. Thus, the path selected from $s$ to $v$ is optimal, which is inductively extended up to $t$.

If the trivial monotonous heuristic $h(v)=0$ for all $v \in V$ is used, the algorithm becomes Dijkstra's algorithm.

There are two different perspectives of the running time. The first way counts the running time as a function of $|V|$ and $|E|$, which is more common in the context of graph theory. In this case, if the monotonous heuristic is determined in constant time, the complexity of A* equals the complexity of Dijkstra's algorithm. Another way, popular in AI community, is measuring the running time in terms of the depth of the solution and the branching factor of the search space. In this context, graphs are typically very large, and avoiding examination of the entire graph is desirable, in fact, it is one of the major goals of the algorithm. If we examine every node at depth up to $d$ before the target is found, we end up visiting $\mathcal{O}\left(b^{d}\right)$ nodes before termination.

### 4.2 Path Finding for Multiple Robots

The requirement of finding multiple non-colliding paths significantly increases the complexity of the problem.

```
Algorithm 1: A* algorithm
    Input : \(G=(V, E), s, t \in V, w: E \mapsto \mathbb{R}^{+}\)
    Output: A shortest path from \(s\) to \(t\) or failure if no such path exists
    \(C \leftarrow \emptyset / /\) Closed set - expanded nodes, will not be entered again
    \(O \leftarrow\{s\} / /\) Open set - nodes to be expanded
    for \(v \in V \backslash\{s\}\) do
        \(g(v) \leftarrow \infty\)
        \(f(v) \leftarrow \infty\)
        \(\pi(v) \leftarrow\) null // Predecessor of node \(v\)
    end
    \(g(s) \leftarrow 0\)
    \(f(s) \leftarrow h(s)\)
    while \(O \neq \emptyset\) do
        \(v \leftarrow\) select a node from \(\arg \min \{f(u): u \in O\}\)
        if \(v=t\) then return path from \(s\) to \(t\) reconstructed using \(\pi\)
        \(O \leftarrow O \backslash\{v\}\)
        \(C \leftarrow C \cup\{v\}\)
        for \(u \in N(v) \backslash C\) do
            if \(u \notin O\) or \(g(v)+w_{v u}<g(u)\) then
                \(O \leftarrow O \cup\{u\}\)
                \(\pi(u) \leftarrow v\)
                \(g(u) \leftarrow g(v)+w_{v u}\)
                \(f(u) \leftarrow g(u)+h(u)\)
            end
        end
    end
    return failure
```

We consider an environment with several identical moving entities referred to as agents. Source and target locations are uniquely determined for each agent. The objective is to find a route for every agent from its source to its target while avoiding obstacles in the environment. The environment is modeled as an undirected graph, where the agents are placed in the nodes, and move along the edges from one node to another. In this context, the paths/routes are allowed to contain a node multiple times. Movement of the agents is carried out in discrete time steps, where the relocation of an agent from one node to its neighbor takes exactly 1 time step. Agents must not collide with obstacles and other agents that are also moving along planned routes towards their own targets.

Methods for solving path finding for multiple robots are divided into two main approaches: centralized (coupled) and decentralized (decoupled). A centralized approach incorporates a global decision maker that regards all the agents as a single entity, and plans paths for them simultaneously. On the other hand, a decentralized approach can considerably reduce computations by decomposing the problem into several smaller subtasks. Paths are typically computed for each agent individually, ignoring all other agents. The interactions are handled along the way to avoid collisions. This is usually much faster but yields suboptimal solutions and loses completeness [60].

Local repair A* (LRA*) [65] is a decentralized algorithm readily applicable to path finding for multiple robots. Each agent searches for a route to the destination using the A* algorithm, ignoring all other agents except for its current neighbours. The agents then start to follow their routes, until a collision is impending. Whenever an agent is about to move into a position occupied by another agent, it instead replans the route from its current position.

Problems dealing with navigating a group of mobile robots can be formulated as multi-agent path planning. However, the primary motivations for the problem are tasks of moving certain entities within an environment with obstacles. The constraint of limited free space represents a key aspect that makes the problem non-trivial. Examples of applications include, but are not limited to: parcel delivery in office building by multiple mobile robots [33], navigation of robots within an industrial warehouse environment [29], and control and management of a fleet of autonomous mobile robots for transshipment tasks in harbors, airports and marshalling yards [2]. Shipping container rearranging can also be formulated as path-planning for multiple agents where agents are represented by containers [70].

### 4.2.1 Mathematical Model and Variants

The problem of path finding for multiple robots is defined by a quadruple $\left(G, R, \lambda_{0}, \lambda_{+}\right)$, where

1. $G=(V, E)$ is the undirected graph representing the environment,
2. $R=\left\{r_{1}, \ldots, r_{|R|}\right\}$ is the set of robots or agents, $|R| \leq|V|$,
3. $\lambda_{0}: R \mapsto V$ is the injective function that assigns each agent its initial node, and
4. $\lambda_{+}: R \mapsto V$ denotes the injective function that assigns a target node to each agent.

In general, there is no restriction on the graph, but majority of works in this area considers 4 or 8 -connected grid graphs with some missing nodes representing obstacles. There are the following two different models of agents' movement dynamics: MultiAgent Path Finding (MPF) and Pebble Motion on Graph (PMG).

Multi-Agent Path Finding An agent can shift from one node to its neighbor on condition that the neighbor is either unoccupied or is being left by some other agent at the same time step. At most one agent is allowed to pass an edge within one time step. That is, agents are not allowed to exchange their positions within one time step. It is however possible that there is not a single unoccupied node, and agents still perform cyclic moves, although most of the studied instances contain at least one unoccupied node. Finally, no two agents can enter the same node at the same time, as there cannot be more than one agent simultaneously at a node. Under this settings, the optimization variant of MPF is shown to be NP-hard [69].

In general, agents are considered as independent isolated units, and one agent is not aware of other agents' path plans. There are variants of MPF where this is not the case (see Sect. 4.2.2).

Pebble Motion on Graphs Pebble motion on graphs [44] can be regarded as a restricted variant of MPF. The difference lies in the rules for movement. While MPF enables entering a vertex that is simultaneously being left by another agent, such transfer is not permissible in pebble motion. As an illustration we mention the 15-puzzle, also known as Lloyd's 15 [6]. Its generalized $N \times N$ version has been proved to be NP-hard in [21]. The situation becomes much easier when the optimality of the number of moves is not required, i.e., when the problem is to find any sequence of movements so that the target locations are reached. In this case the problem belongs to $P$ [44], and so does MPF when the optimality is abandoned, as every solution to PMG is a solution to MPF. As all results relevant to this chapter consider the movement rules of MPF, PMG is not discussed any further.

There are three most common optimization criteria [79] in problems belonging to path finding for multiple robots to be pursued:

- Minimum total arrival time - total number of time steps that the agents need before arriving in their targets.
- Minimum makespan - the number of time steps needed by the latest arriving agent.
- Minimum total distance - total number of moves performed by the agents.

In a corresponding decision problem, we are given a parameter $k$ and ask whether it is possible that agents reach their targets so that the objective function does not exceed $k$.

### 4.2.2 Cooperative Path-Finding

Cooperative Path-finding (CPF) [65] is a special case of MPF where each agent is assumed to have a full knowledge of all other agents and their planned routes. Precisely speaking, a solution algorithm can take into account paths planned for agents that were


Figure 4.1: Demonstration of incompleteness of CA*
processed earlier, and adjust paths searched later according to them. The concept of CPF is most relevant to the contribution of this thesis, as all the studied variants assume knowledge to at least some agents' path planning.

## CA*

A decoupled algorithm for solving CPF, known as cooperative A* (CA*), has been introduced in [65] together with several improvements reducing its complexity. Its basic version works with a spatial graph $G^{\prime}$ constructed from the initial graph $G=$ $(V, E)$. The spatial graph can be regarded as $k$ copies (layers) $G_{0}, G_{1}, \ldots, G_{k}$ of $G$, which are arranged parallel with each other. These layers represent the time dimension of the agents' movement. All edges within one layer are removed, because a movement along them would represent an agent's change of position in zero time, which is prohibited by the rules for movement. Consider nodes $v_{i}$ and $v_{i+1}$ in two consecutive layers of $G^{\prime}$, both corresponding to node $v$ in the original graph. Further, let $v_{i+1}^{1}, \ldots, v_{i+1}^{|N(v)|}$ be the nodes in the $(i+1)$-th layer corresponding to neighbors of $v$ in the original graph. The spatial graph contains edge $\left\{v_{i}, v_{i+1}\right\}$, which represents an agent staying at its node from time step $i$ to $i+1$, and edges $\left\{v_{i}, v_{i+1}^{1}\right\}, \ldots,\left\{v_{i}, v_{i+1}^{|N(v)|}\right\}$ representing an agent's movement to the adjacent nodes. Edges in $G^{\prime}$ are always directed from the lower layer to the higher layer, as it is forbidden to move "back in time".

Agents are initially placed in the first layer of $G^{\prime}$, and if a node $t$ is a target of some agent $a$ in the original graph, nodes corresponding to $t$ in each layer become targets of $a$ in $G^{\prime}$, and $a$ must reach one of them. This models the fact that an agent can reach its target at any time step. The algorithm processes agents one by one, and always searches a path in $G^{\prime}$ for a currently considered agent using $A^{*}$. Once a path is found in $G^{\prime}$, its nodes in $G^{\prime}$ are reserved, and agents processed afterwards must avoid the reserved nodes. In this way it is ensured that no collisions occur during the agents' advancement.

CA* is neither complete, nor optimal. It is however popular because it does not pose any specific requirement on the instance and also because of its simplicity. An example of an instance for which CA* is unable to find a solution is depicted in Fig. 4.1a. The instance consists of a path on five nodes $\lambda_{0}\left(a_{1}\right), A, B, C, \lambda_{0}\left(a_{2}\right)$, and a node $D$ adjacent to the node $B$ in the middle of the path. Agents $a_{1}$ and $a_{2}$ are placed at the two endpoints of the path, and have targets $\lambda_{+}\left(a_{1}\right)$ and $\lambda_{+}\left(a_{2}\right)$ at the opposite endpoints, respectively.


Figure 4.2: Spatial graph corresponding to the instance in Fig. 4.1b

This instance has a solution in which one agent uses the node $D$ outside of the path in order to allow the other agent to pass towards its target. CA* finds a path in the spatial graph that corresponds to the shortest path from $a_{1}$ 's initial position $\lambda_{0}\left(a_{1}\right)$ to $\lambda_{+}\left(a_{1}\right)$. When $a_{2}$ is subsequently processed, no path to $\lambda_{+}\left(a_{2}\right)$ in $G^{\prime}$ that avoids reserved nodes and edges exists. Fig. 4.1 b depicts a slightly modified situation in which CA* is able to find the optimal solution. The plan of $a_{1}$ is again to go through the shortest path towards $\lambda_{+}\left(a_{1}\right)$, i.e., $\lambda_{0}\left(a_{1}\right), A, B, C, \lambda_{+}\left(a_{1}\right)$. When the path for $a_{2}$ is calculated in $G^{\prime}$, the only option to avoid reserved nodes is to make a step aside in the second step, let $a_{1}$ pass, and then continue towards $\lambda_{+}\left(a_{2}\right)$. Thus, $a_{2}$ passes the sequence of nodes $\lambda_{0}\left(a_{2}\right), C, D, D, C, B, A, \lambda_{+}\left(a_{2}\right)$. The spatial graph corresponding to the instance shown in Fig. 4.1b, in which agent $a_{1}$ is processed first, is displayed in Fig. 4.2. Green and blue nodes represent the positions occupied by agent $a_{1}$ and agent $a_{2}$, respectively, in some time step. Coloured edges mark those edges along which an agent moves, and cannot be passed by another agent. Therefore, both directions are always marked, as no two agents are allowed to exchange their position within a single time step. The quality of a solution often depends on the order in which agents are processed. Note that in some orderings of the agents, a solution may not exist, while there can be a solution for another ordering. This is also the case of the instance in Fig 4.1b, because if a path for $a_{2}$ was planned first, a solution would again not be found.

## OD+ID

An example of a coupled algorithm is to apply $\mathrm{A}^{*}$ on the following state space: Each state is encoded as an $|R|$-tuple representing all agents' positions. There is an edge between two states if and only if the transition between the two states represents a valid move. With this representation, $\mathrm{A}^{*}$ finds an optimal solution, but the obvious drawback of this approach is its time and space complexity. The size of the state space is $\mathcal{O}\left(|V|^{|R|}\right)$ with the branching factor $\mathcal{O}\left(d_{\max }^{|R|}\right)$ where $d_{\max }$ is the maximum degree in $G$.

An improvement of this naive approach is achieved by operator decomposition (OD)[62]. In this approach, a fixed ordering of agents is assumed, and a move is assigned to each agent in succession. Thus, a transition from one state to another cor-
responds to moving only one agent while other agents' positions remain unchanged. Under this representation, every $|R|$-th state corresponds to a full move of the group of agents, and is known as standard state. The other states are referred to as intermediate states. Standard and intermediate states are conceptually different, they are nevertheless treated equivalently by $\mathrm{A}^{*}$.

Although operator decomposition allows the algorithm to avoid considering a substantial portion of the search space, the resulting algorithm is still exponential in the number of agents [62]. Independence detection (ID) aims to plan paths for agents as independently as possible. The idea is to plan paths for agents separately whenever a cooperation is not needed as they would not collide if they moved along their shortest paths. When OD is combined with ID, agents are divided into groups which are then planned separately using OD. Once a plan for all groups is known, the movement is simulated, and if the plans for two or more groups contain conflicts, the affected groups are merged together, and a new plan is searched for these larger groups.

## Other notable algorithms

Besides the methods described above, there are many algorithms of various properties designed for CPF in recent decades, and the research in this area still continues.

An alternative method developed in [59] achieves an implicit cooperation among agents by using so called direction maps.

In [74], a decoupled algorithm flow annotated replanning (FAR) for grid graphs is presented. FAR trades the completeness for an improved efficiency, and uses an abstraction of the grid graph into a flow-annotated grid graph. A* is then applied separately for each agent in this abstracted environment.

Another CPF algorithm that claims completeness is Push and Swap [47]. However, in [25] were identified instances for which this algorithm fails to obtain a solution. Consequently, algorithm Push and Rotate is then presented as an adaptation of the Push and Swap technique. By fixing the Push and Swap's shortcomings, the authors developed an algorithm that is complete for the class of instances that contain at least two unoccupied nodes.

An alternative approach for arbitrary graphs introduces a two-level Increasing Cost Tree Search (ICTS) algorithm [64], consequently compared with A* based techniques. Another algorithm capable of solving a wider range of instances than ICST is Conflictbased Search (CBS) [64]. Low-level searches in CBS are performed as single-agent path finding.

### 4.3 Scenarios with Adversaries

Consider a problem of MPF where agents are divided into two (or more) adversarial teams competing for achieving some goal. The teams move in turns so that the $i$-th team moves in every $i$-th time step, while agents of other teams act as obstacles.

The division into adversarial team is a generalization of MPF that increases the problem's complexity. The problem becomes a multi-player game with full information, and so various search space algorithms developed for these types of games are applicable for adversarial versions of MPF. Examples of these algorithms include alpha-
beta algorithm widely applied on computer chess, and Monte Carlo tree search which was recently successfully employed in the game of Go [66]. These algorithms are often combined with methods of machine learning, such as neural networks and genetic algorithms.

In problems with adversarial elements, we consider one specific team of agents, and try to solve the decision problem whether there exists a winning strategy for the selected team.

### 4.3.1 Adversarial Cooperative Path Finding

In Adversarial Cooperative Path Finding (ACPF), all the agents are defined by their initial and target nodes in a graph, and the task of one team is to reach all the targets by corresponding agents before the opponent's agents reach their positions. The teams are typically assumed to be of the same number of agents, although it is not required in general. Similarly, the placement of targets of the teams does not have to be symmetric, and so the starting conditions are not necessarily "fair" for the teams.

Besides the points 1.-4. in Sect 4.2.1, the formal definition of ACPF consists of the following elements:
5. $\mathcal{T}=\left\{T_{1}, T_{2}, \ldots, T_{|\mathcal{T}|}\right\},|\mathcal{T}| \leq|R|$ contains the set of disjoint teams. Each agent belongs to exactly one team. Two teams are considered in a typical instance.
6. $t^{*} \in\{1,2, \ldots,|\mathcal{T}|\}$ denotes the index of a team for which the strategy is searched, and for which the answer whether there exists a winning strategy is of interest.

It is also assumed that there is a mechanism that determines the next move of a team different from $T_{t^{*}}$ when given the sequence of all agents' previous placements. This mechanism is unknown, and is expected to act as an oracle that is able to determine the best possible move for an adversarial team in each time step. The decision version of ACPF is formulated as

Problem 7. Given an instance $\left(G, R, \lambda_{0}, \lambda_{+}, \mathcal{T}, t^{*}\right)$ of ACPF, does there exist a movement of team $T_{t^{*}}$ at every time step in which the team is to move, so that every agent $a \in T_{t^{*}}$ reaches its target location $\lambda_{+}(a)$, and so that no other team reaches its desired locations earlier?

The problem was proved to be PSPACE-hard for two teams in [39] by a polynomial reduction from True Quantified Boolean Formula (TQBF). It is also known that the problem is EXPTIME, but whether or not it belongs to PSPACE remains an open question.

In experimental settings, a time limit during which the agents move is imposed. When this limit is up, the winner is the team whose agents captured the highest number of target nodes.

### 4.3.2 Area Protection Problem

Another concept of adversarial MPF is the Area Protection Problem (APP). Unlike ACPF, where the goals of all teams of agents is to reach their targets, the adversarial teams in APP have different objectives. The first team of attackers consists of agents
whose goal is to capture pre-defined targets in the area protected by the second team of defenders. There is a one-to-one mapping between attackers and target nodes. The opponent team of defenders aims to prevent the attackers from reaching their targets by occupying selected locations.

The common feature in all MPF problems is that once a location is occupied by an agent, it cannot be entered by another agent unless it is first vacated by the agent which occupies it (agents cannot push away each other). This property is a key tool for the team of defenders. Formally, the problem is defined by points 1.-3. in Sect. 4.2.1, and
5. $D \subseteq R$ and $A \subseteq R$ with $D \cap A=\emptyset$ and $D \cup A=R$, that is, an agent is either an attacker or a defender,
6. $\lambda_{+}^{A}: A \mapsto V$, an injective function that assigns a target node to each attacker.

Defenders do not have any pre-defined targets, as their objective is to prevent attackers from reaching their targets. The decision version of APP is formulated as

Problem 8. Given an instance $\left(G, R, \lambda_{0}, A, D, \lambda_{+}^{A}\right)$, is it possible to navigate the defenders in a way that no attacker reaches its target?

Paper V [40] contains a PSPACE-hardness proof of APP.
Like in problems without the adversarial element, there are several possible objective functions of APP:

- Maximize the number of targets not captured by attackers.
- Maximize the sum of distances between attackers and their targets.
- Minimize the time spent by attackers at captured targets.

The available literature focuses on the first objective.

## Target allocation

Finding a solution to APP can be viewed as two separate subproblems. As there are no predefined targets for defenders, the initial step is to identify nodes which are important for attackers on paths towards their targets. This subproblem is called target allocation. The nodes that are determined as important then become targets of defenders. The next subproblem is then to navigate defenders towards the targets allocated to them in the previous step. A typical candidates for defenders' targets are obviously attackers' targets, but it is not necessarily the smartest option. Particularly in instances where defenders are highly outnumbered by attackers, it is more reasonable to capture nodes lying in bottlenecks through which attackers must pass. In this way, even a small group of defenders may be able to protect a large number of attackers' targets.

### 4.3.3 Area Protection Problem with Communication Maintenance

An extension of APP by a requirement of communication maintenance (APPC) has been introduced in Paper VI [41]. The environment is assumed to be a 4-connected grid graph with possible missing nodes (obstacles), which allows to define the connectivity constraints.

A Graph $G$ representing the environment is embedded in a plane so that all edges have length 1 unit and each node $v$ has coordinates $C_{v}=\left(x_{v}, y_{v}\right)$. The physical location $l_{v}$ represented by $v$ is the unit square centered at $C_{v}$. Further, the set $B$ consists of square areas representing obstacles. The visibility range $r$ is the maximum distance between two locations, such that if there are agents placed at them, they can communicate with each other. A communication is impossible between locations $l_{u}$ and $l_{v}$ if the line segment $\left[C_{u}, C_{v}\right]$ intersects any obstacle.

Definition 18. Given a visibility range $r, G_{r}=\left(V, E_{r}\right)$, where $E_{r}=\left\{\{u, v\}:\left[C_{u}, C_{v}\right] \cap B=\emptyset\right.$ and $\left.d\left(C_{u}, C_{v}\right) \leq r\right\}$ is the visibility graph of $G$.

Let $S_{t} \subseteq V$ denote the set of nodes occupied by defenders at time step $t$. The decision problem is extended from Prob. 8 with the additional requirement of connectivity formulated as

Problem 9. Given an instance $\left(G, R, \lambda_{0}, A, D, \lambda_{+}^{A}\right)$, is it possible to navigate the defenders in a way that no attacker reaches its target, and the induced subgraph $G_{r}\left[S_{t}\right]$ of the connectivity graph remains connected at every time step $t$ ?

PSPACE-hardness of APP implies also the same result for APPC.

## Chapter 5

## Contribution of the Thesis

This thesis is a compilation of six papers in which three independent topics are looked into. The first three papers are focused on ad-hoc wireless networks discussed in Chapter 2. The fourth paper deals with the broadcast time problem addressed in Chapter 3. These four papers share the common characteristic that integer programming is an essential solution method. In this sense, the last two papers are distinguished from the former. They are devoted to adversarial variants of path finding for multiple robots summarized in Chapter 4, which are commonly approached by methods prevalent in the field of artificial intelligence.

### 5.1 Paper I: Shared Multicast Trees in Ad-hoc Wireless Networks

The contribution of Paper I lies in introducing the Shared Multicast Tree (SMT) problem, a generalization of the Shared Broadcast Tree (SBT) problem. An ILP model for SMT is proposed by modification of a model for SBT presented in [81]. Additional constraints related to non-destination nodes are included in the model, and constraints in the existing model for SBT are quantified with respect to the non-destinations. The presented model is subsequently proved to be a correct formulation of SMT. Appendix A of Paper I contains details of the proof.

Further, several inexact construction methods are proposed. The first two methods are based on construction of a solution to different problems, specifically MST and MEB, respectively. The construction is followed by local search, which identifies nondestinations whose presence in the solution is disadvantageous. These non-destinations are then eliminated from the solution. The third method is an algorithm devised specifically for SBT/SMT. Its main idea is to gradually expand a solution by adding new edges, anticipate subtree sizes in the resulting solution, and thereby give an estimate of the final objective function value each time a new edge is appended.

The experimental part is divided into two sections. The first section focuses on investigation of the instance sizes that are solvable by the proposed ILP model using the CPLEX solver. It is also studied how the increasing number of destinations and nondestinations affects the solution time and the objective function value. In the second section, the comparison of the inexact algorithms indicates that the method based on subtree size anticipation outperforms the other two algorithms.

### 5.2 Paper II: The Shared Broadcast Tree Problem and MST

Because of the limited size of instances practically solvable to optimality, following from the computational complexity of SBT, approximability and approximation algorithms are often researched. Paper II presents an instance of SBT for which the algorithm that construct a MST yields a solution to SBT with objective function value six times the optimum, proving that the approximation ratio of the algorithm that constructs a MST as a solution to SBT is at least 6 . In addition, experimental results then reveal that the ratio between the optimal objective function value, and the objective function value of MST solutions in randomly generated instances is much more favourable than the lower bound on the approximation ratio.

### 5.3 Paper III: Integer Programming Formulations for the Shared Multicast Tree Problem

Two ILP formulations for SMT are developed in Paper III. The first model is based on broadcast trees, whereas the second one adapts several network flow techniques presented in [58]. Both models are subsequently extended by redundant variables and corresponding constraints which strengthen the formulations. The models are further strengthened by introducing valid inequalities. A theoretical study of the models proves that network flow based models are at least as strong as corresponding models built on broadcast trees. The experimental evaluation discovers instances showing that flow based models are in fact stronger.

Experimental evaluation further exhibits a profound trade-off between the time necessary for solving LP relaxation of the models, and the strength of the lower bound obtained. The LP relaxation of the strongest model yields an integral solution in most of the instances. However, its running time rules out its practical usability. For addressing this issue, a constraint generation (CG) technique is developed, which increases the size of practically solvable instances. Lower bounds are also yielded during the course of standard branch and bound algorithm. A comparison of lower bound produced from CG and branch and bound shows that CG is able to obtain stronger lower bounds within the selected time limit of 20 minutes.

Paper III also contains an adaptation of a metaheuristic algorithm from [55], originally developed for the minimum Steiner tree problem, combined with local search methods developed in Paper I. The algorithm is able to solve a vast majority of tested instances to optimality. However, the optimality is proved only in instances for which it is possible apply branch and bound and solve them to optimality within a practical time. In larger instances, the computed solutions are not proved to be optimal, but the results indicate a very good potential of the metaheuristic algorithm.

### 5.4 Paper IV: Computing the Broadcast Time of a Graph

We develop a straightforward ILP model for the Minimum Broadcast Time (MBT) problem, as the existing literature focusing on mathematical models for MBT is rather scarce. Recently published [14] contains a non-linear mathematical formulation of

MBT, and authors in [24] present an ILP model. The models in these works serve for the purpose of formal description of MBT, and are not investigated further as potential solution methods. On the contrary, an exact method that exploits the problem characteristics and iteratively solves a decision version of the presented ILP model is devised in Paper IV. This method is also applied to the LP relaxation of the model, and the outcome indicates that it yields fairly strong lower bounds, often coinciding with the optimum.

Besides the continuous relaxation, analytical and combinatorial lower bounding techniques are studied. According to the experimental evaluation, these methods provide weaker lower bounds than the LP relaxation. Upper bounds are obtained by a greedy algorithm of which the main feature is an iterative construction of broadcast trees of restricted size. This algorithm is parametrized by the size limitation of the broadcast trees. The larger trees are searched, the tighter upper bound can be achieved.

The numerical experiments also provide an insight into the relation between some of the graph properties and its broadcast time. It has been observed that graphs with more nodes as well as denser graphs tend to have its broadcast time closer to its trivial lower bound $\log (n)$ (see Sect. 3.4.1). Also, increasing size and density of the graph instances narrows the gap between upper and lower bounds.

### 5.5 Paper V: Area Protection in Adversarial Path-finding Scenarios with Multiple Mobile Agents on Graphs

Paper V introduces the Area Protection Problem (APP) as a modification of the previously studied Adversarial Cooperative Path Finding (ACPF) [39] problem. Its main contribution lies in the proof that APP is PSPACE-hard. This result is achieved by demonstrating a polynomial-time reduction from True Quantified Boolean ForMULA (TQBF).

Several strategies are investigated for the team of defenders. A building block of all the considered strategies is a so called single stage destination allocation, in which a node is assigned to each defender at the beginning of the agents' movement. The defenders then try to reach these destinations by any cooperative path-finding algorithm, in this case we selected local repair A* (see Sect. 4.2). A destination can be regarded as a target node for defenders, the difference is that while a target is part of the input, the destination is determined by a solution method.

The strategies differ in the approach of target allocation. The two simplest methods, random and greedy allocation, select attackers' targets as destinations for defenders. A more sophisticated method, bottleneck simulation, runs a simulation of attackers' movement and tries to predict locations frequently passed by attackers. These locations are assumed to be bottlenecks in the environment, and blocking them may prevent a larger number of attackers from reaching their targets.

The experiments are carried out on different environment types and different positions of teams. This method is particularly successful in environments rich on bottlenecks, as it correctly identifies them.

### 5.6 Paper VI: Maintaining Ad-hoc Communication Network in Area Protection Scenarios with Adversarial Agents

An extension of APP, in which defenders are required to maintain the possibility of communication between each other, is presented in Paper VI. The possibility of communication is modeled by connectivity of the communication graph, whose nodes are the defenders' locations, and whose edges connect node pairs between which agents can communicate.

We approach this problem by dividing the defenders into communicators and occupiers with different purposes. Occupiers have the same task as regular defenders, i.e., they intend to prevent attackers from reaching their targets, while communicators are supposed to ensure the connectivity maintenance by moving to suitable nodes.

From a theoretical point of view, we show that the problem whether it is possible for communicators to maintain communication when all occupiers reach their destinations is NP-complete, which was proved by reducing Vertex Cover to it.
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#### Abstract

This paper addresses a problem of shared multicast trees (SMT), which extends a recently studied problem of shared broadcast trees (SBT). In SBT, a common optimal tree for a given set of nodes allowing broadcasting from any node to the rest of the group is searched. In SMT, also nodes that neither initiate any transmission, nor act as destinations are considered. Their purpose is exclusively to relay messages between nodes. The optimization criterion is to minimize the energy consumption. The present work introduces this generalization and devises solution methods. We model the problem as an integer linear program (ILP), in order to compute the exact solution. However, the size of instances solvable by ILP is significantly limited. Therefore, we also focus on inexact methods allowing us to process larger instances. We design a fast greedy method and compare its performance with adaptations of algorithms solving related problems. Numerical experiments reveal that the presented greedy method produces trees of lower energy than alternative approaches, and the solutions are close to the optimum.
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## 1 Introduction

The purpose of a multicast communication in a wireless ad-hoc network is to route information from a source to a set of destinations. Given a set of devices and distances between them, the task is to assign power to each device (node), so that the demands of the network are met and the energy consumption is as low as possible, assuming their locations are fixed. Power efficiency is an important aspect in constructing ad-hoc wireless networks since the devices are typically heavily energy-constrained. Individual devices work as transceivers, which means that they are able to both transmit and receive a signal. Moreover, the power level of a device can be dynamically adjusted during a multicast session.

Unlike wired networks, nodes in ad-hoc wireless networks use omnidirectional antennas, and hence a message reaches all nodes within the communication range of the sender. This range is determined by the power assigned to the sender, which is the maximum rather than the sum of the powers necessary to reach
all intended receivers. This feature is often referred to as the wireless multicast advantage [19].

The problems of finding power-minimizing trees in wired networks are generalizations of the minimum Steiner tree problem (e.g. [15]). Many wireless network design tasks are NP-hard [8,13]. The following problems are relevant to our work.

Minimum Energy Broadcast (MEB) is the problem of constructing an optimal arborescence for broadcasting from a given source to all remaining nodes. In order to be able to perform a broadcast session from different sources, a separate tree has to be stored for each source. A generalized multicast version assumes that the message is intended for a predefined subset of vertices. Remaining vertices can be used as intermediate nodes forwarding the message to other nodes, and possibly reduce the total cost. Such nodes are referred to as Steiner nodes.

Range Assignment Problem (RAP) concerns the problem of assigning transmission powers of minimum sum to the wireless nodes while ensuring network connectivity $[1,7]$. Unlike MEB, the resulting links formed by the energy assignment are undirected. A generalization of the problem considers the strong connectivity within a nonempty subset of nodes.

Shared Broadcast Tree (SBT). A crucial drawback of MEB is the necessity of storing one tree for each source. The basic idea of SBT [17,20] is to construct a common tree that is source independent and hence simplifies routing, as the relaying node does not need to know the original source in order to adjust its corresponding power level. Instead, the power level depends merely on the immediate neighbour from which the message was received. This idea is based on the observation that a signal that is being forwarded by a node does not have to reach the neighbour from which it originally came. So, if a signal comes from the most distant neighbour, the relaying power must correspond to the second most distant neighbour. When, on the other hand, a message comes from one of the closer neighbours, it has to be forwarded with the power necessary to reach the most distant one. With this conception, we get two power levels, and their selection involves only a single binary decision making.

This work introduces the shared multicast tree (SMT) problem, a generalization of SBT. Analogously to the multicast versions of MEB and RAP, in SMT we assume that there are two types of nodes, called destinations and nondestinations, respectively. Destinations can initiate a transmission, and must receive every transmission initiated by other destinations. Non-destinations can relay a message, but do not initiate any transmission. Neither do they have to receive any transmission. Passing messages via non-destinations is thus optional, and is chosen only if it saves energy, which is the main motivation for SMT. The goal is to find a common source-independent tree that connects the destinations while minimizing the power.

The decentralized nature of wireless ad-hoc networks implies its suitability for applications, where it is not possible to rely on central nodes, or where network infrastructure does not exist. This is typical for various short-term events like conferences or fixtures. Simple maintenance makes them useful in applications
such as emergency situations, disaster relief, military command and control, and most recently, in the mobile commerce sector.

## 2 Related Work

MEB was introduced in [19], where the authors considered three heuristic algorithms of which most cited is Broadcast Incremental Power (BIP), a greedy $\mathcal{O}\left(N^{2} \log N\right)$ approximation algorithm. To our best knowledge, the most recent results for lower and upper bounds on the approximation ratio are 4.6 [3] and 6 [2], respectively. Much is written about refinements of fast sub-optimal methods, for instance [11,12,14,18]. In [7], the authors study RAP and compare cases when the resulting graph is required to be strongly and weakly connected. Several heuristic approaches are proposed (e. g. in [5,6]). Many works are also dedicated to mathematical programming techniques. Various ILP models for both MET and RAP are presented in $[9,10,13,16]$. A special case where the transmission ranges of the stations ensure the communication between any pair of stations in at most $h$ hops is investigated in [8].

The first work concerning SBT is [17], where the idea of a single sourceindependent tree embedding $N$ broadcast trees for different sources is introduced. The authors show that using the same broadcast tree does not result in widely varying total powers for different sources. Another contribution of [17] is a polynomial-time approximation algorithm to construct a single broadcast tree, including an analysis of its performance. In [20], the authors present an ILP formulation and apply a dual decomposition method. This approach enables solving larger instances than an explicit formulation can solve, and with less than $3 \%$ performance gap to global optimality.

## 3 Notation and Assumptions

Let $H=\left(V_{H}, E_{H}\right)$ be an undirected graph and $u \in V_{H}$. The degree of $u$ in $H$ is denoted by $\operatorname{deg}_{H}(u)$. The input and output degree of $v \in V_{K}$ in a directed graph $K=\left(V_{K}, A_{K}\right)$ is denoted by $\operatorname{deg}_{K}^{-}(v)$ and $\operatorname{deg}_{K}^{+}(v)$, respectively. Let $H^{\prime}=\left(V_{H^{\prime}}, E_{H^{\prime}}\right)$ be a subgraph of $H$. Then, $H \backslash H^{\prime}$ denotes the graph induced by the node set $V_{H} \backslash V_{H^{\prime}}$.

A wireless network is modelled as a complete graph $G=(V, E)$, where $V$ corresponds to the network nodes, and the edges $E$ correspond to potential direct links between them, i.e. $\forall i, j \in V, i \neq j:\{i, j\} \in E$. The set $A=\{(i, j): i, j \in$ $V, i \neq j\}$ contains all arcs derived from $E$. Next, $D \subseteq V$ is a nonempty set of destinations with $N=|V|$ and $M=|D|$.

Let $\mathbf{z} \in\{0,1\}^{E}$ be a vector with components corresponding to edges in $E$. The undirected graph induced by $\mathbf{z}$ is defined as $G_{\mathbf{z}}=\left(V, E_{\mathbf{z}}\right)$, where $\{i, j\} \in$ $E_{\mathbf{z}} \Leftrightarrow z_{i j}=1$. The directed graph induced by $\mathbf{x} \in\{0,1\}^{A}$ is defined analogously.

For $i, j \in V$, the power requirement for transmission from $i$ to $j$ is denoted by $p_{i j}$, and depends on the distance $d_{i j}$ between $i$ and $j$ and environmental properties. More precisely, $p_{i j}=\kappa d_{i j}^{\alpha}$, where $\alpha$ is an environment-dependent
parameter (typically valued between 2 and 4 ) and $\kappa$ is a constant. In this work, the power requirements $p_{i j}$ are referred to as the arc costs. It follows from $d_{i j}=$ $d_{j i}$ that the power requirements are symmetric.

If $\{i, j\}$ is an edge in a tree $T=\left(V_{T}, E_{T}\right)$, where $V_{T} \subseteq V, E_{T} \subseteq E$, we use $T_{i / j}$ to denote the subtree of $T$ consisting of all vertices $k$ such that the path from $k$ to $j$ visits $i$, as introduced in [20]. Additionally, we define a function $\operatorname{nod}\left(T_{i / j}\right)$ that returns the number of destinations in $T_{i / j}$.

Neighbours of $i$ in $T$ are denoted $i_{1}^{T}, i_{2}^{T}, i_{3}^{T}, \ldots$ in non-increasing order of distance from $i$. If there is no risk of confusion, we simply omit the superscript $T$. The highest and second highest power levels of $i$ are defined by its neighbours $i_{1}$ and $i_{2}$, respectively. If $i$ is a leaf, we set $p_{i i_{2}}=0$. The contribution $c_{T}(i)$ of $i$ in $T$ to the total cost depends on $i$ 's power levels:

$$
\begin{equation*}
c_{T}(i)=\operatorname{nod}\left(T_{i_{1} / i}\right) p_{i i_{2}}+\operatorname{nod}\left(T \backslash T_{i_{1} / i}\right) p_{i i_{1}} . \tag{1}
\end{equation*}
$$

The total cost $P(T)$ of the tree $T$ is then determined as

$$
\begin{equation*}
P(T)=\sum_{i \in V} c_{T}(i) \tag{2}
\end{equation*}
$$

Problem 1. (SMT): Find a tree $T$ in $G$ minimizing $P(T)$ such that $T$ spans $D$.
The most costly two incident edges of each node contribute to the objective function value. This reflects the nature of SBT/SMT, when the power level of a node is determined by the most costly link along which a message has to be forwarded. The power requirement of the link is multiplied by the number of senders whose transmissions are relayed through this link, which captures how often the link is used.

## 4 Discrete Optimization Model

We present an integer programming model for SMT, extending the model in [20] by non-destinations. In this setting we consider a set of destinations $D \subseteq V$ where a broadcast session takes place. Variables are defined as follows:
$z_{i j}= \begin{cases}1 & \text { if edge }\{i, j\} \in E \text { is in } T, \\ 0 & \text { otherwise, }\end{cases}$
$x_{i j}^{s}= \begin{cases}1 & \text { if } \operatorname{arc}(i, j) \in A \text { is used to transmit messages from } s \in D, \\ 0 & \text { otherwise },\end{cases}$
$y_{i j}^{s}= \begin{cases}1 & \text { if node } i \in V \text { uses power } p_{i j} \text { to transmit messages from } s \in D, \\ 0 & \text { otherwise } .\end{cases}$
Let $\mathbf{x}^{\mathbf{s}} \in\{0,1\}^{A}$ denote the vector consisting of variables $x_{i j}^{s}$ for all $(i, j) \in A$. The ILP model is presented below. The $x$-variables induce $|D|$ directed trees,
that are encapsulated into a single spanning tree induced by the $z$-variables. The power levels are determined by the $y$-variables.

$$
\begin{equation*}
\min \sum_{(i, j) \in A} \sum_{s \in D} p_{i j} y_{i j}^{s} \tag{3a}
\end{equation*}
$$

s.t.

$$
\begin{array}{rlrl}
\sum_{\{i, j\} \in E} z_{i j} & \leq N-1, & \\
\sum_{i \in V \backslash\{j\}} x_{i j}^{s} & =1 & j, s \in D, j \neq s, \\
x_{j k}^{s} \leq \sum_{i \in V \backslash\{j\}} x_{i j}^{s} \leq 1 & j \in V \backslash D, s \in D, k \in V \backslash\{j\}, \\
\sum_{i \in V \backslash\{j\}} x_{i j}^{s} \leq \sum_{k \in V \backslash\{j\}} x_{j k}^{s} & s \in D, j \in V \backslash D, \\
x_{i j}^{s}+x_{j i}^{s} & =z_{i j} & \{i, j\} \in E, s \in D, \\
x_{i j}^{j} & =0 & & j \in D, i \in V \backslash\{j\}, \\
x_{i j}^{s} \leq \sum_{k \in V: p_{i k} \geq p_{i j}} y_{i k}^{s} & & s \in D,(i, j) \in A, \\
\mathbf{z} \in\{0,1\}^{E}, \mathbf{x}, \mathbf{y} \in\{0,1\}^{A \times D} . & \tag{3i}
\end{array}
$$

By constraint (3b), we express the upper bound on the number of edges in the Steiner tree. There is also a lower bound $M-1$ on the size of the spanning tree, but addition of this constraint would neither reduce the space of feasible solutions nor increase the strength of the model. If the tree does not contain any Steiner nodes, its size is the lower bound, while if all nodes are used (either as Steiner nodes, or $D=V$ ), its size equals the upper bound. By (3c), we ensure that a message from source $s$ reaches a destination $j$ from exactly one neighbour $i \in V$. Next, constraint (3d) covers the case when $j \in V \backslash D$ : If a non-destination $j$ forwards a message from $s$ towards $k$, the message must come from exactly one neighbour $i$. Note that assuming there is no outgoing arc from a non-destination $j$, constraint (3d) does not prevent $j$ from being a leaf in $G_{\mathbf{x}^{\mathbf{s}}}$. We make such undesired solutions impossible by adding constraint (3e), which reduces the set of feasible solutions. However, (3e) is not necessary, because a solution, where a non-destination that does not relay any message is assigned a non-zero power, would be filtered out by the minimization procedure. The expression (3f) says that for any edge $\{i, j\}$ in $G_{\mathbf{z}}$ a message from $s$ is transferred via either arc $(i, j)$ or arc $(j, i)$. The next constraint ( 3 g ) expresses that a transmission initiated by $s \in D$ cannot reach $s$ again, which implies non-existence of a directed cycle containing $s$. Finally, by (3h), we define a relation between $x$-variables and $y$ variables. When $\operatorname{arc}(i, j)$ is used for transmission of a message from $s \in D$, vertex $i$ relaying the message must be assigned power at least $p_{i j}$. The remainder of
this section justifies that the model is a correct formulation of SMT. Proofs of all claims can be found in Appendix A.

Lemma 1. Let ( $\mathbf{x}, \mathbf{z}$ ) satisfy (3b) - (3i). A replacement of all directed arcs in $G_{\mathbf{x}^{\mathbf{s}}}$ by undirected ones yields graph $G_{\mathbf{z}}$, for all $s \in D$.

Lemma 2. Let ( $\mathbf{x}, \mathbf{z}$ ) satisfy (3b) - (3i) and $s \in D$. All arcs in a path $(s=$ $u_{1}, u_{2}, \ldots, u_{k}$ ) in digraph $G_{\mathbf{x}^{s}}$ are directed from $s$ towards $u_{k}$.

Proposition 1. Let ( $\mathbf{x}, \mathbf{z}$ ) satisfy constraints (3b) - (3i). If $Q$ is a connected component in $G_{\mathbf{z}}$ such that $V_{Q} \cap D \neq \emptyset$, then, $Q$ does not contain any cycle.

Proposition 2. If ( $\mathbf{x}, \mathbf{z}$ ) satisfies constraints (3b) - (3i), then there exists a path in $G_{\mathbf{z}}$ between any two destinations $s, t \in D$.

The optimal solution to (3a) - (3i) is a graph $G_{\mathbf{z}}$ with one connected component containing all destinations. Non-destinations outside of this component are isolated vertices, as any potential links between them would be eliminated by the optimization.

Proposition 3. If $(\mathbf{x}, \mathbf{y}, \mathbf{z})$ is an optimal solution to (3a) - (3i), then one of the connected components of $G_{\mathbf{z}}$ is an optimal tree in Problem 1, and $\sum_{(i, j) \in A} \sum_{s \in D} p_{i j} y_{i j}^{s}=P\left(G_{\mathbf{z}}\right)$.

## 5 Inexact Methods

Solving the ILP model presented in the previous section provides the optimal power assignment, but the computation in large instances takes prohibitively long time. Hence, we now focus on algorithms with better trade-off between optimality and runtime. Any tree $T$ in $G$ spanning $D$ is a feasible solution to $S M T$. We study the following methods:

1. Construction by MST (minimum-weight spanning tree), where all vertices are considered as destinations, and a MST is constructed over the set $V$.
2. Construction by BIP, where we regard the set of vertices as an instance of MEB, and apply the BIP algorithm over $V$.
3. Greedy Anticipating SMT algorithm described in the following Section 5.1.

The global impact of a local change suggests that the first two algorithms are rather myopic for our purposes. Unlike MST and MEB, the nature of SBT/SMT implies that an addition of an edge does not cause only a local change of power levels. Every time a new edge is appended, all nodes already included in the tree increase their contributions to the resulting cost, because the addition of an edge also increases the size of corresponding subtrees of every interior node. Therefore, the new cost cannot be calculated in constant time.

In general, the algorithms work in two phases. The first phase, construction, creates a spanning tree according to a certain strategy. Further improvements can be achieved in the second phase (refinement) which can be applied regardless of what construction method is used.

### 5.1 Greedy SMT Approach

We present in Alg. 1 GASMT, a greedy algorithm aimed to construct a Steiner tree $T=\left(V_{T}, E_{T}\right)$, with low SMT cost. The algorithm starts with $T$ containing only a pre-defined root, and iteratively expands $T$ by an edge until all destinations are present in $V_{T}$. The selection of the new edge is based on an anticipation of the entire resulting tree.

```
Algorithm 1 Greedy Anticipating SMT (GASMT)
Input: Complete graph \(G=(V, E)\), root \(r \in V\), destinations \(D \subseteq V\)
Output: Steiner tree \(T=\left(V_{T}, E_{T}\right), D \subseteq V_{T} \subseteq V, E_{T} \subseteq E\)
    procedure BuildTree \((G)\)
        \(T \leftarrow(\{r\}, \emptyset)\)
        while \(D \nsubseteq V_{T}\) do
            bestCost \(\leftarrow \infty\)
                Cand \(\leftarrow\left\{\{i, j\}: i \in V_{T}, j=\arg \min \left\{d_{i k}: k \in V \backslash V_{T}\right\}\right\}\)
                for each \(\{i, j\} \in\) Cand do
                    \(T^{\prime} \leftarrow \operatorname{AnticipateTree}(T, i, j)\)
                    if \(P\left(T^{\prime}\right)<\) bestCost then
                        bestCost \(\leftarrow P\left(T^{\prime}\right)\)
                        \(\left\{i^{*}, j^{*}\right\} \leftarrow\{i, j\}\)
            \(T \leftarrow\left(V_{T} \cup\left\{j^{*}\right\}, E_{T} \cup\left\{\left\{i^{*}, j^{*}\right\}\right\}\right)\)
        return \(T\)
    procedure AnticipateTree \((T, i, j)\)
        \(T^{\prime} \leftarrow\left(V_{T} \cup\{j\}, E_{T} \cup\{\{i, j\}\}\right)\)
        Disconnected \(\leftarrow V \backslash V_{T^{\prime}}\)
        for each \(v \in\) Disconnected \(\cap D\) do
            \(u \leftarrow \arg \min \left\{d_{k v}: k \in V_{T^{\prime}}\right\}\)
            \(T^{\prime} \leftarrow\left(V_{T^{\prime}} \cup\{v\}, E_{T^{\prime}} \cup\{\{u, v\}\}\right)\)
        return \(T^{\prime}\)
```

Before a new edge is appended, we determine a set Cand of potential edges that can be selected: for every $u \in V_{T}$, we remember a potential edge linking $u$ to the closest $v \in V \backslash V_{T}$ (line 5 in Alg. 1). For each candidate edge $\{i, j\}$, we build an anticipated tree spanning $D$. The edge $\{i, j\}$ is temporarily appended to $T$, which produces tree $T^{\prime}$. Subsequently, all destinations that are not yet included in $T^{\prime}$ are connected one by one to the growing anticipated $T^{\prime}$ using the shortest possible edges. The candidate link resulting in the cheapest anticipated tree is then selected and added permanently to $T$. The purpose of the anticipation procedure is to predict the sizes of individual subtrees in the final tree. This allows a more realistic estimation of the resulting objective value, in contrast to the construction by MST and BIP. Non-destinations are disregarded in the anticipation procedure, because they do not alter the subtree sizes.

### 5.2 Refinement

Any construction algorithm can be followed by an additional phase refining the existing tree $T$. In particular, this phase handles non-destinations, and replaces expensive transmissions by cheaper ones.

Although the use of non-destinations may reduce the cost, the construction phase does not guarantee that all non-destinations do. Thus, cost reductions can be achieved by removing non-destinations that actually deteriorate the tree. How a non-destination $v$ is processed depends on its degree:

- $\operatorname{deg}(v)=1$ : Non-destination leaves can immediately be deleted recursively.
- $\operatorname{deg}(v)=2$ : Let $\left(v_{1}, \ldots, v_{m}\right)$ be a maximal path in $T$ such that $\operatorname{deg}\left(v_{1}\right)=$ $\cdots=\operatorname{deg}\left(v_{m}\right)=2$ and $v_{1}, \ldots, v_{m} \in V \backslash D$, and consider the two connected components $T_{1}$ and $T_{2}$ arising when the path is deleted from $T$. If there exists an edge $e \in E$ connecting $T_{1}$ and $T_{2}$ such that $P\left(T^{\prime}\right)<P(T)$, where $T^{\prime}=\left(V_{T_{1}} \cup V_{T_{2}}, E_{T_{1}} \cup E_{T_{2}} \cup\{e\}\right)$, the path is replaced by the best choice of $e$. If no such edge exists, $T$.
- $\operatorname{deg}(v) \geq 3$ : Let $E(v)$ be the set of edges incident to $v$ in $T$ and let $T^{\prime}=$ $\left(V_{T} \backslash\{v\},\left(E_{T} \backslash E(v)\right) \cup E_{\mathrm{MST}}\right)$, where $E_{\mathrm{MST}}$ is the set of edges of a MST constructed over the set of $v$ 's neighbours in $T$. If $P\left(T^{\prime}\right)<P(T)$, the current tree is updated to $T^{\prime}$.

The cost of the tree can be further improved by eliminating unnecessary transmissions by means of so called "sweep" operations [19]. After removal of an edge $e$, the vertices are partitioned into a cut. We then select and include the edge across the cut leading to the cheapest tree, possibly $e$ itself. This procedure can be done for all edges, or only for selected ones - for example it makes sense to test only edges longer than a certain threshold.

## 6 Experimental Evaluation

We have implemented the ILP model as well as the inexact algorithms and compared numerically their performance in terms objective value and runtime.

The input parameters of the procedure generating individual instances are the number of all vertices and the number of destinations. It generates instances with the intended number of destinations and non-destinations with random coordinates uniformly distributed on a square. Finally, the power requirements are determined using $p_{i j}=\kappa d_{i j}^{\alpha}$ with $\kappa=1$ and $\alpha=2$. All experiments were run on an Intel Core 2 Quad CPU at 2.83 GHz and 7 GB RAM.

### 6.1 ILP Model

The integer programming formulation was implemented in AMPL and submitted to solver CPLEX [21] which computed optimal solutions as well as LP relaxations of the generated instances. The running time of determining the optimal solution for instances containing more than 22 vertices becomes excessively long, and so
we computed only the corresponding LP relaxations, which gives lower bounds on the objective function value.


Fig. 1: Dependence of the total cost on the number of all vertices

Two instance settings were tested. In the first setting, we kept the number of non-destinations $|V \backslash D|$ constant, while increasing the number of destinations $|D|$. The abbreviation ID-CN is used to refer to this series of experiments, followed by $|V \backslash D|$ whenever it needs to be specified. In the second setting, $|D|$ was constant while $|V \backslash D|$ was increasing (IN-CD).

The first series of experiments concerns the change of the objectve function value with growing instance size. It is obvious from the graphs in Fig. 1, that in ID-CN, increasing the number of vertices also increases the total SMT cost. On the other hand, in IN-CD, the total cost decreases. This decline gradually mitigates, and it can be assumed that the average cost converges to a constant value. By way of contrast, the first graph in Fig. 1 also contains the costs obtained by the inexact algorithm. The difference between the optimum and the result of GASMT is almost negligible.

The second series of experiments shows how fast the CPU time grows with increasing number of nodes. It is apparent that the time used by the solver grows faster in ID-CN than in IN-CD, as seen in Fig. 2. Nevertheless, in both settings, the time grows exponentially. In the smallest instances, the CPU time is longer for IN-CD, because the number of destinations is higher than in ID-CN. This difference is gradually reduced. From approximately 20 vertices on, the solving time of the LP-relaxations in ID-CN becomes longer. In IN-CD(10) and IDCN(10), every added destination causes an average increase in the ILP solution time by $89 \%$ and $208 \%$, respectively.


Fig. 2: Dependence of the solution time on the total number of vertices

### 6.2 Greedy and Heuristic Approach

The next set of experiments compares the objective value of inexact solutions produced by GASMT and the construction by MST and BIP discussed in Sect. 5. Each run of an inexact algorithm was followed by a refinement procedure, namely two iterations of non-destination removal and two iterations of sweep operations for every edge. The graphs in Fig. 3 show the results of two experimental settings, IN-CD (10) (left) and ID-CN(10) (right). Each column in the graphs corresponds to the average SMT cost calculated for 100 instances with fixed $|V| /|D|$ ratio.


Fig. 3: Comparison of the greedy methods. The fractions on the x -axis determine the corresponding $|D| /|V|$ values.

It can be seen that the cost of the solutions produced by the construction by MST and BIP are similar, but GASMT is always perceptibly better. Nevertheless, worse time complexity of GASMT becomes apparent while processing instances of around 100 nodes, when the time spent on one instance is approximately units of minutes. On the contrary, the other two methods return the solution almost immediately.

## 7 Conclusion and Future Work

We have introduced a multicast version of SBT, a natural generalization of the problem. We have proposed a discrete optimization model together with the proof of its correctness. Due to the limited size of instances solvable in a practical time, heuristic and greedy approaches are also developed.

Moreover, we have conducted several numerical experiments using the CPLEX solver. It turned out that the presented ILP model can be used for solving instances with up to around 20 vertices. An increasing number of destinations causes a much faster growth of the solution time than an increasing number of non-destinations. In addition, these experiments give us insight into the cost reduction as a function of increasing number of non-destinations.

Further experiments involved the inexact methods. The GASMT algorithm presented in this work gives better results than the construction by MST and BIP applied on SMT. Moreover, the solutions provided by GASMT are close to the optimal ones determined by solving the ILP model.

A subject of continued research is a detailed theoretical study of the inexact methods. There are several interesting questions regarding this topic, like whether any inexact method is an approximation algorithm for SBT/SMT, or whether any method performs consistently better than others. There is also a substantial room for further improvements of the ILP model so that it can be applicable for larger instances. In particular, methods like strong valid inequalities, lazy constraints and user cuts could serve for this purpose.
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## Appendix A

Lemma 1. Let ( $\mathbf{x}, \mathbf{z}$ ) satisfy (3b) - (3i). A replacement of all directed arcs in $G_{\mathbf{x}^{\mathbf{s}}}$ by undirected ones yields graph $G_{\mathbf{z}}$, for all $s \in D$.

Proof. By constraint (3f), $\{i, j\} \in E_{\mathbf{z}}$ if and only if $(i, j) \in E_{\mathbf{x}^{\mathbf{s}}}$ or $(j, i) \in E_{\mathbf{x}^{\mathbf{s}}}$. The lemma then follows immediately.

Lemma 2. Let ( $\mathbf{x}, \mathbf{z}$ ) satisfy (3b) - (3i) and $s \in D$. All arcs in a path $(s=$ $\left.u_{1}, u_{2}, \ldots, u_{k}\right)$ in digraph $G_{\mathbf{x}^{s}}$ are directed from $s$ towards $u_{k}$.

Proof. By (3g), we have $x_{u_{2}, s}^{s}=0$, hence $x_{s, u_{2}}^{s}=1$. Let us assume that there is a directed path from $s$ to $u_{i}$. Then $x_{u_{i}, u_{i+1}}^{s}=1$ holds, because if $x_{u_{i+1}, u_{i}}^{s}=1$, constraint (3c) would be violated (in case $u_{i} \in D$ ) or constraint (3d) would be violated (in case $u_{i} \in V \backslash D$ ), since we already assumed that $x_{u_{i-1}, u_{i}}^{s}=1$. In other words, the constraints (3c) - (3d) ensure that for any vertex there is no more than 1 inbound arc with $x^{s}$-value 1 . The result then follows by induction on $i$.

Proposition 1. Let ( $\mathbf{x}, \mathbf{z}$ ) satisfy constraints (3b) - (3i). If $Q$ is a connected component in $G_{\mathbf{z}}$ such that $V_{Q} \cap D \neq \emptyset$, then, $Q$ does not contain any cycle.

Proof. By contradiction, let us assume that there exists a cycle $\left(c_{1}, c_{2}, \ldots, c_{p}=\right.$ $c_{1}$ ) in $Q$. From Lemma 1, we have a corresponding directed subgraph $C$ in $G_{\mathbf{x}^{\mathbf{s}}}$ for any $s \in D$. Depending on the arc orientations, $C$ is either a directed cycle or a directed acyclic graph.

If $C$ is not a directed cycle, it contains at least one vertex $c_{i}$ with $\operatorname{deg}_{-}^{C}\left(c_{i}\right)=2$. This means that $x_{c_{i-1}, c_{i}}^{s}=x_{c_{i+1}, c_{i}}^{s}=1$, which violates constraint (3c) if $c_{i} \in D$ or (3d) if $c_{i} \in V \backslash D$. Therefore, $C$ is a directed cycle. As every $c_{i} \in C$ has $\operatorname{deg}_{-}^{C}\left(c_{i}\right)=\operatorname{deg}_{+}^{C}\left(c_{i}\right)=1$, we have $x_{c_{i-1}, c_{i}}^{s}=x_{c_{i}, c_{i+1}}^{s}=1$, for all $s \in D$. Thus, $C$ can not contain $s \in D$, because that would contradict constraint (3g), which says that the input degree of $s \in D$ in $G_{\mathbf{X}^{\mathbf{s}}}$ is zero.

The remaining possibility is that $C$ is a directed cycle containing only vertices in $V \backslash D$. As $Q$ contains at least one destination $s \in D$, there is a path $(s=$ $u_{1}, u_{2}, \ldots u_{l}$ ) connecting $s$ and $C$. Without loss of generality, let $c_{1}=u_{l}$ be the vertex in $C$ closest to $s$. By Lemma 2, we see that all edges of the path from $s$ to $c_{1}$ in $G_{\mathbf{x}^{\mathbf{s}}}$ are directed from $s$, which means that also $x_{u_{l-1}, c_{1}}^{s}=1$. However, that contradicts (3d), because we already assumed $x_{c_{p-1}, c_{1}}^{s}=1$ and $u_{l-1} \neq c_{p-1}$. It follows that the subgraph $C$ is neither a cyclic graph nor a directed acyclic graph, which is a contradiction completing the proof.

Proposition 2. If ( $\mathbf{x}, \mathbf{z}$ ) satisfies constraints (3b) - (3i), then there exists a path in $G_{\mathbf{z}}$ between any two destinations $s, t \in D$.

Proof. Because (3g) implies that $\operatorname{deg}_{-}^{G_{x}}(s)=0$, the claim is equivalent to the following: Any maximal directed path in $G_{\mathbf{x}^{s}}$ to $t$ starts in $s$. Assume the contrary, that the path starts in $j \neq s$. If $j \in D$, constraint (3c) ensures that there is one inbound arc $(i, j)$, and hence the path can be extended by $(i, j)$. Similarly, if
$j \in V \backslash D$, by (3d), if $j$ has an outgoing arc (which is fulfilled by the assumption), there must be an inbound arc, which again contradicts the maximality of the path. According to Proposition 1, $G_{\mathbf{z}}$ is acyclic, and the proof is complete since the number of vertices in $V$ is finite.

Proposition 3. If $(\mathbf{x}, \mathbf{y}, \mathbf{z})$ is an optimal solution to (3a) - (3i), then one of the connected components of $G_{\mathbf{z}}$ is an optimal tree in Problem 1, and $\sum_{(i, j) \in A} \sum_{s \in D} p_{i j} y_{i j}^{s}=P\left(G_{\mathbf{z}}\right)$.

Proof. It follows from Prop. 2 that $G_{\mathbf{z}}$ has a connected component $d\left(G_{\mathbf{z}}\right)$ spanning $D$, and from Prop. 1 that $d\left(G_{\mathbf{z}}\right)$ is a tree. Also, it is obvious that for any tree $T$ in $G$ spanning $D$, there exists a feasible solution ( $\mathbf{x}^{\prime}, \mathbf{y}^{\prime}, \mathbf{z}^{\prime}$ ) to (3a) - (3i) such that $d\left(G_{\mathbf{z}^{\prime}}\right)=T$. Consequently, we only need to show that for all $i \in V$,

$$
\begin{equation*}
\sum_{j \in V:(i, j) \in A} \sum_{s \in D} p_{i j} y_{i j}^{s}=c_{G_{\mathbf{z}}}(i) \tag{4}
\end{equation*}
$$

as defined by (1).
Consider an arbitrary vertex $i$. If $i$ is a leaf in $d\left(G_{\mathbf{z}}\right)$, it must be a destination. Recall that $i_{1}$ denotes the most distant, in this case the only, neighbour of $i$ in $G_{\mathbf{z}}$. Because of (3f) and (3g), we have $x_{i i_{1}}^{i}=1$. Constraint (3h) then enforces $y_{i i_{1}}^{i}=1$, which implies (4).

If $i$ is an interior vertex, constraints (3c) and (3d) enforce that there is one inbound arc to $i$ in $G_{\mathbf{x}^{s} .}$. So, either $x_{i_{1} i}^{s}=x_{i i_{2}}^{s}=1$ or $x_{i_{2} i}^{s}=x_{i i_{1}}^{s}=1$. In the first case, (3h) assigns $y_{i i_{2}}^{s}=1$. In the second case, $y_{i i_{1}}^{s}=1$ holds. Due to minimization, all variables $y_{i i_{j}}^{s}$ with $j>2$ are set to 0 . As the first case corresponds to $s \in T_{i_{1} / i}$ and the second case to $s \in T \backslash T_{i_{1} / i}$, summing over all $s \in$ $D$ yields (4). The contribution of $i$ to (2) is then $\operatorname{nod}\left(T_{i_{1} / i}\right) p_{i i_{2}}+\operatorname{nod}\left(T \backslash T_{i_{1} / i}\right) p_{i i_{1}}$.

By satisfying the constraints, we obtain a solution where each vertex is assigned powers necessary for relaying a message from a particular source. By optimality, the solution involves the power levels representing minimal SMT cost.
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#### Abstract

The shared broadcast tree (SBT) problem in Euclidean graphs resembles the minimum spanning tree (MST) problem, but differs from MST in the definition of the objective function. The SBT problem is known to be NP-hard. In the current work, we analyse how closely the MST-solution approximates the SBT-solution, and we prove in particular that the approximation ratio is at least 6 . Further, we conduct numerical experiments comparing the MST-solution and the optimum. The results show that the cost of the MST-solution is around $20 \%$ higher than the optimal cost.


Keywords: shared broadcast tree, MST, approximation algorithm

## 1 Introduction

The purpose of a broadcast communication in a wireless ad-hoc network is to route information from one source node to all other nodes. Given a set of devices and distances between them, the task is to assign a power to each node, so that the communication demands are met and the energy consumption is minimized, assuming their locations are fixed. The devices are able to both transmit and receive a signal, as well as dynamically adjust their power level.

[^1]Omnidirectional antennas are used, and hence a message reaches all nodes within the communication range given by a power assigned to the sender, i.e. the maximum of the powers necessary to reach all intended recipients.

Minimum Energy Broadcast [3] (MEB) is the problem of constructing an optimal arborescence for broadcasting from a given source to all remaining nodes, such that the total power consumption is minimized. A separate tree has to be stored for each source. The idea of SBT [2][4] is to construct a common source-independent tree, instead of a set of individual arborescences. The power levels then depend merely on the immediate neighbour from which a message is received. This idea is based on the observation that a forwarded signal does not have to reach the neighbour from which it originally came.

The decentralized nature of wireless ad-hoc networks implies its suitability for applications, where it is not possible to rely on central nodes, or where network infrastructure does not exist. This is typical for various short-term events like conferences or fixtures. Simple maintenance makes them useful in emergency situations, military conflicts, and home networking.

We model a wireless network as a complete graph $G=(V, E)$, where $V$ corresponds to the network nodes (points in $\mathbb{R}^{2}$ ), and the edges $E$ correspond to the potential links between them. The energy requirement for transmission from $i$ to $j$ is denoted by $p_{i j}=\kappa d_{i j}^{\alpha}$, where $d_{i j}$ is the Euclidean distance between $i$ and $j, \alpha$ is an environment-dependent parameter (typically valued between 2 and 4) and $\kappa$ is a constant. In this work, we use $\alpha=2$ and $\kappa=1$. Let $T=\left(V, E_{T}\right), E_{T} \subseteq E$ be a spanning tree of $G$. Then $T_{i / j}$ denotes the subtree of $T$ consisting of all vertices $k$ such that the path from $k$ to $j$ visits $i$, as introduced in [4]. For a non-leaf node $i$ in $T, i_{1}$ and $i_{2}$ denote the first and the second most distant neighbour of $i$ in $T$, respectively. If $i$ is a leaf, $i_{2}$ is not defined, and we let $p_{i i_{2}}=0$. If a message is generated at a node $k$ in $T_{i_{1} / i}$ then $i$ needs power $p_{i i_{2}}$ to relay the message to $i_{2}$ and other neighbours in $T \backslash T_{i_{1} / i}$. Power $p_{i i_{1}}$ is needed to relay messages initiated in $T \backslash T_{i_{1} / i}$. Assuming that all nodes initiate messages equally frequently, the SBT problem is to construct a spanning tree $T$ minimizing the objective function

$$
\begin{equation*}
P(T)=\sum_{i \in V}\left|T_{i_{1} / i}\right| p_{i i_{2}}+\left|T \backslash T_{i_{1} / i}\right| p_{i i_{1}} \tag{1}
\end{equation*}
$$

## 2 MST as an approximate solution to the SBT problem

Since the SBT problem is NP-hard, inexact solutions are often considered. Because any spanning tree is a feasible solution, the MST-solution yields one
such approximation. This approach is also valid for MEB, where MST approximates the optimum with factor 6 [1]. We define the MST approximation ratio $\rho$ as the supremum, taken over all SBT instances, of the ratio between the power consumptions in the MST solution and an optimal SBT.

Theorem 2.1 The MST approximation ratio for SBT is at least 6 .
Proof. For an integer $k \geq 2$, let $G_{k}$ be a complete Euclidean graph with a node $o$ located in the center of a unit circle, nodes $t_{1}, \ldots, t_{6}$ evenly distributed on the circumference, and nodes $s_{i 1}, \ldots, s_{i k},(i=1, \ldots, 6)$, evenly distributed on the radial line $\left[o, s_{i k}\right] \subset\left[o, t_{i}\right]$, where $s_{i k}$ is located $1 / k$ units from $o$. Thus, since arc costs $p_{u v}$ are the square of arc lengths $d_{u v}$, we have $p_{u v}=1 / k^{4}$ for $u=s_{i j}, v=s_{i, j+1}$, whereas $p_{u v}=(1-1 / k)^{2}$ for $u=s_{i k}, v=t_{i}$. A possible MST (denoted $T_{k}$ ) of $G_{k}$ consists of the 6 paths $\left(o, s_{i 1}, \ldots, s_{i k}, t_{i}\right)$. For this tree, the objective function (1) evaluates to

$$
P\left(T_{k}\right)=\underbrace{6\left(1-k^{-1}\right)^{2}}_{t_{i}}+\underbrace{6\left[(6 k+6)\left(1-k^{-1}\right)^{2}+k^{-4}\right]}_{s_{i k}}+\underbrace{(6 k-5)(6 k+7) k^{-4}}_{o, s_{i 1}, \ldots, s_{i, k-1}}
$$

Another spanning tree of $G_{k}$ is the star $T_{k}^{*}$ centered at node $o$. For this solution, (1) evaluates to

$$
P\left(T_{k}^{*}\right)=\underbrace{6}_{t_{i}}+\underbrace{6 \sum_{i=1}^{k}\left(i \frac{1}{k^{2}}\right)^{2}}_{s_{i 1}, \ldots, s_{i k}}+\underbrace{6 k+7}_{o}
$$

Thus, the MST-approximation ratio satisfies $\rho \geq \frac{P\left(T_{k}\right)}{P\left(T_{k}^{*}\right)}$. Since $\lim _{k \rightarrow \infty} \frac{P\left(T_{k}\right)}{P\left(T_{k}^{*}\right)}=6$, the claim follows.

## 3 Numerical Experiments

The SBT problem can be modelled as a MILP [2][4], and moderately sized instances can be solved. We have generated instances of a specific number of nodes with random coordinates distributed uniformly on a square, and compared the MST-solution to the optimal one. The MILP solver CPLEX is used to compute the optimal solution. Each number of nodes is tested in 100 instances. Although the theoretical approximation ratio suggests that MST is not very suitable for SBT, the experimental results summarized in Tab. 1 reveal that in practice, MST represents a feasible solution with objective value approximately 1.2 times the optimum. This factor does not seem to change much with growing number of nodes. However, calculation of the optimum

Table 1
Average SBT costs of MST and optimal solutions for various instance sizes.

| Number of nodes | 10 | 12 | 14 | 16 | 18 | 20 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P(\mathrm{OPT})$ | 46268 | 56060 | 66747 | 69727 | 84250 | 94039 |
| $P(\mathrm{MST})$ | 9432 | 68833 | 80195 | 84262 | 101816 | 119679 |
| $P(\mathrm{MST}) / P(\mathrm{OPT})$ | 1.198 | 1.232 | 1.206 | 1.210 | 1.209 | 1.271 |

for larger instances takes prohibitively long time, so we have access only to limited data. The largest ratio observed in the experiments is 1.59 .

## 4 Conclusion and Future Work

This paper studies the relation between MST and the optimal solution to SBT in terms of the objective value. It has been shown that the MST approximation ratio is at least 6 . Numerical experiments suggest that even though there are instances where MST is nearly $60 \%$ above the optimum, it represents a good solution in the vast majority of cases. The current research leads to several interesting questions that merit further investigation. A prominent question is whether there exists a constant upper bound on the MST-approximation ratio. For the related MEB problem, approximation algorithms with constant performance guarantee are well studied. Adapting these methods and the corresponding analysis to SBT is a research question to be pursued.
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#### Abstract

We address a problem of area protection in graph-based scenarios with multiple agents. The problem consists of two adversarial teams of agents that move in an undirected graph. Agents are placed in vertices of the graph and they can move into adjacent vertices in a conflict-free way in an indented environment. The aim of one team - attackers - is to invade into a given area while the aim of the opponent team - defenders - is to protect the area from being entered by attackers. We study strategies for assigning vertices to be occupied by the team of defenders in order to block attacking agents. We show that the decision version of the problem of area protection is PSPACE-hard. Further, we develop various on-line vertex-allocation strategies for the defender team and evaluate their performance in multiple benchmarks. Our most advanced method tries to capture bottlenecks in the graph that are frequently used by the attackers during their movement. The performed experimental evaluation suggests that this method often defends the area successfully even in instances where the attackers significantly outnumber the defenders.


## 1 INTRODUCTION

We address an Area Protection Problem (APP) with multiple mobile agents moving in a conflict-free way. APP can be regarded as a modification of known problem of Adversarial Cooperative Path Finding (ACPF) (Ivanová and Surynek, 2014) where two teams of agents compete in reaching their target positions. Unlike ACPF, where the goals of teams of agents are symmetric, the adversarial teams in APP have different objectives. The first team of attackers consists of agents whose goal is to reach a pre-defined target location in the area being protected by the second team of defenders. Each attacker has a unique target in the protected area. The opponent team of defenders tries to prevent the attackers from reaching their targets by occupying selected locations so that they cannot be passed by attackers.

Another distinction between ACPF and APP is a definition of victory of a team. A team in ACPF wins if all its agents reach their targets and agents of no other team manage to do so earlier. In APP, the team of defenders wins if all attackers are kept out of their
targets. Our effort is to design a strategy for the defending team, so the success is measured from the defenders' perspective. It is often not possible to prevent all attackers from reaching their targets, and so the following objective functions can be pursued:

1. maximize the number of target locations that are not captured by the corresponding attacker
2. maximize the number of target locations that are not captured by the corresponding attacker within a given time limit
3. maximize the sum of distances between the attackers and their corresponding targets
4. minimize the time spent at captured targets

The common feature of APP and ACPF is that once a location is occupied by an agent, it cannot be entered by another agent until it is first vacated by the agent which occupies it (opposing agent cannot push the agent out). This is utilized both in competition for reaching goals in ACPF, where agents may try to slow down the opponent by occupying certain locations, as
well as in APP, where it is a key tool for the defenders for keeping attackers out of the protected area.

APP has many real-life motivations from the domains of access denial operations both in civil and military sector, robotics with adversarial teams of robots or other type of penetrators (Agmon et al., 2011), and computer games.

Our contribution consists in analysis of computational complexity of APP. In particular, we show that APP is PSPACE-hard. Next, we suggest several online solving algorithms for the defender team that allocate selected vertices to be occupied so that attacker agents cannot pass into the protected area. We identify suitable vertex allocation strategies for diverse types of APP instances and test them thoroughly.

### 1.1 Related Work

Movements of agents at low reactive level are assumed to be planned by some cooperative pathfinding - CPF (multi-agent path-finding - MAPF) (Silver, 2005; Ryan, 2008; Wang and Botea, 2011) algorithm where agents of own team cooperate while opposing agents are considered as obstacles. In CPF the task is to plan movement of agents so that each agent reaches its unique target in a conflict free manner.

There exist multiple CPF algorithms both complete and incomplete as well as optimal and suboptimal under various objective functions.

A good trade-off between the quality of solutions and the speed of solving is represented by subopti$\mathrm{mal} /$ incomplete search based methods which are derived from the standard $A *$ algorithm. These methods include $L R A^{*}, C A^{*}, H C A^{*}$, and $W H C A^{*}$ (Silver, 2005). They provide solutions where individual paths of agents tend to be close to respective shortest paths connecting agents' locations and their targets. Conflict avoidance among agents is implemented via a so called reservation table in case of $C A^{*}, H C A^{*}$, and $W H C A *$ while $L R A *$ relies on replanning whenever a conflict occurs. Since our setting in APP is inherently suitable for a replanning, the algorithm $L R A *$ is a candidate for underlying CPF algorithm for APP. Moreover, $L R A *$ is scalable for large number of agents.

Aside from CPF algorithms, systems with mobile agents that act in the adversarial manner represent another related area. These studies often focus on patrolling strategies that are robust with respect to various attackers trying to penetrate through the patrol path (Elmaliach et al., 2009).

Theoretical or empirical works related to APP also include studies on pursuit evasion (Hespanha et al., 1999; Vidal et al., 2002) or predator-prey (Benda et al., 1986; Haynes and Sen, 1995) problems. The

Tileworld (Pollack and Ringuette, 1990) also provides an experimental environment to evaluate planning and scheduling algorithms for a team of agents. A major difference between these works and the concept of APP is that, unlike the previous works, we assume the agents in each team perform CPF algorithms, which provide a new foundation of team architecture.

### 1.2 Preliminaries

The environment is modeled by an undirected unweighted graph $G=(V, E)$. We restrict the instances to 4-connected grid graphs with possible obstacles. The team of attackers and defenders is denoted by $A=\left\{a_{1}, \ldots, a_{m}\right\}$ and $D=\left\{d_{1}, \ldots d_{n}\right\}$, respectively. Continuous time is divided into discrete time steps. Agents are placed in vertices of the graph at each time step so that at most one agent is placed in each vertex. Let $\alpha_{t}: A \cup D \rightarrow V$ be a uniquely invertible mapping denoting configuration of agents at time step $t$. Agents can wait or move instantaneously into adjacent vertex between successive time steps to form the next configuration $\alpha_{t+1}$. Abiding by the following movement rules ensures preventing conflicts:

- An agent can move to an adjacent vertex only if the vertex is empty, or is being left at the same time step by another agent
- A pair of agents cannot swap along a shared edge
- No two agents enter the same adjacent vertex at the same time
We do not assume any specific order in which agents perform their conflict free actions at each time step. Our experimental implementation moves all attackers prior to moving all defenders at each time step. The mapping $\delta^{A}: A \rightarrow V$ assigns a unique target to each attacker. The task in APP is to find a strategy of movement for defender agents so that the area specified by $\delta^{A}$ is protected.

We state APP as a decision problem as follows:
Definition 1. The decision APP problem: Given an instance $\Sigma=\left(G, A, D, \alpha_{0}, \delta^{A}\right)$ of $A P P$, is there a strategy of movement for the team $D$ of defenders, so that agents from the team $A$ of attackers are prevented from reaching their targets defined by $\delta^{A}$.

In many instances it is not possible to protect all targets. We are therefore also interested in the optimization variant of the APP problem:
Definition 2. The optimization APP problem: Given an instance $\Sigma=\left(G, A, D, \alpha_{0}, \delta^{A}\right)$ of $A P P$, the task is to find a strategy of movement for the team $D$ of defenders such that the number of attackers in A that reach their target defined by $\delta^{A}$ is minimized.

## 2 THEORETICAL PROPERTIES

APP is a computationally challenging problem as shown in the following analysis. In order to study theoretical complexity of APP, we need to consider the decision variant of APP. Many game-like problems are PSPACE-hard, and APP is not an exception. We reduce the known problem of checking validity of Quantified Boolean Formula (QBF) to it.

The technique of reduction of QBF to APP is inspired by a similar reduction of QBF to ACPF, from which we borrow several technical steps and lemmas (Ivanová and Surynek, 2014). We describe the reduction from QBF using the following example. Consider a QBF formula in prenex normal form

$$
\begin{align*}
& \varphi=\exists x \forall a \exists y \forall b \exists z \forall c \\
& \quad(b \vee c \vee x) \wedge(\neg a \vee \neg b \vee y) \wedge \\
& (a \vee \neg x \vee z) \wedge(\neg c \vee \neg y \vee \neg z) \tag{1}
\end{align*}
$$

This formula is reduced to the APP instance depicted in Fig. 4. Let $n$ and $m$ be the number of variables and clauses, respectively. The construction contains three types of graph gadgets.

For an existentially quantified variable $x$ we construct a diamond-shape gadget consisting of two parallel paths of length $m+2$ joining at its two endpoints.


Figure 1: An existentially quantified variable gadget.
There are 4 paths connected to the diamond at specific vertices as depicted in Fig. 1. The gadget further contains three attackers and two defenders with initial positions at the endpoints of the four joining paths. The vertices in red circles are targets of specified attackers. The only chance for defenders $d_{x 1}$ and $d_{x 2}$ to prevent attackers $a_{x 3}$ and $a_{x 1}$ from reaching their targets is to advance towards the diamond and occupy $\delta_{A}\left(a_{x 3}\right)$ by $d_{x 2}$ and either $\delta_{A}\left(a_{x 1}\right)$ or $\delta_{A}\left(a_{x 2}\right)$ by $d_{x 1}$.

For every universally quantified variable $a$ there is a similar gadget with a defender $d_{a 1}$ and an attacker $a_{a 1}$ whose target $\delta^{A}\left(a_{a 1}\right)$ lies at the leftmost vertex of the diamond structure (see Fig. 2). The defender has to rush to the attacker's target and occupy it, because otherwise the target would be captured by the attacker.

Moreover, there is a gadget in two parts for each clause $C$ depicted in Fig. 3. It contains a simple path


Figure 2: A universally quantified variable gadget.
$p$ of length $\lfloor n / 2\rfloor+1$ with a defender $d_{C}$ placed at one endpoint. The length of $p$ is chosen in order to ensure a correct time of $d_{C}$ 's entering to a variable gadget, so that gradual assignment of truth values is simulated. E.g., if a variable occurring in $C$ stands in the second $\forall \exists$ pair of variables in the prefix (the first and last pair is incomplete), then $p$ is connected to the corresponding variable gadget at its second vertex. The second part of the clause is a path of length $k$, with one endpoint occupied by attacker $a_{C}$ whose target $\delta^{A}\left(a_{C}\right)$ is located at the other endpoint. The length $k$ is selected in a way that the target $\delta^{A}\left(a_{C}\right)$ can be protected if the defender $d_{C}$ arrives there on time, which can happen only if it uses the shortest path to this target. If $d_{C}$ is delayed by even one step, the attacker $a_{C}$ can capture its target. These two parts of the clause gadget are connected through variable gadgets.


The connection by edges and paths between variable and clause gadgets is designed in a way that allows the agents to synchronously enter one of the paths of the relevant variable gadget. A gradual evaluation of variables according to their order in the prefix corresponds to the alternating movement of agents. A defender $d_{C}$ from clause $C$ moves along the path of its gadget, and every time it has the opportunity to enter some variable gadget, the corresponding variable is already evaluated.

If there is a literal in $\varphi$ that occurs in multiple clauses, setting its value to true causes satisfaction of all the clauses containing it. This is indicated by a simultaneous entering of affected agents to the relevant path. Each clause defender $d_{C}$ has its own vertex in each gadget of a variable present in $C$, at which $d_{C}$ can enter the gadget. This allows a collision-free entering of multiple defenders into one path of the gadget.
Theorem 1. The decision problem whether there exists a winning strategy for the team of defenders, i.e. whether it is possible to prevent all attackers from reaching their targets in a given APP instance is PSPACE-hard.

Proof. Suppose $\varphi$ to be valid. To better understand validity of $\varphi$ we can intuitively ensure that variables


Figure 4: A reduction from TQBF to APP. Black points represent unoccupied vertices. If two points are connected by a line without any label, it means there is an edge between them. A line with a label $k$ indicates that the two points are connected by a path of $k$ internal vertices. Initial positions of attackers and defenders are represented by red and green nodes, respectively. A red circle around a node means that the node is a target of some attacker. For simplicity we do not fully display the second part of the clause gadget. Instead, there is a red number near the target of a clause gadget that indicates the distance of the attacker aiming to that target. A vertex with an agent is labeled by the agent's name. Labels of targets specify the associated agents.
are assigned gradually according to their order in the prefix. For every choice of value of the next $\forall$ variable there exists a choice of value for the corresponding $\exists$-variable so that eventually the last assignment finishes a satisfying valuation of $\varphi$. The strategy of assigning $\exists$ variables can be mapped to a winning strategy for defenders in the APP instance constructed from $\varphi$. Every satisfying valuation guides the defenders towards vertices resulting in a position where all targets are defended. Every time a variable is valuated, another agent in the constructed APP instance is ready to enter the upper path, if the variable is evaluated as true, or the lower path, otherwise. Note that the vertices on the paths are labeled as $t$ and $f$ indicating the truth value that is simulated by passing
through a path. When the evaluated variable $x$ is existentially quantified, the defender $d_{x 1}$ enters the upper or lower path. In case of universally quantified variable $a$, the entering agent is the attacker $a_{a 1}$. Since the valuation satisfies $\varphi$, every clause $C_{j}$ has at least one variable $q$ causing the satisfaction of $C_{j}$. That is modeled by the situation where defenders $d_{q 1}$ and $d_{C j}$ meet each other in one of the diamond's paths, which enables either the defender $d_{q 2}$ (in case $q$ is existentially quantified) or $d_{q 1}$ (in case $q$ is universally quantified) to advance towards the target $\delta^{A}\left(d_{C 1}\right)$. The situation for an existentially quantified variable is explained by Fig. 5 .

Whenever there exists a winning strategy for the constructed APP instance, the defenders must arrive in all targets on time. This is possible only if variable defenders and clause defenders meet on one of the paths in a diamond gadget, and only if all defenders use the shortest possible paths. The variable agents' selection of upper or lower paths determines the evaluation of corresponding variables. An advancement of variable and clause defenders that leads to meeting of the defenders at adjacent vertices, and a subsequent protection of targets indicates that the corresponding variable causes satisfaction of the clause.

## 3 DESTINATION ALLOCATION

Solving APP in practice is a challenging problem due to its high computational complexity. Our solving approaches are based on a technique called destination allocation. The basic idea is to assign a destination vertex to each defender and subsequently use some CPF algorithm modified for the environment with adversaries to lead each defender to its destination. A defender may be allocated to any vertex, including the attackers' targets. Destination allocation can be divided into two basic categories: single-stage, where agents are allocated to destinations only once at the beginning, and multi-stage, where destinations can be reassigned any time during the agents' course. This work focuses merely on the single-stage destination allocation and uses the LRA* algorithm for controlling agents' movement.

The defenders are initially not allocated to any destination and do not have any information about the intended target of any attacker. However, the defenders have a full knowledge of all target locations in the protected area. The task in this setting is to allocate each defender agent to some location in the graph, so that via its occupation, defenders try to optimize a given objective function.


Figure 5: An example of agents' advancement at an existential variable clause. It is defenders' turn in each of the four figures. The top left figure shows the initial position of the agents. The value $k$ depends on the order of the corresponding variable in the prefix. When agents reach the positions in the second figure, the corresponding variable is about to be evaluated which is analogous to defender $a$ entering one of the paths, which prevents the attackers $d$ and $e$ from exchanging their position and reaching the targets. If $a$ moves to the upper path, as happens in the third figure, the agent $c$ from a clause gadget has the opportunity to enter the upper path where the two defenders meet. Attacker $e$ can enter the target $\delta^{A}(d)$, which is nevertheless not its intended goal. Finally, the defenders can protect all targets by a train-like movement resulting in the position in the last figure. Also note the gradual approaching of the undisplayed attacker $g$ to its target $\delta^{A}(g)$. The distance between $g$ 's current location and the target is indicated by the red number.

We describe several simple destination allocation strategies and discuss their properties. The first two methods always allocate one defender to some attacker's target. The advantage of this approach is that if a defender manages to capture a target, it will never be taken by the attacker. This can be useful in scenarios where the number of defenders is similar to the number of attackers. Unfortunately, such a strategy would not be very successful in instances where the attackers significantly outnumber the defenders. This issue is addressed in the last strategy, in which we attempt to exploit the obstacle structure and succeed even with a smaller number of defenders.

### 3.1 Random Allocation

For the sake of comparison, we consider the simplest strategy, where each defender agent is allocated to a
random target of an attacker agent. Neither the locations of agents nor the underlying grid graph structure is exploited.

### 3.2 Greedy Allocation

The greedy strategy is a slightly improved approach. Defenders are one by one in an arbitrary order allocated to the closest available target of an attacker.

### 3.3 Bottleneck Simulation Allocation

Simple target allocation strategies do not exploit the structure of underlying graph. Hence, a natural next step is to occupy by defenders those vertices that would divert attackers from the protected area as much as possible with the help of graph structure. The aim is to successfully defend the targets even with small number of defenders. As our domains are 4connected grids with obstacles, we can take advantage of the obstacles already occurring in the grid and use them as addition to vertices occupied by defenders. Figure 6 illustrates a grid where the defenders could easily protect the target area even though they are outnumbered by the attackers. Intuitively as seen in the example, hard to overcome obstacle for attacking team would arise if a bottleneck on expected trajectories of attackers is blocked.


Figure 6: An example of bottleneck blocking. Solid red and green circles represent attackers and defenders, respectively. Empty red circles are the attackers' target locations.

In order to discover bottlenecks of a general shape, we develop the following simulation strategy. This method is based on the assumption that as attackers move towards the targets, vertices close to bottlenecks are entered by the attackers more often than other vertices. This observation suggests to simulate the movement of attackers and find frequently visited vertices. As defenders do not share the knowledge about paths being followed by attackers, frequently visited vertices are determined by a simulation in which paths of attackers are estimated.

There can be several vertices with the highest frequency of visits, so the final vertex is selected by another criterion. The closer a vertex is to the defenders, the better chance the defenders have to capture it before the attackers pass through it. On the grounds of
that, our implementation selects the vertex of maximum frequency with the shortest distance to an approximate location of defenders.

After obtaining such a frequently visited vertex, we then search its vicinity. If we find out that there is indeed a bottleneck, its vertices are assigned to some defenders as their destinations. Under the assumption that the bottleneck is blocked by defenders, the paths of attackers may substantially change. For that reason we estimate the paths again and find the next frequent vertex of which vicinity is also explored and so on. The whole process is repeated until all available defenders are allocated to a destination, or until no more bottlenecks are found. The high-level description of this procedure is expressed by Algorithm 1. The input of the algorithm is the graph $G$ and sets

```
Data: \(G=(V, E), D, A\)
Result: Destination allocation \(\delta^{D}\)
\(D_{\text {available }}=D\); // Defenders to be allocated
\(F=\emptyset ; \quad / /\) Set of forbidden locations
\(\delta_{A}^{\prime}=\) Random guess of \(\delta_{A}\);
while \(D_{\text {available }} \neq \emptyset\) do
        for \(a \in A\) do
        \(p_{a}=\operatorname{shortestPath}\left(\alpha_{0}(a), \delta_{A}^{\prime}(a), G, F\right) ;\)
    end
    \(f(v)=\left|\left\{p_{a}: a \in A \wedge v \in p_{a}\right\}\right|\)
    \(w \in \arg \max _{v \in V} f(v)\);
    \(B=\operatorname{exploreVicinity}(w)\);
    if \(B \neq \emptyset \vee|D|<|B|\) then
        \(D^{\prime}\) such that \(D^{\prime} \subseteq D_{\text {available }},\left|D^{\prime}\right|=|B|\);
        assignToDefenders(B, D');
        \(D_{\text {available }}=D_{\text {available }} \backslash D^{\prime}\);
        \(F=F \cup B\)
    else
        break ;
    end
end
assignToRandomTargets \(\left(D_{\text {available }}\right)\);
```

Algorithm 1: Bottleneck simulation procedure.
$D$ and $A$ of defenders and attackers, respectively. During the initialization phase, we create the set $D_{\text {available }}$ of defenders that are not yet allocated to any destination. Next, we create the set $F$ of so called forbidden nodes. The following step takes attackers one by one and every time makes a random guess which target is an attacker aiming for, resulting in the mapping $\delta^{\prime}$. The algorithm then iterates while there are available defenders. In each iteration, we construct a shortest path from each attacker $a$ between its initial position $\alpha_{0}(a)$ and its estimated target location $\delta^{\prime}(a)$. A vertex $w$ from among the vertices contained in the highest number of paths is then selected, and its surroundings is searched for bottlenecks. If a bottleneck
is found, the set of vertices $B$ is determined in order to block the bottleneck. The set $D^{\prime}$ contains a sufficient number of available defenders that are subsequently allocated to the vertices in $B$. Agents from $D^{\prime}$ are no longer available, and vertices from $B$ are now forbidden. The pathfinding in the following iterations will therefore avoid vertices in $B$. If no bottleneck is found, it is likely that agents have a lot of freedom for movement, and blocking bottlenecks is not a suitable strategy. The loop is left and the remaining available agents are assigned to random targets from $T_{\text {available }}$.

The search of the close vicinity of a frequently used vertex $w$ is carried out by an expanding square centered at $w$. We start with distance 1 from $w$ and gradually increase this value ${ }^{1}$ up to a certain limit. In every iteration we identify the obstacles in the fringe of the square and keep them together with obstacles discovered in previous iterations. Then we check whether the set of obstacles discovered so far forms more than one connected components. If that is the case, it is likely that we encountered a bottleneck. We then find the shortest path between one connected component of obstacles and the remaining components. This shortest path is believed to be a bottleneck in the map, and its vertices are assigned to the available defenders as their new destinations.

In order to discover subsequent bottlenecks in the map, we assume that the previously found bottlenecks are no longer passable. They are marked as forbidden and in the next iteration, the estimated paths will not pass through them. The procedure shortestPath returns the shortest path between given source and target, that does not contain any vertices from the set $F$ of forbidden locations.

In this basic form, the algorithm is prone to finding "false" bottlenecks in instances with an indented map that contains for example blind alleys. It is possible to avoid undesired assigning vertices of false bottlenecks to defenders by running another simulation which excludes these vertices. If the updated paths are unchanged from the previously found ones, it means that blocking of the presumed bottleneck does not affect the attackers movement towards the targets, and so there is no reason to block such a bottleneck.

## 4 EXPERIMENTAL EVALUATION

Experimental evaluation is focused on competitive comparison of suggested destination allocation strategies with respect to the objective 2. - maximization

[^2]
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of the number of locations not captured by attackers within a given time limit.

Our hypothesis is that the random strategy would perform as worst since it is completely uninformed. All the simple strategies are expected to be outperformed by more advanced bottleneck simulation.

We implemented all suggested strategies in Java as an experimental prototype. Our testing scenarios use maps of various structures and initial configurations of agents. Our choice of testing scenarios is focused on comparing studied strategies and discovering what factors have a significant impact on their success.

As the following sections show, different strategies are successful in different types of instances. It is therefore important to design the instances with a sufficient diversity, in order to capture strengths and weaknesses of individual strategies.

### 4.1 Instance Generation and Types

The instances used in the practical experiments are generated using a pseudo random generator, but in a controlled manner. An instance is defined by its map, the ratio $|D|:|A|$ and locations of individual defenders, attackers and their targets. These entries form an input of the instance generation procedure. Further, we select rectangular areas inside which agents of both teams and the attackers' targets are placed randomly. We use 4 maps with increasingly complicated obstacle structure depicted in Fig. 7. Each map size is in the order of thousands of vertices.


Figure 7: Maps.
In the main set of experiments, each map is populated with agents of 3 different $|D|:|A|$ ratios, namely $1: 1,1: 2$ and and $1: 10$, with fixed number of attackers $|A|=100$. Each of these scenarios is further divided into two types reflecting a relative positions
of attackers and defenders. The type overlap assumes that the rectangular areas for both teams have an identical location on the map, while the teams in the type separated have distinct initial areas. The maximum number of agents' moves is set to 150 for each team.

Note that the individual instances are never completely fair to both teams. It is therefore impossible to make a conclusion about a success rate of a strategy by comparing its performance on different maps. The comparison should always be made by inspecting the performance in one type of instance, where we can see the relative strength of the studied algorithms.

### 4.2 Results

The performed experiments compare random, greedy, and simulation strategy in different instance settings. Each entry in Table 1 is an average number of attackers that reached their targets at the end of the time limit. The average value is calculated for 10 runs in each settings, always with a different random seed. Random and greedy strategies have very similar results in all positions and team ratios. It is apparent and not surprising that with decreasing $|D|:|A|$ ratio, the strength of these strategies decreases. The simulation strategy gives substantially better results in all settings. Also note that in case of overlapping teams, the simulation strategy scores similarly in all $|D|:|A|$ ratios.
Table 1: Average number of agents that eventually reached their target in the map Orthogonal rooms.

| Team position | $\|D\|:\|A\|$ | RND | GRD | SIM |
| :--- | :--- | ---: | ---: | ---: |
| Overlapped | $1: 1$ | 40.4 | 49.2 | 21.0 |
|  | $1: 2$ | 56.7 | 56.5 | 20.8 |
|  | $1: 10$ | 67.8 | 64.7 | 24.7 |
| Separated | $1: 1$ | 39.0 | 40.7 | 10.3 |
|  | $1: 2$ | 57.7 | 50.1 | 13.3 |
|  | $1: 10$ | 78.5 | 69.9 | 30.2 |

Table 2 contains results of an analogous experiment conducted on the map Ruins. The random strategy performs well in instances with many attackers. The dominance of the simulation strategy is apparent here as well.

Maps Waterfront and Dark forest contain very irregular obstacles and many bottlenecks, and are therefore very challenging environments for all strategies. In the Dark forest map, random and greedy methods are more suitable than the simulation strategy in instances with equal team sizes, as oppose to the scenarios with lower number of defenders, where the bottleneck simulation strategy clearly leads. In the separated scenario, the simulation strategy is even worse

Table 2: Average number of agents that eventually reached their target in the map Ruins.

| Team position | $\|D\|:\|A\|$ | RND | GRD | SIM |
| :--- | :--- | ---: | ---: | ---: |
|  | $1: 1$ | 36.8 | 49.4 | 17.7 |
| Overlapped | $1: 2$ | 80.0 | 63.5 | 33.0 |
|  | $1: 10$ | 92.5 | 88.9 | 58.2 |
|  | $1: 1$ | 9.5 | 33.6 | 11.8 |
| Separated | $1: 2$ | 47.6 | 34.4 | 11.8 |
|  | $1: 10$ | 85.6 | 85.9 | 14.7 |

in all tested ratios (see Tab. 3 and Tab. 4). This behavior can be explained by the fact that occupying all relevant bottlenecks in such a complex map is harder than occupying targets in the protected area. In contrast, bottlenecks in the Waterfront map have more favourable structure, so that those relevant for the area protection can be occupied more easily.

Table 3: Average number of agents that eventually reached their target in the map Waterfront.

| Team position | $\|D\|:\|A\|$ | RND | GRD | SIM |
| :--- | :--- | ---: | ---: | ---: |
|  | $1: 1$ | 32.0 | 41.7 | 37.1 |
| Overlapped | $1: 2$ | 60.6 | 63.8 | 39.8 |
|  | $1: 10$ | 77.8 | 72.9 | 51.7 |
| Separated | $1: 1$ | 15.8 | 19.3 | 10.7 |
|  | $1: 2$ | 46.4 | 37.6 | 9.8 |
|  | $1: 10$ | 75.3 | 65.5 | 14.9 |

Table 4: Average number of agents that eventually reached their target in the map Dark forest

| Team position | $\|D\|:\|A\|$ | RND | GRD | SIM |
| :--- | :--- | ---: | ---: | ---: |
| Overlapped | $1: 1$ | 21.6 | 37.9 | 48.8 |
|  | $1: 2$ | 53.7 | 42.6 | 37.8 |
|  | $1: 10$ | 60.9 | 51.9 | 38.4 |
| Separated | $1: 1$ | 35.3 | 35.9 | 61.5 |
|  | $1: 2$ | 40.6 | 41.3 | 59.6 |
|  | $1: 10$ | 65.1 | 67.0 | 66.0 |

## 5 CONCLUDING REMARKS

We have shown the lower bound for computational complexity of the APP problem, namely that it is PSPACE-hard. Theoretical study of ACPF (Ivanová and Surynek, 2014) showing its membership in EXPTIME suggests that the same upper bound holds for APP but it is still an open question if APP is in PSPACE. In addition to complexity study we designed several practical algorithms for APP under the assumption of single-stage vertex allocation. Performed experimental evaluation indicates that our bottleneck simulation algorithm is strong even in
case when defenders are outnumbered by attacking agents. Surprisingly, our simple random and greedy algorithms turned out to successfully block attacking agents provided there are enough defenders.

For future work we plan to design and evaluate algorithms under the assumption of multi-stage vertex allocation. As presented algorithms have multiple parameters we also aim on their optimization. Another generalization motivated by practical applications in robotics is APP with communication maintenance.
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#### Abstract

We address a problem of area protection in graph-based scenarios with multiple mobile agents where connectivity is maintained among agents to ensure they can communicate. The problem consists of two adversarial teams of agents that move in an undirected graph shared by both teams. Agents are placed in vertices of the graph; at most one agent can occupy a vertex; and they can move into adjacent vertices in a conflict free way. Teams have asymmetric goals: the aim of one team - attackers - is to invade into given area while the aim of the opponent team-defenders - is to protect the area from being entered by attackers by occupying selected vertices. The team of defenders need to maintain connectivity of vertices occupied by its own agents in a visibility graph. The visibility graph models possibility of communication between pairs of vertices. We study strategies for allocating vertices to be occupied by the team of defenders to block attacking agents where connectivity is maintained at the same time. To do this we reserve a subset of defending agents that do not try to block the attackers but instead are placed to support connectivity of the team. The performance of strategies is tested in multiple benchmarks. The success of a strategy is heavily dependent on the type of the instance, and so one of the contributions of this work is that we identify suitable strategies for diverse instance types.


## INTRODUCTION

In this work we study a generalization of Area Protection Problem (APP) with connectivity maintenance (APPC). APP is already a computationally hard problem (Ivanova, Surynek, and Hirayama 2018) (namely PSPACE-hard). In addition to APP, where two teams of mobile agents move in an undirected graph in a conflict free way, a possibility of communication among agents is required in APPC. APP itself can be regarded as a modification of known problem of Adversarial Cooperative Path Finding (ACPF) (Ivanová and Surynek 2014) where two teams of agents compete in reaching their target positions. Unlike ACPF, where the goals of teams of agents are symmetric - agents of each team try to reach their targets as first, the adversarial teams in APP have different objectives. The first team of attackers contains

[^3]agents whose goal is to reach a pre-defined target location in the area being protected by the second team of defenders. Each attacker has a unique target in the protected area, and each target is assigned to exactly one attacker. The opponent team of defenders tries to prevent the attackers from reaching their targets by occupying selected locations, referred to as destinations, so that they cannot be passed by attackers. Specially in APPC, we require that vertices occupied by the defender team always form a connected subgraph with respect to the visibility graph. We assume that both teams use the same cooperative path-finding ( CPF ) algorithm for reaching temporarily selected locations.

Another distinction between ACPF and APP is a definition of victory of a team. A team in ACPF wins if all its agents reach their targets and agents of no other team manage to do so earlier. In APP, the team of defenders wins if all attackers are kept out of their targets. Our effort is to design destination allocation strategies for the defending team. A hard constraint that can never be violated will be that defending agents always form a connected component. Success of the strategy is measured from the defenders' perspective via an objective function which plays a role of soft constraint (area protection may not be perfect). The following objective functions can be pursued:

1. maximize the number of target locations that are not captured by the corresponding attacker
2. maximize the number of targets that are not captured by the corresponding attacker within a given time limit
3. maximize the sum of distances between the attackers and their corresponding targets
4. minimize the time spent at captured targets

The common feature of APP, APPC and other related problems is that once a location is occupied by an agent it cannot be entered by another agent until it is first vacated by the agent which occupies it (opposing agent cannot push it out). This property represents a key tool for the defenders to protect the area.

APPC has many real-life motivations from the domains of access denial operations, robotics with adversarial teams of robots or other type of penetrators (Agmon, Kaminka, and Kraus 2011), and computer games. In most practical applications, agents of given team need to communicate with
each other while individual robots can communicate at short visual range only as it has been already done in contemporary multi-robot systems Hence it needs to be ensured that the communication reaches every agent of the team. Such property can be modeled as connectivity over the visibility graph whose edges represent possibility of communication between pairs of vertices.

Our contribution consists in suggesting several on-line solving strategies for defenders that determine suitable vertices to be occupied by defenders so that attacker agents cannot pass into the protected area, and connectivity in the defender team is maintained. We conduct an experimental evaluation of the proposed strategies and assess their suitability for diverse types of APPC instances.

## Communication Maintenance

APPC requires, in addition to APP, that any two defenders are able to communicate with each other at any time during their movement. The communication within the team of defenders is modeled by a connectivity of subgraph of the visibility graph induced by the set of occupied vertices. The visibility graph is derived from the graph in which agents move; it has the same set of vertices, but the set of edges is different in general. This assumption allows us to model the inability to communicate of two agents, if there is an obstacle between them.

In various practical applications of APP, the possibility of sending messages among the agents is often demanded. Agents may be equipped by an omnidirectional antenna or visual communication device (such as LEDs and IR sensors (Rubenstein et al. 2014)), and hence a message reaches all nodes within the communication range of its sender. This feature is often referred to as wireless advantage (Wieselthier, Nguyen, and Ephremides 2002). We assume that the agents have equal and constant communication range, and that they can also work as transceivers, which means that they have the ability to both transmit and receive a signal.

## Related Work

APPC, APP, as well as ACPF share the way how movement of agents is treated with the basic variant of cooperative path-finding problem - CPF (multi-agent path-finding - MAPF) (Silver 2005; Ryan 2008; Wang and Botea 2011). In CPF, the task is to plan the movement of agents so that each agent reaches its unique target in a conflict free manner. Movements of agents in APPC at the low reactive level are assumed to be planned by some CPF algorithm where agents of own team cooperate while the opposing agents are considered as obstacles.

There exist multiple CPF algorithms both complete and incomplete as well as optimal and sub-optimal under various objective functions. A good compromise between quality of solutions and the speed of solving is represented by suboptimal/incomplete search based methods which are derived from the standard $A^{*}$ algorithm. These methods include $L R A^{*}, C A^{*}, H C A^{*}$, and $W H C A^{*}$ (Silver 2005). They provide solutions where individual paths of agents tend to be close to respective shortest paths connecting agents' locations and their targets. Conflict avoidance among agents
is implemented via a so called reservation table in case of $C A^{*}, H C A^{*}$, and $W H C A^{*}$. Another approach is $L R A^{*}$ which plans path for individual agents independently using $A^{*}$, and relies on replanning whenever a conflict occurs. Since our setting in APPC is inherently suitable for a replanning algorithm, $L R A *$ is a candidate for the underlying CPF algorithm for APPC. Moreover $L R A$ * is scalable for large number of agents which is expected to happen in APPC.

Aside from CPF algorithms, systems with mobile agents that act in the adversarial manner represent another related area. These studies often focus on patrolling strategies that are robust with respect to various attackers trying to penetrate through the patrol path (Elmaliach, Agmon, and Kaminka 2009). Theoretical works related to APP also include studies on pursuit evasion (Vidal et al. 2002) or predator-prey (Haynes and Sen 1995) problems. The major difference between these works and the concept of APP/APPC is that we consider a relatively higher number of agents and our agents are more limited in their abilities.

## DEFINITIONS AND ASSUMPTIONS

The environment in APPC is modeled by an undirected unweighted graph $G=(V, E)$. In this work we restrict the instances to 4 -connected grid graphs with possible missing vertices indicating obstacles. Agents are not considered as obstacles. The team of attackers and defenders is denoted by $A=\left\{a_{1}, \ldots, a_{m}\right\}$ and $D=\left\{d_{1}, \ldots d_{n}\right\}$, respectively. Continuous time is divided into discrete time steps. At each time step agents are placed in vertices of the graph so that at most one agent is placed in each vertex. Let $\alpha_{t}: A \cup D \rightarrow V$ be a uniquely invertible mapping denoting configuration of agents at time step $t$. Agents can wait or move instantaneously into adjacent vertex between successive time steps to form the next configuration $\alpha_{t+1}$. Abiding by the following movement rules ensures preventing conflicts:

- An agent can move to an adjacent vertex only if the vertex is empty, or is being vacated at the same time step by another agent
- No two agents enter the same vertex at the same time
- A pair of agents cannot swap across an edge

We do not assume any specific order in which agents perform their conflict free actions at each time step. However, our experimental implementation moves all attacking agents prior to moving all defender agents at each time step. The mapping $\delta^{A}: A \rightarrow V$ assigns a unique target to each attacker. The task in APP is to move defender agents so that area specified by $\delta^{A}$ is protected. This task can be equivalently specified as a search for strategy of destination assignments for the defender team. That is, we are trying to find an injective mapping $\delta_{t}^{D}: D \rightarrow V$ which specifies where defender agents should proceed at time step $t$ as a response to previous attackers movements. The superscripts $A$ and $D$ are sometimes dropped when there is no danger of confusion.

## From APP to APPC

APPC generalizes APP by considering connectivity constraints. As we assume that $G$ is always a grid graph we can introduce connectivity constraints in the following way.

Consider an embedding of $G$ in a plane such that all edges have length 1 and each vertex $v \in V$ has coordinates $\left(x_{v}, y_{v}\right)$. The physical location $l_{v}$ represented by $v$ is the unit square area centered at $C_{v}=\left(x_{v}, y_{v}\right)$. Furthermore, let $O$ denote the set of square locations representing obstacles.

Let $r$ be the visibility range, i.e. the maximum distance between two locations such that two agents located at them can communicate together. The locations $l_{u}$ and $l_{v}$ can communicate with each other if the line segment $C_{u} C_{V}$ does not intersect any obstacle and the length of the shortest path $p_{u v}$ from $u$ to $v$ is at most $r$; shortly we say that $l_{u}$ is visible from $l_{v}$ and vice-versa. The visibility graph $G_{r}=\left(V, E_{r}\right)$ for a visibility range $r$ contains edges between every two vertices that are mutually visible, formally: $(u, v) \in E_{r} \Leftrightarrow C_{u} C_{V} \cap O=$ $\emptyset \wedge\left|p_{u v}\right| \leq r$. For any $S \subseteq V$ we use $G_{r}[S]$ in order to denote a subgraph of $G_{r}$ induced by $S$. Finally, let $S_{t}$ be the set of vertices occupied by defenders in time step $t$. Formally, $S_{t}=\left\{\delta_{t}^{D}(d): d \in D\right\}$.

APPC is stated as a decision problem as follows:
Definition 1. The decision APPC problem: Given an instance $\Sigma=\left(G, A, D, \alpha_{0}, \delta^{A}, r\right)$ of APPC, is there a strategy of destination allocations $\delta_{t}^{D}: D \rightarrow V$ such that $G_{r}\left[S_{t}\right]$ is connected for each $t=0,1,2, \ldots$, and such that the team $D$ of defenders is able to prevent all attackers from reaching their targets by moving defending agents according to $\delta_{t}^{D}$.

Typically it is not possible to protect all targets. We are therefore also interested in the optimization variant:
Definition 2. The optimization APPC problem: Given an instance $\Sigma=\left(G, A, D, \alpha_{0}, \delta^{A}, r\right)$ of APPC, the task is to find a strategy of destination allocations $\delta_{t}^{D}: D \rightarrow V$ such that $G_{r}\left[S_{t}\right]$ is connected for each $t=0,1,2, \ldots$, and such that the team $D$ of defenders minimizes the number of attackers that reach their target by moving defenders according to $\delta_{t}^{D}$.

## DESTINATION ALLOCATION

Since solving APPC in practice is a challenging problem due to its high computational complexity, designed methods are inexact and heuristic. Owing to the large search space we do not consider game-theoretic approaches even though the problem can be regarded as a two-player game. Our solving approaches are based on a technique called destination allocation. The basic idea is to assign a destination vertex to each defender and subsequently use some CPF algorithm adapted for the environment with adversaries, and to lead each defender to its destination while satisfying the connectivity constraint. A defender may be allocated to any vertex, including the attackers' targets. Solving approaches can be divided into two basic categories: single-stage and multi-stage. In single stage methods, targets are assigned to defenders only once at the beginning, as opposed to multistage methods, where the destinations can be reassigned any time during the agents' course. In our implementation, once all defenders are allocated to some destinations, they try to get to the desired locations using adapted LRA* algorithm. This work focuses merely on the single-stage methods. In all the studied strategies, every agent is allocated to exactly one location and every location is assigned to at most one defender. Attackers react on defenders by replanning within


Figure 1: An example of bottleneck blocking. The defenders (green circles) may protect all the targets (empty red circles) from attackers (red circles) if they move to locations marked by the two arrows.

LRA* if they find that their original path is blocked. Let us recall several destinations allocation strategies and discuss their properties (Ivanova, Surynek, and Hirayama 2018).

## Random Allocation

For the sake of comparison, we consider a strategy, where each defender is allocated to a random target of an attacker. Neither the agent location nor the underlying grid graph structure is exploited.

## Greedy Allocation

A greedy strategy is slightly improved approach. It takes the defenders one by one in a random order and allocates them to their closest target of an attacker. The greedy as well as the random strategy do not consider initial locations of attackers and do not exploit the structure of underlying graph in any way. These two methods always allocate defenders to given targets of attackers. The advantage of this approach is that if a defender manages to reach its assigned target, it will never be captured by the attacker aiming for that target. This can be useful in scenarios where the number of defenders is similar to the number of attackers. Unfortunately, such a strategy would not be very successful in instances where attackers significantly outnumber defenders.

## Bottleneck Simulation Allocation

The idea behind the bottleneck simulation strategy is to gain some information from the map structure and the positions of attackers and assign defenders to vertices that would divert attackers from the protected area as much as possible. The aim is to successfully defend the targets even with a small number of defenders, as illustrated in Fig. 1.

We attempt to identify strategic bottlenecks and block them by defenders. In order to discover bottlenecks of general shape, we develop the following simulation strategy exploiting the underlying grid graph. The basic idea is that as attackers move towards the targets, they are expected to pass through vertices close to a bottleneck more often than through other vertices. This observation suggests to simulate the movement of the attackers and find frequently visited vertices. As defenders do not share the knowledge about paths being followed by attackers, frequently visited vertices are determined by a simulation in which paths of attackers are estimated.

After obtaining such a frequently visited vertex, we then explore its vicinity up to a given distance. If we find out
that there is indeed a bottleneck, its vertices are assigned to some defenders as their new destinations. Under the assumption that the bottleneck is blocked by defenders, the paths of attackers may substantially change. For that reason we estimate the paths again and find the next frequent vertex of which vicinity is searched for bottlenecks. The whole process is repeated until all available defenders are allocated to a destination, or until no more bottlenecks are found. Alg. 1 describes this procedure more formally.

Data: $G=(V, E), D, A$
Result: Destination allocation $\delta^{D}$
$D_{\text {available }}=D ; \quad / /$ Defenders to be allocated
$F=\emptyset$; // Set of forbidden locations
$\delta_{A}^{\prime}=$ Random guess of $\delta_{A}$;
while $D_{\text {available }} \neq \emptyset$ do
for $a \in A$ do
/* find the shortest path in $G$ between an attacker $a$ and its estimated target, that avoids passing through the forbidden locations in $F$
$p_{a}=\operatorname{shortestPath}\left(\alpha_{0}(a), \delta_{A}^{\prime}(a), G, F\right) ;$
end
$f(v)=\left|\left\{p_{a}: a \in A \wedge v \in p_{a}\right\}\right| ; / /$ Frequency of $v$
$w \in \arg \max _{v \in V} f(v)$;
$B=\operatorname{exploreVicinity}(w) ; / /$ Search a bottleneck
if $B \neq \emptyset$ then
$D^{\prime} \subseteq D_{\text {available }},\left|D^{\prime}\right|=|B| ;$
assignToDefenders(B, D');
$D_{\text {available }}=D_{\text {available }} \backslash D^{\prime}$;
$F=F \cup B$
else
/* If no new bottleneck is found, assume all have been already discovered */
break ;
end
end
/* If there are some defenders without a destination left, they will be allocated randomly
assignToRandomTargets $\left(D_{\text {available }}\right)$;

## Algorithm 1: Bottleneck simulation procedure

Another approach for bottleneck detection could be based on finding cut-set in a graph. However, our bottleneck simulation prefers bottlenecks frequently used by attackers.

## CONNECTIVITY MAINTENANCE

The requirement of preserving the possibility of communication is modeled by a connectivity maintenance of subgraph of the visibility graph induced by the defenders' locations. The first task is therefore to create the visibility graph, which depends on the positions of obstacles in the map and a predetermined visibility range. The agents move using an adaptation of the LRA* algorithm that keeps the visibility subgraph connected. Paths are planned such that the first
step of a defender must lead to a position which induces a connected visibility subgraph. Defenders follow paths computed by LRA* and whenever an agent is about to enter an occupied location, or if the next move would disconnect the communication subgraph, its path is recalculated.

The movement determined by such an approach will surely maintain the connectivity, however, in many instances, some defenders will not be able to reach the destination locations assigned to them. Our effort is to modify the allocation strategies so that the number of defenders that are not able to reach their assigned destinations is minimized.

Intuitively, defenders should be allocated to their destinations so that in the most optimistic case, when they all reach their desired locations, the connectivity is preserved. This constraint is not guaranteed to be satisfied in general. We propose the following approach to tackle this issue.

Initially, the defenders are partitioned into two sub-sets, communicators $D_{c}$ and occupiers $D_{o}$, with a selected ratio $\left|D_{c}\right|:\left|D_{o}\right|$. The occupiers are allocated to attackers' targets according to one of the allocation strategies described above. In the best scenario, all defenders manage to reach their destinations. It is easy to check, for example by using BFS or DFS on the induced subgraph, whether the ideal final position of defenders maintains connectivity. If the connectivity is violated, the defenders reserved as communicators are allocated to targets so that the subgraph of the visibility graph induced by the defenders' target locations has as few connected components as possible. Fig. 2 depicts a situation where the three occupiers reached the attackers' targets assigned to them, but they alone are not able to communicate. Nevertheless, a suitable placement of two communicators ensures that the communication can take place. In fact, the


Figure 2: Three occupiers managed to reach the targets, but due to the wall they are not able to communicate. The presence of two communicators enables the communication via links marked by the dashed lines.
question whether it is possible to allocate destinations for $D_{c}$ so that the desired position allows a communication among all defenders is already difficult.
Proposition 1. Let $\Sigma$ be an APPC instance with the set of defenders $D=D_{c} \cup D_{o}$, and let $\delta^{D_{o}}(d)$ for each occupier $d \in D_{o}$ be already determined. The decision problem whether there exists a destination allocation $\delta^{D_{c}}: D_{c} \rightarrow V$ to communicators in $D_{c}$ such that all defenders maintain connectivity of the visibility graph at their final positions is $N P$-complete.
Sketch of proof. The problem is obviously NP, because checking a connectivity can be done in polynomial time. In order to prove the NP-hardness, we reduce the known NP-

# 6.6 Maintaining Ad-Hoc Communication Network in Area Protection Scenarios with 

 Adversarial Agentscomplete problem of Vertex Cover ( $V C$ ) to our problem. Let $H=\left(V_{H}, E_{H}\right)$ be an instance of VC. For each $e \in E_{H}$ we create $v_{e} \in V$ such that $V_{e}$ is a destination assigned to some occupier $d \in D_{o}$. For each $u \in V_{H}$ we construct $v_{u} \in V$ such that for all $e \in E_{H}$ incident with $u$ we create $\left\{v_{u}, v_{e}\right\} \in E$. Vertices $v_{u}$ s. t. $u \in V_{H}$ form a complete subgraph of $G$. Finally, we set $\left|D_{c}\right|=k$. Now $H$ has a vertex cover of size at most $k$ if and only if it is possible to assign destinations to communicators so that the connectivity of $G_{r}$ is maintained in the desired position given by $\delta^{D_{o}}$.

Let $T_{o}$ and $T_{c}$ be the set of targets allocated to occupiers and communicators, respectively. If the induced subgraph $G_{r}\left[T_{o}\right]$ has several connected components, the used modification of LRA* algorithm could not lead all of them to their targets, because it would cause a loss of communication ability. At this point the set of communicators comes into play. The aim is to find target locations for communicators so that the graph $G_{r}\left[T_{o} \cup T_{C}\right]$ is connected. First, the connected components of $G_{r}\left[T_{o}\right]$. are identified. We then iterate while there are available communicators and connected components to be covered by them. In every iteration, a location $l$ from which a communicator can cover a set of connected components that contains maximum number of targets allocated to occupiers is selected together with the set of covered connected components. The location $l$ is subsequently assigned to the closest unallocated communicator. For a more formal explanation see Alg. 2.

Data: $G_{r}=\left(V, E_{r}\right), D_{o}, D_{c}, T_{o}$
Result: Destination allocation $\delta^{D_{c}}$
$T_{c}=\emptyset ; / /$ Destinations assigned to communicators while $D_{c} \neq 0$ do
$\mathcal{C}=$ connected components of $G_{r}\left[T_{o} \cup T_{c}\right]$;

## while $\mathcal{C} \neq \emptyset$ do

/* A pair of a locatoin $l$ and a subset $\mathfrak{C}^{\prime}$ of connected components covered by $l$ that minimizes the number of vertices in $\mathcal{C}^{\prime} \quad$ */

$$
\left(l, \mathcal{C}^{\prime}\right)=\arg \max _{\mathcal{C}^{\prime} \in \mathcal{C}^{\prime}, l \in V}\left\{\sum_{C \in \mathcal{C}^{\prime}}|C|: \exists v \in C:(v, l) \in\right.
$$

$\left.E_{r}\right\} ;$
/* An available agent closest to $l$ */
$a=\arg \min _{a \in D_{c}}\left\{\left|p_{\alpha_{0}(a), l}\right|\right\} ;$
$\delta^{D_{c}}(a)=l ; / /$ assign destination to agent
$T_{c}=T_{c} \cup\{l\} ;$
$\mathcal{C}=\mathcal{C} \backslash \mathfrak{C}^{\prime}$;
$D_{c}=D_{c} \backslash\{a\}$;
if $D_{c}=\emptyset$ then
break;
end
end
end
Algorithm 2: Destination allocation to communicators

## PRELIMINARY EXPERIMENTS

The aim of experimental evaluation is to compare individual strategies described above with their counterparts adapted
to connectivity maintenance. We would like to find out whether the adaptation improves the success rate of a strategy and also how instance types affect its performance.

Our hypothesis is that when there is a sufficient number of defenders, the adaptation has little or no effect. We predict that in instances, where defenders are outnumbered by attackers, the adaptation increases the success rate of the corresponding strategy. Furthermore, it is likely that the simulation strategy is worse when the connectivity maintenance is required, because the identified bottlenecks may be far from each other, which makes it difficult to preserve communication among them.

We implemented all suggested strategies in Java as an experimental prototype. In our testing scenarios we use maps of different structure with various initial configurations of attackers and defenders. Our choice of testing scenarios is focused on comparing performance of the strategies and discovering what factors have impact on their success.

Different strategies are successful in different types of instances. It is therefore important to design the instances with a sufficient diversity, in order to capture strengths and weaknesses of individual strategies.

## Instance generation and types

The instances used in the practical experiments are generated using a pseudo random generator, but in a controlled manner. An instance is defined by its map, the ratio $|A|:|D|$ and locations of individual defenders, attackers and their targets. These three entries form an input of the instance generation procedure. Further, we select rectangular areas inside which agents of both teams and the attackers' targets are placed randomly. The experiments are conducted on 3 different maps that vary in their structure (see Fig. 3).


Figure 3: Three different maps used in the evaluation
Each map is populated with agents of 3 different $|D|:|A|$ ratios, namely $1: 1,1: 2$ and and $1: 5$, with fixed number of attackers $|A|=50$. The maximum number of moves of the agents is set to 150 for each team. Note that the individual instances are never completely fair to both teams. It is therefore impossible to make a conclusion about a success rate of a strategy by comparing its performance on different maps. The comparison should always be made by inspecting the performance in one type of instance, where we can see the relative strength of the studied algorithms.

## Experimental results

The following set of experiments compares random, greedy, simulation strategy and their communication counterparts in different instance settings. Each of the following tables contains results associated with one map.

Each entry in the tables shows an average number of attackers that reached their targets at the end of the time limit. The average value is calculated for 10 runs in each settings, always with a different random seed. Random and greedy strategies have very similar results in all positions and team ratios. It is apparent and not surprising that with decreasing $|D|:|A|$ ratio, the strength of defensive strategies decreases.

Table 1: Average number of agents that eventually reached their target in the map Orthogonal rooms

| $\|D\|:\|A\|$ | RND | RND-C | GRD | GRD-C | SIM | SIM-C |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| $1: 1$ | 26.0 | 29.0 | 25.5 | 29.1 | 20.8 | 28.3 |
| $1: 2$ | 41.0 | 39.6 | 39.4 | 40.5 | 29.3 | 31.7 |
| $1: 5$ | 48.1 | 45.7 | 46.1 | 46.8 | 46.9 | 46.8 |

We focused on evaluation of the effect of using communicating agents in implemented target allocation strategies. For each target allocation strategy we compare the standard version and the version with communicating agents.

Tab. 1 shows results for Orthogonal rooms map. It can be observed that using communicators is beneficial in case of random strategy where defenders tend to be outnumbered by attackers. On the other hand, communicators cause no improvement in Ruins map (Tab. 2). Small improvement of

Table 2: Average number of agents that eventually reached their target in the map Ruins.

| $\|D\|:\|A\|$ | RND | RND-C | GRD | GRD-C | SIM | SIM-C |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $1: 1$ | 21.5 | 21.1 | 24.8 | 24.7 | 18.3 | 18.6 |
| $1: 2$ | 42.1 | 40.2 | 39.0 | 40.3 | 37.1 | 36.9 |
| $1: 5$ | 47.1 | 47.1 | 46.0 | 46.2 | 44.3 | 43.8 |

the bottleneck simulation strategy can be observed in Waterfront map (Tab. 3) again in cases when defenders are outnumbered. Both types of maps where communicators turned out to be beneficial appear to have the structure of large open spaces separated by narrow bottlenecks.

Table 3: Average number of agents that eventually reached their target in the map Waterfront

| $\|D\|:\|A\|$ | RND | RND-C | GRD | GRD-C | SIM | SIM-C |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $1: 1$ | 20.7 | 21.6 | 18.9 | 18.5 | 20.8 | 21.9 |
| $1: 2$ | 35.2 | 31.2 | 30.7 | 31.4 | 35.8 | 33.5 |
| $1: 5$ | 41.6 | 41.4 | 40.7 | 40.7 | 42.3 | 41.3 |

## CONCLUSION AND FUTURE WORK

We have designed several practical algorithms for APPC. We extended previous algorithms for APP with a technique of connectivity maintenance. This is done by dividing defending agents into two groups - occupiers and communicators. The role of occupiers is to protect the area while communicators are placed so that they cover as largest part
of the protected area as possible in order to support connectivity among occupiers. Performed experimental evaluation indicates that the effect of using dedicated agents as communicators is much smaller than expected but there is some in maps having the structure of large open spaces separated by bottlenecks. One possible explanation of this behavior is that several defenders are not able to reach their targets because the ability of communication would be lost during their movement and this is not significantly affected by the target allocation. Hence, for the future work we plan to design and evaluate algorithms with more sophisticated mechanism for connectivity maintenance. A more promising direction seems to be an adaptation of LRA* rather than modifications of the allocation strategies.

## References

Agmon, N.; Kaminka, G. A.; and Kraus, S. 2011. Multirobot adversarial patrolling: Facing a full-knowledge opponent. J. Artif. Intell. Res. 42:887-916.
Elmaliach, Y.; Agmon, N.; and Kaminka, G. A. 2009. Multirobot area patrol under frequency constraints. Ann. Math. Artif. Intell. 57(3-4):293-320.
Haynes, T., and Sen, S. 1995. Evolving beharioral strategies in predators and prey. In Proc. of Adaption and Learning in Multi-Agent Systems, IJCAI'95 Workshop, 113-126.
Ivanová, M., and Surynek, P. 2014. Adversarial cooperative path-finding: Complexity and algorithms. In 26th IEEE International Conference on Tools with Artificial Intelligence, ICTAI 2014, 75-82.
Ivanova, M.; Surynek, P.; and Hirayama, K. 2018. Area protection in adversarial path-finding scenarios with multiple mobile agents on graphs - a theoretical and experimental study of strategies for defense coordination. In Proceedings of the 10th International Conference on Agents and Artificial Intelligence - Volume 1: ICAART, 184-191. INSTICC. Rubenstein, M.; Ahler, C.; Hoff, N.; Cabrera, A.; and Nagpal, R. 2014. Kilobot: A low cost robot with scalable operations designed for collective behaviors. Robotics and Autonomous Systems 62(7):966-975.
Ryan, M. R. K. 2008. Exploiting subgraph structure in multi-robot path planning. J. Artif. Intell. Res. 31:497-542.
Silver, D. 2005. Cooperative pathfinding. In Proc. of the 1st Artificial Intelligence and Interactive Digital Entertainment Conference, 2005, 117-122.
Vidal, R.; Shakernia, O.; Kim, H. J.; Shim, D. H.; and Sastry, S. 2002. Probabilistic pursuit-evasion games: theory, implementation, and experimental evaluation. IEEE Trans. Robotics and Autom. 18(5):662-669.
Wang, K. C., and Botea, A. 2011. MAPP: a scalable multiagent path planning algorithm with tractability and completeness guarantees. J. Artif. Intell. Res. 42:55-90.
Wieselthier, J. E.; Nguyen, G. D.; and Ephremides, A. 2002. Energy-efficient broadcast and multicast trees in wireless networks. Mob. Netw. Appl. 7(6):481-492.

## Appendix A

## List of Computationally Hard Problems

The list below consists of NP-hard and PSPACE-hard problems that appear throughout this thesis. The problems are stated either in their decision or optimization form, depending on the context they are used. The decision versions are in fact NP-complete (PSPACE-complete), nevertheless, the NPhardness (PSPACE-hardness) holds regardless. In some instances, several very similar problems differing only in small details are discussed in the thesis. In these cases, only the basic variants are stated in this list.

## A. 1 NP-hard Problems

## A.1.1 Satisfiability

Boolean Satisfiability (SAT)
Input: A Boolean formula $\varphi$.
Question: Is there a truth assignment to variables of $\varphi$ such that $\varphi$ evaluates to TRUE?
3-SAT
Input: A Boolean formula $\varphi$ in 3-CNF.
Question: Is there a truth assignment to variables of $\varphi$ such that $\varphi$ evaluates to TRUE?
3-3-SAT
Input: A Boolean formula $\varphi$ in 3-CNF with an additional requirement that each variable appears at most three times and each literal at most twice.
Question: Is there a truth assignment to variables of $\varphi$ such that $\varphi$ evaluates to TRUE?
Planar 3-SAT [42]
Input: $\quad A$ set of unnegated variables $X=\left\{x_{1}, \ldots, x_{n}\right\}$ and negated variables $\bar{X}=\left\{\bar{x}_{1}, \ldots, \bar{x}_{n}\right\}$, a collection of clauses $C$ over $X \cup \bar{X}$ such that

1. The graph $G=(X \cup C, E)$ with edge set $E=\{\{x, c\}: x \in c \vee \bar{x} \in c\}$ is planar.
2. Each clause $e \in C$ contains two or three literals $y \in X \cup \bar{X}$.

Question: Does there exist a truth assignment for the variables such that each clause is satisfied?
Planar 3,4-SAT
Input: $\quad$ Same as Planar 3-SAT with an additional requirement that each clause $c \in C$ contains exactly three literals and that each variable $x_{i}$ appears in at most four clauses.
Question: Does there exist a truth assignment for the variables such that each clause is satisfied?

## A.1.2 Graph Theory

Clique
Input: $\quad \mathrm{A}$ graph $G$ and a an integer $k$.
Question: Does there exist a complete subgraph of $G$ of size at least $k$ in $G$ ?
Minimum Steiner Tree
Input: A graph $G=(V, E)$, non-negative edge-weights $c$, and $D \subseteq V$.
Question: Find a minimum-weight tree in $G$ spanning $D$.
Travelling Salesman Problem
Input: $\quad$ A complete graph $G=(V, E)$ with edge weights $c: E \mapsto \mathbb{R}_{0}^{+}$and an integer $k$.
Question: Is there a path $P=\left(V, E^{\prime}\right)$ such that $E^{\prime} \subseteq E$ and $\sum_{e \in E^{\prime}} c(e) \leq k$ ?
Vertex Cover
Input: $\quad$ A graph $G=(V, E)$ and an integer $k$.
Question: Is there a subset $V^{\prime} \subseteq V$ such that $\{u, v\} \in E \Rightarrow u \in V^{\prime}$ or $v \in V^{\prime}$ of size at most $k$ ?

## A.1.3 Sets

3D-Matching
Input: $\quad$ Finite disjoint sets $X, Y$, and $Z$, a set $T \subseteq X \times Y \times Z$, and an integer $k$.
Question: Does there exist a set $M \subseteq T$ with $|M| \geq k$ such that for any two distinct triples $\left(x_{1}, y_{1}, z_{1}\right) \in M$ and $\left(x_{2}, y_{2}, z_{2}\right) \in M$, we have $x_{1} \neq x_{2}, y_{1} \neq y_{2}$, and $z_{1} \neq z_{2}$ ?

Set Cover
Input: A universe $U=\{1,2, \ldots, n\}$, a collection $\mathcal{S}$ of sets such that $\cup_{S \in \mathcal{S}} S=U$, and an integer $k$.
Question: Is there a sub-collection $\mathcal{S}^{\prime}$ of $\mathcal{S}$ of size at most $k$ such that $\cup_{S \in \mathcal{\delta}^{\prime}} S=U$ ?

## A.1.4 Wireless Networks

Minimum Energy Broadcast (MEB)
Input: $\quad$ A directed graph $G=(V, A)$, a source $s \in V$, and power requirements $p: A \mapsto \mathbb{R}_{0}^{+}$ such that $p_{i j}=p_{j i}$ for each $(i, j) \in A$.
Question: Find a power vector $\left(P_{1}, P_{2}, \ldots, P_{n}\right) \in \mathbb{R}^{n}$ of minimum component sum such that there exists a path from $s$ to each $t \in V \backslash\{s\}$ in $G^{P}=\left(V, A^{P}\right)$, where $A^{P}=\left\{(i, j) \in A: p_{i j} \leq\right.$ $\left.P_{i}\right\}$.

## Minimum Energy Multicast (MEM)

Input: $\quad$ A directed graph $G=(V, A)$, a subset $D \subseteq V$, a source $s \in D$, and power requirements $p: A \mapsto \mathbb{R}_{0}^{+}$such that $p_{i j}=p_{j i}$ for each $(i, j) \in A$.
Question: Find a power vector $\left(P_{1}, P_{2}, \ldots, P_{n}\right) \in \mathbb{R}^{n}$ of minimum component sum such that there exists a path from $s$ to each $t \in D \backslash\{s\}$ in $G^{P}=\left(V, A^{P}\right)$, where $A^{P}=\left\{(i, j) \in A: p_{i j} \leq\right.$ $\left.P_{i}\right\}$.

Range Assignment Problem (RAP)
Input: $\quad$ A directed graph $G=(V, A)$ and power requirements $p: A \mapsto \mathbb{R}_{0}^{+}$such that $p_{i j}=p_{j i}$ for each $(i, j) \in A$.
Question: Find a power vector $\left(P_{1}, P_{2}, \ldots, P_{n}\right) \in \mathbb{R}^{n}$ of minimum component sum such that the induced graph $G^{P}=\left(V, A^{P}\right)$ is strongly connected, where $A^{P}=\left\{(i, j) \in A: p_{i j} \leq P_{i}\right\}$.

Minimum Shared Broadcast Tree (SBT)
Input: $\quad$ A graph $G=(V, E)$ and power requirements $p: A \mapsto \mathbb{R}_{0}^{+}$such that $p_{i j}=p_{j i}$ for each $(i, j) \in A$.
Question: Find a spanning tree $T$ in $G$ minimizing

$$
\sum_{i \in V}\left|T_{i_{1} / i}\right| p_{i_{i}}+\left|T \backslash T_{i_{1} / i}\right| p_{i i_{1}},
$$

where for an edge $\{i, j\}$ in $T, T_{i / j}$ denotes the subtree of $T$ consisting of nodes whose path to $j$ contains $(i, j)$, and $i_{1}$ and $i_{2}$ denote the closest and second closest neighbor of $i$ in $T$, respectively.

## Minimum Shared Mulicast Tree (SMT)

Input: $\quad$ A graph $G=(V, E)$, a subset $D \subseteq V$, and power requirements $p: A \mapsto \mathbb{R}_{0}^{+}$such that $p_{i j}=p_{j i}$ for each $(i, j) \in A$.
Question: Find a tree $T$ in $G$ spanning $D$ minimizing

$$
\sum_{i \in V} \mu\left(T_{i_{1} / i}\right) p_{i i_{2}}+\mu\left(T \backslash T_{i_{1} / i}\right) p_{i i_{1}},
$$

where for an edge $\{i, j\}$ in $T, T_{i / j}$ denotes the subtree of $T$ consisting of nodes whose path to $j$ contains $(i, j)$, and where $\mu(S)=\left|V_{S} \cap D\right|$ for a subtree $S=\left(V_{S}, E_{S}\right)$ of $T$, and $i_{1}$ and $i_{2}$ denote the closest and second closest neighbor of $i$ in $T$, respectively.

## A.1.5 Broadcasting in Graphs

Minimum Broadcast Time (MBT)
Input: $\quad$ A graph $G=(V, E)$ and a subset $S \subseteq V$.
Question: Find the smallest integer $t \geq 0$ for which there exists a sequence $V_{0} \subseteq \cdots \subseteq V_{t}$ of node sets and a function $\pi: V \backslash S \mapsto V$, satisfying:

1. $V_{0}=S$ and $V_{t}=V$,
2. for all $v \in V \backslash S,\{v, \pi(v)\} \in E$,
3. for all $k=1, \ldots t$ and all $v \in V_{k}, \pi(v) \in V_{k-1}$, and
4. for all $u, v \in V_{k} \backslash V_{k-1}, \pi(u)=\pi(v)$ only if $u=v$.

Minimum Broadcast Graph
Input: An integer $n$.
Question: Construct a graph $G=(V, E)$ with the minimum possible number of edges such that for every node $s \in V$ there exists a sequence $V_{0} \subseteq \cdots \subseteq V_{\left[\log _{2}(n)\right]}$ of node sets and a function $\pi: V \backslash\{s\} \mapsto V$, satisfying:

1. $V_{0}=\{s\}$ and $V_{\left\lceil\log _{2}(n)\right\rceil}=V$,
2. for all $v \in V \backslash\{s\},\{v, \pi(v)\} \in E$,
3. for all $k=1, \ldots,\left\lceil\log _{2}(n)\right\rceil$ and all $v \in V_{k}, \pi(v) \in V_{k-1}$, and
4. for all $u, v \in V_{k} \backslash V_{k-1}, \pi(u)=\pi(v)$ only if $u=v$.

## A.1.6 Path Finding for Multiple Robots

## Multi-Robot Path Finding

Input: $\quad$ An environment modeled by a graph $G=(V, E)$, a set of agents $R$ with an initial and a target node for each agent defined by injective functions $\lambda_{0}: R \mapsto V$ and $\lambda_{+}: R \mapsto V$, respectively.
Question: Find a path $\left(\lambda_{0}(a), \lambda_{1}(a), \ldots, \lambda_{t(a)}(a)=\lambda_{+}(a)\right)$ with possible repetition of nodes in $G$ for each agent $a \in R$ from its initial node to its target node satisfying

- $\forall a \in R, \forall i \in\{0, \ldots, t(a)-1\}: \lambda_{i}(a)=\lambda_{i+1}(a) \vee\left\{\lambda_{i}(a), \lambda_{i+1}(a)\right\} \in E$, (that is, an agent moves along edges or stays at a node),
- $\forall a, a^{\prime} \in R, \forall i \in\{0, \ldots, t(a)\}: \lambda_{i}(a)=\lambda_{i}\left(a^{\prime}\right) \Leftrightarrow a=a^{\prime}$, (that is, a node can be occupied by at most one agent at a time),
- $\forall a, a^{\prime} \in R, a \neq a^{\prime}, \forall u, v \in V, u \neq v, \forall i \in\{0, \ldots, t(a)-1\}:\left(\left(\lambda_{i}(a)=\right.\right.$ $\left.u) \&\left(\lambda_{i+1}(a)=v\right) \&\left(\lambda_{i}^{-1}(v)=a^{\prime}\right)\right) \Rightarrow\left(\lambda_{i+1}\left(a^{\prime}\right) \notin\{u, v\}\right)$, (that is, if an agent $a$ located at node $u$ at time $i$ moves to a node $v$ that was occupied at time step $i$ by some agent $a^{\prime}$ different from $a$, agent $a^{\prime}$ must move away at the same time, and two agents are not allowed to exchange their positions within one time step),
minimizing the makespan, i.e., $\min _{\max }^{a \in R}$ $t(a)$.


## Pebble Motion on Graph

Input: $\quad$ An environment modeled by a graph $G=(V, E)$, a set of agents $R$ with an initial and a target node for each agent defined by injective functions $\lambda_{0}: R \mapsto V$ and $\lambda_{+}: R \mapsto V$, respectively.
Question: Find a path $\left(\lambda_{0}(a), \lambda_{1}(a), \ldots, \lambda_{t(a)}(a)=\lambda_{+}(a)\right)$ with possible repetition of nodes in $G$ for each agent $a \in R$ from its initial node to its target node satisfying

- $\forall a \in R, \forall i \in\{0, \ldots, t(a)-1\}: \lambda_{i}(r)=\lambda_{i+1}(r) \vee\left\{\lambda_{i}(r), \lambda_{i+1}(r)\right\} \in E$, (that is, an agent moves along edges or stays at a node),
- $\forall a, a^{\prime} \in R, \forall i \in\{0, \ldots, t(a)\}: \lambda_{i}(a)=\lambda_{i}\left(a^{\prime}\right) \Leftrightarrow a=a^{\prime}$, (that is, a node can be occupied by at most one agent at a time),
- $\forall a, a^{\prime} \in R, a \neq a^{\prime}, \forall u, v \in V, u \neq v, \forall i \in\{0, \ldots, t(a)-1\}:\left(\left(\lambda_{i}(a)=\right.\right.$ $\left.u) \&\left(\lambda_{i+1}(a)=v\right)\right) \Rightarrow\left(\lambda_{i}\left(a^{\prime}\right) \neq v\right)$, (that is, an agent is not allowed to move to a node that is simultaneously being left by another agent, it can only move to an unoccupied node),
minimizing the makespan, i.e., $\min \max _{a \in R} t(a)$.


## A. 2 PSPACE-hard Problems

## A.2.1 Satisfiability

True Quantified Boolean Formula (TQBF)
Input: A fully quantified Boolean formula $\varphi$.
Question: Is $\varphi$ equivalent to TRUE?

## A.2.2 Path Finding for Multiple Robots with Adversarial Teams

## Adversarial Cooperative Path Finding (ACPF)

Input: $\quad$ An environment modeled by a graph $G=(V, E)$, a set of agents $R$ with an initial and a target node for each agent defined by injective functions $\lambda_{0}: R \mapsto V$ and $\lambda_{+}: R \mapsto V$, respectively, and a partition of $R$ into adversarial teams $T_{0}, \ldots, T_{k-1}$
Question: Is there a strategy deciding a next move for agents of $T_{0}$ so that all agents of $T_{0}$ arrive at their targets before any other team does so, assuming the following movement rules are satisfied:

- $\forall a \in R, \forall i \in \mathbb{Z}_{0}^{+}: \lambda_{i}(a)=\lambda_{i+1}(a) \vee\left\{\lambda_{i}(a), \lambda_{i+1}(a)\right\} \in E$, (that is, an agent moves along edges or stays at a node),
- $\forall a, a^{\prime} \in R, \forall i \in \mathbb{Z}_{0}^{+}: \lambda_{i}(a)=\lambda_{i}\left(a^{\prime}\right) \Leftrightarrow a=a^{\prime}$, (that is, a node can be occupied by at most one agent at a time),
- $\forall a, a^{\prime} \in R, a \neq a^{\prime}, \forall u, v \in V, u \neq v, \forall i \in \mathbb{Z}_{0}^{+}:\left(\left(\lambda_{i}(a)=u\right) \&\left(\lambda_{i+1}(a)=\right.\right.$ $\left.v) \&\left(\lambda_{i}^{-1}(v)=a^{\prime}\right)\right) \Rightarrow\left(\lambda_{i+1}\left(a^{\prime}\right) \notin\{u, v\}\right)$, (that is, if an agent $a$ located at node $u$ at time $i$ moves to a node $v$ that was occupied at time step $i$ by some agent $a^{\prime}$ different from $a$, agent $a^{\prime}$ must move away at the same time, and two agents are not allowed to exchange their positions within one time step),
- $\forall i \in \mathbb{Z}_{0}^{+}, \forall a \in R \backslash T_{i(\bmod k)}: \lambda_{i}(a)=\lambda_{i+1}(a)$, (the only agents that can move between time step $i$ and $i+1$ are those from the team $\left.T_{i(\bmod k)}\right)$,
regardless of the movement of agents from other teams?


## Area Protection Problem (APP)

Input: An environment modeled by a graph $G=(V, E)$, and a set of agents $R$ partitioned into the set of defenders $T_{0}$ and the set of attackers $T_{1}$, with an initial node for each agent defined by injective functions $\lambda_{0}: R \mapsto V$, and a target node for each attacker defined by $\lambda_{+}: T_{1} \mapsto V$.
Question: Is there a strategy deciding a next move for the defenders so that no attacker reaches its target, assuming the following movement rules are satisfied:

- $\forall a \in R, \forall i \in \mathbb{Z}_{0}^{+}: \lambda_{i}(a)=\lambda_{i+1}(a) \vee\left\{\lambda_{i}(a), \lambda_{i+1}(a)\right\} \in E$, (that is, an agent moves along edges or stays at a node),
- $\forall a, a^{\prime} \in R, \forall i \in \mathbb{Z}_{0}^{+}: \lambda_{i}(a)=\lambda_{i}\left(a^{\prime}\right) \Leftrightarrow a=a^{\prime}$, (that is, a node can be occupied by at most one agent at a time),
- $\forall a, a^{\prime} \in R, a \neq a^{\prime}, \forall u, v \in V, u \neq v, \forall i \in \mathbb{Z}_{0}^{+}:\left(\left(\lambda_{i}(a)=u\right) \&\left(\lambda_{i+1}(a)=\right.\right.$ $\left.v) \&\left(\lambda_{i}^{-1}(v)=a^{\prime}\right)\right) \Rightarrow\left(\lambda_{i+1}\left(a^{\prime}\right) \notin\{u, v\}\right)$, (that is, if an agent $a$ located at node $u$ at time $i$ moves to a node $v$ that was occupied at time step $i$ by some agent $a^{\prime}$ different from $a$, agent $a^{\prime}$ must move away at the same time, and two agents are not allowed to exchange their positions within one time step),
- $\forall i \in \mathbb{Z}_{0}^{+}, \forall a \in R \backslash T_{i(\bmod 2)}: \lambda_{i}(a)=\lambda_{i+1}(a)$, (the only agents that can move between time step $i$ and $i+1$ are those from the team $\left.T_{i(\bmod 2)}\right)$,
regardless of the movement of attackers?
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[^0]:    ${ }^{1}$ We use the term vertex when a graph is considered as an abstract structure. Whenever a graph is discussed in a context in which it represents real objects, we refer to vertices as nodes.

[^1]:    1 Email: marika.ivanova@uib.no

[^2]:    ${ }^{1}$ Two locations are considered to be in distance 1 from each other if they share at least one point. Hence, a location that does not lie on the edge of the map has 8 neighbors.
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