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Introduction

The arctic climate system is a web of fascinating and complex air-sea-ice interactions
where water in its frozen form can be found year-round in the Greenland Ice
Sheet, glaciers, multi-year sea ice, and perennial snow. The dominance of ice in
the Arctic is largely attributed to strong net surface heat losses during the polar
night, when the sun remains below horizon for several months. Sea ice in
particular plays a crucial role in the arctic climate system, as it isolates the
atmosphere from oceanic heat and moisture, and reflects solar radiation much

more strongly than the open ocean.

In this thesis I focus my attention on the atmospheric component of the intense air-sea-
ice energy exchanges occurring over the high-latitude North Atlantic, especially
in winter. Of primary interest for this work is the area surrounding the Svalbard
archipelago located between Fram Strait, a part of the Greenland Sea, and
Barents Sea. This region, situated at the nexus of both atmospheric and oceanic
poleward heat transport pathways, has experienced warming in winter at some of
the fastest rates observed globally. This winter warming has been accompanied
by extensive winter season sea ice loss east and north of Svalbard, with critical

implications for the arctic climate system.

Extratropical cyclones, commonly referred to as low pressure systems, traveling along
the North Atlantic cyclone track are the main atmospheric heat source to the
Arctic in winter. Warm, moist air transported polewards in these cyclones
dramatically alters the thermal stability of the atmospheric boundary layer by
cutting off lower atmospheric cooling and raising surface and lower-tropospheric
temperatures. In extreme cases with warm enough air, cyclonic activity can
result in rain-on-snow events and the onset of melt even in midwinter. The
strength and orientation of the cyclone tracks, on which these low-pressures
travel, thus exert a strong control on the regional climate. To address existing
knowledge gaps and attempt to better understand the role of atmospheric

circulation on the arctic climate system as a whole, this thesis is broadly



motivated by the need to find out how atmospheric circulation around Svalbard
has changed over the last decades. This work further examines if - and if so, by
which mechanisms - circulation changes are connected to the observed extreme

winter warming rates and sea ice loss.
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Figure I Map of Svalbard. The dots (red and blue) represent locations of permanent
mast-based weather stations. The stations marked by red dots are used in this thesis
for model validation and local variability studies. The dots with a white filling
represent settlements, with year-round human activity (NYA = Ny-Alesund,
PYR=Pyramiden, LYR =Longyearbyen, BB = Barentsburg, SVE =Svea and HNS =
the Polish research station in Hornsund). The light red arrows mark the West
Spitsbergen Current (WSC) transporting warm and saline water masses northwards
and the dark blue arrow mark the cold and fresh coastal current (CC). The location
of these currents is reproduced according to Carmack et al. (2015) and Muckenhuber
et al. (2014) and should be viewed as schematics and not an exact position of these
currents. The 2013-2018 DJF mean sea ice extent (gray-black-line) is based on data
from the Operational Sea Surface Temperature and Sea Ice Analysis -system

(OSTIA)(Donlon et al. 2012).



Abstract

The high-latitude North Atlantic -especially the Svalbard archipelago and its
surrounding seas - has undergone remarkable changes in the last half-century. These
regions are recognized as a hotspot of the Arctic Amplification (AA), referring to the
faster warming rates in the Arctic when compared to lower latitudes, manifested in the
form of rapid warming and sea ice loss. The most pronounced changes occur in
winter, when the sun remains below the horizon, and heat transport from lower
latitudes in both atmosphere and ocean is the main energy source. The relationship
between atmospheric circulation changes and the AA is not fully understood, and
there are knowledge-gaps in particular on the regional scale. This thesis is motivated
by the wish to quantify cyclone track changes and increase the knowledge of their role
in the documented rapid temperature increases in Svalbard and the sea ice losses in

north and east of this archipelago.

We utilized an automated cyclone tracking algorithm to create a seasonal cyclone
climatology for the high-latitude North Atlantic in the period 1979-2016 based on the
mean sea-level pressure from the reanalysis product ERA-Interim from the European
Centre of Medium-Range Weather Forecasts (ECMWF). When calculating the trends
over this period we find an increase of cyclone densities around Svalbard and a
corresponding decrease in the southeastern Barents Sea of a magnitude +/- 3 cyclones/
winter per decade. Based on composite analysis, we find that these changes are in line
with a trend towards warmer and wetter winter conditions in the northern Barents Sea
and over Svalbard. The opposing trends, i.e. no significant changes in cyclogenesis
and an increase in local baroclinicity north of Svalbard, all speak for a shift towards a

more meridional winter cyclone track in the seas around Svalbard.

To advance the understanding of local 2-m air temperature and precipitation
sensitivity to atmospheric circulation in the recent climate, with more winter cyclones
around Svalbard, we studied the period 2013-2018 with a high-resolution numerical
weather prediction model. The main finding of this study, forming a part this thesis, is
that in the current climate, potentially high societal impact, rain-on-snow (ROS)

events are
9



common phenomenon in the recent Svalbard winters with up to 11 events per winter
in the southwestern parts of the archipelago. The clear majority of events with
widespread ROS (in this study defined as more than 3% of Svalbard's land grid points
experiencing ROS) occur with southerly and southwesterly flow over Svalbard. These
flow directions occur in situations with a cyclone in southern Fram Strait - a region

with a positive cyclone trend in the 1979-2016 winter climatology.

On a regional scale the warming has been largest in the northern and eastern parts of
the Svalbard archipelago. We report extreme winter warming rates up to 3 K/decade
in the north accompanied by significant (p <0.05) increases in both accumulated
precipitation (+ 44.6 mm/decade) and the number of precipitation days (+5.2
days/decade ) over the period 1960-2017 based on the Norwegian hindcast product
NORA10. The warming is significant, but only half of that in magnitude in the
southern and western parts of the archipelago. We found the local warming and
wettening in the north to correlate well with sea ice changes north of the archipelago
and this is attributed to upwind changes of northeasterly flow. This effect is, however,
further enhanced by a moderate, but significant increase in northerly winds aligning

with the increased frequency of winter season meridional flow.
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Aim of the Study

The overarching motivation of this study is a) to quantify changes in synoptic-scale
atmospheric circulation in the high-latitude North-Atlantic (Papers I and I1I), and b)
to better understand how the regional climate in and around the Svalbard archipelago
is affected by these changes (Papers I-111). These regions have experienced rapid
warming and sea ice loss over the last decades, especially in winter, and have been
identified as a hotspots of the ongoing climate change. Located at the periphery of the
North Atlantic cyclone track, the atmosphere over the high-latitude North Atlantic is
strongly affected by extratropical cyclones bringing warm and moist air masses
poleward. As a result of this climatological situation, understanding the role played by
atmospheric circulation and cyclone activity in the alarming winter warming and
moistening is crucial. The main goal of this thesis is thus to increase knowledge of the
atmospheric circulation aspect of the arctic climate change on a regional scale around

Svalbard.

Special attention is given to rapidly changing winter season temperatures and
precipitation. The influence of synoptic-scale atmospheric circulation on potentially
high-impact rain-on-snow events is highlighted in Paper II. As these relatively short-
lived events can have season-long consequences for ecosystems, cryospheric processes
and infrastructure, they demonstrate the considerable influence an individual cyclone
event can have on Svalbard’s environment. Paper I quantify trends in atmospheric
circulation and addresses the physical drivers behind these changes including various
climate indices and baroclinicity. Paper I1I investigates the relative contributions of
specific atmospheric circulation changes and shifting upwind conditions of frequent
flow directions on patterns of winter warming and precipitation increases across

Svalbard.
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Background

This chapter introduces the reader to the scientific foundation of this work and
provides the background knowledge necessary to understand the achievements of this

thesis.

Extra-Tropical Cyclones & Atmospheric Circulation

Extra-tropical cyclones are responsible for the majority of weather - winds,
precipitation and rapid temperature changes - in mid-and high-latitude regions. In
everyday language these weather features are often referred to as low pressure
systems, cyclones, or sometimes even just storms. In meteorological terms, however,

storm is a measure of wind speed and is not a suitable synonym to a low pressure.

Cyclones play an important role in poleward transport of heat, moisture and
momentum in the atmosphere. These ‘waves of weather’ are particularly important to
the weather of regions such as western Europe, Scandinavia, and North America that
are situated at the eastern margins of the large ocean basins, located downstream of the

cyclone tracks running west-to-east over both the North Atlantic and the Pacific.

The study of extra-tropical cyclones, their dynamics, and their impact on both weather
and climate dates back to the nineteenth and early twentieth centuries. In 1919, the
Norwegian physicist Jacob Bjerknes laid the basis for our current understanding of the
structure and life cycle of extratropical cyclones (Figure 2) (Bjerknes and Solberg
1922; Bjerknes 1919). Even today the surface-level air mass interfaces associated with
cyclone activity are called fronts, a naming convention inspired by warfare in the
aftermath of World War I. The classical Norwegian polar front theory outlined by
Bjerknes is predicated on the presence of strong temperature gradients at these surface
fronts, where wavelike disturbances form along the interface between cold polar and
warmer mid-latitude air. The wind blows cyclonically around these disturbances (anti-
clockwise in the northern hemisphere) parallel to the isobars - lines of constant
atmospheric pressures. The cyclone itself moves eastward following upper-level

westerly winds.
14



The leading edge of the wave, where warm air penetrates poleward, is referred to as
the warm front and the rear edge of the wave where cold air moves southward is called
the cold front. When the cold air undercuts the warmer, lighter air (the cold front
“catches up” to the warm front), the resulting air mass boundary is called an occluded

front and is related to cyclone decay (Bjerknes and Solberg 1922 ;Lynch et al. 2006).

To get an understanding of the synoptic scale, spatially extra-tropical cyclones cover
typically an area with a diameter of 1000 km, whereas the frontal zones have a cross-
section of hundreds of kilometers. The cyclone advances at a speed of 15-20 m/s,
depending on the strength of the upper level winds (Figure 2). Temporally

extratropical cyclones have a characteristic lifetime of 3-5 days (Dacre et al. 2012).

Although advances in dynamical meteorology have extended and modified the
specifics, Bjerknes’ polar front theory still stands, in 2020, as a cornerstone of
synoptic meteorology and forms a conceptual basis for our understanding of extra-

tropical cyclones (Reed 1990).

15
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Figure 2 Idealized cyclone presented by the Bergen school (Bjerknes and Solberg
1922, their Fig. 1). The figure is provided through the courtesy of the Norwegian

Geophysical Society.

Just before World War II, Carl G. Rossby laid the mathematical basis for describing
the vertical structure of extra-tropical cyclones (Rossby 1939). Rossby showed that

surface cyclone activity is connected to upper-level planetary waves, also known as
16



Rossby waves. These waves owe their existence to the north-south oriented planetary
vorticity gradient and topography on our rotating Earth. Rossby’s findings are an
important part of the foundation of the modern understanding of atmospheric and
ocean dynamic (e.g Gill 2016; Holton 1973). Rossby’s mathematical work shows that
the poleward advection of potential vorticity on the leading edge of a upper level

trough helps facilitate surface cyclogenesis (birth of extra-tropical cyclones).

Following Rossby, pioneering work by Charney (1947) and Eady (1949) lead to the
discovery of baroclinic instability -a sharp horizontal temperature gradient and/or
strong vertical wind shear. Baroclinicity has a fundamental role in cyclogenesis and
cyclone intensification. This theory helps explain why cyclones tend to form and
intensify in regions with strong surface temperature gradients, and why their tracks,

intensity and speed are determined by the upper-level jet stream (Shaw et al. 2016).

The eddy-driven jet stream, also known as the polar jet, provides the vertical wind
shear component required to maintain baroclinic instability and nurtures mid-latitude
cyclogenesis and cyclone intensification. This band of strong westerly winds is a
product of eddy momentum flux convergence due to baroclinic waves, or, in other
words, cyclone activity (Hoskins et al. 1983; Panetta and Held 1988). In addition to
the polar jet, a thermally driven subtropical jet is found at the northern flank of the
Hadley cell (Held and Hou 1980). Despite their different formation mechanisms, the
polar and the subtropical jets are not always easy to tell apart. When the zone of the
strongest baroclinicity occurs near the latitude of the subtropical jet, the two can
merge; if the subtropical jet is weak and forms at lower latitudes, the two jets can be
well-separated. The latter scenario is typically the case during the boreal winter over
the North Atlantic when the storm track is at its strongest (Lee and Kim 2003).
Additionally, in situations with the polar jet being found far south an Arctic Front jet

may emerge at higher latitudes (Serebreny et al. 1962).

On a conceptual level, jet streams are physical manifestations of the thermal wind law,

which states that a meridional temperature gradient produces vertical wind shear

17



normal to the gradient, when geostrophic balance in the horizontal and hydrostatic
balance in the vertical applies. This theory explains why the westerly wind maxima at
the jetstream core is found in the upper troposphere (12-15 km at the equator, 8-10 km
in the polar regions) and why cyclones propagate eastward as they develop (Lynch et
al. 2006; Holton 1973). The waves in this flow bring us back to Rossby and the
planetary waves counteracting the meridional planetary vorticity gradient, linking

surface weather to the vertical structure of the atmospheric column.

18



The Changing Arctic Climate System

This thesis is staged by dramatic pan-Arctic environmental changes that have occurred
over the last half a century. The Arctic regions have undergone rapid climatic changes
in the past decades, with atmospheric warming rates 2-4 times higher than what is
observed globally (NOAA 2019;Cohen et al. 2014). This amplified warming is
commonly referred to as ‘Arctic Amplification’ (AA) and is a key feature in both
observed and modelled climate changes (Serreze et al. 2008; Screen and Simmonds
2010a; Cohen et al. 2014; Dai et al. 2019). This phenomenon is strongest in the winter
season (Figure 3) and in the lowermost troposphere (Screen et al. 2013; Serreze et al.
2008). AA is furthermore clearly stronger than its southern hemispheric counterpart,

the Antarctic warming (Turner et al. 2007; Marshall et al. 2014).

A number of phenomena and feedback mechanisms have been identified to contribute
to AA. One of the most notorious drivers of AA are the feedback mechanisms and
atmospheric interactions associated with diminishing Arctic sea ice cover (Figure 4)
(Dai et al. 2019; Stroeve and Notz 2018; Screen and Simmonds 2010b; Vihma 2014;
Onarheim et al. 2018). In addition to the central role of sea ice in the Arctic climate
system and the well-known ice-albedo feedback mechanism (Thackeray and Hall
2019; Kashiwase et al. 2017), increased poleward heat transport both in the
atmosphere (Cai 2005; Gong et al. 2017; Screen et al. 2018b; Zhang et al. 2008;
Graversen et al. 2008) and the ocean (Chylek et al. 2009; Arthun et al. 2012;
Spielhagen et al. 2011), dampened long-wave (LW) surface cooling due to the stability
of the Arctic atmospheric boundary layer (ABL) (Bintanja et al. 2011; Pithan and
Mauritsen 2014) and amplified LW surface warming due to increased atmospheric
moisture and cloudiness (Park et al. 2015; Zhang et al. 2013; Naakka et al. 2019;
Vihma et al. 2016; Nygérd et al. 2019; Rinke et al. 2019) have been proposed, among
other processes (Screen and Francis 2016; Ding et al. 2014), to contribute to AA.
However, even though AA is captured and documented in a vast number of
observational and model-based studies, the exact physical processes and their relative

contributions remain a subject of debate (Dai et al. 2019; Kim et al. 2019). The central
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components of the debate stem from questions associated with why AA is strongest in

winter when darkness prevails and the ice albedo feedback is non-existent.

Figure 3) Difference between the mean a) winter and b) summer 2-m air
temperatures [°CJin the periods 1979-1999 and 2000-2019 (the anomaly is the latter
period minus the former period; positive anomaly means warming in time). The data
is from the Reanalysis product ERAS, the successor of ERA-Interim used in Paper I,
from the European Centre of Medium-Range Weather Forecasts. Both images are
reprinted with the permission of Climate Reanalyzer (https://ClimateReanalyzer.org),
Climate Change Institute, University of Maine, USA.

What is known is that AA and the observed changes result from a number of complex
interactions involving the atmosphere, ocean, land surfaces and the cryosphere. The
complexity of the underlying processes makes filling existing knowledge gaps
challenging. Challenges result from, among other things, a sparse observational
network containing short and fragmented time series and a large internal interannual
and decadal variability leading to large biases in modelled climate data. Although the
Arctic is remote, limited in area, and sparsely populated, the arctic climate system’s
importance to the global energy balance combined with an increasing body of

evidence showing linkages between AA and mid-latitude climate and weather (Deser

20



et al. 2017; Vihma 2014; Francis et al. 2017; Cohen et al. 2014; Tang et al. 2013;
Cohen et al. 2019) demonstrate the global implications of rapid environmental changes

in the high latitudes and make confronting these challenges necessary.
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Figure 4) (a) March (blue), September (red), and annual mean (black) Northern
Hemisphere sea ice extent, 1979-2016. Shaded regions indicate plus and minus one
standard deviation. Linear sea ice concentration trends (% decade _1) in (b)
September and (c) March, 1979-2016. Black contours show the mean sea ice edge.

This Figure is reprinted from (Onarheim et al. 2018) with the permission of American
Meteorological Society (AMS).

Atmospheric circulation is a key element in the environmental linkages between the
Arctic and the mid-latitudes (Barnes and Screen 2015; Walsh 2014). However,
atmospheric circulation responses to the ongoing climate change are not well-
established, especially at the regional scale (Screen et al. 2018b; Collins et al. 2018;
Shepherd 2014). This is particularly true at high-latitudes where atmospheric
variability associated with the annular modes of circulation remains poorly resolved

and a considerable source of uncertainty (Deser et al. 2012).

On an Arctic-wide scale it is known that the Arctic Oscillation (AO), also known as
the Northern Annular Mode (NAM), is the dominant mode of atmospheric variability
(Thompson and Wallace 2000). A positive (negative) AO corresponds to strengthened

(weakened) zonally averaged westerly winds due to anomalously low (high) surface

21



pressure over the Arctic and anomalously high (low) pressure over the mid-latitudes
(Figure 5). Considerable progress has been made in the last decade with regards to
understanding the impact Arctic sea ice has on the AO variability. Several studies have
reported a positive correlation between Arctic sea ice and AO (Nakamura et al. 2015;
Yang et al. 2016) and modelling studies support a causal link between these two
(Deser et al. 2015; Smith et al. 2017; McCusker et al. 2017). Two mechanisms by
which sea ice can force the AO are identified; one tropospheric and one stratospheric
(Sun et al. 2015). The suggested stratospheric mechanism is linking low early winter
ice-cover on Barents and Kara Seas and enhanced upward propagation of planetary
waves leading to a weaker midwinter stratospheric polar vortex. A weak stratospheric
vortex is found to preferentially induce negative AO (Nakamura et al. 2016; Kim et al.
2014). The tropospheric mechanism involves changing cyclone activity and cyclone
track characteristics as a response to the changing meridional temperature gradient and

baroclinicity (Wu and Smith 2016).
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Figure 5) Conceptual model of a) negative and b) positive phases of Arctic Oscillation
(AO). This simplified illustration does not separate the thermodynamically and eddy
driven jet streams, but rather shows their joint contribution. This figure has been
reprinted and modified with the permission from Weather Underground

(https://www.wunderground.com/).
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Data and Methods

This thesis employs model data both from reanalysis products (ERA-Interim from the
European Centre of Medium-Range Weather Forecasts in Paper I and the Norwegian
hindcast dataset NORA10 in Paper III) and the operational numerical weather
prediction (NWP) AROME-Arctic (Paper II). Additional continuous weather data

from automatic weather stations connect this work to actual observations.

Cyclone Tracking
Cyclone tracking refers to algorithm-based detection and tracking of extra-tropical

cyclones, which produces information about both cyclone movement and qualities -

including center pressure, radius and intensity - over time.

Automated cyclone tracking algorithms have gained popularity in global and regional
scale cyclone activity studies since the early 1990’s. On a conceptual level, cyclone
tracking in the extratropics presents itself as a straightforward task. Unfortunately, this
is not reality. The large variability in size, vertical structure, and intensity, combined
with the rather complex dynamics of cyclone development, movement, and decay
makes identifying and following these common features objectively a challenge (Neu
et al. 2013). Situations where cyclones split or merge, thereby changing the number of
tracked features, place particularly challenging demands on the tracking scheme and

can induce error.

Today, a relatively large body of cyclone tracking schemes exists. These schemes vary
in their methodologies by which they track and identify cyclones, reflecting the lack of
a single commonly agreed scientific definition of an extratropical cyclone (Neu et al.
2013 and references within). Depending on how a cyclone is defined, a variety of
atmospheric variables are used for tracking (Hoskins and Hodges 2002; Raible et al.
2010; Ulbrich et al. 2009). However, the vast majority of these algorithms use either
mean sea-level pressure (MSLP) or low-tropospheric vorticity as the tracking metric

(e.g. Sinclair 1994; Hodges et al. 2003; Rudeva and Gulev 2007; Ulbrich et al. 2009). .

23



MSLP- and vorticity-based cyclone tracking algorithms approach cyclone activity
differently: vorticity contains more information on the wind field and on the high-
frequency synoptic scale, whereas MSLP is a measure of the mass field and a better
representation of the low-frequency synoptic scale (Hodges et al. 2003). The tracks
produced with these two variables are not expected to be identical. The vorticity-based
center and the lowest surface pressure (MSLP center) do not always co-locate, nor are

all mobile vorticity centers associated with a MSLP minimum (Sinclair 1994).

The cyclone tracking algorithm ran for Paper I in this thesis is based on MSLP fields
(Murray and Simmonds 1991). An MSLP-based tracking algorithm is appropriate for
addressing a research question tied to regional impacts of cyclone activity, as the
MSLP field and near-surface conditions, including 2-m air temperatures, winds, and
precipitation are closely tied together. The exact scheme used, the Melbourne
University cyclone tracking scheme (Murray and Simmonds 1991), is one of the
pioneering schemes shown to perform well in a number of comparison studies (Neu et
al. 2013; Simmonds and Rudeva 2014), and has been previously employed in
numerous peer-reviewed publications (Rudeva and Simmonds 2015; Simmonds and
Lim 2009). This scheme scans a given MSLP field and compares the Laplacian of the
pressure field between adjacent grid points. The Laplacian of the pressure field is
interpreted as a measure of the cyclone intensity (Petterssen 1957). A given intensity is
required for the algorithm to recognize a low pressure system. In the set-up ran for
Paper I the threshold was set to 0.2 hPa-(° latitude) 2 over a radius of 2°. In Paper I, we
focus only on strong cyclones that have an average value of the Laplacian above 0.7
hPa-(° latitude)? with a well-defined (closed) center. When a pressure depression is
identified, the low pressure center is determined through an iterative process
determining the ellipsoid with the best fit to the MSLP field (Murray and Simmonds
1991). Based on the cyclone’s previous movement and climatological cyclone tracks,
the algorithm makes a first guess of the cyclone location in the following time step.

Scanning for MSLP depressions and locating their centers is repeated at each
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subsequent time step, such that the pressure depression is followed throughout its

evolution from appearance to decay.

Atmospheric Circulation Calendar

Considering the limitations accompanying automated cyclone detection presented
above, one could argue that a thorough manual reanalysis of cyclone trajectories based
on weather maps utilizing all available data (e.g.,Hewson et al. 2000) would result in
the best tracks. Such a methodology is not feasible in reality over large areas, nor is
there a single ‘truth’ about a cyclones track. Hence, any results derived from such a
manual reanalysis would be biased by the analysts’ interpretation. Manual
classifications of MSLP fields have been found useful on regional and local scales,
however. Arguably the best recognized of such datasets is the Lamb classification
made for synoptic situations over the British Isles (Lamb 1972). Typically of a daily
temporal resolution, these datasets are commonly called atmospheric circulation
calendars. Despite being somewhat subjective, such datasets provide an avenue to
study the local manifestation - mainly wind direction - of the atmospheric circulation
patterns. The large variability in cyclone radii and shape makes it close to impossible

to derive this information solely from cyclone track data.

Papers II and I1I focus on the atmospheric circulation aspect of the arctic winter
warming regionally in and around Svalbard. In both of these studies, we use the
“Niedzwiedz Classification” of atmospheric circulation patterns over Svalbard
(Niedzwiedz, 2013). This classification is an atmospheric circulation calendar with 21
different synoptic situations identified manually using daily MSLP charts. This
calendar is constructed with methods very similar to other well-recognized manual
atmospheric circulation catalogs including the aforementioned Lamb and the
Grosswetterlage (Hess and Brezowsky, 1952, 1969, 1977). The pressure charts used in
this classification are synoptic maps published in “Tagliche Wetterbericht” (1950—
1975), “Europdischer Wetterbericht” (1976-2000), and after 2000 on the DWD
Archives (http://www.wetter3.de/Archiv/archiv_dwd.html). The calendar builds on

determining the geostrophic wind direction over Svalbard based on the synoptic MSLP

charts. The synoptic situations are classified based on the main geostrophic wind
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direction, which is assessed from MSLP fields. The classification is based on 8
cardinal and ordinal wind directions labelled with capital letters (N = northerly, NE =
northeasterly, E = easterly , SE = southeasterly, S= southerly, SW = southwesterly, W
= westerly and NW = northwesterly). Further, the directions are divided into cyclone
(c) and anticyclone (a) driven atmospheric circulation patterns. In practice, this means
that the proximity of a cyclone or an anticyclone to Svalbard dictates whether a
pressure pattern is classified ‘a’ or ‘c’ (e.g SWc = southwesterly geostrophic wind over
Svalbard driven by low pressure in the vicinity of Svalbard or, SWa = again,
southwesterly geostrophic wind over Svalbard but the flow is driven by high pressure
in the vicinity of Svalbard). In addition to the 16 directional atmospheric circulation
types, the calendar has four non-directional atmospheric circulation types (Ca = high
pressure centre over or very near Svalbard, Ka = high pressure ridge, Cc = low
pressure centre over or very near Svalbard, Bc = cyclonic trough) and one unclassified

type, X.

Reanalysis Products

Reanalysis products are reruns of forecast models and data assimilation systems with
archived observations, creating global data sets describing the recent history of the
atmospheric, oceanic and land-surface state. Reanalyses provide consistent and

convenient 'maps without gaps' used widely in climate and atmospheric sciences.
ERA-Interim

To revisit cyclone tracking briefly: It is not solely the quality of the tracking algorithm
that defines the merit of the output. The resolution and model physics of the tracked
dataset is the key to good results. The ERA-interim (ERAI) reanalysis produced by the
European Centre of Medium-Range Weather Forecasts (ECMWF) (Dee et al. 2011) is
proven to perform well in the Arctic (Dufour et al. 2016; Koyama et al. 2017; Naakka

et al. 2018), and therefor