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Chapter 1

Introduction

The study of real hypersurfaces in two-dimensional complex space dates to
the early 1900s, with publications by Henri Poincaré, Eugenio E. Levi and
later Eli Cartan, e.g. [Poi07], [Lev10], [Lev11] and [Car39]. Since then, the
mathematics of these hypersurfaces have been generalized in several differ-
ent ways, leading to what we now call CR geometry. It can be considered
a crossroad between three branches of mathematics; the study of partial
differential equations, complex analysis in several variables and differential
geometry.

The 1950s to present day is considered the modern era of this subject.
In 1956, Hans Lewy discovered a deep connection between the theory of
several complex variables and partial differential equations ([Lew56]). In-
terest in the geometric study of CR manifolds is a bit more recent. In the
1970s, Noboru Tanaka and Sidney M. Webster independently discovered a
linear connection on strictly pseudoconvex CR manifolds in the publications
[Tan75] and [W+78]. This connection is a fundamental tool for the geometry
of CR manifolds.

Despite there being numerous literature on the topic of CR manifolds, it
is difficult to find explicit formulas linking embedded CR manifolds with
the corresponding geometry. The goal for this thesis is to provide explicit
formulas for some of the important geometric aspects of embedded CR man-
ifolds and highlight both the real and the complex viewpoint.
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The structure of the thesis is as follows: Chapter 2 covers some of the
important ideas from differential topology and differential geometry that we
will use later in this thesis, but the reader is assumed to be familiar with
manifolds.

In Chapter 3, linear complex structures are introduced, which gives us a
way of defining complex manifolds and holomorphic tangent bundles. CR
manifolds are finally introduced in Chapter 4. First, we introduce both ab-
stract and embedded CR manifolds with arbitrary codimension and discuss
some of the important features that both abstract and embedded CR man-
ifolds of arbitrary type possess. The later parts of the discussion focus on
the case when the manifold in question has codimension one.

In Chapter 5 we put our focus to embedded CR manifolds. We give a
few examples of CR manifolds, including the 3-sphere and the Heisenberg
group. A lot of focus is put to the case of a general 3-dimensional CR man-
ifold embedded into two-dimensional complex space, where we give explicit
formulas for all of the geometric aspects mentioned in Chapter 4.

This thesis contains a handful of original result that are not found in any lit-
erature. This includes formulas for functions of the Reeb vector field in Sec-
tion 5.5, the computation of the Tanaka-Webster connection in Section 5.6
and its associated pseudo-holomorphic curvature for an embedded CR(1, 1)
submanifold. Proposition 4.5.4, which unifies two different formulations of
the Tanaka-Webster connection is also not found in any literature.
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Chapter 2

Differential topology and
differential geometry

Manifolds are, loosely speaking, topological spaces that locally look like Rn1.
When studying manifolds, one can imagine a hierarchy arranged according
to the complexity of the structure. At the ground level, we have topological
manifolds. From a topological manifold, we can impose a criteria of having a
differentiable or smooth atlas, which yields a smooth manifold. This allows
us to do calculus on our manifolds, such as defining derivatives, tangent
vectors, vector fields, and more.

Section 2.1 and Section 2.2 covers some of the important results and termi-
nology from differential topology that we will use in the later chapters. In
Section 2.3, we introduce a the Riemannian metric, and then later explore a
few of the important aspects of the pair (M, g), like linear connections and
curvature.

For more reading on the subject, one could advice [Lee10], [Lee01] and
[Lee18], which covers topological-, smooth- and Riemannian manifolds re-
spectively.

1Complex manifold, which look locally like Cn are introduced in Chapter 3
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2.1 Sections on vector bundles

2.1.1 Vector fields

In the language of differential geometry, a vector field is a section of the
tangent bundle. We will write p 7→ X(p), such that for each p ∈M , X(p) ∈
TpM . In local coordinates for some chart, (x1, ..., xn) ∈ U ⊂ M , we have a
basis {∂x1 , ..., ∂xn} for the tangent bundle TM . We can write a vector field
in the following way:

X(p) =

n∑
j=1

Xj(p)∂xj

∣∣∣
p

Xj ∈ C∞(M).

Most of the time, we will shorten this expression to X =
∑n

j=1Xj∂xj .
We will primarily be interested in smooth vector fields, which are precisely
smooth sections of the tangent bundle. A vector field X is smooth if and
only if its component functions Xj are all smooth.

Vector fields acts as derivations on smooth functions, that is X(f) = df(X)
and they satisfy the following product rule: X(fY ) = X(f)Y + fXY . We
denote the vector bundle of all smooth sections by Γ(TM). In general we
have that XY 6= Y X. The commutator of two vector fields is called the Lie
bracket.

[X,Y ](f) = X(Y (f))− Y (X(f)), f ∈ C∞(M).

The Lie bracket is a map [·, ·] : Γ(TM)× Γ(TM)→ Γ(TM).

Proposition 2.1.1. The Lie bracket satisfies the following properties for
any X,Y, Z ∈ Γ(TM):

1. [a1X + a2Y,Z] = a1[X,Z] + a2[Y,Z] and
[X, b1Y +b2Z] = b1[X,Y ]+b2[X,Z] for a1, a2, b1, b2 ∈ R (R-bilinearity)

2. [X,Y ] = −[Y,X] (anti-symmetry)

3. [X[Y,Z]] + [Z, [X,Y ]] + [Y, [Z,X]] = 0 (Jacobi identity)

The two first properties are direct consequences of the definition and the
Jacobi identity is just a matter of writing it out to see that everything will
cancel out in pairs.

Proposition 2.1.2 (Product rule for Lie brackets). We have the following
two product rules for the Lie bracket:

[X, fY ] = f [X,Y ] +X(f)Y [fX, Y ] = f [X,Y ]− Y (f)X.
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Proof. Using the product rule for derivations, X(fY ) = X(f)Y + fXY , we
get that

[X, fY ] := X(fY )− (fY )X = X(f)Y + fXY − fY X = f [X,Y ] +X(f)Y.

Using the same product rule in the first component, we get

[fX, Y ] := (fX)Y − Y (fX) = fXY − Y (f)X − fY X = f [X,Y ]− Y (f)X.

2.1.2 Differential forms

Definition 2.1.3. A k-differential form is a smooth section of the k-th
exterior power of the cotangent bundle.

α : M →
k∧
T ∗M

Locally we have that {dx1, ..., dxn} is a basis for T ∗M . A k-form will then
be of the form

α =
∑
I

αIdxI ,

where the multi-index set I = (i1, ..., ik) and dxI = dxi1 ∧ ... ∧ dxik . We
use the terminology 1-form for a smooth section of the cotangent bundle,
and 2-form for a smooth section of

∧2 T ∗M . In general, we may call a
k-differential form a k-form. We write Ωk(M) := Γ(

∧k T ∗M).

There exists a unique R-linear map

d : Ωk(M)→ Ωk+1(M),

such that for a function f ∈ C∞(M),

df =
n∑
j=1

∂f

∂xj
dxj .

More generally, for a k-form ω = fdxI and for some index set I,

dω =

n∑
j=1

∂f

∂xj
dxj ∧ dxI .

The differential satisfies d2 = 0, inducing a cochain complex called De Rham
complex. De Rham cohomology connects differential forms to the topology
of the manifold. For more information on this topic, see Chapter 11 in
[Lee01].
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Definition 2.1.4. Let α ∈ Ωk(M). Then the Lie derivative is given by

(LXα)(Y1, ..., Yk) = Xα(Y1, ..., Yk)−α([X,Y1], ..., Yk)−...−α(Y1, ..., [X,Yk]).

Note that for smooth functions f , LXf = Xf and for another vector field
Y , LXY = [X,Y ]. In other words, we can think of the Lie derivative as
a generalization of both the differential of smooth functions and the Lie
bracket.

We define the interior product of a differential form by

ιX : Ωk(M)→ Ωk−1(M), ιX(ω)(X1, ..., Xk−1) = ω(X,X1, ..., Xk−1).

With the help of the interior product we can write the Lie derivative in a
different way, as shown below.

Theorem 2.1.5 (Cartan’s magic formula).

LXα = ιXdα+ dιXα

A proof is given in Chapter 13 of [Lee01]. We will focus on a special
application of Cartan’s magic formula for a 1-form.

Example 2.1.6. Let α be a 1-form.

(LXα)(Y ) = Xα(Y )− α([X,Y ]) = dα(X,Y ) + d(α(X))(Y )

= dα(X,Y ) + Y α(X).

Solving for dα(X,Y ), we get that

dα(X,Y ) = Xα(Y )− Y α(X)− α([X,Y ]).

This expression for dα is very useful, as it allows us express dα using what we
know about α. We will apply this formula numerous times to the differential
of the pseudo-Hermitian structure, which we will define in Subsection 4.1.3.
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2.2 Immersions, submersions and regular values

In this section we introduce the notion of rank of a smooth function be-
tween two smooth manifolds. When the rank is maximal, we have either a
submersion or an immersion, depending on the dimension of the manifolds.
Theorem 2.2.4 is particularly important for us, as it will be used in Chap-
ter 5.

Let f : M → N be a smooth function between two smooth manifolds of
dimension m and n, repsectively. We define the rank of f at p, denoted
rankpf , to be the same as the rank of the linear map dfp.

TpM
dfp

−−−−−−−−−→ Tf(p)NyAϕM
yAϕN

Rm
D(ϕN◦f◦ϕM−1)(ϕM (p))

−−−−−−−−−→ Rn

We say that f is a submersion if dfp is surjective for all p ∈ M , or equiva-
lently that rankf = n for all p ∈ M . We say that f is an immersion if dfp
is injective for all p ∈ M . An equivalent condition is that rankf = m for
all p ∈ M . If f : M → N is a submersion at a point p, we say that p ∈ M
is regular and we say that q ∈ N is a regular value if all p ∈ f−1(q) is regular.

There are many important results related to regular values. We will list
some important results related to the rank of a function. See [Dun18] for a
proof of these claims.

Proposition 2.2.1. For f : M → N , If rankpf = r, then there exists a
neighborhood Up around p such that rankqf ≥ r for all q ∈ Up. Put into
words, the rank is locally non-decreasing.

Theorem 2.2.2 (The inverse function theorem). A function f : M → N is
invertible at p if and only if dfp : TpM → Tf(p)N is invertible, in which case
the inverse of the differential is given by d(f−1)f(p) = (dfp)

−1.

Corollary 2.2.3. Let f : M → N be a smooth map between two manifolds
of dimension n. Then f is a diffeomorphism if and only if f is bijective and
dfp is bijective for all p ∈M . Equivalently rankpf = n for all p ∈M .

10



Theorem 2.2.4 (The rank theorem). Let [f ] : (M,p) → (N, q) be a germ
where dimM = m and dimN = n, that is, an equivalence class of functions
that agree in a neigborhood of p. We let

Pr : Rm → Rk, inc : Rk ↪→ Rn

denote projection and inclusion, respectively.

1. If rankpf ≥ k, then for any chart containing q ∈ (ϕN , Uq), there exists
a chart (ϕM , Up) containing p such that

[Pr ◦ ϕN ◦ f ◦ ϕ−1
M ] = [Pr]

2. If rankpf = k, then there exists charts (ϕM , Up) and (ϕN , Uq) such
that

[ϕN ◦ f ◦ ϕ−1
M ] = [inc ◦ Pr]

3. If rankpf = n = k, then for any chart (ϕN , Uq) there exists (ϕM , Up)
such that

[ϕN ◦ f ◦ ϕ−1
M ] = [Pr]

4. If rankpf = m = k, then for any chart (ϕM , Up) there exists (ϕN , Uq)
such that

[ϕN ◦ f ◦ ϕ−1
M ] = [inc]

The next result will be very important for us in Chapter 5, as it gives
us way of constructing CR submanifolds.

Theorem 2.2.5 (Regular value theorem). Let f : M → N be a smooth
function where dimM = n + k and dimN = n. If q ∈ N is a regular
value and f−1(q) is not empty, then f−1(q) ⊆M is a k-dimensional smooth
submanifold.

Proof. We let p ∈ f−1(q). Since q is a regular value by assumption, we
know that p is regular. By part 3 of Theorem 2.2.4, for any chart (ϕN , Uq)
containing q, there exists a chart (ϕM , Up) containing p such that ϕN (q) = 0,
ϕM (p) = 0 and ϕN ◦ f ◦ ϕ−1

M is a local projection Rn+k → Rn. If we let
V = Up ∩ f−1(Uq), we may write (f ◦ ϕN |V )−1(0) = V ∩ f−1(q). Applying
ϕM , we get

ϕM (V ∩ f−1(q)) = (ϕN ◦ f ◦ ϕ−1
M |ϕ(V ))

−1(0).

By the Rank Theorem, the right-hand side is of the form

{(0, ..., 0, xn+1, ..., xn+k) ∈ ϕM (V )} = (ϕM (V ) ∩ {0}n)× Rk.

This shows us that f−1(q) is a k-dimensional submanifold.
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As an immediate consequence, if we consider N = R, f : M → R with
a regular value q ∈ R gives a submanifold f−1(q) of dimension m − 1. A
submanifold with dimension m− 1 that is embedded into a m-dimensional
manifold is called a hypersurface. In particular, we will consider manifolds
obtained from the preimage of regular values for functions F : Cn → R in
Chapter 5.
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2.3 Riemannian manifolds

2.3.1 Riemannian metrics

A priori, the manifolds that we have discussed are topological spaces, and
although we have ways of defining differentiability and concepts related to
smoothness, we still have no way of describing length, distance, angle, area,
volume and curvature. The purpose of Riemannian geometry is to introduce
a metric which allows us to define many important geometrical properties
of manifolds.

Definition 2.3.1. A Riemannian metric is a symmetric 2-tensor

g : Γ(TM)× Γ(TM)→ C∞(M)

which is positive definite, that is g(X,X) > 0 for all X 6= 0. We may relax
the condition of positive definiteness and instead require g to be nondegen-
erate, meaning that g(X,Y ) = 0 for all Y ∈ Γ(TM) implies that X = 0. In
this case we get a semi-Riemannian metric2.

The pair (M, g) is called a Riemannian manifold.

Theorem 2.3.2. A smooth manifold M admits a Riemannian metric.

See [Dun18] for a proof. An important thing to note here is that this
theorem guarentees the existence of a metric, but not its uniqueness. The
same smooth manifold M can admit several different Riemannian metrics,
yielding several different Riemannian manifolds. We will use this result in
Section 3.6 to prove that complex manifolds admits a Hermitian metric.

Given a basis for the tangent bundle, TM = Span{∂x1 , ..., ∂xn}, we may
write a Riemannian metric in the following way:

g =
n∑

i,j=1

gijdxidxj , gij = g(∂xi , ∂xj )

2.3.2 Connections on Riemannian manifolds

We now introduce the notion of a linear connection on a tangent bundle,
which is a crucial tool when studying the geometric properties of a Rie-
mannian manifold. It allows us for example to define curvature, which is
introduced in Subsection 2.3.3.

2Semi-Riemannian metrics are also commonly refered to as pseudo-Riemannian met-
rics. This choice of labeling is a bit unfortunate, since pseudo in the context of complex
and CR geometry means ”on a subbundle”, analogously to sub-Riemannian geometry.
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Definition 2.3.3 (Linear connection). A linear connection is a map

∇ : Γ(TM)× Γ(TM)→ Γ(TM), (X,Y ) 7→ ∇XY

satisfying the following:

1. ∇fXY = f∇XY (C∞-linearity in X)

2. ∇XaY = a∇XY (R-linearity in Y )

3. ∇XfY = (Xf)Y + f∇XY (Product rule in Y )

Intuitively speaking, we can think of the connection as a directional
derivatives of vector fields. We say that ∇XY is the covariant derivative of
Y in the direction of X. If we have that ∇XY = 0 for all X ∈ Γ(TM), we
will simply write ∇Y = 0.

Example 2.3.4.

1. If we take the covariant derivative of a function, it coinsides with our
usual notion of differential. That is, ∇Xf = Xf = df(X).

2. If we have an endomorphism J : TM → TM , then we have that
(∇XJ)Y = ∇XJY − J∇XY .

3. For a Riemannian metric g, we have that ∇Xg(Y, Z) = Xg(Y,Z) =
(∇Xg)(Y,Z) + g(∇XY,Z) + g(Y,∇XZ).

Definition 2.3.5. For a Riemannian manifold (M, g), we say the connec-
tion is compatible with g if ∇g = 0. Equivalently, we have identity for all
X,Y, Z ∈ Γ(TM):

∇Xg(Y,Z) = g(∇XY,Z) + g(Y,∇XZ).

That the two conditions are equivalent follows immediately from the
preceeding example. The expression metric connection is used for a metric
that is compatible with g.

Definition 2.3.6. The torsion tensor is a
(

2
1

)
-tensor τ : Γ(TM)×Γ(TM)→

Γ(TM), defined by

τ(X,Y ) = ∇XY −∇YX − [X,Y ].

Definition 2.3.7. A connection ∇ is said to be symmetric or torsion-free
if the torsion vanishes, i.e.

∇XY −∇YX = [X,Y ].
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Theorem 2.3.8 (Levi-Civita connection). There exists a unique connection
∇ on M that is symmetric and compatible with g. This unique connection
is called the Levi-Civita connection.

The Levi-Civita connection can be expressed by the Koszul formula:

g(∇XY,Z) =
1

2
(Xg(Y, Z) + Y g(X,Z)− Zg(X,Y ))

+
1

2
(g([X,Y ], Z)− g([Y,Z], X)− g([X,Z], Y )) .

The first 3 terms of the Koszul formula vanishes in an orthonormal basis,
and the 3 last terms vanishes in a coordinate basis. The Levi-Civita con-
nection is a particularly important in the study of Riemannian manifolds.
In Section 4.5, we introduce a different connection which is also compatible
with the metric, but not torsion-free.

Another useful formula that we will take with us is the Lie derivative of
a Riemannian metric.

Example 2.3.9. Let (M, g) be a Riemannian manifold. The Lie derivative
of the Riemannian metric is given by

LXg(Y,Z) = Xg(Y,Z)− g([X,Y ], Z)− g(Y, [X,Z]).

If we are working with a metric connection, we can use the formula in
Definition 2.3.5 to write

LXg(Y,Z) = g(∇XY,Z) + g(Y,∇XZ)− g([X,Y ], Z)− g(Y, [X,Z]).
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2.3.3 Curvature in Riemannian geometry

Intuitively speaking, the curvature of a manifold measures how much curves
deviate from being straight lines, surfaces deviates from being flat planes,
with similar analogues in higher dimensions. There are several different
types of curvature in Riemannian geometry, e.g. scalar curvature, Ricci cur-
vature and sectional curvature. We will focus on the sectional curvautre
and later look at a complex counterpart, called pseudo-holomorphic sec-
tional curvature, in Section 4.5.

What all the aforementioned types of curvature have in common is that
they are determined by the Riemann curvature tensor, which we will now
introduce.

Definition 2.3.10. The Riemann curvature tensor is given by

R : Γ(TM)× Γ(TM)× Γ(TM)→ Γ(TM), (X,Y, Z) 7→ R(X,Y )Z

R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z.

For two fixed vector fields X,Y , we may also define the Riemann curva-
ture endomorphism

R(X,Y ) : Γ(TM)→ Γ(TM), Z 7→ R(X,Y )Z

Proposition 2.3.11. R(X,Y )Z is a
(

3
1

)
-tensor.

Proof. For this proof, we want to prove that R(X,Y )Z is C∞(M)-linear in
each component.3 We will only consider linearity with respect to smooth
functions in the X and Z component, since linearity in Y component follows
from that R(X,Y )Z = −R(Y,X)Z.

R(fX, Y )Z = ∇fX∇Y Z −∇Y∇fXZ −∇[fX,Y ]Z.

Let us consider each of the three components, using linearity and the product
rule.

∇fX∇Y Z = f∇X∇Y Z,

∇Y∇fXZ = ∇Y f(∇XZ) = (Y f)∇XZ + f∇Y (∇XZ).

3That any C∞(M)-multilinear map defines a tensor field is known as the Tensor char-
acterization lemma. This lemma can be found in [Lee18].
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For the last one, we use that since [X, fY ] = (Xf)Y + f [X,Y ], we have
[fX, Y ] = f [X,Y ]− (Y f)X,

∇[X,Y ]Z = ∇f [X,Y ]−(Y f)XZ = ∇f [X,Y ]Z − (Y f)∇XZ.

We see that the two terms containing (Y f)∇XZ cancel each other out, and
we get

R(fX, Y )Z = f∇X∇Y Z − f∇Y (∇XZ)− f∇[X,Y ]Z = fR(X,Y )Z.

We also want to show C∞(M)-linearity in the Z component.

R(X,Y )fZ = ∇X∇Y fZ −∇Y∇XfZ −∇[X,Y ]fZ.

We want to expand each term using the product rule. For the first term, we
get

∇X(∇Y fZ) = XY (f)Z + Y (f)∇XZ +X(f)∇Y Z + f∇X∇Y Z

and

∇Y (∇XfZ) = Y X(f)Z +X(f)∇Y Z + Y (f)∇Y Z + f∇Y∇XZ.

We see that the terms X(f)∇Y Z and Y (f)∇Y Z cancel out. Expanding the
third part by using the product rule, we have

∇[X,Y ]fZ = [X,Y ](f)Z + f∇[X,Y ]Z = XY (f)Z − Y X(f)Z + f∇[X,Y ]Z.

From this, we see that and the terms XY (f)Z and Y X(f)Z cancel out, and
we get that R(X,Y )fZ = fR(X,Y )Z. Since R(X,Y )Z is multilinear in
C∞(M), we have a tensor field.

Proposition 2.3.12 (Symmetries of R).

1. R(X,Y )Z = −R(Y,X)Z for any connection ∇.

2. g(R(X,Y )Z,W ) = −g(R(X,Y )W,Z) for any metric connection.

3. g(R(X,Y )Z,W ) + g(R(Y,Z)X,W ) + g(R(Z,X)Y,W ) = 0 for any
torsion-free connection.

4. g(R(X,Y )Z,W ) = g(R(Z,W )X,Y ) for the Levi-Civita connection.
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The first statement is straight-forward from the definition, but the re-
maining 3 claims requires a bit of work. In the 2nd and 3rd, one will have
to use compatability with metric and that the torsion vanishes, respectively.
The final claim can be proven using the previous 3 properties. For a com-
plete proof, see [Lee18].

Definition 2.3.13 (Sectional curvature). Let ∇ be the Levi-Civita connec-
tion. If Π ⊆ TpM is a two-dimensional subspace and u, v is an orthonormal
basis for Π. Then the sectional curvature is given by

K(Π) = g(R(u, v)v, u).

In general we may have that Π = Span{u, v}, but u and v are not orthonor-
mal. In that case, the sectional curvature is given by

K(Π) =
g(R(u, v)v, u)

|u|2|v|2 − g(u, v)2
.

Because of Proposition 2.3.12, the sectional curvature does not depend
on the choice of basis. A short discussion on the complex counterpart,
pseudo-holomorphic sectional curvature, is given in Section 4.5.
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Chapter 3

Complex geometry

Complex geometry is the study of several complex variables, complex man-
ifolds and complex algebraic varieties. The rigid nature of holomorphic
functions makes complex geometry more reliant on topological and alge-
braic methods. It can therefore be considered a crossroad between algebraic
geometry and differential geometry. There are many reasons for why one
might want to study complex geometry. It has gained some traction due
to its applications in physics, particularly conformal field theory and mirror
symmetry.

This chapter will mainly focus on the linear and exterior algebra from the
viewpoint of complex vector spaces, describe complex manifolds and its tan-
gent bundle, give some insight into similarities and differences between com-
plex manifolds and their real counterparts and briefly discuss Hermitian
manifolds.
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3.1 Complex linear algebra

This section is dedicated to the linear algebra of real and complex vector
spaces, with a focus on linear complex structures and exterior algebra of
vector spaces. One may consult Section 1.2 and Section 1.3 in [Huy06] for
more details.

3.1.1 Complex structures

Throughout this section, V denotes a finite-dimensional real vector space.
An endomorphism J : V → V is called an linear complex structure1 if
J2 = −idV . Note that J ∈ GL(V ) and that V has to be even-dimensional.

Given a linear complex structure J : V → V , the vector space V will then
admit the structure of a complex vector space. To see this, let z = x + iy
be a complex scalar and v ∈ V . Then

(x+ iy)v = xv + yJ(v).

Since J is R−linear and satisfies J2 = −idV , we have

((x+ iy)(a+ ib))v = (x+ iy)(av + bJ(v)),

and i(iv) = −v. This shows that a linear complex structure J induces the
structure of a complex vector space on V .

Proposition 3.1.1. Let V be a finite-dimensional vector space. V admits
a linear complex structure if and only if dimR V = n = 2k. Moreover, the
linear complex structure induces a natural orientation.

Proof. Let J be a linear transformation such that J2 = −1. We get that
det(J2) = (det J)2 = (−1)n. Since V is a real vector space, det J must be
real, but if n is odd, then (detJ)2 = −1, which implies that det J = ±i.
Hence n must be even. Since the linear complex structure induces a complex
vector space structure, it is sufficient to note that Cn has a orientation given
by the standard basis of Cn.

For the real vector space V (not necessarily even-dimensional), we define its
complexification as VC := V ⊗R C. The subscript tells us that the tensor
product is taken over the real numbers. Since V is a vector space over R, we

1We will reserve the terms almost complex structure and complex structure to refer to
linear structures on the tangent spaces of a manifold.
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may safely omit the subscript when talking about complexifying real vector
spaces. Clearly V ⊂ VC, where V is the part of VC that is invariant under
conjugation: (v ⊗ λ) = v ⊗ λ.

Given an almost complex structure J : V → V , we can extend it J : VC →
VC. The eigenvalues of J is ±i, and we have the corresponding eigenspaces:

V 1,0 = {v ∈ VC : J(v) = iv}

V 0,1 = {v ∈ VC : J(v) = −iv}

Proposition 3.1.2. Given (V, J), the complexified vector space splits:

VC = V 1,0 ⊕ V 0,1.

Furthermore, we have that V 1,0 ∼= V 0,1 by conjugation.

Proof. The intersection V 1,0∩V 0,1 = {0}, since if v ∈ V 1,0, then J(v) = iv =
−iv if and only if v = 0. The empty intersection implies that V 1,0⊕V 0,1 →
VC is injective. The inverse map is also injective, which is given by

v 7→ 1

2

(
v − iJ(v)⊕ v + iJ(v)

)
.

For the second assertion, let v ∈ VC and write v = x+ iy, x, y ∈ V . Then

(v − iJ(v)) = (x− iy + iJ(x) + J(y)) = (v + iJ(v)).

We see that conjugation maps elements in V 1,0 to V 0,1, and vice versa.

Lemma 3.1.3. If V admits a linear complex structure, then so does its dual
V ∗. Moreover, the complexification of the dual is equal to the dual of the
complexification,

(V ∗)C ∼= (VC)∗

and the decomposition is given by

(V ∗)1,0 = {ϕ ∈ HomR(V,C) : ϕ(J(v)) = iϕ(v)} =
(
V 1,0

)∗
,

(V ∗)0,1 = {ϕ ∈ HomR(V,C) : ϕ(J(v)) = −iϕ(v)} =
(
V 0,1

)∗
.

Proof. The complex structure of the dual space V ∗ is given by

J∗ : V ∗ → V ∗ J(ϕ(v)) = ϕ(J(v))
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The complexification of the dual is simply defined as (V ∗)C := V ∗ ⊗C. We
consider the isomorphism (V ∗)C ∼= HomR(V,C) given by (ϕ1⊗1+ϕ2⊗ i)↔
ϕ1 + iϕ2. If ϕ ∈ HomR(V,C), i.e. ϕ : V → C where ϕ is R-linear, we may
naturally extend it to a C-linear map ϕ : VC → C, defined by

ϕ(v ⊗ z) = zϕ(v)

Hence HomR(V,C) ∼= HomC(VC,C) = (VC)∗. The last assertion follows
a similar argument to the decomposition of the complexified vector space
VC = V 1,0 ⊕ V 0,1. 2

3.1.2 Exterior algebra on complex vector spaces

Just like in the case of a real vector space, we can define an exterior algebra
on a complexified vector space. Since a complexified vector space splits into
a direct sum of the two eigenspaces, the resulting exterior algebra is a bit
more delicate. Recall that if dimR V = d, we have the k-th exterior power∧k V and the exterior algebra

∧
(V ) :=

d⊕
j=0

j∧
V.

Given a complexified vector space VC, we can consider the exterior algebra
of VC: ∧

(VC) :=

d⊕
k=0

k∧
(VC)

Since dimR V = d = 2n, we have the decomposition VC = V 1,0 ⊕ V 0,1, with
dimC V

1,0 = dimC V
0,1 = n. We define

p,q∧
V :=

p∧
V 1,0 ⊗C

q∧
V 0,1.

Note that we are tensoring over C; the exterior products of V 1,0 and V 0,1

are taken as exterior products of complex vector spaces, in contrast to the
complexification itself. An element α ∈

∧p,q V is said to be of bidegree
(p, q).

2A generalized result which follows the same arguments is that (HomR(V,W ))C ∼=
HomC(VC,WC).
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Proposition 3.1.4.

1.
∧k VC =

⊕
p+q=k

∧p,q V

2.
∧p,q V ⊂

∧p+q VC

3.
∧p,q V ∼=

∧q,p V

4. The wedge product maps in the following way ∧ :
∧p,q V ×

∧r,s V →∧p+r,q+s V,
(α, β) 7→ α ∧ β.

Proof. 1. There is a canonical isomorphism

⊕
p+q=k

p,q∧
V →

k∧
VC.

Using the decomposition of VC and the definition of
∧p,q V , we may write

this as ⊕
p+q=k

p∧
V 1,0 ⊗

q∧
V 0,1 →

k∧
V 1,0 ⊕ V 0,1,

which is given by (v1∧ ...∧ vp)⊗ (w1∧ ...∧wq) 7→ (v1∧ ...∧ vp∧w1∧ ...∧wq)
in each direct summand, thus

k∧
VC =

⊕
p+q=k

p,q∧
V.

2. This part follows from the first assertion. Since
∧k VC =

⊕
p+q=k

∧p,q V ,

it follows that
∧p,q V ⊂

∧p+q VC.

3. We have already seen that V 1,0 ∼= V 0,1, with the isomorphism given
by conjugation. Hence,

p,q∧
V :=

p∧
V 1,0 ⊗

q∧
V 0,1 ∼=

∧
V 0,1 ⊗

q∧
V 1,0 =

q,p∧
V

is also given by conjugation.

4. Let α ∈
∧p,q V and β ∈

∧r,s V . We write

α = (vα1 ∧ ... ∧ vαp , wα1 ∧ ... ∧ wαq ) 7→ vα1 ∧ ... ∧ vαp ∧ wα1 ∧ ... ∧ wαq ,
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and the same for β,

β = (vβ1 ∧ ... ∧ v
β
p , w

β
1 ∧ ... ∧ w

β
q ) 7→ vβ1 ∧ ... ∧ v

β
p ∧ w

β
1 ∧ ... ∧ w

β
q .

Taking the wedge product,

α ∧ β = vα1 ∧ ... ∧ vαp ∧ wα1 ∧ ... ∧ wαq ∧ v
β
1 ∧ ... ∧ v

β
p ∧ w

β
1 ∧ ... ∧ w

β
q .

Which is an element in
∧p+q+r+s V . Going the other direction, we have

α ∧ β = (vα1 ∧ ... ∧ vαp ∧ v
β
1 ∧ ... ∧ v

β
p , w

α
1 ∧ ... ∧ wαq ∧ w

β
1 ∧ ... ∧ w

β
q ),

which is an element in
∧p+r,q+s V .
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3.2 Complex manifolds

In this section we give a definition of complex manifolds through holomor-
phic charts, in a similar manner to how we define smooth manifolds. As a
convention used throughout the text, M , N will denote real smooth man-
ifolds, while M, N denotes complex manifolds. Hopefully, this will make
matters immediately clear when we later talk about real submanifolds of
complex space in Chapter 4 and Chapter 5. One may consult [Huy06] for a
more details.

We define a holomorphic atlas on a manifold M to be a collection {(Uj , ϕj)}
such that Uj ∼= ϕj(Uj) ⊂ Cn is a biholomorphism, i.e. bijective holomor-
phic with a holomorphic inverse. For it to be biholomorphic we require the
transition functions to be a holomorphic map:

ϕij = ϕj ◦ ϕ−1
i : ϕi(Uij)→ ϕj(Uij), (Uij = Ui ∩ Uj)

There are many equivalent ways of defining holomorphic functions in several
variables. For example, we require that a holomorphic function satisfies the
Cauchy-Riemann equation in each variable seperately. Note that ϕij is just a
map between subsets of Cn. We then define an equivalence relation between
two holomorphic atlases; we say that A1 ∼ A2 if the transition function
between any two charts in A1 and A2 is holomorphic. Finally, a complex
manifold M is topological manifold equipped with an equivalence class of
holomorphic atlases.

Proposition 3.2.1. A complex manifoldM of dimension n is also a smooth
manifold of (real) dimension 2n.

Proof. We know from basic properties of holomorphic functions that they
are indeed infinitely differentiable, and hence any holomorphic transition
function is also smooth. A biholomorphism is therefore necessarily a diffeo-
morphism, and we can identify Cn with R2n.

In a similar manner to how we define smooth functions on smooth manifolds,
we say a function f :M→ C is holomorphic if f ◦ ϕ−1

j is holomorphic, and

similarly, a map f :M→N is holomorphic if ϕN ◦ f ◦ϕ−1
M is holomorphic.

Due to the rigidity of holomorphic functions, we can not use bump func-
tions to glue together functions and define them globally, since a holomor-
phic function that vanishes in a neigborhood must vanish identically. It is
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therefore not always very useful to consider global holomorphic functions,
as seen in Proposition 3.2.4. Therefore we instead consider sheaves of holo-
morphic functions.

Definition 3.2.2 (Pre-sheaves and sheaves). A pre-sheaf F of vector spaces3

on a topological space X consists of a vector space F(U) for every open set
U ⊂ X and a linear map rU,V : F(V ) → F(U) for any U ⊂ V ⊂ X, that
satisfies A1 and A2 below.

A1: rU,U = idF(U)

A2: For any U ⊂ V ⊂W , we have rU,V ◦ rV,W = rU,W

Furthermore, we let
⋃
i∈I Ui = U , where each Ui ⊂ X is open. A pre-sheaf

that also satisfies the following two conditions is a sheaf :

A3: If a, b ∈ F(U) with rUi,U (a) = rUi,U (b) for all i ∈ I, then a = b.

A4: If ai ∈ F(Ui) for each i such that rUi∩Uj ,Ui(ai) = rUi∩Uj ,Uj (aj) for any
j, then there exists a ∈ F(U) such that rUi,U (a) = ai for all i.

Definition 3.2.3 (Stalk). The stalk of F at x is

Fx := {(U, s) : x ∈ U ⊂ X, s ∈ F(U)}/ ∼

With the equivalence class given by (U1, s1) ∼ (U2, s2) if there exists U ⊂
U1 ∩ U2 open containing x such that rU,U1(s1) = rU,U2(s2). This is nothing
but the direct limit

Fx = lim−→F(U)

We let OM denote the sheaf of holomorphic functions, with sections
OM(U) = {f : U → C : f holomorphic}. For each point p ∈M, we have an
isomorphism of the stalks OM,p

∼= OCn,0. In a similar fashion we can define
a sheaf of meromorphic functions.

Let us consider the sheaf O on C given by

OC(U) = {f : U → C : f is holomorphic},

with restrictions being the usual restriction of functions. We want to see
that OC is in fact a sheaf.

3Sheaves and pre-sheaves are much more general. We may replace vector spaces with
another category, where each F(U) is an object in the chosen category and linear map is
a morphism in the chosen category.
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If V ⊂ U , then rU,V = O(U)→ O(V ), f 7→ f |V . Clearly, rU,U = idOC(U) and
rW,V ◦rV,U = rW,U for W ⊂ V ⊂ U . Hence it is a pre-sheaf. If U ⊆

⋃
α∈A Uα

and f, g ∈ OC(U) such that f |Uα = g|Uα for every α ∈ A, then clearly f = g.
In fact, we have a much stronger result, namely the identity theorem. f and
g only need to coinside on one open neigborhood for them to be identically
equal. The last axiom for a sheaf tells us that we can glue together func-
tions fα ∈ OC(Uα) to a function f such that f |Uα = fα. This is nothing but
analytic continuation of holomorphic functions.

Proposition 3.2.4. Any global holomorphic function on a compact con-
nected complex manifold M is constant.

Proof. Let f :M→ C be a holomorphic function with a maximum attained
at a point z0 ∈ M. The maximum is attained since M is compact. We
consider a chart (U,ϕ) containing z0. Applying the maximum modulus
principle to f ◦ ϕ−1 on ϕ(U), we get that it must be constant. Since M is
connected, we conclude that f must be constant.

An important thing to remember is that for a complex manifold, we are
allowed to talk about smooth functions as well as holomorphic functions,
since any complex manifold will necessarily be a smooth manifold, as shown
in Proposition 3.2.1.
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3.3 Vector bundles on complex manifolds

In this section we shall reap the benefits from Section 3.1, where we dis-
cussed complex structures and complexification of vector spaces, and apply
them to the tangent spaces and tangent bundles of manifolds.

To understand the geometry of a complex manifold M, we naturally study
tangent bundles on M. A rank n holomorphic vector bundle is a triple
(M, E, π), where E is a complex manifold, π : E → M is a holomorphic
map, we have local trivializations:

ψj : π−1(Uj) ∼= Uj × Cn, M =
⋃
j∈N

Uj ,

and each fiber π−1(q) is a complex vector space. Note that we differentiate
between complex vector bundles and holomorphic ones. A complex vector
bundle would simply be one where the fibers are complex vector spaces,
while a holomorphic vector bundle requires that the projection map is holo-
morphic.

Since for each holomorphic vector bundle we can identify the fibers with
Cn, we may use any construction on a complex vector space fiberwise on a
holomorphic vector bundle. Given a holomorphic vector bundle (M, E, π),
we can for example Construct the dual bundle E∗ =

∐
p∈ME∗p . Com-

plexification, discussed in Section 3.1 is another construction that is very
important in the context of complex geometry. The next section explores
the complexification of the tangent bundle TM.

We know from Proposition 3.2.1 that an n-dimensional complex manifold
can be viewed as a smooth 2n−dimensional real manifold. We also know
that for any smooth manifold has a tangent bundle. Thus, for any complex
manifoldM, it admits a tangent bundle TM. A priori, this tangent bundle
is the real tangent bundle of the complex manifold M, viewed as a smooth
manifold.

Since the real dimension of M is even, the tangent spaces TpM admits
a linear complex struture at each p ∈M,

Jp : TpM→ TpM, J2 = −idTpM.

Any even-dimensional manifold admits a linear complex structure point-
wise. If we have a vector bundle endomorphism J : TM→ TM such that
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J2 = −1, then J is called an almost complex structure and a pair (M, J) is
called an almost complex manifold. Further discussion on almost complex
structures and integrable complex structures is postponed until Section 3.5.
We will assume that M is a complex manifold for the rest of this section
and the section following this one.

We now take a look at the previously mentioned complexification, where we
take each vector space TpM and allow for complex coefficients by (TpM)C :=
TpM⊗RC. Doing this in each fiber gives us the complexified tangent bundle,

TMC = TM⊗ C.

Furthermore, we may extend the (almost) complex structure J to act on
TMC, defined by

JC : TMC → TMC, J(X + iY ) = J(X) + iJ(Y ).

We have a complex structure on a complexified vector bundle with eigenval-
ues ±i. By previous assertions, the complexified tangent bundle splits, and
we have that

TMC = T 1,0M⊕ T 0,1M.

We call T 1,0M the holomorphic tangent bundle, and analogously T 0,1M is
the anti-holomorphic tangent bundle.

29



3.4 Local coordinates

In this section we will take a look at how the complex structure works when
given local coordinates. We let M be a complex n-dimensional manifold
and (z1, ..., zn) be local coordinates in some chart. Since each zj = xj +
iyj , in the view of M as a real 2n-dimensional manifold, we have that
(x1, ..., xn, y1, ...yn) are real local coordinates. For any z ∈ M, a basis for
the tangent space TzM is given by

{∂x1 , ...∂xn , ∂y1 , ..., ∂yn}.

and each tangent space admits a natural almost complex structure

J : TzM→ TzM, ∂xj 7→ ∂yj , ∂yj 7→ −∂xj .

Moreover, we have a dual basis for (TzM)∗, given by

{dx1, ..., dxn, dy1, ..., dyn},

and an almost complex structure on the dual

J : (TzM)∗ → (TzM)∗, dxj 7→ dyj , dyj 7→ −dxj .

When we consider the complexified tangent bundle TMC, we have a new
basis of sections, called the Wirtinger derivatives:

TMC = Span{∂z1 , ...∂zn , ∂z1 , ..., ∂zn},

which we may define in terms of the real basis of TM;

∂zj =
1

2

(
∂xj − i∂yj

)
, ∂zj =

1

2

(
∂xj + i∂yj

)
.

The factor of 1
2 comes from the coordinate change (x, y) 7→ (z, z), given by

x =
z + z

2
, y =

z − z
2i

.

Then using the chain rule,

∂x =
∂z

∂x
∂z +

∂z̄

∂x
∂z̄ = ∂z + ∂z̄,

and

∂y =
∂z

∂y
∂z +

∂z̄

∂y
∂z̄ = i(∂z − ∂z̄).
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Solving for ∂z and ∂z yields our desired result. Since we want dzk such that
dzk(∂zj ) = dzk(∂zj ) = δj,k and dzk(∂zj ) = dzk(∂zj ) = 0, We get that dzj
and dzj take the following form;

dzj = dxj + idyj , dzj = dxj − idyj .

Writing it all out, we have

dzj(∂zj ) = dxj

(
1

2

(
∂xj − i∂yj

))
+ idyj

(
1

2

(
∂xj − i∂yj

))
=

1

2
+

1

2
= 1.

and

dzj(∂zj ) = dxj

(
1

2

(
∂xj + i∂yj

))
− idyj

(
1

2

(
∂xj + i∂yj

))
=

1

2
+

1

2
= 1.

We also get that

dzj(∂zj ) = dzj(∂zj ) =
1

2
− 1

2
= 0,

and
dzk(∂zj ) = dzk(∂zj ) = 0,

for j 6= k, since dxk(∂xj ) = dyk(∂yj ) = 0. We now want to consider the
differential of a smooth function. From Subsection 2.1.2, we have that the
real differential is given by

df =
n∑
j=1

∂xjfdxj +
n∑
j=1

∂yjfdyj .

Using the expressions for dzj and dzj and solving for dxj and dyj respec-
tively, we get

dxj =
1

2
(dzj + dzj) , dyj =

1

2i
(dzj − dzj) .

From this, we can rewrite the differential, df in the following way:

df =
n∑
j=1

(∂zj + ∂zj )f(dzj + dzj) + i(∂zj − ∂zj )f
1

2i
(dzj − dzj)

=
n∑
j=1

fzjdzj + fzjdzj .
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Proposition 3.4.1. An (almost) complex structure J is independent of
choice of holomorphic coordinates.

Proof. Let’s suppose (z1, ..., zn) where zj = xj + iyj and (w1, ..., wn) where
wj = uj + ivj are both holomorphic coordinates. They must satisfy the
Cauchy-Riemann equation

∂xj
∂uj

=
∂yj
∂vj

,
∂xj
∂vj

= −∂yj
∂uj

,

and therefore

J (∂uk) =
∑
j

(
∂xj
∂uk

J(∂xk) +
∂yj
∂uk

J(∂yk)

)
Using the way J acts on ∂xk and ∂yk , and then using CR equations,

J (∂uk) =
∑
j

(
∂xj
∂uk

∂yk −
∂yj
∂uk

∂xk

)
=
∑
j

(
∂yj
∂vk

∂yk +
∂xj
∂vk

∂xk

)
= ∂vk .

The same procedure gives us J(∂vk) = −∂uk .
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3.5 Integrability conditions

In Section 3.2 we defined a complex manifold in terms of an equivalence class
of holomorphic atlases. Another approach is to define an integrable complex
structure as any one of the conditions in Proposition 3.5.3 and then define
a complex manifold to be a smooth manifold with an integrable complex
structure.

Definition 3.5.1. Given an endomorphism A : TM → TM , the Nijenhuis
tensor is defined as

NA(X,Y ) = −A2[X,Y ] +A ([AX,Y ] + [X,AY ])− [AX,AY ]

Proposition 3.5.2. The Nijenhuis tensor is anti-symmetric
(

2
1

)
-tensor, and

given an almost complex structure, it does satisfy

NJ(X, JX) = 0.

Proof. Anti-symmetry follows from the anti-symmetry of the Lie brackets.
To show C∞-linearity, we want to show that NA(fX, gY ) = fgNA(X,Y ).
However, due to anti-symmetry it suffices to show thatNA(fX, Y ) = fNA(X,Y ).
We recall that

[fX, Y ] = f [X,Y ]− Y (f)X.

Thus,

NA(fX, Y ) = −A2[fX, Y ] +A ([AfX, Y ] + [fX,AY ])− [AfX,AY ]

= fNA(X,Y ) +
(
A2Y (f)X −AY (Af)X −A2Y (f)X +AY (Af)X

)
= fNA(X,Y ).

The last part of the proposition is a straight-forward calculation

NJ(X, JX) = −J2[X, JX] + J([JX, JX] + [X, JJX])− [JX, JJX]

= [X, JX] + J [X,−X]− [JX,−X] = [X, JX]− J [X,X] + [JX,X]

= [X,JX] + [JX,X] = [X, JX]− [X,JX] = 0.

The following proposition gives many different but equivalent criterions
for an almost complex structure J to be integrable.
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Proposition 3.5.3. Let (M, J) be an almost complex manifold. J is in-
tegrable (meaning (M, J) is a complex manifold) if one of the equivalent
definitions hold:

1. d = ∂ + ∂

2. dα has no (0, 2) component for α ∈ Ω1,0(M)

3. ∂2 = ∂
2

= 0 and ∂∂ = −∂∂

4. T 1,0M is preserved by Lie brackets (i.e. [T 1,0M, T 1,0M] ⊂ T 1,0M)

5. T 0,1M is preserved by Lie brackets

6. The Niljenhuis tensor vanishes: NJ(X,Y ) ≡ 0

Proof.
(1) ⇐⇒ (2): The first direction is straight-foward. Let α be a (1, 0)-form.
Then dα = (∂ + ∂)α has (2, 0) and (1, 1) components. For the converse, we
let α ∈ Ωp,q(M). Locally, we can write

α = fwj1 ∧ ...wjp ∧ w′k1 ∧ ... ∧ w
′
kq .

When considering its differential dα, it has components df , dwj and dw′k.
We see that df ∈ Ω1,0(M)⊕ Ω0,1(M). Using the assumption (1) and using
the conjugation on (1); that is the statement dα has no (2, 0) component
for α ∈ Ω0,1(M). From this we have dwj ∈ Ω2,0(M)⊕ Ω1,1(M) and dw′k ∈
Ω1,1(M)⊕ Ω0,2(M). Thus,

dα ∈ Ωp+1,q(M)⊕ Ωp,q+1(M),

which implies that d = ∂ + ∂.

(1) =⇒ (3): First, assuming d = ∂ + ∂, we have

d2 = 0 =⇒ (∂ + ∂)2 = ∂2∂∂ + ∂∂ + ∂
2

= 0

It follows that ∂2 = ∂
2

= 0 and ∂∂ = −∂∂.

(2) ⇐⇒ (4) & (5): Let α be a (0, 1)-form and X,Y be holomorphic
vector fields, i.e. elements in T 1,0M. Using the formula for the differential,
we have

dα(X,Y ) = Xα(Y )− Y α(X)− α([X,Y ]) = −α([X,Y ])
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Since α is a (0, 1)-form, it vanishes on T 1,0M. dα has no component of type
(2, 0) if and only if [X,Y ] is a holomorphic vector field. (2) ⇐⇒ (5) is
obtained by conjugation.

(3) =⇒ (5): Let α be a (0, 1)-form, hence dα = ∂α, and we can locally
write α = ∂f . For two anti-holomorphic vector fields X,Y ∈ T 0,1M,

0 = ∂
2
f(X,Y ) = X∂f(Y )− Y ∂f(X)− ∂f([X,Y ])

= Xdf(Y )− Y df(X)− ∂f([X,Y ])

= d2f(X,Y ) + df([X,Y ])− ∂f([X,Y ])

= ∂f([X,Y ]) + ∂f([X,Y ])− ∂f([X,Y ])

= ∂f([X,Y ]).

The (1, 0)-form of the type ∂f generates Ω1,0(M). Thus, ∂f([X,Y ]) = 0
implies that [X,Y ] is anti-holomorphic, i.e. [X,Y ] ∈ T 0,1M.

(6) is the Newlander-Nirenberg theorem. See [Smi19] for details and a
proof.

Example 3.5.4. On R4 with coordinates (x1, x2, x3, x4), we define a linear
map

J : TR4 → TR4

such that
J∂x1 = ∂x2 , J∂x2 = −∂x1 ,

J∂x3 = ∂x4 + f1∂x1 + f2∂x2 , J∂x4 = −∂x3 + f3∂x1 + f4∂x2

for f1, f2, f3, f4 ∈ C∞(R4). For what functions f1, f2, f3, f4 is J an almost
complex structure, and when is it a complex structure?

If J is an almost complex structure, then

−∂x3 = J2∂x3 = J(∂x4 + f1∂x1 + f2∂x2) = −∂x3 + (f3− f2)∂x1 + (f1 + f4)∂x2

Thus, f2 = f3 and f1 = −f4. The same procedure for J2∂x4 = −∂x4 gives
us the same two equations. Another way of seeing this is writing out J as a
matrix,

J =


0 1 0 0
−1 0 0 0
f1 f3 0 1
f2 f4 −1 0

 .
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Squaring J yields

J2 =


−1 0 0 0
0 −1 0 0

f3 − f2 f1 + f4 −1 0
−f1 − f4 f3 − f2 0 −1

 = −id ⇐⇒ f2 = f3, f1 = −f4.

For integrability, we want to see that T 1,0R4 is involutive.

Z1 = ∂x1 − iJ∂x1 = (∂x1 − i∂x2)

Z2 = ∂x3 − iJ∂x3 = ∂x3 − i(∂x4 + f1∂x1 + f2∂x2)

Since Z1, Z2 spans the holomorphic bundle T 1,0R4, we only need to consider
one bracket;

[Z1, Z2] = (∂x1 − i∂x2)(∂x3 − i(∂x4 + f1∂x1 + f2∂x2))

− (∂x3 + i(∂x4 + f1∂x1 + f2∂x2)) (∂x1 − i∂x2)

= −iZ1 (f1∂x1 + f2∂x2)

= −i(∂x1f1 − i∂x2f1)∂x1 − i(∂x1f2 − i∂x2f2)∂x2 = −if̃Z1.

We get
f̃ = ∂x1f1 − i∂x2f1,

∂x1f1 = ∂x2f2, ∂x2f1 = −∂x1f2.

We see that f1 + if2 needs to satisfy the Cauchy-Riemann equations.

It is tempting to think that all even-dimensional and orientable mani-
folds admit a complex structure or even just an almost complex structure.
Unfortunately, that is far away from the truth. Wu Wen-tsün showed in the
50s that a sphere S4n can not admit an almost complex structure. Borrel
and Serre proved in [Bor53] that any even-dimensional sphere S2n for n ≥ 4
does not admit an almost complex structure. The only even-dimensional
spheres that we have left are S2 and S6. The complex structure on S2 is
well-studied, and is known as the Riemann sphere. It is still unknown if S6

admits an integrable complex structure. This is known as the Hopf problem.
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3.6 Hermitian manifolds

We can think of Hermitian manifolds as the complex analogue to Rieman-
nian manifolds. We give a brief overview of what a Hermitian manifold is
and then give an example of a special type of Hermitian manifold called a
Kähler manifold.

Definition 3.6.1. Let M be a complex manifold. A Riemannian metric
g on M is called a Hermitian metric if it is compatible with the complex
structure, meaning that g(X,Y ) = g(JX, JY ) for all X,Y ∈ TM. We call
a manifold equipped with a Hermitian metric a Hermitian manifold.4

In Section 4.3, we will define a Riemannian metric which is compatible
with the complex structure on a subbundle, giving us a pseudo-Hermitian
metric.

Any complex manifold M admits a Hermitian metric. This is true since
M admits a Riemannian metric g̃ by Theorem 2.3.2. We can define a Her-
mitian metric

g(X,Y ) =
1

2
(g̃(X,Y ) + g̃(JX, JY ))

Lemma 3.6.2. For any bilinear and anti-symmetric form satisfying
ω(JX, JY ) = ω(X,Y ), the 2-form g(X,Y ) = ω(X, JY ) is symmetric.

Proof.
g(X,Y ) = ω(X,JY ) = ω(JX, J2Y ) = ω(JX,−Y )

= −ω(JX, Y ) = ω(Y, JX) = g(Y,X)

There is a induced real (1, 1)-form ω(X,Y ) = g(JX, Y ), called the
Kähler form, which locally looks like

ω =
i

2

n∑
j,k=1

hjkdzj ∧ dzk

where hjk is a Hermitian matrix that is positive definite for all p ∈ M. A
Kähler structure is a Hermitian structure g for which the Kähler form ω
is closed, i.e. dω = 0. A Kähler manifold is a manifold equipped with a

4In the case of compatability with an almost complex structure, we call the manifold
an almost Hermitian manifold.
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Kähler structure. It is worth mentioning that the form ω is a closed non-
degenerate 2-form, which is what we call a symplectic form. This means that
Kähler manifolds have a compatible triple viewpoint; a complex structure,
a Riemannian structure and a symplectic structure. As an example, all
Riemann surfaces are necessarily Kähler. Since they have real dimension
two and dω is a 3-form, it must vanish identically. Another example is Cn,
and more generally, connected subsets U ⊆ Cn. A more exotic and involved
example is the complex projective space CPn.

Example 3.6.3 (CPn). We may describe the projective n-space as the space
of complex lines through Cn+1. More precisely,

CPn := (Cn+1 \ {0})/(C∗),

where C∗ denotes the punctured plane C\{0}. We consider the coordinates

[z0 : ... : zn] ∼ [λz0 : ... : λzn], λ ∈ C∗.

We have an open cover Uj = {[z] ∈ CPn : zj 6= 0} for CPn, and charts

ϕj : Uj → Cn, [z0 : ... : zn] 7→ 1

zj

(
z0, ..., ẑj , ..., zn

)
.

The hat means that the coordinate is projected upon and ”deleted”. If we
have a homogeneous polynomial P : Cn+1\{0} → C (meaning all terms have
the same degree) and z is a regular value, then M := P−1(z)/C∗ ⊂ CPn
is a projective hypersurface. We may also define a Kähler metric on CPn,
making it a Kähler manifold.

ωj :=
i

2π
∂∂ log

( n∑
l=0

∣∣∣∣ zlzj
∣∣∣∣2 ).

When applied to charts, we have

ϕj(ωj) =
i

2π
∂∂ log

(
1 +

n∑
k=1

|wk|2
)
.

For more details see [DO10], which deals with CR submanifolds of complex
projective space.
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Chapter 4

CR geometry

The word CR in CR manifold has a two-fold meaning; the first meaning
being Cauchy-Riemann and the second meaning being complex-real. The
Cauchy-Riemann equations induces the tangential Cauchy-Riemann equa-
tions and the tangential Cauchy-Riemann complex on a CR manifold. The
second meaning is because embedded CR submanifolds are real submani-
folds residing in complex space.

CR geometry is a rich mathematical subject which lies in the intersection of
several mathematical diciplines: partial differential equations, several com-
plex variables and differential geometry. There are many applications in
areas of analysis and geometry, as well as some more surprising ones like
number theory, see for example [D04].

The goal for this chapter will be to provide a down-to-earth introduction to
CR manifolds and related concepts, with the main focus being on the em-
bedded hypersurface type CR manifolds. Some of the theory will be given
in the general case where the CR manifold has arbitrary codimension, and
later on we will focus on the case where the codimension k = 1, also known
as real hypersurfaces. For a comprehensive study, see [DT07], [Bog17] or
[BER99].
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4.1 CR manifolds

4.1.1 Abstract and embedded CR manifolds

Let M be a smooth manifold with dimRM = m. In some contexts it is
reasonable to ask for less, i.e. that M is a Ck differentiable manifold, but
we will always assume M to be smooth. Furthermore, we let H1,0 ⊆ TMC
be a subbundle of complex rank n, where 1 ≤ n ≤ bm2 c. We sometimes write
H1,0M to avoid any confusion. We say that H1,0 is an almost CR structure
if it satisfies the following conditions;

H1,0 ∩H0,1 = {0}, (H0,1 = H1,0).

If the structure is integrable i.e. [Γ(H1,0),Γ(H1,0)] ⊆ Γ(H1,0), then we say
that it is a CR structure. We call n the CR-dimension and k := m − 2n is
the CR-codimension, and we say that the CR structure is of type (n, k). A
smooth manifold equipped with a CR structure of type (n, k) is a CR mani-
fold of type (n, k), abbreviated CR(n, k). When the CR manifold is defined
in the way above, where M is not a submanifold of Cn or another complex
manifold, we call it an abstract CR manifold. This terminology is uses in
contrast to embedded CR manifolds, where we have M as a submanifold of
a complex manifold. The CR manifolds of type (n− 1, 1), called real hyper-
surfaces, are of particular interest to us. In particular, we will take a closer
look at embedded CR(1, 1) manifolds in Chapter 5, that is, 3-dimensional
manifolds that are embedded into C2.

Definition 4.1.1. Let M ⊂ N be an m-dimensional smooth submanifold
of a complex n-dimensional manifold N . We define the CR structure on M
to be

H1,0 := T 1,0N ∩ TMC, H0,1 := T 0,1N ∩ TMC,

where T 1,0N denotes the holomorphic tangent bundle of N and TMC is
the complexified tangent bundle of M . We say that M is an embedded CR
manifold. We will see later that both H1,0 and H0,1 as defined above are
involutive and therefore integrable.

We let (M,H1,0M) and (N,H1,0N) be two CR manifolds of arbitrary
type. A smooth map f : M → N is called a CR map if

dfp(H
1,0
p M) ⊆ H1,0

f(p)N, ∀p ∈M,

where dfp is the C-linear extension of the differential of f . We say that
f : M → N is a CR isomorphism if it is a diffeomorphism and a CR map.
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A slightly different point of view is presented in for example [LNR19] and
[Bog17]. A function f : M ⊂ Cn × R → C of a real hypersurface M is
called a CR function if it is holomorphic in the first n variables. We can
define a CR map between two embedded CR manifolds M ⊂ Cm × Rk and
N ⊂ Cn×Rd in a similar way. If each component fj of the map f : M → N
is a CR function, then f is a CR map. The study of CR functions is an
important part of several complex variables, see for example Bochner’s Ex-
tension Theorem for CR functions. The theorem can be found in [LT10].

If a CR manifold (M,H1,0) is locally CR isomorphic to an embedded CR
manifold, we say it is locally embeddable. A CR manifold (M,H1,0) is glob-
ally embeddable if there is a CR isomorphism to a submanifold M ′ ⊂ N of
a complex manifold N . For example, any real analytic CR(n, k) manifold is
globally embeddable. This result is due to A. Andreotti and G.A. Fredricks,
[AF79].

An important thing to note is that for a CR structure of type (n, 0), we
have that k = m − 2n = 0. We get that m = 2n and a CR(n, 0) structure
is just a complex structure and (M,H1,0) is a complex manifold. The same
analogy holds for CR maps between CR(n, 0) manifold. It turns out that
complex manifolds and holomorphic maps (between complex manifolds) are
a special case of CR manifolds and CR maps.

4.1.2 The Levi distribution

We turn our attention to a very important distribution for the purposes
of the real point of view in CR geometry. The Levi distribution is a real
subbundle of TM , which we will see is the maximal J-invariant subbundle
of TM .

Definition 4.1.2 (Levi distribution). Let (M,H1,0) be a CR manifold of
type (n, k). The Levi distribution1 is a real rank 2n subbundle H ⊆ TM
given by

H = Re
(
H1,0 ⊕H0,1

)
.

There is a natural complex structure on H,

J : H → H, J(Z + Z) = i(Z − Z)

1It is also known as the holomorphic tangent bundle or complex tangent bundle in some
literature. We will avoid this label, to avoid confusion with the holomorphic tangent
bundle of a complex manifold.
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for Z ∈ H1,0. An equivalent way of defining the Levi distribution is the
following:

H = TM ∩ J(TM).

We say that a subbundle L is J-invariant2 if X ∈ L implies that JX ∈ L.
An important related concept is the part of the tangent bundle where we
do not have a complex structure J . We call this bundle the totally real part,
denoted R. We have that

R = TM/H.

Lemma 4.1.3. Let L ⊆ TM be a subbundle. Then L∩ JL is a J-invariant
subbundle.

Proof. Let X ∈ L ∩ JL. Then X ∈ L which implies that JX ∈ JL. On
the other hand, since X ∈ JL, it implies that there exists Y ∈ L such that
JY = X. We get that JX = J2Y = −Y ∈ L, and hence JX ∈ L ∩ JL. We
conclude with that L ∩ JL is J-invariant.

Proposition 4.1.4. H is the maximal J-invariant subbundle of TM .

Proof. We use the other definition of the Levi distribution,

H := TM ∩ J(TM)

By the Lemma 4.1.2, H is J-invariant. Suppose there exists H̃ that is
J-invariant, i.e. JH̃ ⊆ H̃ ⊆ TM . Then for X ∈ H̃ ⊆ TM , we have
Y = JX ∈ JH̃.

−X = J2X = JY ∈ JH̃ ⊆ J(TM)

We see that X ∈ TM∩J(TM) = H, hence H̃ ⊆ H. Thus, H is maximal.

In the beginning of this chapter we required a CR structure to be in-
tegrable by definition and later defined the embedded CR structure as
H1,0 := T 1,0N ∩ TMC. The next proposition shows us that the embed-
ded CR structure and its conjugate will always be involutive, and hence
integrable.

Proposition 4.1.5. Let M ⊂ N be an embedded CR manifold and (N , J)
a complex manifold. Then the CR structure H1,0 and its conjugate H0,1, as
defined in Definition 4.1.1 are integrable.

2This expression should not be confused with j-invariant in the context of elliptic
curves.

42



Proof. For X ∈ Γ(H), we have that

Γ(H1,0) = {X − iJX : X ∈ Γ(H)}, H0,1 = {X + iJX : X ∈ Γ(H)}

Since M is embedded in N , J is the complex structure of N restricted to
H. Let Z = X − iJX, W = Y − iJY ∈ Γ(H1,0). Then

[Z,W ] = [X − iJX, Y − iJY ] = [X,Y ]− [JX, JY ]− i ([JX, Y ] + [X,JY ]) .

Recall that the Nijenhuis tensor for a complex structure vanishes, that is

NJ(X,Y ) = [X,Y ] + J([JX, Y ] + [X, JY ])− [JX, JY ] = 0.

We can use that J(NJ(X,Y )) = 0 to obtain

J [X,Y ]− J [JX, JY ]− [JX, Y ]− [X, JY ] = 0.

We can rewrite this as

[JX, Y ] + [X,JY ] = J([X,Y ]− [JX, JY ]).

Using this expression, we write

[Z,W ] = [X,Y ]− [JX, JY ]− i ([JX, Y ] + [X, JY ])

= [X,Y ]− [JX, JY ]− i (J([X,Y ]− [JX, JY ])) .

Since X,Y ∈ Γ(H) ⊂ Γ(TM), it follows that JX, JY ∈ Γ(TM) and there-
fore

X ′ = [X,Y ]− [JX, JY ] ∈ Γ(TM).

On the other hand, we have that H ⊂ J(TM) and as a consequence,

X ′ = [X,Y ]− [JX, JY ] ∈ Γ(J(TM)).

We get that X ′ ∈ Γ(H), and therefore it follows that

[Z,W ] = [X,Y ]−[JX, JY ]−i (J([X,Y ]− [JX, JY ])) = X ′−iJX ′ ∈ Γ(H1,0).

This concludes the proof that H1,0 is involutive and thus integrable. The
proof for H0,1 follows the exact same steps.
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4.1.3 Pseudo-Hermitian structure and the Levi form

This subsection we introduce the notion of pseudo-Hermitian structure,
which is closely related to a Hermitian structure, discussed in Section 3.6.
We also define a 2-form called the Levi form. The degree to which HC fails
to be involutive is measured by the Levi form. In codimension k = 1, the
Levi form will under certain conditions be nondegenerate or positive defi-
nite. Since positive definiteness doesn’t generalize to higher codimension in
an obvious way, we will therefore focus on the CR(n− 1, 1) manifolds.

Let M be an orientable CR(n − 1, 1) manifold. We define a subbundle
of the contangent bundle in the following way:

E := {ω ∈ T ∗M : H ⊆ ker(ω)}.

E is a real line subbundle of the cotangent bundle. Since M is assumed to
be orientable and H is oriented by the complex structure J , it follows that
E is orientable. Real line bundle are trivial if and only if they are orientable,
hence E is trivial. As a consequence, there exists a non-vanishing globally
defined section θ : M → E. We call the section θ a pseudo-Hermitian
structure. An important note is that ker(θ) = H.

Definition 4.1.6. Given (M,H1,0, θ), we define the Levi form is as

Lθ(Z,W ) = −idθ(Z,W ), ∀Z,W ∈ H1,0.

We say that (M,H1,0, θ) is nondegenerate if the Levi form Lθ is nondegener-
ate and if Lθ is positive definite, then (M,H1,0, θ) is strictly pseudoconvex 3.

We observe that the pseudo-Hermitian structure isn’t unique, meaning
that given a CR(n− 1, 1) manifold, there is a choice to be made in defining
θ. Despite there being a choice in defining θ, any two pseudo-Hermitian
structures θ, θ̂ are related by

θ̂ = λθ, λ ∈ C∞(M), λ(p) 6= 0, ∀p ∈M.

It follows from the product rule that

dθ̂|∧2H = d(λθ) = dλ ∧ θ + λdθ|∧2H.

3Strictly pseudoconvex CR manifolds are closely related to strictly pseudoconvex do-
mains in several complex variables. To read more about this, one could consult Chapter
7 in [LT10].
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Since ker(θ) = H, θ vanishes on H1,0 and H0,1, thus

dθ̂|∧2H = λdθ|∧2H.

In the same way, we get that the Levi form of two pseudo-Hermitian struc-
tures are related by:

Lθ̂|∧2H = λLθ|∧2H.

The way dθ and Lθ transforms with a change of pseudo-Hermitian struc-
ture is closely related to conformal geometry. A conformal metric is an
equivalence class of metrics g1 ∼ λ2g2 for λ ∈ C∞(M). There is a strong
analogy between CR geometry and conformal geometry, which is empha-
sized in [JL+87].

Nondegeneracy is not dependent on choice of θ. We say that nondegeneracy
is a CR invariant property. Strict pseudoconvexity is not a CR invariant
property. Take for example λ = −1. Then if θ̂ = λθ, then Lθ̂ = −Lθ, and if
Lθ is positive definite, then Lθ̂ is negative definite.

If M is a nondegenerate CR manifold with a pseudo-Hermitian structure
θ, we say that (M, θ) is a pseudo-Hermitian manifold. If we have a CR map
between two pseudo-Herimitian manifolds f : (M, θM )→ (N, θN ), then

f∗θN = λθM ,

for some λ ∈ C∞(M). A CR map f : (M, θM ) → (N, θN ) is called a
pseudo-Hermitian map if the pullback satisfies

f∗θN = cθM , c ∈ R.
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4.2 The Reeb vector field

Recall that for a CR manifold, we have a subbundle R ⊂ TM which we call
the totally real part of TM . In the special case of a strictly pseudoconvex
hypersurface, the totally real part is 1-dimensional and will be spanned by
a single vector field.

Theorem 4.2.1. Let M be a strictly pseudoconvex hypersurface. There
exists a unique globally defined non-vanishing vector field ξ : M → TM such
that

θ(ξ) = 1, dθ(ξ, ·) = 0.

We call ξ the Reeb vector field. It is also known in the literature as the
characteristic direction, [DT07] and sometimes the bad direction, [D’A19].

Proof. Existence: Since θ 6= 0, there exists ξ̃ such that θ(ξ̃) = 1. We
know that M admits a Riemannian metric g with the musical isomorphism
] : T ∗M → TM . We define

ξ̃ =
θ]

|θ]|2
=⇒ θ(ξ̃) =

1

|θ]|2
θ(θ]) = 1

We now have that θ(ξ) = θ(ξ̃) = 1. We define α ∈ H∗ as follows:

α = dθ(ξ̃, ·)|H.

Since dθ is nondegenerate on H, the following map is invertible

ψ : H → H∗, v 7→ dθ(v, ·).

If we let ξ = ξ̃ − ψ−1(α), we then have

dθ(ξ, ·) = α− α = 0.

This proves the existence.

Uniqueness: Suppose ξ1 and ξ2 both satisfies the conditions for the Reeb
vector field and let Ξ = ξ1 − ξ2. Then

θ(Ξ) = θ(ξ1 − ξ2) = θ(ξ1)− θ(ξ2) = 0,

which implies that Ξ ∈ H.

ψ(Ξ) = dθ(Ξ, ·) = dθ(ξ1, ·)− dθ(ξ2, ·) = 0.

Since ψ is invertible, it follows that Ξ = 0 and thus ξ1 = ξ2. This proves the
uniqueness.
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Corollary 4.2.2. Let (M,H1,0) be nondegenerate CR with a pseudo-Hermitian
structure θ and the Reeb vector field ξ. We identify R with Span{ξ}. Then

TM = H⊕ Span{ξ} = H⊕R.

Proof. Let X ∈ TM and define Y = X − θ(X)ξ. Then

θ(Y ) = θ(X − θ(X)ξ) = θ(X)− θ(X)θ(ξ) = 0

This implies that Y ∈ ker θ = H.

The Reeb vector field is unique to CR geometry. In fact, any contact
manifold admits a unique Reeb vector field. This means that any nondegen-
erate CR(n− 1, 1) manifold is a contact manifold. If the pseudo-Hermitian
structure θ is nondegenerate, it defines a contact form. One can read more
about this in [DT07].
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4.3 The Webster metric

In order for us to talk about the geometry of CR manifolds, we will have to
introduce a pseudo-Hermitian metric. In this section we will assume that
M is strictly pseudoconvex hypersurface. We define a bilinear form

Gθ(X,Y ) = dθ(X, JY ), ∀X,Y ∈ H.

Recall the Levi form Lθ(Z,W ) = −idθ(Z,W ) is also defined in terms of dθ,
and although Lθ(Z,W ) is defined for complex vector fields Z,W , it turns out
that Lθ and Gθ are closely related, as illustrated in the following proposition.

Proposition 4.3.1. Let X = Re(Z), Y = Re(W ) for Z,W ∈ H1,0. Then

Gθ(X,Y ) =
1

2
Lθ(Z,W ).

Proof.

Gθ(X,Y ) = dθ

(
1

2
(Z + Z), J(

1

2
(W +W ))

)
= dθ

(
1

2
(Z + Z),

i

2
(W −W )

)
=
i

4
dθ
(
(Z + Z), (W −W )

)
=

1

4
Lθ(Z,W ) +

1

4
Lθ(W,Z) =

1

2
Lθ(Z,W ).

In order for us to know that Gθ defines a metric on H, we need to verify
that it is symmetric. Smoothness and bilinearity comes from the definition
of dθ and positive definiteness holds under the assumption that Lθ is positive
definite.

Proposition 4.3.2. Gθ(JX, JY ) = Gθ(X,Y ) for all X,Y ∈ H and is
therefore symmetric by Lemma 3.6.2.

Proof. We consider the difference

Gθ(JX, JY )−Gθ(X,Y ) = dθ(JX, JJY )−dθ(X, JY ) = −dθ(JX, Y )−dθ(X, JY )

Using Cartan’s magic formula, as seen in Example 2.1.6, on dθ(X,Y ) and
that θ(X) = 0 for all X ∈ H, we get that −dθ(X,Y ) = θ([X,Y ]), and thus

−dθ(JX, Y )− dθ(X, JY ) = (θ([JX, Y ]) + θ([X, JY ])) .

Recall that we have the following integrability condition by requiring NJ to
vanish:

[JX, JY ]− [X,Y ]− J ([JX, Y ] + [X, JY ]) = 0,
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Using the equation above, we can write

Gθ(JX, JY )−Gθ(X,Y ) = θ (J([X,Y ]− [JX, JY ])) = 0.

The last part is obtained using that θ ◦ J = 0. This completes the proof
that Gθ(JX, JY ) = Gθ(X,Y ). Since the Levi form and the Gθ coinside on
H, we can conclude that Lθ is also symmetric.

As it stands right now, Gθ is a symmetric bilinear form, assumed to be
positive definite. However, it is only defined on the Levi distribution. By
using the direct sum decomposition of the tangent bundle TM = H⊕R, we
want to extend Gθ to TM .

Definition 4.3.3. Let (M, θ) be a strictly pseudoconvex CR manifold, i.e.
with a positive definite Levi form Lθ. We let πH : TM → H be the natural
projection to the Levi distribution. We define the Webster metric to be

gθ(X,Y ) = Gθ(πHX,πHY ) + θ(X)θ(Y ), X, Y ∈ TM

Proposition 4.3.4. The Webster metric satisfies the following properties:

gθ(X,Y ) = Gθ(X,Y ), ∀X,Y ∈ H
gθ(X, ξ) = 0

gθ(ξ, ξ) = 1

Proof. For X,Y ∈ H, we have θ(X), θ(Y ) are both zero and πHX = X,
πHY = Y , so

gθ(X,Y ) = Gθ(X,Y ).

For the second claim, we use that πHξ = 0 and again that θ(X) = 0, and
thus

gθ(X, ξ) = Gθ(X, 0) + θ(X)θ(ξ) = 0.

For the last claim, we again use πHξ = 0 and θ(ξ) = 1 to get

gθ(ξ, ξ) = Gθ(0, 0) + θ(ξ)θ(ξ) = 1.
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4.4 CR Lie groups and CR Lie algebras

In this section we give a brief overview of CR Lie groups. The motivation
behind this is that there are important examples of CR manifold that are
CR Lie groups. Particular emphasis is put on quadric manifolds, which are
described in Definition 4.4.2.

A Lie groups is a smooth manifold with a smooth group operation. They are
important examples of manifolds with numerous applications in mathemat-
ics and physics. Related to a Lie group is its Lie algebra, which is a vector
space a equipped with a map [·, ·] : a × a → a satisfying the same axioms
we have seen for the Lie bracket of vector fields, see Proposition 2.1.1. For
more details on Lie groups one may consult [Lee01]. Analogously, CR Lie
groups are important examples of CR manifolds.

Let G be a (2n + k)-dimensional real Lie algebra. An (n, k)-structure on
G is an n-dimensional complex subalgebra a ⊂ GC such that a ∩ a = {0}.
We say that (G, a) is a CR Lie algebra.

We define h = Re(a ⊕ a), which is an 2n-dimensional real subspace (not
necessarily a subalgebra). Let J : h→ h be defined by J(Z+Z) = i(Z−Z),
then h is an n-dimensional complex subspace with multiplication defined by
iX = JX and h ∼= a.

Definition 4.4.1. Let G be a real (2n+k)-dimensional Lie group and H1,0

be an CR(n, k)-structure on G. We say that (G,H1,0) is an (n, k) CR Lie
group if H1,0 is left invariant or equivalently, the group operation is a CR
map.

Let Lie(G) be the Lie algebra of left-invariant vector fields on G. If k = 1,
θ ∈ Lie(G)∗ such that ker(θ) = h. Then θ defines a left-invariant pseudo-
Hermitian structure on G.

Definition 4.4.2. The map q : Cn ×Cn → Cd is called a quadratic form if
it satisfies the following:

1. q is bilinear over C

2. q(z, w) = q(w, z) for all z, w ∈ Cn

3. q(z, w) = q(z, w) for all z, w ∈ Cn
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When given a quadratic form q : Cn−d × Cn−d → Cd, we can define

M = {(z, w) ∈ Cd × Cn−d : q(w,w) = Im(z)}.

M is called a quadric manifold. The requirements (2) and (3) ensures that
q(w,w) ∈ Rd, hence M is of real dimension 2n− d. Furthermore, we define
an operation on M ,

(z1, w1) ? (z2, w2) = (z1 + z2 + 2iq(w1, w2), w1 + w2)

As shown in [Bog17], any generic CR manifold, i.e. any CR manifold
with dimRH = 2n − 2k, can be approximated at the origin by a quadric
manifold. We can think of quadric manifolds as models for a general CR
submanifold.

Proposition 4.4.3. The operation ? defines a group structure on Cn×Cn,
which restricts to M ×M .

Proof. Associativity follows from addition in Cn, and the identity is simply
just (0, 0) ∈ Cd × Cn−d. Given an element (z, w), its inverse is given as
(z, w)−1 = (−z + 2iq(w,w),−w). What is left is to show that the group
restricted to M ×M →M is closed and for all (z, w) ∈M , there is a unique
(z, w)−1 ∈M . First let us assume (z1, w1), (z2, w2) ∈M . Then

(z1, w1) ? (z2, w2) = (z1 + z2 + 2iq(w1, w2), w1 + w2) = (z3, w3)

Using the bilinearity of q,

q(w3, w3) = q(w1, w1) + q(w1, w2) + q(w2, w1) + q(w2, w2)

By symmetry, q(w2, w1) = q(w1, w2) and by the conjugation of q,

q(w1, w2) = q(w1, w2).

Thus, we have

q(w3, w3) = Im(z1+z2)+q(w1, w2)+q(w1, w2) = Im(z1+z2)+2 Re(q(w1, w2))

and since Im(2iq(w1, w2)) = 2 Re(q(w1, w2)), we arive at

q(w3, w3) = Im(z3).

Now let us assume (z, w) ∈ M . We want to show that (z, w)−1 must also
be in M , i.e. that (z, w)−1 = (z′, w′) satisfies

q(w′, w′) = Im(z′).
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We use the previously mentioned inverse,

(z, w)−1 = (−z + 2iq(w,w),−w).

The left-hand side of the equation, can be written as

q(w′, w′) = q(−w,−w′) = q(w,w),

by using the bilinearity of q. We write z = x+ iy. Then the left-hand side
of the equation becomes

Im(z′) = Im(−z + 2iq(w,w)) = Im(−x− iy + 2iy) = y = Im(z).

Hence, (z, w)−1 ∈M for all (z, w) ∈M . This completes the proof.

Furthermore, ? : M ×M →M is smooth, hence (M,?) is a Lie group. It is
proven in [LMN07] that any compact Lie group K of odd dimension admits a
left-invariant CR(n−1, 1) structure, meaning any compact odd-dimensional
Lie group admits a CR Lie group structure.

Proposition 4.4.4. Given a quadric manifold (M, q), the vector fields

Zj = ∂wj + 2i
d∑
l=1

∂ql
∂wj

∂zl , 1 ≤ j ≤ n− d,

together with Zj (1 ≤ j ≤ n− d) and vector fields spanning the real part of
M :

ξj = ∂xj , 1 ≤ j ≤ d.

The vector fields Zj , Zj and ξj are all left-invariant vector fields, and H1,0 =
SpanC{Zj}.

For a proof of this claim, see [Bog17]. In the particular case of a quadric
CR(1, 1)-manifold, we have the vector fields Z,Z, given by

Z = ∂w + 2i
∂q

∂w
∂z, Z = ∂w − 2i

∂q

∂w
∂z

and the Reeb vector field given by ξ = ∂x. In the next chapter we will take a
closer look at a common example of a quadric CR manifold, the Heisenberg
group.
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4.5 Connection and curvature on CR manifolds

4.5.1 The Tanaka-Webster connection

The problem we run into with the Levi-Civita connection (Definition 2.3.8)
on CR manifolds is that it does not preserve H or J . That is, ∇J 6= 0 and
given X,Y ∈ Γ(H), ∇XY is not necessarily in Γ(H). We therefore intro-
duce a unique linear connection for CR manifolds, called the Tanaka-Webster
connection, which preserves H and J . After we have introduced the Tanaka-
Webster connection, we will define the associated pseudo-holomorphic sec-
tional curvature.

Recall that given a linear connection ∇, the torison tensor field is given
by

τ(X,Y ) = ∇XY −∇YX − [X,Y ].

We say that ∇ is torison-free if τ vanishes, and that a connection is com-
patible with the metric g if ∇g = 0. The Tanaka-Webster connection will be
compatible with g, but not torsion-free. Instead, we define a new condition
for the torsion.

Definition 4.5.1. We say that ∇ has pure torsion if

1. τ(X,Y ) = dθ(X,Y )ξ

2. (τ(ξ, JX)) + J(τ(ξ,X)) = 0

Theorem 4.5.2 (Tanaka-Webster). Let (M, θ, gθ) be a nondegenerate CR
manifold and let J be the complex structure on H extended to TM , with
Jξ = 0. Then there exists a unique linear connection ∇ on M satisfying:

1. ∇XY ∈ Γ(H) for any X ∈ Γ(TM) and Y ∈ Γ(H) (we say that H is
parallel with respect to ∇).

2. ∇J = 0, ∇gθ = 0.

3. The torsion τ of ∇ is pure.

We call this connection ∇ the Tanaka-Webster connection. The associated
1-form τ(ξ, ·) is called the pseudo-Hermitian torsion of ∇.

Proof. The proof is long and very technical. A proof based on Tanaka’s
work can be found in [DT07]. One can also consult the original monograph
written by Tanaka, [Tan75] or the paper written by Webster, [W+78].

In [Tan89], Tanno generalized the Tanaka-Webster connection to a contact
Riemannian manifold.
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4.5.2 Pseudo-holomorphic sectional curvature

We now turn our attention back to the topic of curvature on manifolds, this
time in the context of complex manifolds and CR manifolds. Just like many
other aspects of Riemannian geometry, sectional curvature has a complex
counterpart. We refer to the article [Bar07] for an interpretation of the
pseudo-holomorphic sectional curvature.

Definition 4.5.3. Let (M, J, g) be given, E ⊆ TM and g(v, w) = g(Jv, Jw).
For any non-zero v ∈ E, we define S = Span{v, Jv}. The pseudo-holomorphic
sectional curvature4 is defined by

κ(S) =
g(R(v, Jv)Jv, v)

|v|4

If E = TM , we call it holomorphic sectional curvature.

Since we are working with CR manifolds, the natural choice for vec-
tor bundle E = H. In the next chapter we will give explicit formulas for
the Tanaka-Webster connection of a CR(1, 1) manifold and the associated
pseudo-holomorphic sectional curvature.

4.5.3 Extending the connection

Whenever the Tanaka-Webster connection is mentioned in literature, a com-
plex formulation is usually given. That is, everything is formulated for vector
fields Z ∈ H1,0 and W ∈ H0,1. The aim of this subsection is to unify the
approach using real vector fields given in Subsection 4.5.1 and the approach
using complex vector fields given in Chapter 1.2 in [DT07].

If ∇ is an linear connection on a real vector bundle E then we can ex-
tend it to the complexified vector bundle EC = E ⊗ C and complex vector
fields by linearity. We want to do this for ∇ on the complexified tangent
bundle

TMC = H1,0 ⊕H1,0 ⊕ Span{ξ} ⊕ Span{iξ}.

Using the properties of ∇, we want to show an equivalent condition for τ to
have pure torsion.

4Also called the Pseudo-Hermitian sectional curvature, see e.g [DT07].
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Proposition 4.5.4. Let (τ(ξ, JX))+J(τ(ξ,X)) = 0. The condition τ(X,Y ) =
dθ(X,Y )ξ is equivalent to

1. τ(Z,W ) = 0

2. τ(Z,W ) = 2iLθ(Z,W )ξ

For Z,W ∈ H1,0.

Proof. We let Z = X − iJX and W = Y − iJY .

τ(Z,W ) = τ(X − iJX, Y − iJY )

= τ(X,Y )− τ(JX, JY )− i (τ(X, JY ) + τ(JX, Y ))

Using the definition τ(X,Y ) = dθ(X,Y )ξ and that dθ(X, JY ) = −dθ(JX, Y ),
we get

τ(Z,W ) = (dθ(X,Y )− dθ(X,Y )− idθ(X, JY )− idθ(JX, Y )) ξ = 0.

For the second claim, we write

τ(Z,W ) = τ(X − iJX, Y + iJY )

= τ(X,Y ) + τ(JX, JY ) + i (τ(X, JY )− τ(JX, Y ))

= 2 (dθ(X,Y ) + dθ(X, iJY )) ξ

= 2i (Lθ(X,Y )− Lθ(X, iJY ))

= 2iLθ(X − iJX, Y + iJY )ξ

= 2iLθ(Z,W )ξ.

For the other direction of both claims, one can do each step in reverse and
use that (τ(ξ, JX)) + J(τ(ξ,X)) = 0.
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Chapter 5

Embedded CR submanifolds

Now that we have introduced CR manifolds and some of its geometry, we
can finally look deeper into the case of embedded CR submanifolds. First,
we show various examples: a totally real submanifold, a complex submani-
fold, a flat hypersurface and an example of nonconstant rank, which is not
a CR submanifold.

We then show a more general example of 3-dimensional CR manifold, de-
scribed by an arbitrary defining function. We get a general formula for the
psuedo-Hermitian structure, the Levi form and the Webster metric. We
then dedicate a section each for two particularly important examples, the
sphere S3 and the Heisenberg group.

In Section 5.5, we revisit the topic of the Reeb vector field and give a formula
for the component functions of ξ. Section 5.6 further explores the Tanaka-
Webster connection, proving important properties and giving a formula for
the connection in the 3-dimensional case, as well as a formula for the as-
sociated pseudo-holomorphic sectional curvature. The last section serves
as a brief summary of how to calculate all the aformentioned parts of an
embedded CR(1, 1) manifold.
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5.1 Examples of embedded CR manifolds

The first two examples will highlight the two extreme cases for our Levi
distribution: when H = {0} and when H = TM .

Example 5.1.1 (Totally real submanifold). A CR manifold is called totally
real if H = {0}. If we take

M = {z ∈ C2 : y1 = y2 = 0}

Written in real coordinates, we have

M = {(x1, 0, x2, 0) ∈ R4}

The tangent bundle is then spanned by ∂xj , that is,

TM = Span{∂x1 , ∂x2}.

But we have that J(∂xj ) = ∂yj , thus we get that TM ∩ JTM = {0}.

Example 5.1.2 (Complex submanifold).

M = {(z1, z2) ∈ C2 : z2 = 0}

It is not difficult to see that our manifold is just the complex plane embedded
into C2. Following the arguments from the previous example, we have

TM = Span{∂x1 , ∂y1}

and since J∂x1 = ∂y1 , J∂y1 = −∂x1 , we get that JTM = TM and hence
H = TM ∩ JTM = TM . In general, if H = TM , then M is a complex
submanifold.

Example 5.1.3 (The flat hyperplane). Consider the function

F (z1, z2) = Im(z2), M = F−1(0).

The function F acts as a projection in the second coordinate. The manifold
M has dimension 3 and non-vanishing differential, i.e. it is a hypersurface.
However, we will see that we are not guaranteed to have a strictly pseu-
doconvex or even nondegenerate pseudo-Hermitian structure. Using that
Im(z2) = y2 and dz2 = dx2 + idy2, we get that the differential is given by

dF = dy2,
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and the psuedo-Hermitian structure is given by

θ = −dx2.

We immediately see that dθ = 0, and as a consequence, Lθ = 0. CR
submanifolds with Lθ = 0 are called Levi flat.

Example 5.1.4 (An example of non-constant rank on H). We give an
example showing that we will not always get a CR-structure. Let us consider
a subset of the 2n − 1-sphere where the n-th coordinate has no imaginary
part. ‖z‖2 is short-hand notation for

∑n
j=1 |zj |2 =

∑n
j=1 zjzj . We consider

the following:
M = {z ∈ Cn : ‖z‖2 = 1, Im(zn) = 0}.

Let p1 be the point given by z1 = z2 = ... = zn−2 = 0, zn−1 = 1, zn = 0.
Written in real coordinates,

x1 = ... = xn−2 = 0, xn−1 = 1, xn = 0, y1 = ... = yn = 0.

We get that ∂xn−1 is the normal at p1 and

Tp1M = Span{∂x1 , ∂y1 , ..., ∂xn−2 , ∂yn−2 , ∂yn−1 , ∂xn}.

Since J(∂xn) = ∂yn and J(∂yn−1) = −∂xn−1 , we get that

Hp1 = Span{∂x1 , ∂y1 , ..., ∂xn−2 , ∂yn−2}.

and we see that dimRHp1 = 2n − 4. By choosing p2 ∈ M given by z1 =
z2 = ... = zn−1 = 0, zn = 1, we get that

Tp2M = Hp2M = Span{∂x1 , ∂y1 , ..., ∂xn−1 , ∂yn−1}.

In this case we have that dimRHp2 = 2n − 2. In conclusion, we see that
the dimension of Hp might vary, but we require the CR structure and the
Levi distribution to be of constant rank. This example is not a CR manifold
since it fails to have constant rank.
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5.2 CR manifold of an arbitrary defining function

We will let F : C2 → R be an arbitrary defining function. We let M =
F−1(p), and assume p to be a regular value. The differential in complex
coordinates is then given by

dF = Fz1dz1 + Fz2dz2 + Fz1dz1 + Fz2dz2.

Here Fzj is short-hand notation for ∂zjF , and similarly Fz1 = ∂z1F . Under
the assumption that p is a regular value, the differential dF is non-vanishing
on M , as the Theorem 2.2.5 guarantees that M is in fact a smooth manifold.
A quick exercise in complex differentials and Wirtinger derivatives gives us
the differential in real coordinates:

Fzdz+Fzdz = Fz(dx+ idy) +Fz(dx− idy) = (∂z +∂z)Fdx+ i(∂z−∂z)Fdy,

and we get that (as expected),

dF = Fx1dx1 + Fy1dy1 + Fx2dx2 + Fy2dy2.

We want to describe the real tangent bundle TM and the Levi distribution
H = ker θ. Since M is described in terms of F , we get that the tangent
bundle TM = ker dF . Since we can write H = TM ∩ JTM , we have that
H = ker θ.

In complex coordinates, we write θ(·) = dF (J ·) in the following way:

θ = i (Fz1dz1 + Fz2dz2 − Fz1dz1 − Fz2dz2) .

The pseudo-Hermitian structure is a real 1-form, despite the imaginary unit
i in this expression. By using Wirtinger derivatives, one can show that θ
can be written as a real differential,

θ = Fx1dy1 − Fy1dx1 + Fx2dy2 − Fy2dx2.

The CR structure and its conjugate is given by

H1,0 = TMC ∩ T 1,0C2 = SpanC{Z = Fz2∂z1 − Fz1∂z2}.

H0,1 = TMC ∩ T 0,1C2 = SpanC{Z = Fz2∂z1 − Fz1∂z2}.

When we take the differential of the pseudo-Hermitian structure θ, we get
the following:

dθ =
1

2
(∂ + ∂) (i (Fz1dz1 + Fz2dz2 − Fz1dz1 − Fz2dz2)) .
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Some of the terms will naturally cancel out, since dzj ∧ dzj = dzj ∧ dzj = 0.
Moreover, the terms dz1 ∧ dz2 and dz2 ∧ dz1 cancel out, since dz1 ∧ dz2 =
−dz2∧dz1, and the same happens for the anti-holomorphic differentials. We
are left with only the mixed wedge products consisting of both holomorphic
and anti-holomorphic differentials:

dθ = 2i
2∑

j,k=1

Fzk,zjdzk. ∧ dzj ,

where Fzk,zj = ∂zk∂zjF . In the previous chapter we defined the Levi form

to be Lθ(Z,W ) = −idθ(Z,W ) for Z,W ∈ H1,0. We use the expression for
dθ to write the Levi form as follows:

Lθ(Z,W ) = −idθ(Z,W ) = 2

2∑
j,k=1

Fzk,zjdzk ∧ dzj(Z,W )

= 2
2∑

j,k=1

Fzk,zj
(
dzk(Z)dzj(W )− dzk(W )dzj(Z)

)
.

Since dzk(Z) = dzj(W ) = 0, we get the expression

Lθ(Z,W ) = −2
2∑

j,k=1

Fzk,zj (dzj ⊗ dzk)(Z ⊗W ).

We want to do the same thing for the symmetric tensor Gθ, which will give
us an expression for the Webster metric. Using the fact that dzk(Y ) =
dzk(iJY ), we can write

Gθ(X,Y ) = dθ(X, JY ) = −
2∑

j,k=1

Fzk,zjdzk(Y + iJY )dzj(X − iJX).

= −4
2∑

j,k=1

Fzk,zjdzk(Y )dzj(X) = −4
2∑

j,k=1

Fzk,zj (dzj ⊗ dzk)(X ⊗ Y ).

Since Gθ(X,Y ) is real, we can do the following

Gθ(X,Y ) =− 2

2∑
j,k=1

Fzk,zj (dzj ⊗ dzk)(X ⊗ Y )

− 2
2∑

j,k=1

Fzk,zj (dzj ⊗ dzk)(X ⊗ Y )

60



= −2
2∑

j,k=1

Fzk,zj (dzj ⊗ dzk)(X ⊗ Y )− 2
2∑

j,k=1

Fzj ,zk(dzj ⊗ dzk)(X ⊗ Y )

= −2
2∑

j,k=1

Fzk,zj (dzj ⊗ dzk + dzk ⊗ dzj)(X ⊗ Y )

Using that αβ = 1
2 (α⊗ β + β ⊗ α), we can write this as

= −4
2∑

j,k=1

Fzk,zjdzjdzk(X ⊗ Y )

Writing dzj = dxj + idyj , we can do the following calculation:

dzj⊗dzk+dzk⊗dzj = (dxj+idyj)⊗(dxk−idyk)+(dxk−idyk)⊗(dxj+idyj)

We have

dzj ⊗ dzk = dxj ⊗ dxk + dyj ⊗ dyk + idyj ⊗ dxk − idxj ⊗ dyk,

dzk ⊗ dzj = dxk ⊗ dxj + dyk ⊗ dyj + idxk ⊗ dyj − idyk ⊗ dxj .

Adding them together and using the symmetric product yields

dzj ⊗ dzk + dzk ⊗ dzj = dxjdxk + dyjdyk + i(dxkdyj − dxjdyk)

We can therefore write Gθ in two ways:

Gθ = −2
2∑

j,k=1

Fzk,zjdzjdzk

= −2
2∑

j,k=1

Fzk,zj (dxjdxk + dyjdyk + idxkdyj − idxjdyk) .

Lastly, we want an orthonormal basis for TM . This will help us when cal-
culating the functions for the Reeb vector field and calculating the Tanaka-

Webster connection. We let Ỹ = Z+Z
2 ∈ Γ(H), where Z ∈ H1,0 is the vector

field that spans the CR distribution, as described earlier. Note that Ỹ is a
non-vanishing vector field. We define

Y =
Ỹ

‖Ỹ ‖
=

Ỹ√
Gθ(Ỹ , Ỹ )
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By the symmetry of gθ, we have that

gθ(Y, Y ) = gθ(JY, JY ) = ‖Y ‖2gθ = 1.

Using the definition of the Webster metric and Cartan magic formula (as
seen in Example 2.1.6) on dθ, we see that

gθ(Y, JY ) = −dθ(Y, Y ) = −θ([Y, Y ]) = 0.

We also know by Proposition 4.3.4 that

gθ(ξ, ξ) = 1, gθ(ξ, Y ) = gθ(ξ, JY ) = 0.

Thus we have that {Y, JY, ξ} constitutes an orthonormal basis on TM .
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5.3 The 3-sphere

5.3.1 Hopf fibrations

We want to explore S3 and the Hopf fibration. The Hopf fibration is the
following sequence:

S1 ↪→ S3 ↪→ CP1 ∼= S2.

We start of by identifying S1 ⊂ C, S3 ⊂ C2 and S2 ⊂ C×R. The spheres are
the points with distance equal to 1 from the origin. The first map S1 ↪→ S3

is just inclusion. We then define the map

p(z1, z2) = (2z1z2, |z1|2 − |z2|2).

We need to check that p(z1, z2) ∈ S2 for any (z1, z2) ∈ S3.√
p(z1, z2)

2
= 4|z1|2|z2|2 + |z1|4 − 2|z1|2|z2|2 + |z2|4 = (|z1|2 + |z2|2)2 = 1.

We have that p(z1, z2) = p(w1, w2) if and only if (w1, w2) = (λz1, λz2) for
|λ|2 = 1, i.e. λ ∈ S1. As a consequence, for all q ∈ S2, p−1(q) ∼= S1.

The Hopf fibration defines a fiber bundle p : S3 → S2 with fibers p−1(q) ∼=
S1. Moreover, we have local trivializations p−1(U) ∼= U ×S1, for some neig-
borhood U ⊂ S2.

Another view of S3 is as a Lie group, shown in [Lee01]. Let (x1, x2, x3, x4) ∈
R4. The three left-invariant vector fields forms a basis for the tangent bundle
of S3:

X1 = −x2∂x1 + x1∂x2 − x4∂x3 + x3∂x4 ,

X2 = −x3∂x1 + x4∂x2 + x1∂x3 − x2∂x4 ,

X3 = −x4∂x1 − x3∂x2 + x2∂x3 + x1∂x4 .

5.3.2 S3 as a CR manifold

We begin with the defining function

F : C2 → R, z = (z1, z2) 7→ ‖z‖2

We know that F−1(1) = S3. Moreover, by using the Hermitian inner product
on C2, we can write the function in the following way:

F (z1, z2) = ‖z‖2 = 〈z1, z1〉+ 〈z2, z2〉 = z1z1 + z2z2
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Writing it in this way allows us to easily write the differential,

dF = z1dz1 + z1dz1 + z2dz2 + z2dz2

and
θ = i (z1dz1 − z1dz1 + z2dz2 − z2dz2) .

Using the differential again, we get

dθ = i (dz1 ∧ dz1 − dz1 ∧ dz1 + dz2 ∧ dz2 − dz2 ∧ dz2) .

Using the anti-symmetry of the wedge product, we get that

dθ = 2i (dz1 ∧ dz1 + dz2 ∧ dz2) .

By using the results from Section 5.2, we can then write

Lθ(Z,W ) = −2 (dz1 ⊗ dz1 + dz2 ⊗ dz2) (Z,W )

and
Gθ(X,Y ) = −2(dz1dz1 + dz2dz2)(X ⊗ Y ).

We have vector fields Z,Z given by

Z = z2∂z1 − z1∂z2 , Z = z2∂z1 − z1∂z2 ,

Y =
Z + Z

2
=

1

2
(x2∂x1 − y2∂y1 − x1∂x2 + y1∂y2) .

Using that Gθ(X,Y ) = 1
2Lθ(Z,W ), we get that both

Lθ(Z,Z) = −2‖z‖2, Gθ(Y, Y ) = −‖z‖2

By recalibrating the pseudo-Hermitian structure, i.e. letting θ0 = −θ, we
have a strictly pseudoconvex CR manifold with {Y, JY } being an orthonor-
mal basis for H.
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5.4 The Heisenberg group

5.4.1 Classical theory

The Heisenberg group in classical literature is usually said to be the spaces
of matrices on the form 1 a c

0 1 b
0 0 1

 ,
with matrix multiplication as the group operation. If the coefficients a, b, c ∈
R, we refer to it as the continuous Heisenberg group, H3(R). If we have
coefficients a, b, c ∈ Z, it is refered to as the discrete Heisenberg group,
H3(Z). It’s Lie algebra consists of matrices on the form0 a c

0 0 b
0 0 0


which is spanned by the basis

X =

0 1 0
0 0 0
0 0 0

 , Y =

0 0 0
0 0 1
0 0 0

 , Z =

0 0 1
0 0 0
0 0 0


A quick exercise in linear algebra gives us the relations [X,Y ] = Z, [X,Z] =
[Y, Z] = 0. We can generalize the 3-dimensional Heisenberg group to dimen-
sion 2n+ 1, by letting a and b be row and column vectors in Rn.

The Heisenberg group is also a common example of a sub-Riemannian man-
ifold. We have a 1-form

θ = dz − 1

2
(xdy − ydx).

Then ker θ = H defines a distribution, and (H3(R), H, g) is a sub-Riemannian
manifold.

5.4.2 CR geometry of the Heisenberg group

Now we will approach the Heisenberg group from the point of view of CR
geometry. The first thing to do is to realize the Heisenberg group as a
hypersurface in complex space. We can accomplish this by considering the
following function:

F : C× Cn−1 → R, (z, w) 7→ Im(z)− ‖w‖2
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and set
H2n+1 = F−1(0).

1 This description of the Heisenberg group is a quadric manifold, and we will
see that it is a CR Lie group. Recall that for a quadric map q : Cn×Cn → Cd,

M = {(z, w) ∈ Cd × Cn−d : q(w,w) = Im(z)}

M is a quadric manifold with group operation

(z1, w1) ? (z2, w2) = (z1 + z2 + 2iq(w1, w2), w1 + w2).

Observe that q(z, w) =
∑n−1

j=1 zjwj , and hence q(w,w) = ‖w‖2, and for

(z, w) ∈ H2n+1, ‖w‖2 = Im(z), the very definition of a quadric manifold.
We will focus on the 3-dimensional case, H3, where we have a function
F (z, w) = ww − Im(z). From this we get the group operation

(z1, w1) ? (z2, w2) = (z1 + z2 + 2iw1w2, w1 + w2).

The differential of the function can be written in the following way:

dF = wdw − wdw − dy.

From here, we can find the psuedo-Hermitian structure

θ = dx+ i (wdw − wdw) .

and using the differential again, we have

dθ = 2i (dw ∧ dw) = −2i (dw ∧ dw) .

This expression is similar to the one we had for S3, expect it differs by a
minus sign and we have only one component dw ∧ dw.

Lθ(Z,W ) = 2(dw ⊗ dw)(Z,W ),

Gθ(X,Y ) = 2dwdw(X ⊗ Y ).

As a consequence of Proposition 4.4.4, the left-invariant holomorphic and
anti-holomorphic vector fields which spans H1,0 and H0,1 are given by

Z = ∂w + 2iw∂x, Z = ∂w − 2iw∂x.

1Some literature, for example [DT07] uses the notation Hn to denote the Heisenberg
group Cn × R ⊂ Cn+1. This can be a bit misleading, since the CR manifold in question
has real dimension 2n + 1.
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We see that Lθ(Z,Z) = 2, and therefore Gθ(Y, Y ) = 1 where Y = Re(Z).
It is straight-forward to see that θ(∂x) = 1 and dθ(∂x, ·) = 0, so we can
conclude by the uniqueness of the Reeb vector field that ξ = ∂x.

The left translation of the Heisenberg group l(w,t) : H3 → H3 are given
by

lC(η, s) = w + η, lR(η, s) = t+ s+ 2iwη

The function l is holomorphic in the component lC, and hence the left trans-
lations are CR map, which tells us that H3 is a CR Lie group. See [DT07]
for details regarding the left translations.

The choice of CR manifolds in these last two sections is not arbitrary, but two
very important examples of CR manifolds. For example, the Schoen-Webster
theorem states that if M is a strictly pseudoconvex CR manifold whose au-
tomorphism group nonproperly, then M is either the standard sphere or
the Heisenberg group, [KM09]. Another reason to look into the Heisenberg
group in the context of CR manifolds is the Lewy operator Z, discovered
by Hans Lewy in [Lew56]. It has some interesting nonsolvability properties
related to the tangential Cauchy-Riemann complex, discussed in [Bog17].
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5.5 Calculating the Reeb vector field

In Section 4.2 we introduced the Reeb vector field and proved its existence
and uniquness. In this chapter we will find an explicit form for the Reeb
vector field for an embedded CR(1, 1)-manifold. Recall the two condition it
satisfies:

θ(ξ) = 1, dθ(ξ, ·) = 0.

The first condition tells us that ξ has a component that is not in Γ(H), since
H = ker θ. In general we also need a component of ξ that is in H, which
ensures the second condition. We will write the Reeb vector field in the
following form:

ξ = ξ̃ + ξθ = β0ξ
′ + β1Y + β2JY.

The vector fields Y and JY are assumed to be orthonormal, as discussed
in the end of Section 5.2, and βj : M → R for j = 0, 1, 2 are real-valued
smooth function. In this section we are concerned with finding β0, β1 and
β2.

5.5.1 Calculating β0

To avoid confusion between linear connections and gradients, the notation
grad1,0 and grad0,1 is used for the holomorphic and anti-holomorphic gradi-
ent respectively. That is,

grad1,0F =
n∑
j=1

∂zjF∂zj grad0,1F =
n∑
j=1

∂zjF∂zj

As we will see in the calculations of Theorem 5.5.1, it turns out that ξ̃ takes
the form

ξ̃ = β0i(grad1,0F − grad0,1F ).

Recall that the pseudo-Hermitian structure is then given by the differential
dF :

θ = i (Fz1dz1 + Fz2dz2 − Fz1dz1 − Fz2dz2)

Now, we are interested in what form the real-valued function β0 : M → R
takes.

Theorem 5.5.1. The normalizing function β0 takes the form

β0 = − 1(∑2
j=1 F

2
zj + F 2

zj

) .
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Equivalently, using the real partial derivatives, we can write

β0 = − 2(∑2
j=1(F 2

xj − F 2
yj )
) .

Proof. We want to compute θ(ξ̃) using

θ(ξ̃) = θ
(
iβ0(grad1,0F − grad0,1F )

)
= i (Fz1dz1 + Fz2dz2 − Fz1dz1 − Fz2dz2)

(
iβ0(grad1,0F − grad0,1F )

)
= −β0

 2∑
j=1

F 2
zj + F 2

zj

 = 1

Solving for β0, we get

β0 = − 1(∑2
j=1 F

2
zj + F 2

zj

) .
We can choose to write this in terms of real coordinates as well.

F 2
zj =

(
1

2
(∂xj − i∂yj )F

)2

=
1

4
(FxjFxj − 2iFxjFyj − FyjFyj ),

and similarly,

F 2
zj =

(
1

2
(∂xj + i∂yj )F

)2

=
1

4
(FxjFxj + 2iFxjFyj − FyjFyj ).

Adding them together, we get

F 2
zj + F 2

zj =
1

2
(FxjFxj − FyjFyj ).

Thus, we can write β0 in the following way:

β0 = − 2(∑2
j=1(F 2

xj − F 2
yj )
) .
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5.5.2 Calculating β1 and β2

Now we turn our attention to the two functions β1 and β2 that will ensure us
that dθ(ξ,X) = 0 for any vector field X. We begin by proving an important
property of the pseudo-Hermitian structure.

Lemma 5.5.2. Despite Lie brackets not being C∞-linear, we still have

θ([ξ, f1X1 + f2X2]) = f1θ([ξ,X1]) + f2θ([ξ,X2]).

Furthermore, we also have that

θ([β1Y + β2JY,X]) = β1θ([Y,X]) + β2θ([JY,X]).

Proof. Since [X,Y + Z] = [X,Y ] + [X,Z], we can write

θ([ξ, f1X1 + f2X2]) = θ([ξ, f1X1] + [ξ, f2X2]) = θ([ξ, f1X1]) + θ([ξ, f2X2]).

Now using the product rule for the Lie brackets, we get

= θ(ξ(f1)X1 + f1[ξ,X1]) + θ(ξ(f2)X2 + f2[ξ,X2]).

Since ξ(f1)X1 and ξ(f2)X2 vanishes on θ, we get

θ([ξ, f1X1 + f2X2]) = f1θ([ξ,X1]) + f2θ([ξ,X2]).

The second assertion is obtained through the same arguments. The product
rule for the Lie bracket gives us

θ([β1Y,X])+θ([β2JY,X]) = θ(β1[Y,X]−X(β1)Y )+θ(β2[JY,X]−X(β2)JY )

= θ(β1[Y,X]) + θ(β2[JY,X]) = β1θ([Y,X]) + β2θ([JY,X]).

Theorem 5.5.3. The two remaining functions of the Reeb vector field is
given by the following formulas:

β1 = θ([ξ̃, JY ]), β2 = −θ([ξ̃, Y ]).

Proof. Using Cartan’s magic formula,

dθ(ξ,X) = ξθ(X)−Xθ(ξ)− θ([ξ,X]) = −θ([ξ,X]) = 0.
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Since dθ(ξ, ξ) = 0, we can take X to be a section in H. We therefore write

ξ = ξ̃ + β1Y + β2JY, X = f1Y + f2JY.

Proceeding with the calculations and applying Lemma 5.5.2, we can write

−θ([ξ,X]) = −θ([ξ̃ + β1Y + β2JY,X])

= −θ([ξ̃, X])− β1θ([Y,X])− β2θ([JY,X]).

When we now writeX = f1Y+f2JY , we see that β1θ([Y,X]) = β1θ([Y, f1Y+
f2JY ]), but since [Y, Y ] = 0, we get

β1θ([Y,X]) = β1f2θ([Y, JY ]).

Similarly, we have

β2θ([JY,X]) = β2f1θ([JY, Y ]).

Using Cartan’s magic formula again, we can compute θ([Y, JY ]) = −θ([JY, Y ]).

θ([Y, JY ]) = −dθ(Y, JY ) = −gθ(Y, Y ) = −1.

Our equation now reduced down to

dθ(ξ,X) = −θ([ξ̃, X]) + β1f2 − β2f1.

We expand the first part of the equation and again use the preceding lemma,

θ([ξ̃, X]) = θ([ξ̃, f1Y + f2JY ]) = f1θ([ξ̃, Y ]) + f2θ([ξ̃, JY ]).

We then finally have that

dθ(ξ,X) = −f1θ([ξ̃, Y ])− f2θ([ξ̃, JY ]) + β1f2 − β2f1 = 0.

Solving for β1 and β2, respectively, we have

β1 = θ([ξ̃, JY ]), β2 = −θ([ξ̃, Y ]).
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5.6 Calculating the Tanaka-Webster connections

We have previously introduced a connection on CR manifolds called the
Tanaka-Webster connection. In this part we will first show some important
properties of the Tanaka-Webster connection. Then we will write the con-
nection in terms of connection 1-forms and find a formula for the connection
forms for a strictly pseudoconvex CR 3-manifold.

5.6.1 Additional properties of ∇

Proposition 5.6.1. The Tanaka-Webster connection satisfies the following:

∇X(JY ) = J∇XY.

Proof. By definition, (∇XJ)Y = ∇X(JY )−J∇XY . Since we require ∇J =
0, we get ∇XJY − J∇XY = 0 and thus ∇XJY = J∇XY .

Proposition 5.6.2.

1. ∇XY1 ∈ Γ(R) for any X ∈ Γ(TM) and Y1 ∈ Γ(R) (i.e. R is parallel
with respect to ∇)

2. ∇ξ = 0

3. ∇θ = 0

4. ∇dθ = 0

Proof. (1): Let Y1 ∈ Γ(Span{ξ}) = Γ(R), X ∈ Γ(TM) and Y2 ∈ Γ(H). We
have that

gθ(∇XY1, Y2) = Xgθ(Y1, Y2)− gθ(Y1,∇XY2) = 0,

because ∇XY ∈ Γ(H), ∇gθ = 0 and gθ(X, ξ) = 0. Thus, ∇XY1 ∈ Γ(R).

(2): We know from Proposition 4.3.4 that gθ(ξ, ξ) = 1. Therefore we have
that

gθ(∇Xξ, ξ) =
1

2
Xgθ(ξ, ξ) = 0.

Since we know that ∇Xξ ∈ Γ(R), we get that ∇Xξ = gθ(∇Xξ, ξ)ξ = 0.

(3): Since H is parallel with respect to ∇, we get that

∇Xθ(Y ) = Xθ(Y )− θ(∇XY ) = 0.
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For ξ, we get the following:

∇Xθ(ξ) = Xθ(ξ)− θ(∇Xξ) = 0.

Using the fact that ∇Xξ = 0. Hence ∇θ = 0.

(4): Let X ∈ Γ(TM), Y1, Y2 ∈ Γ(H).

∇Xdθ(Y1, Y2) = Xdθ(Y1, Y2)− dθ(∇XY1, Y2)− dθ(Y1,∇XY2).

By using the definition of the Webster metric gθ(X,Y ) = dθ(X,JY ), we can
write dθ(X,Y ) = −gθ(X, JY ):

= −Xgθ(Y1, JY2)+gθ(∇XY1, JY2)+gθ(Y1, J∇XY2) = gθ(Y1,−∇XJY2+J∇XY2).

By Proposition 5.6.1, we have that ∇XJY = J∇XY , so

= gθ(Y1,−∇XJY2 +∇XJY2) = 0.

SinceH andR are parallel with respect to∇ and dθ(ξ, Y ) = 0 for Y ∈ Γ(H),

∇Xdθ(ξ, Y1) = Xdθ(ξ, Y1)− dθ(∇Xξ, Y1)− dθ(ξ,∇XY1) = 0.

To summarize, here are the properties that we know the Tanaka-Webster
connection satisfies:

1. H is parallel with respect to ∇.

2. ∇J = 0.

3. ∇gθ = 0.

4. τ(X,Y ) = dθ(X,Y )ξ for all X,Y ∈ H.

5. τξ ◦ J + J ◦ τξ = 0.

6. ∇XJY = J∇XY .

7. Span{ξ} is parallel with respect to ∇.

8. ∇ξ = 0.

9. ∇θ = 0.

10. ∇dθ = 0.
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5.6.2 Connection 1-forms

Throughout this section, {Y, JY, ξ} denotes an orthonormal basis for TM .
By using linearity and the product rule for the connection, if we know the
connection in the basis {Y, JY, ξ}, we know it for any vector field of TM .
We now introduce two 1-forms Γ1,Γ2 : TM → R in the orthonormal basis
{Y, JY, ξ}. We don’t need a connection form for ξ, since ∇ξ = 0. These
connection forms unqiuely determine the Tanaka-Webster connection:

∇XY = Γ1(X)Y + Γ2(X)JY + 0ξ = Γ1(X)Y + Γ2(X)JY.

Using the property ∇XJY = J∇XY , we get

∇XJY = −Γ2(X)Y + Γ1(X)JY.

Proposition 5.6.3. The first connection 1-form vanishes, i.e.

Γ1(X) = 0.

Proof. Want to use compatability with metric, i.e. ∇gθ = 0.

∇Xgθ(Y, Y ) = gθ(∇XY, Y ) + gθ(Y,∇XY ) = 2gθ(∇XY, Y ).

Using the definition of the connection and that {Y, JY } is an orthonormal
basis, we can write

∇Xgθ(Y, Y ) = 2gθ(Γ1(X)Y + Γ2(X)JY, Y ) = 2Γ1(X).

Since gθ(Y, Y ) = 1, we know that ∇Xgθ(Y, Y ) = 0. Thus, Γ1(X) = 0.

In order for us to determine∇, we now only need to know Γ2(Y ), Γ2(JY )
and Γ2(ξ).

Theorem 5.6.4. We have the following formulas for the connection 1-form
in the direction of Y and JY :

Γ2(Y ) = −gθ([Y, JY ], Y ), Γ2(JY ) = −gθ([Y, JY ], JY ).

Proof. We will use the torsion τ(Y, JY ) of ∇ to determine Γ2(Y ).

τ(Y, JY ) := ∇Y JY −∇JY Y − [Y, JY ] = −Γ2(Y )Y − Γ2(JY )JY − [Y, JY ].

Now using that in an orthonormal basis, x =
∑n

j=1〈x, xj〉xj , we can write

[Y, JY ] = gθ([Y, JY ], Y )Y + gθ([Y, JY ], JY )JY + gθ([Y, JY ], ξ)ξ.

74



The last term can be simplified in the following way:

gθ([Y, JY ], ξ) = Gθ(πH[Y, JY ], πHξ) + θ([Y, JY ])θ(ξ)

= θ([Y, JY ]) = −dθ(Y, JY ) = −gθ(Y, Y ) = −1.

Hence gθ([Y, JY ], ξ)ξ = −ξ. On the other hand, we know that τ has pure
torsion, so

τ(Y, JY ) = dθ(Y, JY )ξ = gθ(Y, Y )ξ = ξ.

Using the definition of the Webster metric. Through the definition of torsion
and the condition that the torsion is pure, we have

ξ = τ(Y, JY ) := −Γ2(Y )Y − Γ2(JY )JY − [Y, JY ]

= −Γ2(Y )Y − Γ2(JY )JY − gθ([Y, JY ], Y )Y − gθ([Y, JY ], JY )JY + ξ.

The ξ on each side cancels out as expected, since H is required to be parallel.
Rearranging the equation yields

Γ2(Y )Y + Γ2(JY )JY = −gθ([Y, JY ], Y )Y − gθ([Y, JY ], JY )JY,

and we see that

Γ2(Y ) = −gθ([Y, JY ], Y ), Γ2(JY ) = −gθ([Y, JY ], JY ).

We still have to find an expression for Γ2(ξ). As a short-hand notation,
we write τξ = τ(ξ, ·), which is the pseudo-Hermitian torsion of the Tanaka-
Webster connection.

Lemma 5.6.5. We have the following formula:

J [ξ, Y ] = [ξ, JY ].

Proof. For Y , we have

τξ(Y ) = τ(ξ, Y ) = ∇ξY −∇Y ξ − [ξ, Y ] = Γ2(ξ)JY − [ξ, Y ]

Similarly for JY ,

τξ(JY ) = ∇ξJY −∇JY ξ − [ξ, JY ] = −Γ2(ξ)Y − [ξ, JY ]

Since J∇XY = ∇XJY , we get that J [ξ, Y ] = [ξ, JY ].
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Theorem 5.6.6. We have the following formula for the connection 1-form
in the direction of ξ:

Γ2(ξ) = gθ([ξ, Y ], JY ).

Proof. To find Γ2(ξ), we will use the definition of the Lie derivative.

Lξgθ(Y, JY ) = ξgθ(Y, JY )− gθ([ξ, Y ], JY )− gθ(Y, [ξ, JY ]).

Compatability with metric gives us that

ξgθ(Y, JY ) = gθ(∇ξY, JY )+gθ(Y,∇ξJY ) = gθ(Γ2(ξ)JY, JY )+gθ(−Γ2(ξ)Y, Y ).

On one hand, we have that gθ(Γ2(ξ)Y, Y ) = gθ(Γ2(ξ)JY, JY ) = Γ2(ξ), so
we get

Lξgθ(Y, JY ) = gθ(Γ2(ξ)JY, JY )+gθ(−Γ2(ξ)Y, Y )−gθ([ξ, Y ], JY )−gθ(Y, [ξ, JY ])

= Γ2(ξ)−Γ2(ξ)−gθ([ξ, Y ], JY )−gθ(Y, [ξ, JY ]) = −gθ([ξ, Y ], JY )−gθ(Y, [ξ, JY ]).

Since [ξ, JY ] = J [ξ, Y ], we have that

−gθ([ξ, Y ], JY )− gθ(Y, [ξ, JY ]) = −gθ([ξ, Y ], JY )− gθ(J [ξ, Y ], Y )

= −gθ([ξ, Y ], JY )− gθ(−[ξ, Y ], JY ) = 0.

On the other hand, we the condition that τξ is pure tells us that τξ ◦ J +
J ◦ τξ = 0, which is equivalent to J ◦ τξ ◦ J = τξ;

Jτξ(JY ) = J(−Γ2(ξ)Y − [ξ, JY ]) = −Γ2(ξ)JY + [ξ, Y ]

We can write the same Lie derivative in the following way:

Lξgθ(Y, JY ) = gθ(Γ2(ξ)JY, JY )+gθ(−Γ2(ξ)Y, Y )−gθ([ξ, Y ], JY )−gθ(Y, [ξ, JY ])

= gθ(Γ2(ξ)JY − [ξ, Y ], JY ) + gθ(−Γ2(ξ)JY + [ξ, Y ], JY )

= gθ(τξ(Y ), JY ) + gθ(Jτξ(JY ), JY ) = 2gθ(τξ(Y ), JY ).

Putting these two equations together, we have that

0 = 2gθ(τξ(Y ), JY ) = 2gθ(Γ2(ξ)JY − [ξ, Y ], JY )

= 2gθ(Γ2(ξ)JY, JY )− 2gθ([ξ, Y ], JY ).

Thus, we finally come to the conclusion that

Γ2(ξ) = gθ([ξ, Y ], JY ).
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5.6.3 Pseudo-holomorphic curvature of H

We will be using the same basis as in the previous section; {Y, JY, ξ}. The
goal is to determine an expression of the pseudo-holomorphic sectional curva-
ture of the Levi distribution with respect to the Tanaka-Webster connection,
in the case of CR(1, 1) manifold.

Lemma 5.6.7. The Riemann curvature tensor R(Y, JY )JY of the Tanaka-
Webster connection is given by

R(Y, JY )JY = JY (Γ2(Y ))Y − Y (Γ2(JY ))Y + Γ2([Y, JY ])Y.

Proof. By definition, the Riemann curvature tensor is given by

R(Y, JY )JY = ∇Y∇JY JY −∇JY∇Y JY −∇[Y,JY ]JY.

Recall that ∇XY = Γ2(X)JY . We have that the first part of the curvature
tensor is given by

∇Y∇JY JY = −∇Y Γ2(JY )Y

= −(Y (Γ2(JY ))Y + Γ2(JY )∇Y Y )

= −(Y (Γ2(JY ))Y + Γ2(JY )Γ2(Y )JY )

and

∇JY∇Y JY = −∇JY Γ2(Y )Y

= −(JY (Γ2(Y ))Y + Γ2(Y )∇JY JY )

= −(JY (Γ2(Y ))Y + Γ2(Y )Γ2(JY )JY )

For the third part of the curvature tensor, we get

∇[Y,JY ]JY = −Γ2([Y, JY ])Y.

Adding them all together, we have

R(Y, JY )JY = JY (Γ2(Y ))Y − Y (Γ2(JY ))Y + Γ2([Y, JY ])Y.

Theorem 5.6.8. The pseudo-holomorphic sectional curvature of H with
respect to the Tanaka-Webster connection is given by

κ(H) =− JY gθ([Y, JY ], Y ) + Y gθ([Y, JY ], JY )

− gθ([Y, JY ], Y )2 − gθ([Y, JY ], JY )2 − gθ([ξ, Y ], JY ).
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Proof. We want to prove this by using the formula for pseudo-holomorphic
sectional curvature from Section 4.5. Since Y and JY are unit vector fields,
the formula simplifies to

κ(H) = gθ(R(Y, JY )JY, Y )

Recall that

Γ2(Y ) = −gθ([Y, JY ], Y )

Γ2(JY ) = −gθ([Y, JY ], JY )

Γ2(ξ) = gθ([ξ, Y ], JY )

Using these formulas and Lemma 5.6.7, we get that

κ(H) = gθ(JY (Γ2(Y ))Y, Y )− gθ(Y (Γ2(JY ))Y, Y ) + gθ(Γ2([Y, JY ])Y, Y )

= JY (Γ2(Y ))− Y (Γ2(JY )) + Γ2([Y, JY ])

= −JY gθ([Y, JY ], Y ) + Y gθ([Y, JY ], JY ) + Γ2([Y, JY ])

We again use the fact that we can decompose the bracket [Y, JY ] with
respect to the orthonormal basis, giving us

[Y, JY ] = gθ([Y, JY ], Y )Y + gθ([Y, JY ], JY )JY − ξ.

When substituting this expression and using linearity of Γ2, we have get

Γ2([Y, JY ]) = −gθ([Y, JY ], Y )2 − gθ([Y, JY ], JY )2 − gθ([ξ, Y ], JY ).

When we add the parts together we get

κ(H) =− JY gθ([Y, JY ], Y ) + Y gθ([Y, JY ], JY )

− gθ([Y, JY ], Y )2 − gθ([Y, JY ], JY )2 − gθ([ξ, Y ], JY ).
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5.7 Summary

We end the chapter with a short summary of how to calculate the important
properties of a CR(1, 1) manifold. We start by letting

F : C2 −→ R.

We assume that F is smooth and dF 6= 0. The differential can be written
as

dF =

2∑
j=1

Fzjdzj + Fzjdzj

1. The pseudo-Hermitian structure is given as

θ = i

 2∑
j

Fzjdzj − Fzjdzj

 .

(One may multiply θ by a smooth non-vanishing function to ensure
the Levi form and Webster metric to be positive definite.)

2. The differential of the psuedo-Hermitian structure:

dθ = 2i

 2∑
j,k=1

Fzj ,zkdzk ∧ dzj

 .

3. The CR structure is spanned by a single holomorphic vector field Z:

H1,0 = SpanC{Z = Fz2∂z1 − Fz1∂z2}, H0,1 = H1,0.

4. Both Lθ and Gθ are defined by using dθ.

Lθ(Z,W ) = −2

2∑
j,k=1

Fzk,zjdzj ⊗ dzk(Z ⊗W ), Z,W ∈ H1,0.

We can write Gθ using the symmetric product, either in terms of dzj
and dzj or in terms of dxj and dyj :

Gθ = −4
2∑

j,k=1

Fzk,zjdzjdzk

= −4

2∑
j,k=1

Fzk,zj (dxjdxk + dyjdyk) + i(dxkdyj − dxjdyk)
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5. We let Ỹ = Z+Z
2 ∈ H. We can define a unit vector field by letting

Y = Ỹ
‖Ỹ ‖ = Ỹ√

Gθ(Ỹ ,Ỹ )
. Then {Y, JY } defines an orthonormal basis for

H.

6. Given an orthonormal basis {Y, JY } forH, The Reeb vector field takes
the form

ξ = ξ̃ + β1Y + β2JY,

where
ξ̃ = β0i(grad1,0F − grad0,1F ).

We have that the β0 is given by the following formula:

β0 = − 1(∑2
j=1 F

2
zj + F 2

zj

) .
We also have that β1 and β2 are given by these formulas:

β1 = θ([ξ̃, JY ]), β2 = −θ([ξ̃, Y ]).

7. With the Reeb vector field we can define a Riemannian metric on TM :

gθ(X,Y ) = Gθ(πHX,πHY ) + θ(X)θ(Y ), X, Y ∈ TM.

8. The Tanaka-Webster connection can be expressed with a single con-
nection 1-form:

∇XY = Γ2(X)JY.

In the direction of Y, JY ∈ H, we have

Γ2(Y ) = −gθ([Y, JY ], Y ), Γ2(JY ) = −gθ([Y, JY ], JY ).

In the direction of the Reeb vector field we have

Γ2(ξ) = gθ([ξ, Y ], JY ).

9. The pseudo-holomorphic sectional curvature is of the Levi distribution
H is given

κ(H) =− JY gθ([Y, JY ], Y ) + Y gθ([Y, JY ], JY )

− gθ([Y, JY ], Y )2 − gθ([Y, JY ], JY )2 − gθ([ξ, Y ], JY ).
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